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Preface
Urban development and the migration of much of the population from rural to urban 
areas are significant global phenomena. Increasingly, more small isolated population 
centres are changing into large metropolitan cities at the expense of prime agricul-
tural land and the destruction of natural landscape and public open space. This has 
attracted a lot of attention to the study of urban development under the theme of 
global environmental change. Various urban models have been built for this purpose. 
Amongst these, models based on the principles of cellular automata are developing 
most rapidly.

Urban development resembles the behaviour of a cellular automaton in many 
aspects. The space of an urban area can be regarded as a combination of a number of 
cells, each cell taking a finite set of possible states representing the extent of its urban 
development with the state of each cell evolving in discrete time steps according to 
some local transition rules.

In this book, a simulation model of urban development was developed based on 
the principles of the cellular automata. An innovative feature of the model is the 
incorporation of the fuzzy set and fuzzy logic approach. Instead of defining the 
state of cells as a binary mode of either non-urban or urban, urban development 
was regarded as a spatially and temporally continuous process. In this process, a 
cell might be in a non-urban (or rural) or a fully urban state, or it can also be in a 
state that is not rural/natural but yet not fully urbanised, that is, it is to some extent 
urbanised. Based on the fuzzy set theory, the extent to which a cell has undergone an 
urban development process can be represented by a fuzzy membership grade. Within 
this membership grade, a cell can be non-urban or fully urban with a membership 
grade of 0 or 1 respectively, or it can be at any stage of converting from non-urban to 
urban land use, in which case the membership grade is between 0 and 1 exclusively.

In addition to the use of the continuous cell states represented by the member-
ship grade, fuzzy logic constrained rules were proposed to control the transition of 
cells from one state to another. With the fuzzy-logic-controller, the transition rules 
were defined not by deterministic numbers or explicit mathematical formulae but 
rather as “linguistic variables” representing a certain kind of precondition for a deci-
sion or a process. For instance, the development of an urban area is likely to be 
enhanced by high levels of accessibility, or constrained by an unsuitable topography. 
The application of the natural language statement is closer to the actual process of 
urban development whilst it also represents the uncertainty of various constraints on 
this development.

The fuzzy constrained cellular automata model of urban development was imple-
mented in the ESRI’s ArcGIS environment as an extension to its spatial analysis func-
tions. It was applied to the metropolitan area of Sydney, Australia, to simulate the spatial 
and temporal processes of urban development from 1976 to 2031. A unique technique 
in the calibration of the model using the temporal data set of Sydney was presented. 
The model has not been developed simply as a predictive model. Rather, it functions as 



 

an analytical tool to evaluate the impacts of various factors—physical, socioeconomic, 
and institutional—on urban development. Through the implementation of various tran-
sition rules, the model generates different scenarios of urban development. Therefore, 
the model is useful for urban planners to answer “what if” questions.

There are seven chapters in this book. The first chapter provides a context of urban 
modelling and a theoretical as well as practical review of modelling techniques in 
urban development research. The second chapter introduces the cellular automata 
approach. Research on urban development based on the cellular automata approach 
is surveyed and the problems raised by using this approach are identified. Based 
on a thorough understanding of urban modelling and the applications of the cellu-
lar automata in this field, Chapter 3 develops a fuzzy constrained cellular automata 
model of urban development. These include the application of fuzzy set in defining 
urban states, and the identification of primary and secondary rules constrained by 
fuzzy logic in urban transitions.

Chapters 4 to 6 concern the application of the cellular automata model to simu-
late the process of urban development in metropolitan Sydney. In Chapter 4, the 
descriptions of Sydney in relation to urban development and planning are addressed, 
followed by the construction of a geographical database for the application of the 
cellular automata model developed in Chapter 3. The urban development of Sydney 
from the years 1976 to 2006 is visualised in a GIS. By using the Sydney database, the 
cellular automata model of urban development is tested and calibrated in Chapter 5. 
Through this testing and calibration, the model is used to understand Sydney’s urban 
development in a cellular environment, and to evaluate the impact of various fac-
tors on Sydney’s urban development. These factors include the physical constraint, 
transportation network, and urban planning in relation to various areas planned for 
urban development. By varying the size of the neighbourhood, the effects of differ-
ent neighbourhood scales on the model’s outcomes are analysed. In addition, options 
for the future urban development of Sydney under different planning control condi-
tions in the next two and a half decades are predicted using the model.

Finally, conclusions are drawn in the last chapter on urban modelling using the 
cellular automata approach and the application of the model to simulate the actual 
process of urban development. With these concluding remarks, future research direc-
tions are mapped out, thus bringing the book to a closure.
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1

1 Introduction to Urban 
Development Modelling

Urban development and the migration of population from rural to urban areas are sig-
nificant global phenomena. Increasingly, more small, isolated population centres are 
changing into large metropolitan cities, with the conversion of natural land to urban 
use becoming quite obvious. According to the 2005 Revision of World Urbanisation 
Prospects reported by the Department of Economic and Social Affairs’ Population 
Division of the United Nations (United Nations 2006), in 1900, only 13% of the 
world’s population lived in urban areas; this proportion increased to 29% by 1950, 
and it reached 49% in 2005. The latest U.N. population projection also indicates that 
the proportion of urban population will rise to 60% by 2030, which means that about 
4.9 billion people out of a total world population of 8 billion are expected to be urban 
dwellers in 2030 (United Nations 2006).

The majority of urban growth will occur in the less developed countries. Although 
the patterns of urban growth in the developing countries are not of much differ-
ence to what happened in Europe and the United States a century ago, the absolute 
scale of this growth in terms of the number of cities undergoing rapid growth and 
the sheer number of people involved is much greater than ever before. According 
to the U.N. population projection, urban population growth in the less developed 
countries is projected to be 2.2% in average, annually, from 2005 to 2030, which is 
higher than the overall annual urban growth rate of 1.8% over the same period. As a 
consequence, the urban population in the less developed countries will increase from 
2.3 billion in 2005 to 3.9 billion over the next 25 years (United Nations 2006).

In the more developed countries, the most rapid urban growth took place over a 
century ago, with the growth still continuing, although at a much slower rate on aver-
age than in previous decades. Much of the present population shift in the developed 
countries involves movement from the concentrated urban centres to vast, sprawling 
metropolitan regions or to small- and intermediate-sized cities, resulting in the phys-
ical expansion of the urban land and the conglomeration of multiple cities known as 
the megalopolis (Gottmann 1961).

Rapid urban development usually happens at the expense of prime agricultural 
land, with the destruction of natural landscape and public open space, which has 
an increasing impact on the global environmental change. As Vitousek (1994: 1861) 
states, “three of the well-documented global changes are increasing concentrations 
of carbon dioxide in the atmosphere, alterations in the biochemistry of the global 
nitrogen cycle, and an ongoing land-use/land cover change.” The spatio-temporal 
process of urban development and the social–environmental consequences of such 
development deserve serious study by urban geographers, planners, and policy mak-
ers because of the direct and profound impacts on human beings.
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Cities are characterised by an immense complexity and internal heterogeneity 
(Bourne 1982). However, they also display a certain degree of internal organisation in 
terms of spatial patterns and temporal processes (Bourne 1982, 1971). Understanding 
the spatial patterns and temporal processes of urban development has been the sub-
ject of numerous historical studies involving the application of models.

This first chapter provides a brief discussion on models and model building in the 
context of urban development. It identifies and reviews major approaches conven-
tionally applied in urban development modelling, and the strengths and weaknesses 
associated with each approach. Contemporary modelling practices under the self-
organising paradigm are also reviewed, which are followed by discussions on the 
problems and prospects of urban development modelling.

1.1 Models and Modelling

In the Webster’s Dictionary, a model is defined as “a description, a collection of sta-
tistical data, or an analogy used to help visualise often in a simplified way something 
that cannot be directly observed (as an atom),” or “a theoretical projection in detail 
of a possible system of human relationships” (Webster’s 1964: 1451). In another dic-
tionary, the Collins English Dictionary, a similar definition is given, which says that 
a model is “a simplified representation or description of a system or complex entity, 
especially one designed to facilitate calculations and predictions” (Makins 1995: 
1003). These definitions show that a model in general is a simplified representation 
of reality. Modelling, therefore, is the process or behaviour of producing models. It 
also includes the act or art of those who produce models.

In geography, the terms model and modelling were given very broad interpreta-
tions in the 1960s. As employed in Models in Geography (Chorley and Haggett 1967), 
a model could be a theory, a law, a hypothesis, a structured idea, a role, a relation, 
an equation or a series of equations, a synthesis of data, a word, a map, a graph, or 
some type of computer or laboratory hardware arranged for experimental purposes. 
This broad definition of a model was narrowed by physical geographers to “any rule 
that generates output from inputs” (Haines-Young and Petch 1986: 145), or in other 
words, “any device or mechanism which generates a prediction” (Haines-Young and 
Petch 1986: 144). According to this definition, models are devices or mechanisms con-
structed on the basis of a theory that can generate new information to test the adequacy 
of the theory embedded in them. Haines-Young and Petch (1986) exclude models from 
theories, laws, or hypotheses, and they view modelling as “an activity that enables the-
ories to be examined critically” (Haines-Young 1989: 22–23). However, in the area of 
human geography, the use of models was extended beyond the hypothetical–deductive 
view of science, which was “not necessarily positivist and functionalist simply because 
it is (often) a mathematical approach” (Wilson 1989: 64).

1.1.1 The Need for Models

The idea of using models in scientific research is by no means new. This idea comes 
from the way people react with the real world in which they live. Practically, all 
systems in the real world are exceedingly complex. Therefore, these systems are 
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constantly explored by the use of simplified patterns of symbols, rules, and process 
(Apostel 1961; Meadows 1957). With the use of models, the complex systems of real-
ity can be simplified so that they can be understood and managed.

The application of models in scientific research is important in many aspects. In 
one aspect, although it is accepted that models are different from theories, they play 
an important role in the development of theories. Models not only serve as a frame-
work for theories to be expressed in a precise language, they also enable theories 
or hypotheses embedded in them to be examined. The relationship of modelling 
to the development of theory is extremely subtle and involves constant alternation 
between inductive and deductive reasoning. It is even argued that the extent of theo-
retical development in a field is partially equivalent to the extent to which it employs 
abstract models for analysis and prediction (Kilbridge, O’Block, and Teplitz 1970).

Models are also important in a practical context, especially when dealing with 
social systems that are often of concern to urban analysts and planners. Unlike labo-
ratory scientists, urban analysts and planners can seldom manipulate the objects of 
their study to find the best arrangement or to discover natural properties or laws. 
The scales of cost and time are usually too large to allow for experimentation, and 
controlled experimentation with the social elements is rarely a possibility. In this 
case, through the construction of models, researchers can use them to represent the 
structure or function of the real system and to understand, explain, or predict the 
behaviour of the system. They can also use models to create an artificial environ-
ment for experimentation. For these reasons, models have been widely applied in 
urban planning, resources allocation, and prediction, as well as in assisting decision-
making practices.

1.1.2 CharaCTerisTiCs of Models

As models are simplified structures of reality that present supposedly significant 
features or relationships in a generalised form, they do not include all the associated 
observations or measurements of the systems they model. Thus, the most fundamen-
tal feature of models is that their construction has involved a highly selective atti-
tude to information. With this selective attitude, not only the noise but also the less 
important signals of the system have often been eliminated, enabling the fundamen-
tal, relevant, or interesting aspects of the real system to appear in some generalised 
form (Haggett and Chorley 1967). Therefore, models can be thought of as selective 
pictures of the real-world system, and “only by being unfaithful in some aspects can 
a model represent its original” (Black 1962: 220).

The selective feature of models also implies that models resemble the real-world 
system in some aspect; they are structured approximations of reality. A good model 
represents the real world in a simplified yet valid and adequate way. The model must 
be simple enough in order for one to easily understand and make decisions using it. 
It must be adequate to contain all the important elements of the real-world system, 
and it must be valid because all the elements modelled must be correctly interrelated 
according to their connections or structures.

Another feature of models is their suggestive nature, in that a successful 
model contains suggestions of its own extensions and generalisation (Hesse 1953). 
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For a predictive model, predictions about the real world can be made directly from 
the model. For a descriptive model, it can reveal much about the structure of the 
real-world system. Therefore, models provide concrete evidence of the way in which 
“everything affects everything else” (Lowry 1965: 159). It is because of this sug-
gestive feature that models are widely applied in scientific research, especially in 
understanding social systems.

As models are generated from reality representing the fundamental features 
of that reality, they should be reapplicable to the real world (Chorley 1964). This 
implies that a model generated from one system should be applicable to other sys-
tems with similar features. In fact, many model builders have used the reapplica-
bility of models to judge the value of the models in geographical research (Haggett 
and Chorley 1967).

1.1.3 Types of Models

Models can be classified in various ways. In a general manner, they can be cat-
egorised into three types according to their degree of simplification and abstraction 
(Figure 1.1). The simplest level of abstraction occurs when reality is altered only in 
terms of scale. Scale models can be further differentiated as iconic models if they 
are miniature copies of reality, such as those employed by architects for the buildings 
they design, and as analogue models if the miniaturisation is accompanied by the 
transformation of certain properties such as the maps used by geographers.

At a greater level of abstraction are conceptual models in which the focus is upon 
relationships between different components of reality. The expression of this type of 
model can be in diagrammatic form or in verbal language. The von Thünen model 
of agricultural location is an example of this type (von Thünen 1826). Based on an 
econometric analysis of the estates in Mecklenburg, Germany, von Thünen modelled 
the land-use patterns resulting from the maximisation of rent at every site. His model 
was inherently descriptive (Henshall 1967). However, the framework of this model 
was used by later writers, notably Hoover (1936), Lösch (1943), and Dunn (1954), as 
a basis for normative models (Henshall 1967).

(Diagrammatical or verbal)
Models 

Scale

Conceptual

General 

Increasing 
Abstraction 

Mathematical 

Partial 

Iconic 

Analogue     

Figure 1.1 Types of models. (Adapted from Thomas, R. W. and Huggett, R. J., Modelling 
in geography: a mathematical approach, Barnes & Noble Books, New Jersey, 1980. With 
permission.)
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Models at the highest level of abstraction are mathematical models; these are the 
most widely used and are often the major concern in scientific research. However, 
models in this category can be further divided into different subclasses. Table 1.1 
summarises some of the classifications used frequently in urban modelling (Robinson 
1998; Batty 1976; Kilbridge, O’Block, and Teplitz 1970; Haggett and Chorley 1967).

The cellular automata model of urban development that is central to this book is a 
simulation model based on the principles of nonlinear systems and the Chaos Theory. 
The model simulates the processes of urban development in space and time, which can be 
used to test various “what if” scenarios on urban development. It fits in the category of a 
theory-based model and is a general model in regard to the substantive issues being mod-
elled. It is both descriptive and normative in nature and is dynamic over time. Through 
the process of model simulation, the outcomes of the model are generated in stages.

Table 1.1
different Classifications of Models

Classification criteria Type of models explanation of classification criteria

Theoretical base  
of models

Theory-based  
models

Models are derived directly from a theory as a symbolic 
statement of the theory.

Theory-laden  
models

The real world phenomena are abstracted to symbolic 
forms and are related structurally in a model, thus to 
create new theory.

Substantive issues  
being modelled

Partial  
models

Models deal with only a part of the system being modelled 
or a subsystem of the reality.

General  
models

Models attempting to deal with two or more subsystems  
of the reality being modelled.

Descriptive or  
normative features  
of models

Descriptive  
models

Descriptive models deal with some stylistic description  
of reality.

Normative  
models

Normative models deal with what might be expected  
to occur under stated conditions.

The way models  
deal with time

Static  
models

Models concentrating on the equilibrium  
structural features.

Dynamic  
models

Models concentrating on processes and functions  
through time.

The predictive  
nature of models

Deterministic  
models

Models are based on the notion of exact prediction,  
which is produced by natural and physical laws.

Stochastic  
models

These are also called probabilistic models, which involve 
the use of probabilities, and they produce a range of 
possible outcomes rather than a single prediction.

The solution  
procedure  
of models

Analytic  
models

Analytic solution procedures are direct and do not 
involve any form of iteration.

Simulation  
models

Solutions in these models are gradually reached  
in stages.
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Except for the foregoing classifications, mathematical models can also be classi-
fied according to their objectives, the techniques in use, or the theories or hypotheses 
underpinning them. A review of conventional models of urban development based 
on their underlying theoretical approaches is presented in Section 1.2.

1.1.4 proCedures of Model BuildiNg

Although models vary significantly from one type to another, they share common 
procedures in the process of building them. Figure 1.2 shows the various stages of 
a modelling process that has been well accepted by many model builders (Caldwell 
and Ram 1999).

According to the flow chart, the first stage of model construction is to be clear 
about the objectives and become familiar with the problem that needs to be solved 
in the real world. Then, based on the understanding of the real-world system and the 
objectives, the model builder can begin setting up a model for the second stage. This 
includes selecting an appropriate theoretical base and designing a logical frame-
work to encompass the objectives. In the absence of a well-established theory, the 
model builder needs to make assumptions or hypotheses that serve as the model’s 
theoretical foundation. Decisions concerning the selective features to be modelled or 
neglected also need to be made at this stage.

The third stage is to formulate the model in a mathematical language. This is 
the critical stage and often the most difficult. At this stage, information about the 
real-world situation needs to be abstracted and translated into equations or other 
mathematical statements. With this formulation, the fourth stage is to implement the 
model in a computer programme and to fit or calibrate the model vigorously. This 
task involves two types of transformations: (a) to give precise empirical definition to 
the variables used in the model, and (b) to provide numerical values for the model’s 
parameters. For some kinds of models, these variables or parameters can be verbal 

1. Specify the 
real problem 

2. Set up a 
model

3. Formulate 
the model 

4. Implement the model in 
a computer program 

5. Calibrate the 
model’s outcome 

6. Modelling process 
complete 

YesNo
 Satisfied?

Figure 1.2 A flow chart showing the various stages of a modelling process. (Adapted from 
Caldwell, J. and Ram, Y. M., Mathematical modelling: concepts and case studies, 3rd ed., 
Kluwer Academic, Dordrecht, Netherlands, 1999. With permission.)
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or fuzzy values. Once the variables and parameters are provided, the model can be 
coded in a computer programme and run.

At this stage, although the model has been established and outcomes can be 
achieved by running the model, a question remains about the final product: does 
it really work? Or, how good are the model’s outcomes compared to reality? So, 
the task in the fifth stage is to test the model’s outcomes. This includes testing the 
validity and sensitivity of the model to see if it behaves reasonably when changes are 
made to some of the conditions, and evaluating whether or to what extent the model 
resembles the real-world situation. If one feels that the model can be improved in any 
aspect, then one needs to go back to stage one and complete the modelling process 
again. In this respect, modelling can be regarded as an iterative process where one 
starts from a crude model and gradually refines it until it is good enough to solve 
the original problem. In addition, as the real world is constantly changing, models 
that once were acceptable may no longer be adequate or valid. Therefore, continual 
validation of the models is required (Dickey and Watts 1978).

1.1.5 The piTfalls

Although there is little doubting the value of using models, especially when dealing 
with complex systems, the characteristics of the models discussed in Section 1.1.2 
imply that there are many dangers to which model builders may fall prey (Haggett 
and Chorley 1967: 26). As models are simplified abstractions of reality, they leave 
some parts of reality behind. This is both a strength and a weakness. The strength lies 
in the clarity of the essentials and the manipulative nature of symbols; the weakness 
lies in a certain necessary degree of invalidity. Also, simplification may lead to the 
risk of “throwing the baby out with the bath water” (Haggett and Chorley 1967: 26).  
The suggestive nature of models might lead to the improper use of prediction, struc-
turing features to spurious correlations, and the approximation to unreality. Only 
when the limitations of the models are carefully borne in mind and the dangers of 
using models are remembered can one use models as an effective tool for solving 
scientific problems.

1.2 TheoreTiCal approaChes oF urban 
developMenT Modelling

The use of models in urban research can be dated back to von Thünen’s classical 
model of agricultural location (von Thünen 1826). In his famous book, Der Isolierte 
Staat, published in 1826, von Thünen considered the relationship of three factors: 
the distance of the farmers from the market, the prices received by the farmers for 
their goods, and the land rent. Based on an econometric analysis of the estates in 
Mecklenburg in north Germany, where von Thünen farmed for 40 years, from 1810 
until his death in 1850, he hypothesized that the intensity of land use was inversely 
proportional to the transportation cost or distance from the market. In an “isolated 
state” with only one central city as the sole market and a uniform plain surrounding 
the city, this generates a concentric land-use pattern with the least intensive land use 
located the farthest away from the city centre (Henshall 1967).
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Many models of urban development are related to von Thünen’s model. For 
instance, Weber’s (1909) Industrial Location could be regarded as the first model 
of urban growth. Later on, Christaller (1933) developed his Central Place Theory to 
model urban growth patterns in a regional context. With regard to the internal urban 
structure, Burgess’ (1925) Concentric Zone Model, Hoyt’s (1939) Sector Model, and 
Harris and Ullmans’ (1945) Multiple Nuclei Model are three classical models of 
urban growth and urban land-use patterns (Hägerstrand 1967, 1965). These models 
were based on the understanding of urban development from the central business 
district (CBD) outwards. However, they are static, with little or no regard for the 
dynamic nature of urban development. Moreover, the models were based on assump-
tions that were far from practical; they were by no means operational.

The most widespread use of models in urban geography was during the period of 
the quantitative revolution in geography, which began in the late 1950s and continued 
till the late 1960s (Batty 1981). This development came almost exclusively from North 
America as a result of both the practical need and technical support of computer appli-
cations. In practice, the increasing car ownership during the 1940s and early 1950s 
led to the growing realisation that cities with their traditional physical forms could 
simply not cope with the “new mobility” (Batty 1976: 6). This led to the formation of 
transportation models in the late 1950s. The development of digital computing pro-
vided a means of working with complex mathematical models. During this period, a 
diverse array of styles, techniques, and applications of urban models were developed. 
The subjects of these models included land use, transportation, population, and urban 
economic activities, and were built and implemented using broad styles or techniques 
of linear analysis, mathematical programming, and simulation (Kilbridge, O’Block, 
and Teplitz 1970). These models were regarded by planners as providing artificial 
laboratories for experiments with urban structures (Dyckman 1963).

However, as the emphasis of these models was on the modelling techniques 
rather than their theoretical representations, they were seriously criticised by many 
researchers, thus resulting in an obvious shift of interests in the late 1970s from 
using mathematical models to qualitative analyses in urban research. This shift was 
maintained till the late 1980s when study on complex and open systems provided 
alternative ways to understand cities as evolutionary and complex systems (Allen 
1997). The development of the geographical information system (GIS) and the inte-
gration of a GIS with urban modelling have also facilitated urban modelling with 
rich data sources and new techniques. These new developments have pushed the 
efforts of urban development modelling into a new era.

The rest of this section reviews various urban modelling approaches and practices 
in the literature. However, it is not the intention of the author to cover the vast vol-
ume of work undertaken in urban modelling as such an effort is beyond the scope of 
this book. Instead, the theoretical approaches underpinning these modelling efforts 
are summarised and an outline of the key themes of urban modelling is produced. 
It should be noted that although there are obvious differences between the various 
approaches discussed in the following text, they share some similarities. For exam-
ple, all approaches sought to examine the patterns and processes of urban develop-
ment, and they all regarded urban development as the outcome of the combination 
of human choices and actions and the wider social processes that placed constraints 
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upon human actions (Hall 1998). It is the relative importance of the choices and con-
straints that these approaches emphasise, and the ways in which each is believed to 
operate, that distinguish the following approaches.

1.2.1 urBaN eCologiCal approaCh

This approach is based on the belief that human behaviour is determined by ecologi-
cal principles, such as competition, selection, succession, and dominance. As in plant 
ecology, the most powerful human group would obtain the most advantageous posi-
tion in a given urban environment, for example, the best residential location. This 
approach can be traced back to the work of the Chicago School of Human Ecology 
in the 1920s, and the most notable models of this approach were Burgess’s (1925) 
concentric zone model, Hoyt’s (1939) sector model, and Harris and Ullman’s (1945) 
multiple nuclei model.

Burgess’s model of urban growth was based on the notion that various elements 
of a heterogeneous and economically complex urban society actively compete for 
favourable locations within the city. The competition at the urban centre means a 
successive outward expansion of urban land, forming a series of concentric zones 
that encircle the centre (Carter 1995).

Although Burgess’s model described an ideal pattern of urban growth, it did not 
take into account various urban environmental factors such as topography or trans-
portation networks that can cause disturbances in the ideal pattern. This model was 
an oversimplification of reality and encouraged the postulation of other models of 
urban structure and growth.

Based on the studies of changes of residential patterns of 142 cities for the years 
1910, 1915, and 1936, Hoyt (1939) advanced a sector model in which he identified 
that homogeneous areas of residence tended to grow outward from the centre toward 
the periphery in wedge-shaped sectors. In his sector model, in addition to the obvious 
emphasis on transportation routes where urban growth was often focused on, Hoyt 
also considered the effects of topographic variations and the adjacent and nearby 
land use on urban development. Although limited by the lack of theoretical explora-
tion, Hoyt suggested that high-class residential areas might be expected to expand 
along established lines of travel in the direction of an existing nucleus of buildings. 
High-rent areas tended to spread along higher ground or along waterfronts (if those 
areas were not already occupied by manufacturing industries) and were also likely to 
grow toward the homes of the community leaders. The consideration of the various 
factors in the physical patterning of urban land use suggested a problem for the early 
ecologists’ hope for developing a general model of urban land use. Such a general 
model was proven to be more difficult to achieve by Harris and Ullman (1945).

According to Harris and Ullman (1945), the patterns of urban growth and change 
still followed the general ecological principles identified by Burgess. For example, 
some activities always tend to be located in the vicinity of each other, and others repel 
each other, whereas some cannot afford the high rents demanded for the best sites. 
However, this growth was not centred around one single central business district but 
on certain growing points or “nuclei.” These multiple nuclei attracted and repelled 
newcomers in the broadened urban areas. Each area was formed in consideration of 
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multiple adjoining areas. As the city grew and changed, some new districts became 
more attractive than others. For example, heavy industry was likely to emerge in two 
or more outlying areas as the inner city became increasingly congested, new busi-
ness districts were generated to serve populations some distance away from existing 
centres, and existing towns on the periphery were incorporated into the sprawling 
ecology of the growing metropolitan centres. The multiple nuclei model was “con-
ceived as a further move away from the massive generalisation and toward reality” 
(Carter 1995: 132). However, it did not suggest any uniform patterning of land use 
among cities. In this respect, it would be appropriate to regard Harris and Ullman’s 
model as a guide to thinking about the structure of cities rather than as a rigid gen-
eralisation about urban form.

Although classical models of urban ecology presented the general rules of urban 
growth and structure, these models were overly simplistic (Flanagan 1990). Thus, 
urban ecologists tried to refine the methodology to approach the complexity of the 
urban environment. With this concern in mind, Shevky and Williams (1949) devel-
oped a technique called “social area analysis,” which was further formalised by 
Shevky and Bell (1955). In this technique, multivariate statistical analysis was used 
to identify three fundamental features to serve in various areas of the city, separate 
from one another. These features were economic status, family status, and ethnic 
classification. Through the analysis of these features, the urban area was structured 
as distinguishable social areas. This technique gained wide appeal among research-
ers in the 1960s. With the assistance of computer technology and the periodically 
available data from each census, factor analysis was further developed as a statistical 
tool. However, in the flood of the factorial ecology of different towns and cities, the 
theoretical content of this approach became “steadily diluted” (Bassett and Short 
1989: 178). Whereas the overly simplistic models of classical urban ecology failed 
to describe much regarding existing patterns, the new method of factor analysis was 
seen as describing much but explaining little. Thus, after one decade of overindul-
gence, interest in this approach began to fade by the early 1970s.

1.2.2 soCial physiCal approaCh

The social physical approach was based on the concept of human interaction in 
space. This approach was first developed as a direct analogy to physics. That is, 
it uses Newton’s Law of Gravitation as an analogue for social interaction between 
places. It proposed that the movement of human activities such as changes in resi-
dence and employment between places were directly proportional to the mass of the 
activity at the origin and destination, and inversely proportional to the cost (in terms 
of distance or time) separating them. The model developed from this analogy was 
referred to as the gravity model, which was widely applied in studies of migrations, 
settlement network, and the intraurban structure in the 1960s. A lot of urban models 
under the paradigm of this social physical approach were developed by planners in 
connection with particular studies of individual cities or metropolitan areas, which 
often had direct operational capabilities.

In a typical gravity model, factors such as basic employment, economic struc-
ture, and population were usually distributed using particular allocation functions. 
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These functions were formulated based on spatial accessibility analysis. The gravity 
models had an obvious aptitude for prediction. A well-known and well-documented 
model using this approach was the one developed by the Chicago Area Transportation 
Study (CATS) for forecasting land uses in Chicago City up to the 1980s (Hambury 
and Sharkey 1961).

Following the extensive applications of the gravity models in urban spatial inter-
action studies, Wilson (1970) developed the social physical approach by introduc-
ing the second law of thermodynamics—the maximum entropy law—into this 
approach. Based on the principles of the maximum entropy law, Wilson formulated 
his entropy-maximising spatial interaction model. In this model, the movements of 
people and goods in cities were treated in the manner that particles in gases were 
treated in statistical mechanics using grand canonical ensembles and distinguish-
ing them by origin and destination as “types” and by origin–destination pairs as 
“states” (Wilson 1984: 205). This is a macro-scale or aggregative approach, the 
success of which has been the ease of using it through aggregating the neoclassical 
models of consumers and producers (Robinson 1998).

Although the social physical approach was applied widely in urban planning 
models, the limitations of this approach are very clear. The fundamental limitation 
is that it fails to make an adequate representation of the behavioural process that 
leads to individuals selecting a particular journey to work. Models developed under 
this approach were aggregates; they stressed group behaviour rather than individual 
behaviour, and they lacked the ability to deal with important but non-quantitative 
factors. In addition, as the models were based on analogue assumptions to theories 
in physics, the theoretical base of this approach was very weak. As Batty (1982) 
argued, modellers were too concerned with technical issues rather than their theo-
retical foundations and policy implications.

1.2.3 NeoClassiCal approaCh

The economic equilibrium or neoclassical approach was rooted in the tradition of 
economic theories. The von Thünen model of agricultural location can be regarded 
as the earliest model developed under this approach. Early works on this approach 
also included those of Weber (1909), Lösch (1943), and Isard (1956).

The neoclassical approach was built on the belief that the process of urban devel-
opment is essentially an economic phenomenon, being driven by market mecha-
nisms and the natural forces of competition among economic activities and social 
groups in an urban area. According to the economic theory of equilibrium, the 
allocation of urban land to various users in both quantitative and locational aspects 
is controlled by supply-and-demand relationships obeying the general rule of least 
costs and maximum benefits, or the utility maximisation rule in an equilibrium sys-
tem. Under severe limiting assumptions, a typical model of urban economics shows 
urban structure as the reflection of spatial patterns of transport costs and urban land 
rent. The assumptions might be a concentric, homogeneous city with one single 
centre; the concentration of production of a composite consumption good; housing 
demand relating only to plot size, location, and externalities; and the ignorance of 
public sector policies. Examples of these models include Wingo’s (1961) model of 
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residential land development, and Alonso’s (1964) and Lowry’s (1964) models of 
urban structure.

Wingo (1961) was the first researcher who developed a concept of transporta-
tion demand considering the spatial relationship between home and work. With the 
journey to work viewed as the technological link between the labour force and the 
production process, he defined the demand for movement as the total employment of 
an urban area multiplied by the frequency of work. Drawing on a concept of acces-
sibility, Wingo used a unit of measurement that was calculated as the cost of trans-
portation based on the time spent in movement between points, or the out-of-pocket 
costs for these movements expressed in money equivalent to distance and number 
of trips. By substituting transportation costs for location costs, Wingo achieved a 
locational equilibrium for the distribution of households of particular rent-pay abili-
ties to sites of a particular structure of rents. With the maximisation rule of utility, 
Wingo’s concept generated a rent and residential density gradient that declines from 
the centre to the periphery.

Similar to Wingo’s concept, Alonso’s (1964) model also emphasised the substi-
tution of transport inputs and lot size. He assumed that, in the land development 
process, individual decision-makers, be they firms or households, aimed to mini-
mise rent and transportation costs and maximise the area occupied. Alonso defined 
a bid-rent curve in his model as a set of combinations of rent and transport inputs 
to represent an equal satisfaction level for an individual. If the rent curves for lower 
income groups were steeper for any pair of households with identical tastes, the poor 
would live at high densities near the city centre, whereas the rich would live at lower 
densities near the periphery. Both Wingo and Alonso confirmed Clark’s (1951) origi-
nal speculation on the distribution of population density gradients within a city and 
suggested that the negative exponential equation of population density distribution 
was a general equation that could be derived as a logical extension of the theory of 
urban land market.

Compared with the above two models, Lowry’s (1964) model was probably the 
most widely applied under the economic equilibrium approach of the 1960s. His 
model was based on two underlying assumptions: one was that residential densities 
within a city fell away in a logical manner around the centres of employment, and 
the other was that the location and employment levels of the service sector were 
strongly influenced by accessibility to local customers whose effect was progres-
sively reduced the farther away they lived. Under these assumptions, Lowry divided 
urban employment into basic and non-basic parts in an urban economic base. With 
the allocation of basic employment to various predetermined locations, the residen-
tial population that was likely to be associated with basic employment was calculated 
and allocated to the area. Service employment was then allocated in relation to the 
distribution of the residential population. To maintain a “rational” equilibrium of 
employment, and residential and service populations, the model was run repeatedly 
if non-basic employment happened in the area (Johnson 1972: 191). The model was 
comparatively simple for practical application. Therefore, this approach was widely 
accepted and applied in planning practices in the 1960s.

Although the standard neoclassical models were criticised both for their static 
equilibrium form and their simplified assumptions (Angel and Hyman 1972; Wheeler 
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1970; Boyce 1965), much of the work carried out in the 1970s was concerned with 
relaxing the various assumptions of this approach. Thus, models in this period 
incorporated multiple urban centres, different transport modes, externalities such as 
pollution, and public goods. Residential location models also incorporated income 
variations, differences in household preferences, variations in environmental qual-
ity, and racial discrimination in housing markets. However, because of its ignorance 
of the impact of human behaviour on urban growth and patterning process, this 
approach received fundamental criticism from behavioural approach theorists and 
the humanists.

1.2.4 Behavioural approaCh

Strictly speaking, this approach was referred to as the cognitive behavioural approach. 
It was developed from the criticism of the oversimplified concepts of human behav-
iour implicit in the urban ecological and neoclassical approaches. Unlike those posi-
tivist approaches that explored only a narrow aspect of human behaviour on utility 
maximisation, the behavioural approach sought to focus attention on the motivations 
behind individual behaviour, the way in which individuals search and learn about 
their urban environment, and their decision-making processes. This approach often 
involved explicit rejection of the assumption of the rational economic person and the 
simple utility-maximising framework (Johnston and Wrigley 1981). The urban devel-
opment model developed at the University of North Carolina led by Stuart Chapin is 
a good example of this approach (Chapin and Weiss 1962a).

With the objective of approaching the dynamics of urban growth, the North 
Carolina Group developed a common framework with four elements for their studies. 
These four elements were the value system, behaviour patterns, urban development, 
and the control process. The central concern of this framework was the behaviour pat-
terns that were the representations of human actions. Urban development was viewed 
as an end result of human actions, and the value system of urban society as the pri-
mary source of the impulse for actions. The objective of this framework was to seek 
explanations of urban development in terms of human behaviour, with the behaviour 
patterns being a function of people’s values. The fourth element of this framework, 
the control process, concerns how influence could alter or affect behaviour patterns 
and thereby modify urban development toward certain predetermined goals. This 
element is often referred to as urban development strategies and plans. Under this 
framework, urban development was first viewed as the consequence of certain stra-
tegic decisions that structure the pattern of growth and development, and then as the 
consequence of the myriad of household, business and government decisions that 
followed from the first key decisions. Therefore, the focus of this framework was 
on decisions that were critical in the behavioural sequences of human actions. The 
identification, measurement, and interpretation of the value systems that formulate 
human behaviour were essential for the full analysis of urban development.

The application of this framework has several advantages, such as the emphasis 
on the decision-making process of urban development and the introduction of a con-
trol process. However, like other models developed under the behavioural approach, 
the model’s focus was on simulating the individual decision-making process, in this 
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case the distribution of households to available land. Although group decisions were 
regarded as key decisions in the conceptual framework, they were assumed to be 
known (Chapin and Weiss 1962b).

Because of its overemphasis on individual behaviour rather than group behav-
iour, and other weaknesses such as the overly simplistic view of the relationship 
between cognition and behaviour and the lack of general applicability, the behav-
ioural approach was attacked from a variety of directions in the late 1970s. This 
provoked a rethinking by those who wanted to defend the basic concepts of the 
behavioural approach. Attempts were made both in strengthening the initial crude 
behavioural assumptions in fields such as innovation diffusion and residential mobil-
ity, and in building links between models of individual behaviour and wider societal 
constraints (Bassett and Short 1989).

1.2.5 sysTeMs approaCh

The systems approach was first used in urban modelling in the 1960s. It was based 
on the notions of the General Systems Theory. According to von Bertalanffy (1968), 
everything exists in a sort of system in which it becomes an element. All elements 
of the system are linked and interrelated and are also linked to the system’s envi-
ronment. For instance, an urban system consists of a set of elements or subsystems, 
such as population, land, employment, services and transport, to mention a few. All 
elements within the system are interacting with each other through social, economic, 
and spatial mechanisms while they are also interacting with elements in the environ-
ment. The significance of any one element does not depend on itself but on its rela-
tionships with others. It is the links between the different elements of the system that 
determine its evolution and so permit the process of change in the system. Thus, the 
focus of the systems approach is not on any single element but the connections and 
processes that link all the elements (Chisholm 1967). This suggests the application 
of systems analysis in dealing with the system.

The implementation of systems analysis involves two key steps: the first is the 
definition of a particular system as the object of study, and the second the way of 
describing the structure and behaviour of the system. In regard to the definition of 
systems, Chorley and Kennedy (1971) identified four different types of systems: the 
morphological system, the cascading system, the process–response system, and the 
control system (Figure 1.3). A morphological system represents the static relation-
ships as links between elements, whereas links in a cascading system pass energy 
from one element to another. The process–response system combines the first two 
types of systems, but the focus of studies on this system is on the process rather than 
the form, with the emphasis on causal relationships. This system has two subtypes 
of simple action and feedback systems. The fourth type of system, that is, the control 
system, represents a special case of the process–response system, in which one or 
more elements act as valves to regulate the system’s operation and therefore may be 
used to control it.

In order to illustrate the structure and behaviour of systems, a diverse range of 
mathematical methods has been employed. This includes factor analysis, principal 
component analysis, multicriteria analysis, linear and nonlinear programming, as 
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well as dynamic system simulation. Among these methods, the technique of Systems 
Dynamics developed by Forrester (1971, 1969, 1961) for simulating the urban devel-
opment processes played an important role and hence is worth noting.

The Systems Dynamics technique was first developed for simulating industrial 
process in firms, but this technique has wide applicability (Batty 1976). Derived 
from the idea of control engineering, a system developed using the System Dynamics 
approach is closed with a feedback loop structure. The system is bounded to include 
those interesting components necessary to generate the modes of behaviour of inter-
est. It is closed so that outside occurrences can be viewed “as random happenings that 
impinge on the system and do not themselves give the system its intrinsic growth and 
stability characteristics” (Forrester 1969: 12). The feedback loops are the fundamen-
tal building blocks of the system. The dynamic behaviour of the system is generated 
within feedback loops that are conceived in terms of levels of stocks (level variables). 
The level variables are progressively altered over time by the rate of change (rate 
variables). The rate variables are affected by various positive and negative feedback 
loops within the system. Through the use of a special computer language called 
DYNAMO designed by workers at the Massachusetts Institute of Technology (MIT), 
System Dynamics has been used to simulate the dynamic behaviour of urban sys-
tems and provide predictions on urban development under different conditions. This 
technique was regarded as providing a laboratory for strategic and tactical research 
(Forrester 1969). However, the lack of theoretical support and the difficulty in testing 
the relationships being modelled to any significant extent have caused criticism of 
this approach, and the non-spatial characteristics of this approach has also limited its 
application in modelling urban development in space and time.
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Figure 1.3 Portrayals of different systems: (a) morphological, (b) cascading, (c) process–
response, and (d) control. A, B, and C are three systems; I = input to a system; O = output from 
a system. (From Robinson, G. M., Methods and techniques in human geography, John Wiley, 
New York, 1998. With permission.)
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The systems approach presented researchers with a way of constructing models 
beyond the simple cause–effect or stimulus–response relationships. Therefore, these 
models are widely accepted especially by planners in modelling the behaviour of 
urban systems and predicting future urban developments. However, the weakness of 
this approach is also obvious. For instance, in order to make models operational, some 
models were focused on small parts of the system they model rather than the system 
as a whole; others used simplified mathematical formula to represent the complex 
relationships or links between elements in the system. In dealing with the tempo-
ral change of systems, the systems approach freezes changes in systems rather than 
modelling the change itself. Therefore, the temporal change of a system is dealt with 
from an essentially static perspective (Robinson 1998). The limitations of the systems 
approach based on the General Systems Theory imply that the complexity of reality 
needs to be understood and modelled in new ways.

In the past three decades, studies of nonlinear process and open systems have 
led to the emergence of new understandings of complex systems and their evolution. 
Based on these understandings, cities are looked at as complex and open systems that 
have the capability of self-organisation. The concepts of self-organisation, chaos, 
and complexity theories have led to fruitful studies on urban development, which 
will be discussed in the following section.

1.3 ConTeMporary praCTiCes oF urban 
developMenT Modelling

Starting from the 1980s, the advances in nonlinear systems, fractals, and the Chaos 
Theory have led to new ways of looking at cities and their development, which 
led to significant progress in urban modelling both theoretically and practically. 
Theoretically, studies on nonlinear systems have led to the understanding of urban 
development as an irregular process in the manner of bifurcation and chaos (Allen 
1997; Batty and Longley 1994; Wilson 1981a,b). Practically, the emergence of new 
digital data sources and GIS techniques have provided urban analysts with not only 
rich data sources but also new platforms and techniques for data management, analy-
sis, and visualisation (Sui 1998; Nyerges 1995). In addition, the application of the 
fuzzy set theory and fuzzy logic in urban modelling has provided ways of soft com-
puting that are closer to the real process of the progress of systems (Wu 1998b, 1996; 
Openshaw and Openshaw 1997).

1.3.1 CiTies as self-orgaNisiNg sysTeMs

Although the systems analysis based on the General Systems Theory provided an 
approach to look at cities in complex ways, it is essentially static and is limited in 
the ability to deal with dynamic growth phenomena. Following the General Systems 
Theory, studies on systems went beyond to focus on several special types of systems, 
including catastrophic and chaotic systems. In a catastrophic system, critical values 
of system parameters exist at which some unusual behaviour of the system can occur. 
Both the catastrophe and bifurcation theories are concerned with these critical val-
ues. Studies in the Chaos Theory reveal that even the simplest physical systems that 
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obey deterministic laws can admit unpredictable uncertainty (Robinson 1998; Batty 
and Longley 1994). Recent studies on nonlinear systems reinforced the effects of 
bifurcation and chaos, but they also suggested that orders exist within chaos (Batty 
and Longley 1994). The work carried out at the Brussels School produced impor-
tant results about physical and chemical systems that were also applied to urban 
modelling (Prigogine and Stengers 1984). The main idea of the Brussels School was 
that, for an open system where there is an instant exchange of material and energy 
with its environment, the flow of energy or material could take the system to a state 
“far from equilibrium” (Prigogine and Stengers 1984: 141). The nonlinear process 
of interaction between different elements of the system can generate possibilities of 
bifurcation that may upset the global state of the system and lead to “order from fluc-
tuations” (Prigogine and Stengers 1984: 178). It is the same nonlinear process that is 
responsible for the destruction of the order and the generation of a new order beyond 
another bifurcation. These ideas imply the existence of a self-organising capability 
in a complex system; they also suggest that “insignificant local behaviour can lead 
eventually to qualitatively different global structure” (Wu 1998a: 732).

Based on the understanding of the open system theory, the process of urban devel-
opment is being looked at in new ways. A city can be viewed as an open and complex 
self-organising system that is far from being in equilibrium, and it exists in a constant 
exchange of goods and energy with other cities and its hinterland. The structure of 
this system emerges from local actions where uncoordinated local decision making 
may give rise to coordinated global patterns. Urban development is thus a spatially 
dynamic process, exhibiting some fundamental features of a self-organising system. 
Like the spread of a disease or fire, the edge of an urban area is constantly expand-
ing toward the adjacent rural land. Previous urban form has an impact on present 
urban form, and it, in turn, will influence future urban patterns. This understanding 
suggests that a ground-up approach under the self-organising paradigm to address 
the local behaviour of the system is more realistic in modelling urban development, 
which has resulted in the emergence of a new class of simulation models (Benenson 
and Torrens 2004; Wu 1998a; Batty 1997, 1995; White and Engelen 1994, 1993; 
Couclelis 1985). These models include diffusion-limited aggregation (DLA), geo-
simulation based on automata, and the agent-based models.

Diffusion-limited aggregation (DLA) is one of the most important models of 
fractal growth. It is based on principles of fractal geometry illustrating the irreg-
ular structure of a system that has the same degree of irregularity on all scales. 
This characteristic of irregularity is called self-similarity. The growth dynamics of 
a DLA model is through accretion at the periphery, which is remarkably simple. 
For example, in a plane space with only one immobile seed, a particle is launched 
from a random position far away from the seed, and this particle is allowed to dif-
fuse on the space. If the particle touches the seed, it is instantly immobilised and 
becomes part of the aggregate. Then, similar particles are launched one by one, and 
each of them stops upon hitting the aggregate cluster. With more particles clumping 
together, the probability of new particles sticking in the neighbourhood of the cluster 
increases. Therefore, after launching a large number of particles, a cluster with a 
dendritic structure extending from the seed results. This model, first developed by 
two physicists, T. A. Witten and L. M. Sander (1981), illustrates a general class of 
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behaviour that underlies many phenomena characterised by dendritic growth, such 
as growth of frost on a windowpane, lighting, and sparks. It was first introduced by 
Batty (1991) into urban growth modelling. Following the rules proposed by Witten 
and Sander (1981), Batty developed a model of DLA to model the dynamic urban 
growth, which was applied and tested in both small- to medium-sized cities (Batty 
and Longley 1994).

Urban models based on the automata technique have also emerged under the para-
digm of a self-organising system, with cellular automata being the simplest but most 
popular in action. An automaton is an entity that has its own spatial and non-spatial 
characteristics but also has the mechanism for processing information based on its 
own characteristics, rules, and external input (Benenson and Torrens 2004). Cellular 
automata are a special type of automata that are individual automata, arranged in 
regularly tessellated space, for example, a regular grid. Information can be processed 
and transmitted between cells (or automata), which propagates through neighbouring 
automata. Although the technique of cellular automata dates back to the very begin-
ning of digital computation (Macrae 1992), it is only since the late 1980s that this 
technique has been used to explore the behaviour of a self-organising system and to 
model the process of urban growth (Wu and Webster 2000, 1998; Batty, Xie, and Sun 
1999; Batty 1998; Clarke and Gaydos 1998; Wu 1998a,b,c, 1996; Batty, Couclelis, 
and Eichen 1997; Batty and Xie 1997, 1994c; Clarke, Hoppen, and Gaydos 1997; 
Couclelis 1997, 1989, 1985; White and Engelen 1997, 1994, 1993; White, Engelen, 
and Uljee 1997; Cecchini 1996; Itami 1994).

Another type of automata, the multiple agent systems (MAS), has also been 
adopted for use in urban modelling (Torrens and Benenson 2005; Benenson, Omer, 
and Hatna 2002; Benenson 1999, 1998). The multi-agent systems are designed as 
a collection of interacting autonomous agents, each having its own capacities and 
goals, but together they relate to a common environment. This type of model oper-
ates on the same principles as the cellular automata model, with each agent being 
considered as individual autonomous agent-automata (Torrens 2003), and their states 
generally represent some agent-based characteristics. However, distinctions between 
cellular automata and multi-agent systems exist in a number of ways. One distinction 
is that in the multi-agent system, the basic unit of activity is the collection of agents 
representing individuals, developers, planners, or government decision-makers. The 
agents are autonomous in that they are capable of making independent actions, their 
activities are directed toward achieving defined tasks or goals, and their influence on 
the environment can be at different scales.

Another distinction between the cellular automata and the multi-agent systems 
is that cellular automata are fixed cells in the CA lattice, whereas the agents in 
the multi-agent systems are dynamic and mobile entities that can move within the 
spaces that they “inhabit” (Torrens 2003). These agents also can process and trans-
mit information while they move along the spaces and pass the information from 
one agent and environment to another in their neighbourhood. Consequently, the 
neighbourhood relationships in agent automata are also dynamic: when individual 
agents alter their locations in space, their neighbourhood relationships also change. 
This modelling technique offers more flexibility as their agents not only carry the 
internal feature of the automata and the mechanism of transmitting information to 
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its neighbours, they also represent the behavioural characteristics or can even simu-
late “intelligence” (Torrens 2003). Therefore, this type of modelling approach also 
offers attractive features in urban modelling (White and Engelen 2000). However, in 
practice, the agent-based models are less popular compared to CA-based models in 
urban simulation, and most of the agent-based models developed in urban modelling 
were actually formulated as CA and reinterpreted as multi-agent systems (Benenson 
and Torrens 2004; Torrens 2003; Benenson, Omer, and Hatna 2002).

1.3.2 fuzzy seT aNd fuzzy logiC

Another development in urban modelling in recent years is the application of the 
fuzzy set theory and fuzzy logic. With the understanding that precise mathematics 
are not always sufficient to model adequately the behaviour of complex systems, 
it was thought that a different kind of mathematics—the mathematics of fuzzy or 
cloudy quantities that were not describable in terms of probability distributions—was 
needed (Zadeh 1962). The fuzzy set theory was developed to handle problems that 
have no sharp boundaries or situations in which events are fuzzily defined. Fuzzy 
logic was used to describe the fuzzy relationships in a fuzzy system (Zadeh 1965). 
Fuzzy set and fuzzy logic were originally developed by Zadeh (1971, 1965, 1962), 
and they were applied in control engineering (Holmblad and Osterguard 1982, 1981; 
Mamdani and Assilian 1975). However, the potential applications of this theory go 
far beyond the design of intelligent controllers, and it is realised to be applicable to 
many data analysis, decision-making, and modelling practices relevant to geography 
(Openshaw and Openshaw 1997).

Urban development is the result of a series of decision-making processes that are 
featured by a range of uncertainties in these processes. Fuzzy sets and fuzzy logic 
provide ways of dealing with these uncertainties (Zimmermann 1987, 1985; Zadeh 
1965). For a system represented by a series of “linguistic variables” (Wu 1998b, 
1996; Altman 1994; Wang 1994; Zadeh 1975a,b,c), such as “good,” “very good,” or 
“moderate,” a concept of membership degree is defined in a fuzzy set and is used to 
represent the extent of the uncertainties. Through the processes of “fuzzification” 
and “defuzzification,” the behaviour of decision making can be modelled in a man-
ner that better represents human thinking (Zadeh 1965). Applications of fuzzy set 
and fuzzy logic have been observed covering land suitability analysis (Davidson, 
Theocharopoulos, and Bloksma 1994; Hall, Wang, and Subaryono 1992). There is 
an increase in the literature looking at integrating fuzzy reasoning and fuzzy query 
into GIS (Wang and Hall 1996; Altman 1994; Wang 1994; Banai 1993; Kollias and 
Viliotis 1991). There is further literature regarding the application of fuzzy logic 
control to build dynamic simulation models (Wu 1998b, 1996).

1.3.3 gis aNd urBaN ModelliNg

Although GIS were developed over three decades ago and have been recognised as 
effective tools in geographical research since, these techniques had been developed 
in parallel to urban modelling without much interactions for over two decades (Sui 
1998). It was not until the late 1980s that GIS researchers tried to integrate their 
techniques with urban modelling in the hope of improving the analytical capabilities 
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of GIS techniques (Fischer, Scholton, and Unwin 1996; Fotheringham and Rogerson 
1994; Anselin and Getis 1992; Fischer and Nijkamp 1992; Goodchild, Haining, and 
Wise 1992). Following these efforts, during the 1990s, both GIS users and urban mod-
ellers showed an increasing interest in the integration of the two techniques. Through 
this integration, urban modellers have recognised that GIS has provided modellers 
with new platforms for data management and visualisation (Nyerges 1995).

Many strategies for linking models with a GIS exist, which can be classified in 
a broad scale as a loose coupling or a strong coupling strategy. The loose coupling 
strategy is usually based on importing or exporting common data that are used in 
both the model and the GIS. On the other hand, a strong coupling strategy is based 
on adding the functionality of one system to the other either by embedding a model 
within a GIS or vice versa (Batty and Xie 1994a).

Other classifications on the integration of GIS and urban modelling approaches 
also exist. For instance, Sui (1998) identified four different approaches that have been 
widely used by researchers. These include embedding GIS-like functionalities into 
urban modelling packages, as those illustrated by Birkin et al. (1996), Putnam (1992), 
Clarke (1990), and Haslett, Wills, and Unwin (1990); embedding urban modelling 
into a GIS by software venders, such as those in the packages of TransCAD (Caliper 
Corporation 1983) and the ArcGIS Spatial Analyst Extension (ESRI 2004a); loose 
coupling an urban model with a GIS package where there are constant data exchanges 
between the two systems, such as those used by Clarke and Gaydos (1998); and the 
tight coupling of GIS and urban modelling via either a GIS macro or conventional 
programming, such as those developed by Batty and Xie (1994a,b), Anselin, Dodson, 
and Hudak (1993), Ding and Fotheringham (1992), and Miller (1991). Although GIS 
software vendors have increasingly recognised the importance of GIS’s analytical 
and modelling capabilities, most of the GIS-based urban modelling efforts are made 
through the loose or tight coupling approach (Clarke and Gaydos 1998; Sui 1998).

With the shift of urban modelling from the conventional top-down approach to 
the current practices in addressing localities, models such as those using diffusion-
limited aggregation and cellular automata techniques have demonstrated consider-
able potential in the mutual benefits of urban modelling and GIS (Batty, Xie, and 
Sun 1999; Wu 1998a,b, 1996).

1.4 probleMs and prospeCTs

Although there has been a long history in developing mathematical models of urban 
development and progress has been made in current practice, the efforts of urban 
modelling have encountered several difficulties both theoretically and technically.

1.4.1 TheoreTiCal proBleMs

From the review of the theoretical approaches to urban modelling in Section 1.2, it is 
obvious that the theoretical base of urban modelling is very weak. For instance, the 
urban ecological approach was based on the belief that human behaviour was deter-
mined by ecological principles, whereas the social physical approach was developed  
as a direct analogy to theories in physics. The neoclassical approach was based  
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on the utility maximisation law in economics that was extended to the behavioural 
approach exploring the motivation of individual behaviour and decision-making pro-
cesses. Each approach emphasised one or two aspects of urban development and 
was limited in describing other aspects. To what extent these theories are appropri-
ate in explaining the patterns and processes of urban development remains a ques-
tion. Although the systems approach has the advantage of exploring conceptually 
the complex relationships among factors within the urban system, this approach is 
unable to fundamentally explain the structuring and development of urban systems.

On the other hand, traditional modelling practices have been focused on the 
process of model design and the technical structure of the model. These model-
ling practices have contributed little to the development of new theories (Sui 1998; 
Batty 1981; Echenique 1975; Lee 1973). Recent studies in fractals and the Chaos 
Theory have led to the development of the cellular automata modelling (Batty 2000; 
Couclelis 1997, 1989, 1985; Toffoli and Margolus 1987). This approach has been 
widely applied as a modelling technique in physics, chemistry, biology, computer 
science, geography, and other environmental sciences (for instance, Clarke, Brass, 
and Riggan 1995; Mainster 1992; Doolen and Montgomery 1987; Guan 1987; Sander 
1986; Vincent 1986; Burks and Farmer 1984; Hillis 1984; Vichniac 1984). However, 
both the theoretical base and the practical applicability of this approach need to be 
further developed and tested (Sui 1998).

Another theoretical problem in urban modelling concerns the behaviour and the 
sensitivity of models. As was discussed in Section 1.1.5 regarding the pitfalls of model 
building, it is most important to verify the model’s outcomes and check if the model 
truly represents the real-world system it models. It is also necessary to test the sensi-
tivity of the model, which usually includes tests of the model’s output with different 
inputs, or the effects of errors in computation because of the rounding-up of values, or 
the effect of compounding cumulative errors when submodels are linked (Echenique 
1975). This procedure of model verification and testing is especially important if the 
model is built on assumptions or hypotheses. Even if a model is developed based on 
sound theories, the model still needs to be tested rigorously as errors in the model 
may be larger than the expected change of the system being modelled (Echenique 
1975). Unfortunately, most conventional urban models have not included these critical 
verification and validation tests. As a consequence, they could not be used as synthetic 
devices for testing urban policies or comparing growth scenarios in different cities.

In addition to the weak theoretical base and the lack of validity/sensitivity analy-
ses in urban modelling, many models are developed based on a specific locality; they 
lack the general reapplicability to other regions. Moreover, most conventional mod-
els were developed to model cities in more developed countries. They lack the ability 
to explain the patterns and processes of urban development in the less developed 
countries, especially in the socialist countries. For example, the urban ecological 
approach was based on urban factorial ecology that pertained to Western societies. 
It is hard to define urban growth patterns in terms of a social area model in cities of 
socialist countries. Although urban development in less developed countries is very 
rapid in the recent years, there is an obvious lack in building models to describe the 
structure and patterns of urban growth in these countries compared to the efforts in 
modelling urban development in the more developed countries.
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1.4.2 TeChNiCal proBleMs

Another type of problem with urban modelling concerns technical issues. One of these 
relates to data availability and data handling; the other relates to the way GIS can be 
applied in implementing urban models and in manipulating and visualising data.

Conventionally, data are collected by researchers undertaking specific research 
projects. With the applications of GIS and remote sensing technology, more and 
more data become available from both commercial data providers, government 
organisations, and professional institutions. However, problems exist in the compa-
rability and accuracy of data and the way in which they are handled. These problems 
relate to the variation in the spatial areal unit that is frequently designed for different 
purposes, the level or degree of aggregation of spatial data, and the way of sampling 
for spatial data acquisition. The accuracy of data also depends on data providers and 
the way data are stored and presented. It is from this perspective that there exists a 
general lack of good data for specific research purposes. Therefore, searching for 
and achieving such good data in all modelling efforts becomes an important task.

The rapid growth of GIS and its integration with urban modelling has provided 
modellers with new platforms for data management and visualisation (Nyerges 
1995). However, this integration is essentially technical in nature, and it has not 
touched upon fundamental issues in either urban modelling or GIS (Sui 1998). This 
is due to the difference in the spatial data representation schemes involved in urban 
modelling and GIS (Abel, Kilby, and Davis 1994). Essentially, the development of 
GIS is based upon a limited-map metaphor (Burrough and Frank 1995; Harris and 
Batty 1993), where geographical features in space are captured in map layers either 
as points, lines, and polygons, or as raster cells, and these features are temporally 
fixed (Raper and Livingstone 1995; Gazelton, Leahy, and Williamson 1992; Peuquet 
1988). This scheme of representation is not compatible with the relative/relational 
and dynamic conceptualisation of space in urban modelling (Sui 1998). Therefore, 
the current effort in integrating a GIS with urban modelling is not satisfactory, and 
requires research at a higher level in conceptualising space and time, which has led 
to the emergence of the new geographical information sciences (Goodchild 1992; 
NCGIA 1995; Sui 1998).

1.4.3 fuTure prospeCTs

With the awareness of issues concerning urban modelling, improvements can be 
achieved in undertaking this practice. Theoretically, the development of self-organising 
systems and complexity theories has provided new ways of understanding the patterns 
and processes of urban development. A large body of literature has been established 
for constructing urban models under the new self-organising paradigm that has been 
applied and tested under various circumstances and in different regions. Through these 
efforts, the theoretical foundations of urban development will be understood through 
locally defined urban transitions.

The theoretical development in urban modelling will also benefit researchers in 
data collection and handling. As March (1974: 12) states, “we collect data intention-
ally, and behind these intentions are theories about how the world is constructed.”  
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The establishment of certain models demands certain kinds of information (Echenique 
1975). Therefore, researchers can focus on looking only for the information they need.

For the integration of urban modelling with GIS, Sui (1998) argued that the prob-
lems could not be solved if this integration continued to be treated as a technical 
issue. He suggested a new framework for urban modelling based on the newly devel-
oping geographical information science. Models under this framework should enable 
researchers to describe the emerging urban form in more comprehensive ways, to 
explain the underlying processes contributing to the emergence of new forms, and to 
prescribe effective urban policies to redirect the underlying process to promote the 
most desirable urban forms (Sui 1998).

1.5 ConClusion

This chapter provides an overview of the context on urban modelling and a theoretical 
as well as practical review of modelling techniques in urban development research. 
Continuing from this overview, the following chapters focus more on urban modelling 
based on the cellular automata approach. The structure of the book is as follows:

Chapter 2 first introduces the cellular automata approach and its application in 
urban modelling. Research on urban development based on the cellular automata is 
surveyed, and the problems raised by using this approach are identified. Based on 
the understanding of urban modelling and the applications of the cellular automata 
in this field, Chapter 3 introduces fuzzy set and fuzzy logic approaches in urban 
modelling, and it develops a cellular automata model of urban development using 
fuzzy constrained transition rules. A complete process of developing a fuzzy logic 
controller, from the fuzzification of input data to transition rule setting and fuzzy 
inferencing to the defuzzification of results, is presented in this chapter.

Chapters 4, 5, and 6 apply and calibrate the fuzzy constrained cellular automata 
model to simulate the process of urban development in the metropolitan area of 
Sydney, Australia. In Chapter 4, the descriptions of Metropolitan Sydney in rela-
tion to urban development and urban planning are addressed, followed by the con-
struction of a database for the application of the fuzzy constrained cellular automata 
model of urban development. The urban development of Sydney during 1976–2006 
is visualised in a GIS. By using the Sydney database, the cellular automata model 
of urban development is configured and calibrated in Chapter 5. Through vigorous 
testing and calibration, the model is used to simulate Sydney’s urban development 
in a cellular environment and to evaluate the impacts of various factors on Sydney’s 
urban development. The results generated by the model are presented and discussed 
in Chapter 6. Chapter 6 also presents discussions on the effects of spatial scales on 
the model’s performances and outcomes. In addition, options for the future urban 
development of Sydney under various conditions from 2006 to 2031 are also simu-
lated and presented in this chapter.

Finally, conclusions are drawn in Chapter 7 on urban modelling using the cellular 
automata approach and the application of the model to simulate the actual process of 
urban development. With these concluding remarks, future research directions are 
mapped out, thus bringing the book to a closure.
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2 Cellular Automata 
and Its Application in 
Urban Modelling

Recent studies of nonlinear and open systems have led to the understanding of 
cities as evolutionary and complex systems (Allen 1997). Cities are looked at as 
self-organising systems, which are remarkably suited to computational simula-
tion (Clarke and Gaydos 1998; Wolfram 1984). A cellular automaton is charac-
terised by phase transitions that can generate complex patterns through simple 
transition rules. As such, this technique seems ideally suited to modelling the 
complexity of urban systems (Clarke and Gaydos 1998; Batty 1995). In this chap-
ter, the principles of cellular automata simulation are discussed, and the applica-
tions of this simulation technique in modelling urban development are reviewed. 
Through this review, the progress and limitations of the cellular automata for 
urban development modelling are identified, leading to the development of a 
fuzzy constrained cellular automata model of urban development in the follow-
ing chapters.

2.1 Cellular automata modelling

2.1.1 Cellular automata modelling: a game

A cellular automaton (CA) is a discrete dynamic system in which space is divided 
into regular spatial cells, and time progresses in discrete steps. Each cell in the sys-
tem has one of a finite number of states. The state of each cell is updated according 
to local rules, that is, the state of a cell at a given time depends on its own state and 
the states of its neighbours at the previous time step (Wolfram 1984).

The research on the design and application of cellular automata dates back to 
the dawn of digital computation. Alan Turing, an English mathematician, first 
demonstrated that computers, through their software, could embody rules that 
could “reproduce” themselves (Batty 1997: 267). Stanislaw Ulam, a Polish-born 
American mathematician, studied the growth of crystals in the 1940s using a sim-
ple lattice network. At the same time, John von Neumann, Ulam’s colleague at 
Los Alamos National Laboratory, was working on the problem of self-replicating 
systems. While working on his design, he realised the great difficulty of build-
ing a self-replicating robot and the high costs in providing the robot with a “sea 
of parts” from which to build its replicate. Ulam suggested that simple cellular 
automata could be found in sets of local rules that generated mathematical patterns 
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in two-dimensional and three-dimensional space where global order could be pro-
duced from local action (Batty, Couclelis, and Eichen 1997; Ulam 1976). Inspired 
by Ulam, von Neumann constructed a complex self-producing machine with a two-
dimensional cell space, each cell having 29 states that work within a small four-cell 
neighbourhood, that is, the East/South/West/North adjacent cells. This four-cell 
neighbourhood is therefore called the von Neumann Neighbourhood. von Neumann 
proved that, mathematically, with his machine, any particular pattern or blueprint 
would make endless copies of itself within the given cellular space (von Neumann 
1966). von Neumann’s work set alight the field in the 1950s, initiating the scientific 
study of cellular automata (Batty 1997). However, owing to its complexity, von 
Neumann’s machine was not run under a “real” simulation on any modern digital 
computer (Langton 1984).

The first important application of the cellular automata came from John 
Conway’s “Game of Life” (Gardner 1972). “Life” was constructed as a two- 
dimensional grid with two cell states and an eight-cell neighbourhood. The two 
possible states a cell can be in is either dead or live. The eight-cell neighbourhood 
includes cells in the East, South, West, North, South-west, South-east, North-
east, and North-west directions. This type of neighbourhood is termed the Moore 
Neighbourhood.

In Conway’s “Game of Life,” a cell can survive, die, or give birth in successive 
generations according to the following rules:

Survival: A live cell with two or three live neighbours survives into the •	
next generation.
Death: A live cell with less than two or more than three live neighbours dies •	
either of isolation or of overcrowding.
Birth: A dead cell with exactly three live neighbours becomes alive in the •	
next generation.

Using these simple rules, the model is able to generate very complex structures as 
different cells die, survive, or give birth in successive generations. Figure 2.1 pres-
ents a sample of simulation results generated by the model. The “Game of Life” has 
been a very popular cellular automata model after the paper by Gardner in Scientific 
American (Gardner 1972).

Conway’s “Game of Life” has drawn great interest from a whole generation of 
researchers. Countless approaches have been developed to explore the complex-
ity of cellular automata that emerges from simple rules. In 1983, Stephen Wolfram 
published the first of a series of papers systematically investigating the simplest 
one-dimensional cellular automata, which he termed elementary cellular automata 
(Wolfram 2002, 1994, 1983). Each cell in the elementary cellular automata only has 
two possible values or states of either 0 or 1, and the transition rules depend only on 
the nearest-neighbour values. The unexpected complexity of the behaviour of these 
simple rules led Wolfram to suspect that complexity in nature may be due to similar 
mechanisms (Wolfram 1994).
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However, studies on cellular automata had not taken off until the 1990s when com-
puters had become truly graphic and studies on complexity theory, self-organisation, 
and chaos had reached fever pitch (Batty 1997). From the viewpoint of complexity 
theory, complex structures can be generated by very simple rules; therefore, they 
can provide useful techniques for exploring a wide range of fundamental issues 
in dynamics and evolution. As Wolfram shows, cellular automata are constructed 
“from many identical components, each simple, but together capable of complex 
behaviour” (Wolfram 1984: 419). Cellular automata have been applied primarily in 
the physical and natural sciences such as physics, chemistry, and biology, and there 
is also an increasing number of applications to cities and spatial ecological studies 
(Batty 1997; Itami 1994).

2.1.2 a Simple Cellular automata model

According to Levy (1992), a cellular automaton is a self-operating machine that 
“processes information, proceeding logically, inexorably performing its next 
action after applying data received from outside itself in light of instructions pro-
grammed within itself” (Levy 1992: 15). In a cellular automata system, space is 
divided into regular cells. The state of a cell is determined by the state of the cell 
itself and the states of cells in its neighbourhood at a previous time step through 
a set of locally defined transition rules. The states of all cells are updated syn-
chronously. The overall behaviour of the system is determined by the combined 
effects of all the local transition rules. Thus, the state of the system advances in 
discrete time steps.

t = 4 t = 5 t = 6

t = 1 t = 2 t = 3

Figure 2.1 A simple simulation based on Conway’s “Game of Life.” (Black cells are live, 
and white cells are dead; t is time step.)
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2.1.2.1 Five Basic elements of a Cellular automaton

According to the foregoing definition, a cellular automaton consists of five basic 
elements:

 a. The cell, which is the basic spatial unit in a cellular space. Cells in a cellular 
automaton are arranged in a spatial tessellation. A two-dimensional grid of 
cells is the most common form of a cellular automaton used in modelling 
urban growth and land-use change. However, other arrangements, such as a 
one-dimensional cellular automaton, have also been developed to represent 
linear objects, such as urban traffic modelling (Nagel, Rasmussen, and Barrett 
1997; DiGregorio et al. 1996). The cell space can also be tessellated into other 
arrangements, such as a honeycomb arrangement or even in three dimen-
sions. For instance, the third dimension of an urban cellular automaton can 
represent the building heights in the urban built-up environment. However, 
due to the difficulty in model design and construction, those cell arrange-
ments are less popular or yet to be developed in urban modelling practice.

 b. The state, which defines the attributes of the system. Each cell can take only 
one state from a set of states at any one time. The state can be a number that 
represents a property. In urban-based cellular automata models, the states of 
cells may represent the types of land use or land cover, such as urban or rural, 
or any specific type of land use; or it may be used to represent other features of 
the urban area, such as social categories of populations (immigrant vs. native 
population) as was proposed by Portugali and Benensen (1995).

 c. The neighbourhood, which is a set of cells with which the cell in question inter-
acts. In a two-dimensional space, there are two basic types of neighbourhoods: 
the von Neumann Neighbourhood (four cells), which includes the North, South, 
East, and West neighbours of a cell in question; and the Moore Neighbourhood 
(eight cells), which includes the cells defined in the von Neumann neighbour-
hood as well as cells in the North-west, North-east, South-east, and South-west 
directions. Other kinds of neighbourhoods, such as a neighbourhood within 
a circle of a certain distance from the cell in question, have also been used in 
urban modelling (e.g., see White and Engelen 1997, 1994).

 d. The transition rule, which defines how the state of one cell changes in 
response to its current state and the states of its neighbours. This is the key 
component of cellular automata because these rules represent the process of 
the system being modelled, and are thus essential to the success of a good 
modelling practice (White 1998). For a strict cellular automaton, the transition 
rules are uniform and are applied synchronously to all cells within the system. 
However, a number of modifications in defining transition rules have been 
observed in the literature, which will be discussed in the following sections.

 e. The time, which specifies the temporal dimension in which a cellular autom-
aton exists. According to the definition of cellular automata, the states of all 
cells are updated simultaneously at all iterations over time. However, this 
restriction can be released by operating the cellular automata model at dif-
ferent temporal speed for different cells, as was seen in Uljee, Engelen, and 
White (1996) where their model simulated the low-lying areas on a monthly 
basis and the upland areas on a yearly basis.
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2.1.2.2 mathematical representation of a Cellular automaton

Let Sx
t
ij
 be the state of a cell xij at the location i, j at time t. Sx
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where Ωxij
 represents a set of cells in the neighbourhood of cell xij , S xij

t
Ω is a set of 

states of cells Ωxij
 at time t, and f is a function representing a set of transition rules.

If the cell itself is considered as a member of its neighbourhood, then Equation 2.1 
can be rewritten as
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Equation 2.2 can be expressed in a verbal form that illustrates a generic principle of 
the development of a cellular automaton, namely,

IF   something happens in the neighbourhood of a cell,
THEN something else will happen to the cell at the following time step.

A cellular automata model usually consists of a set of “IF–THEN” statements that 
imply specific transition rules. For instance, the model “Game of Life” can be 
expressed as three “IF–THEN” statements:

IF    there are two or three live cells in the Moore Neighbourhood of 
a live cell,

THEN the cell stays alive in the next generation;
IF    there are less than two or more than three live cells in the Moore 

Neighbourhood of a live cell,
THEN the live cell dies in the next generation;
IF    there are exactly three live cells in the Moore Neighbourhood 

of a dead cell,
THEN the dead cell becomes alive in the next generation.

Owing to the generic principle of development, cellular automata models “may serve 
as a framework for modelling complex natural phenomena in a way that is concep-
tually clearer, more accurate, and more complex than conventional mathematical 
systems” (Itami 1994: 30).

2.1.3 the Complex FeatureS oF Cellular automata

One of the most attractive features of the cellular automata is its capability in gen-
erating complicated behaviour and complex global patterns despite its simplicity 
in model construction. For instance, even the simplest or “elementary” one-dimen-
sional cellular automaton with only binary values at each site was capable of exhibit-
ing complicated behaviour (Wolfram 1983). This indicates that simple models such 
as cellular automata can potentially be made to reproduce complex phenomena 
(Wolfram 1994).
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Cellular automata also possess the characteristic of an open system that is capa-
ble of self-organisation. This is a process in which the system increases its internal 
organisation in complexity without being guided or managed by an outside source. 
Such a self-organising system typically displays emergent properties in which novel 
and coherent structures and patterns arise from turbulence and chaos (Goldstein 
1999). For instance, Wolfram (1983) shows that with a “disordered” initial state that 
was randomly chosen, a simple one-dimensional cellular automaton is capable of 
generating some structure in the form of many triangular “clearings.” The spon-
taneous appearance of these clearings is a simple example of “self-organisation” 
(Wolfram 1994).

Another generic feature of the cellular automata is its capability to generate self-
similar patterns (Wolfram 1994). That is, as the cellular automata develop over time, 
the patterns they generate often exhibit a degree of regularity in structure, which are 
self-similar (Torrens 2000). With this feature, it indicates that portions of the evolved 
pattern of a structure are indistinguishable from the whole; therefore, the structure 
of the pattern is scale independent (Torrens 2000; Wolfram 1994), making it attrac-
tive for overcoming the modifiable area unit problem that exits in most geographical 
modelling practices (Openshaw 1984).

In addition, cellular automata are dynamic systems, and they attend to elements 
of the system they represent at a local scale. Through the interaction with other ele-
ments within their neighbourhood the cellular automata are capable of modelling 
complex phenomena by setting simple transition rules. As such, they can be used as 
simple mathematical idealisations of natural systems (Wolfram 1994).

2.2 Cellular automata in urBan modelling

Urban development resembles the behaviour of a cellular automaton in many aspects. 
The space of an urban area can be regarded as a combination of a number of cells, each 
cell taking a finite set of possible states representing the extent of its urban development. 
The state of each cell evolves in discrete time steps according to some local rules. This 
section identifies the advantageous features of cellular automata in urban modelling as 
well as its early and contemporary applications in urban modelling practices.

2.2.1 an urban Cellular automata

Let us consider an imaginary city constructed in a cellular space. This city consists of 
a two-dimensional regular grid of n × n cells, or land parcels. Each land parcel may 
have one of two possible states: urban or non-urban. The neighbourhood represents 
a region that impacts on the development of the parcel in question. The transition 
rules determine how a land parcel transits from one state to another, hence imply-
ing the process of a development in the locale. These transition rules are usually 
expressed as a set of “IF–THEN” statements, that are intrinsically simple. However, 
these simple rules can generate complex patterns of development.

We first assume uniform social, economic, and environmental conditions 
throughout the whole region. That is, apart from a few land parcels that are urbanised 
(those parcels are displayed in black on Figure 2.2, t  =  0), their state is presented 
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as urban; all the rest of the parcels are in a non-urban state, with identical socio-
economic and environmental conditions. Therefore, the only factor that will drive the 
development of land parcels is the number of developed parcels in the neighbourhood 
of a parcel in question, implying the growth of any new urban parcels that might 
be influenced by the urbanised land parcels. Using the Moore Neighbourhood, the 
transition of the state of parcels is governed by the following rule.

Rule 1:
IF   there are three or more developed parcels (i.e., urban parcels) in the 

Moore Neighbourhood of a non-urban land parcel in question,
THEN the non-urban land parcel will be developed into an urban state.

With this transition rule, the model generates a series of scenarios of urban develop-
ment at different time frames, which are displayed in Figure 2.2.

However, in a real situation, the geographical conditions within an area can never 
be uniform. For instance, significant difference may exist in the terrain of the land-
scape. In order to reduce the costs in the construction and operation of municipal 
facilities such as sewage and water supply, urban development may be restricted to 
areas with a relief of less than 300 m. Therefore, no development will take place in 
cells with a relief of more than 300 m. In this situation, a new rule needs to be imple-
mented in the model to reflect the terrain restriction. This new rule can be presented 
as another IF–THEN statement.

Rule 2:
IF   the relief of the landscape is more than 300 m,
THEN  the land parcel will remain undeveloped (i.e., it stays as a non-

urban parcel).

Non-urban
Urban

t = 0

t = 15 t = 20 t = 25

t = 10t = 5

Figure 2.2 A cellular automata-generated urban development in a plain area. (Black cells 
are urban; grey cells are non-urban; t is time step.)
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With both Rules 1 and 2, the scenario of urban development in this area will change, 
as shown in Figure 2.3.

In addition, variation may also exist in the transportation network. For instance, 
if there is a major road running through the city, development might be attracted to 
areas along the road. In this case, another transition rule needs to be added into the 
model to reflect the effect of support by the transportation to urban development. 
This can be presented as the following IF–THEN statement:

Rule 3:
IF   there are one or two developed parcels (urban) in the Moore 

Neighbourhood of a non-urban parcel, and there is a road run-
ning through that parcel,

THEN the non-urban parcel will be developed into an urban state.

Again, with the implementation of this new rule, the pattern of development in this 
area changes, as illustrated in Figure 2.4.

Using this modelling framework, more transition rules can be added into the model 
to reflect the various support or restrictions of social, economic, or environmental 

Non-urban
Urban

t = 0

t = 15 t = 20 t = 25

Relief under 300 meters
Relief over 300 meters

(a) Relief

(b) Urban development

t = 10t = 5

Figure 2.3 Simulated urban development with terrain constraint. ((a) Relief (black: more 
than 300 m; grey: less than 300 m); (b) Urban development (black: urban parcels; grey: non-
urban parcels; t: time step).)
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factors on urban development. The example here illustrates a very simplified model 
of urban development; however, it provides a general idea of how locally defined 
transition rules can be implemented in an urban cellular automata, and how simple 
rules can be applied to simulate the complex behaviour of an urban system in a cel-
lular space.

2.2.2 advantageS oF Cellular automata For urban modelling

With the full development of computer graphics, geographical information sys-
tems, fractals, and chaos and complex systems theories since the late 1980s, the 
applications of cellular automata to urban modelling are rapidly gaining favour 
among urban researchers. This is because cellular automata are intrinsically spa-
tial, which is inherently attractive for their application to geographical problems 
(White and Engelen 1993). Cellular automata are “especially appropriate in urban 
modelling where the process of urban spread is entirely local in nature and the 
aggregate effects, such as growth booms, are emergent” (Clarke and Gaydos 
1998: 700), that is, their behaviour is generated “by repetitive application of the 
rules beyond the initial condition” (Clarke and Gaydos 1998: 700). With these 

t = 0

t = 15 t = 20 t = 25

Relief under 300 meters
Relief over 300 meters

(a) Relief

(b) Road transportation and urban development

Road
Non-urban
Urban

t = 10t = 5

Figure 2.4 Simulated urban development with transportation support. ((a) Relief (black: 
more than 300 m; grey: less than 300 m); (b) Road transportation (grey line); urban develop-
ment (black: urban parcels; grey: non-urban parcels; t: time step).)
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understandings, cellular automata have been widely used in geographical model-
ling, especially in studies of urban development (e.g., Clarke and Gaydos 1998; 
Clarke, Hoppen, and Gaydos 1997; Wagner 1997; White and Engelen 1997, 1994, 
1993; White, Engelen, and Uljee 1997; Cecchini 1996; Itami 1988; Hillier and 
Hanson 1984).

Apart from the intrinsic nature of cellular automata toward urban modelling, this 
approach also possesses a number of other advantageous features that are attractive 
to urban modellers, which are outlined below.

2.2.2.1 Simplicity in model Construction

Compared to all other urban simulation models discussed in Chapter 1, the develop-
ment of urban models based on cellular automata are very straightforward, which 
can be constructed based on intuitive understanding of the system being modelled 
(Benenson and Torrens 2004).

As illustrated in Section 2.2.1, an urban cellular automata model can be con-
structed as a simple two-dimensional array of cells with one of two possible states: 
urban or rural. The transition of cells from one state (rural) to another (urban) is 
based on a number of simple rules, which can be implemented into the model as a 
set of simple “IF–THEN” statements. However, based on the self-organisation and 
self-reproduction natures of the cellular automata, such a simple design of the cellu-
lar automata can generate very complex spatial patterns when the system progresses 
over time.

The simplicity and intuitive nature of the cellular automata not only simplifies the 
process of model construction but it also makes it easier for modellers to understand 
the development of the system and interpret the model’s results. This is because the 
model mimics the way in which “we study, understand and describe the system and 
phenomena in the real world” (Benenson and Torrens 2004: 11).

2.2.2.2 modelling Spatial dynamics to Support “What if” experiments

Unlike most conventional urban models that focus more or less on the spatial pat-
terns of urban growth, cellular-automata-based urban models usually pay more 
attention to simulating the dynamic process of urban development and defining 
the factors or rules driving the development. This is due to the characteristic that 
the cellular automata approach provides ways for dynamic modelling. It is partic-
ularly well suited to modelling complex dynamic systems composed of large num-
bers of individual elements. By applying different transition rules, a model based 
on cellular automata seeks to explore how the urban system has been developing 
and how this system changes under certain rules or forces. Therefore, it provides 
an environment to support “what if” experiments. This allows users to explore 
various possible futures and develop insights that may be of use in urban planning 
(White and Engelen 1997). For instance, White and Engelen (1994, 1993) and 
White, Engelen, and Uljee (1997) used cellular automata to simulate the process 
of the evolution of urban land-use patterns in the urban area of Cincinnati, the 
United States. Clarke, Hoppen, and Gaydos (1997) developed a cellular automata 
model to simulate the historical urban development process in the San Francisco 
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Bay area; they also applied the model to predict the long-term urban growth pro-
cess in the Washington/Baltimore region in the United States (Clarke and Gaydos 
1998). Wu (1998a,b,c, 1996) developed models based on cellular automata to 
simulate the dynamic process of land development in a fast-growing urban region 
in south-east China. These applications reveal that the foci of cellular automata 
models are the rules leading to the development of the system and the experimen-
tation on how these rules affect the behaviour of the system. The spatial pattern 
or structure of the system is presented as the result of the dynamic spatial devel-
opment process.

2.2.2.3 a “natural affinity” with raster giS

In modelling geographical phenomena and processes, most cellular automata mod-
els are constructed based on regular spatial tessellation; these models are naturally 
related to raster-based GIS. As shown by White and Engelen (1994) and Wagner 
(1997), advantages come with the integration of GIS and cellular automata models. 
Even using a loose coupling approach to integrating GIS and a cellular automata 
model, GIS can provide spatial data that form the initial configuration in a cellular 
automata model, and the simulation results can be returned to a GIS for further 
processing, visualisation, and storage. The application of cellular automata in model-
ling urban development is “virtually impossible without the data management capa-
bilities of GIS” (Clarke and Gaydos 1998: 700). Therefore, applications of cellular 
automata in geography are mostly integrated with a GIS.

However, the integration of GIS with cellular automata models is more than just 
data exchange, storage, and visualisation. The similarities between cellular automata 
and raster GIS models suggest the strong potential for a complete integration of the 
two technologies. Wagner (1997) examined the advantages of integrating these two 
systems. He illustrated the possibilities of creating a limited cellular automata model 
within a GIS or implementing the analytical functionality of a GIS in a cellular 
automata system. By means of a cellular automata machine (CAM) as the analytical 
engine for GIS operations, Wagner developed a prototype to take the functionality 
of both GIS and a cellular automata machine. Takeyama and Couclelis (1997) devel-
oped a way of integrating cellular automata and a GIS through a geo-algebra, a math-
ematical generalisation of map algebra capable of expressing a variety of dynamic 
spatial models and spatial data manipulations within a common framework. Batty, 
Xie, and Sun (1999) also developed a software program to implement a GIS-based 
cellular automata model to simulate urban dynamics. These literatures suggest ways 
of a strong coupling of the two technologies, which are still under investigation.

2.2.3 early appliCationS oF Cellular automata in urban modelling

The application of cellular automata to urban systems can be traced back to the begin-
ning of the cellular automata themselves — to the first attempt to build mathematical 
models of urban systems in the 1950s (Batty, Couclelis, and Eichen 1997). At that 
time, although much attention had been paid to the construction of models of urban 
spatial patterns under the social physical approach, some researchers built models 
to understand the process responsible for the formation of urban spatial patterns. 
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Torsten Hägerstrand’s innovation-diffusion models were of this trend (Hägerstrand 
1952). From these, via models of migration and of local settlement networks (Morrill 
1965), the spatial growth of urban areas and the changes in urban structure were 
treated as different types of diffusion processes. In the construction of the diffusion 
models, a notion of the neighbourhood effect was included (Hägerstrand 1967, 1965); 
this was very close in principle to the cellular automata technology.

In the early 1960s, with the assistance of computer technology, models of urban 
growth were developed under the behavioural approach with more emphasis on 
individuals’ behaviour and their decision-making processes. One of these models 
presented by Lathrop and Hamburg (1965) was developed in a cell-based frame-
work to simulate the development of an urban area in western New York State. This 
model was relevant in spirit to the principles of change in a cellular space. Another 
model, developed by Chapin and his colleagues at the University of North Carolina 
in modelling the process of land development, articulated cell-space modules where 
changes in states were predicted as a function of a variety of factors affecting each 
cell, some of which embodied neighbourhood effects (Chapin and Weiss 1968).

The application of cellular automata in urban models came from theoretical quan-
titative geography. Waldo Tobler was the first scholar to propose a cell-space model 
simulating urban growth in the Detroit region (Tobler 1970). Using his first rule of 
geography that “everything is related to everything else, but near things are more 
related than distant things” (Tobler 1970: 236), this model attempted to relate the 
population growth of a cell (representing an area of one-degree quadrilaterals of 
latitude and longitude) to the population of the same and neighbouring cells in the 
immediately preceding time period. Following this research, Tobler began to explore 
the way that general cellular automata could be used in geographic systems. In his 
famous paper “Cellular Geography,” Tobler (1979) summarised the five types of 
models of land-use change and systematically described the notion of cellular-based 
geographical modelling (Figure 2.5).

Within Tobler’s five types of models, the geographical model (Model V) shows 
that the land use at location i, j is dependent on the land use of the model itself and 
all the land uses in the neighbourhood of the location i, j.
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where gij
t is the land-use category (urban, rural, . . .) at location i, j at time t; gij

t t+∆  is the  
land-use category at the same location at some other time; gi p j q
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the land-use categories in the neighbourhood of the location i, j. This model estab-
lished a theoretical framework for the application of cellular automata in geography, 
and urban development modelling in particular.

Influenced by Tobler, Couclelis (1985) developed a model with a geographical 
interpretation for Conway’s “Game of Life.” In that model, Couclelis explained that 
a “live” cell could be an urban zone with a threshold population needed to support 
a school. A zone could retain its school population base if two or three of the neigh-
bouring zones also exceeded the threshold (survival); it would lose its school if four or 
more of the neighbouring zones had an above-threshold population, or if the popula-
tion declined drastically in that whole neighbourhood, suggesting abandonment of the 
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Figure 2.5 Graphic illustration of Tobler’s five models using a 25-cell geographical array. 
(Adapted from Tobler, W. R., Cellular geography, In Philosophy in Geography, Ed. S. Gale 
and G. Olsson. D. Reidel, Dordrecht, The Netherlands, 379–86, 1979. With permission.)
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area (death); and three dense neighbouring zones would provide for a zone to reach 
the necessary population base and thus acquire a school (birth) (Couclelis 1985).

Couclelis also explored the limits of cellular models in geography and generalised 
theoretically a cellular automata formalism that seemed capable of systematically 
integrating a wide range of advanced models at both the level of aggregate phenom-
ena and individual spatial behaviour. However, her model was not understood as 
realistic statements of urban development but only as “metaphors” of urban growth 
(Couclelis 1997: 165). It was not until the 1990s that Couclelis identified how cel-
lular automata-based urban and regional models could be moved from the realm 
of instructive metaphors to that of potentially useful quantitative forecasting tools 
through generalising the idea of space within a cellular automaton to proximal space, 
and the operations of a cellular automaton to a more general geo-algebra (Couclelis 
1997; Takeyama and Couclelis 1997).

2.3 Contemporary Cellular automata-BaSed  
urBan modelling praCtiCeS

Cellular automata models have demonstrated their ability in generating different spa-
tial patterns based on locally defined transition rules, which have attracted a lot of 
interest in urban research. However, compared to the standard cellular automata model 
that strictly defines its five basic elements, contemporary cellular automata-based mod-
elling practices have broadly interpreted the defining characteristics of the standard 
cellular automata, or relaxed some of its characteristics to address the requirements 
of a particular modelling problem. This new school of urban modelling started in the 
1990s, when White and Engelen first developed and applied a constrained cellular 
automata model to simulate land-use change dynamics (White and Engelen 1993). 
Since then, different cellular automata models have been developed to simulate urban 
growth and urban land-use/cover change. The differences among various cellular 
automata models exist in their way of configuring or modifying the five basic elements 
of a standard cellular automaton, that is, the spatial tessellation of cells, states of cells, 
neighbourhood, transition rules, and time, as well as the way models are calibrated or 
validated. This created new features characterising the application of cellular automata 
to urban modelling, which are discussed in the following section.

2.3.1 SpaCe teSSellation: From regular to irregular Spatial unitS

According to the strict rules of cellular automata, a cellular space is tessellated into 
an array of regular cells; the spatial resolutions of the cells vary from small to very 
large cell sizes. More recently, research also shows that irregular spatial units can be 
applied to model urban development, which may yield better understandings of the 
urban system and its development.

2.3.1.1 regular Cells of Small or large resolution

For models of spatial phenomena, scenarios resulting from the tessellation of space 
at different scales vary (Figure 2.6). This is commonly regarded as a modifiable 
area unit problem (MAUP). Openshaw (1984) provides a comprehensive review 
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of the early research into the modifiable area unit problem. He pointed out that 
the MAUP is a potential source of error that can affect spatial studies that utilise 
aggregate data sources. Fotheringham and Wong (1991) explain that the modifi-
able area unit problem is essentially unpredictable in its intensity and effects in 
multivariate statistical analysis and is therefore a much greater problem than in 
univariant or bivariant analysis. Because cellular automata models are based on 
the tessellation of space into regular (or irregular) cells, a fundamental question is 
at what scale can the space be subdivided into spatial units to build up the model? 
Practically, the configuration of the spatial cell scale in urban modelling based on 
cellular automata is pragmatic: no specific consideration has been given to the tes-
sellation of cell scale.

In the early applications of cellular automata in urban modelling, the resolution 
of cells seemed to be less an issue of concern. The use of cell resolution was either 
based on the availability of data or on the convenience for computation. Therefore, 
the resolution of cells varies significantly from one application to another. For 
instance, White and Engelen (1993) used a 500-m cell resolution to test a constrained 
cellular automata model to simulate the urban land-use patterns in four U.S. cities, 
including Atlanta, Cincinnati, Houston, and Milwaukee. Later on, they modified the 
model to a “high-resolution scale” with a 250-m grid resolution to simulate urban 
land-use dynamics in the city of Cincinnati, Ohio (White and Engelen 2000; White 
and Engelen 1997; White, Engelen, and Uljee 1997).

In other research, Wu (1996) used a 28.5-m cell resolution based on the Landsat 
imagery to simulate the urban land-use change in China’s Guanzhou City. He also 
applied a 200-m cell scale to build a cellular automata model with transition rules 
derived from a multicriteria evaluation model to simulate the urban development 
within the same region in China. However, the reason for choosing a coarse reso-
lution of 200 m was to save computation time; there was no justification on the 
selection of the different cell scales, nor were the results generated by the models 
compared and discussed.

 (a) (b) (c)

Figure 2.6 The modifiable area unit problem affecting spatial modelling. (Black pixels 
are urban; grey pixels are the boundary between urban and non-urban; white pixels are non-
urban. (a) An urban area sited in a regional context; (b) the area tessellated into cells at a 
small scale; (c) the area tessellated into cells at a large scale. This figure shows that different 
patterns of urban, fringe, or non-urban can be achieved by tessellating the urban area at dif-
ferent scales.)
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Another cellular automata model developed by Clarke and colleagues used a 
basic grid of 300-m cells to simulate the urban growth in the San Francisco Bay 
area. However, while applying the model to the Washington/Baltimore region, cali-
brations were undertaken at different cell scales, including 210 m, 420 m, 840 m, and 
1680 m (Clarke and Gaydos 1998). Their results show that, although not all rules or 
factors are sensitive to the change of the cell scale, the scale of cells does have an 
impact on the results of the simulation, especially in relation to certain factors, such 
as road and slope. They suggested a hierarchical approach in calibrating the model 
by “first using coarse data to investigate the scaling nature of each parameter in a 
different city setting, then scaling up once the best data ranges are found” (Clarke 
and Gaydos 1998: 710). This finding was supported by Samat (2006) who identified 
that the cellular automata model produces realistic urban form only up to a certain 
range of spatial resolution, indicating the selection of cell scale to ensure that the 
output produced maintains the overall accuracy of the model and morphology of 
urban areas.

Furthermore, Dietzel and Clarke (2004) studied how the change of spatial resolu-
tion affects the parameter setting of the cellular automata model and the outcomes 
of the model. Their results show that, by calibrating the model using finer spatial 
resolution data, the model will generate a different set of parameter space, which 
may result in different model outcomes.

Other researchers, such as Menard and Marceau (2005) and Kocabas and 
Dragicevic (2006), studied the combined impact of the spatial scale of cells and 
neighbourhood size on the model’s performance and outcome. This will be discussed 
in Section 2.3.3 under “Neighbourhood definitions.”

2.3.1.2 using irregular Spatial units

Although it is typical to use regular, two-dimensional and homogeneous grids in 
cellular automata-based models, researchers also suggested the use of irregular 
spatial units in urban modelling (Yeh and Li 2006; O’Sullivan 2001; White and 
Engelen 2000; Couclelis 1985). For instance, White and Engelen (2000) pointed 
out that “if the space to be modelled is already subdivided into functionally rel-
evant units that approximate the scale of the grid, then these units will provide a 
better representation of the space than will grid cells” (White and Engelen 2000: 
387). However, largely due to the complications in the definition of the irregular 
neighbourhood and the computationally intensive operation required, only a few 
literatures were found to have actually implemented irregular spatial units in their 
urban modelling practice. One of such examples is by Batty and Xie (1994c), who 
employed cadastral units to model land-use change in a suburban area of Buffalo, 
United States.

Another literature by Shi and Pang (2000) presented a Voronoi-based cellular 
automata model to simulate the dynamic interactions among spatial objects. Similar 
to a vector-based spatial model, the Voronoi spatial model was designed to represent 
spatial objects as vector objects. The model was considered capable of simulating 
the interactions among point, line, and polygons with irregular shapes and sizes in 
a dynamic system; it can also operate on any form of spatial unit, such as square 
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or triangular pixels, or real objects such as the location of a fire station, street, or 
land parcels (Shi and Pang 2000). Compared to the standard cellular automata, the 
Voronoi-based cellular automata is considered to be “a more natural and efficient 
representation of human knowledge over space” (Shi and Pang 2000: 455). However, 
the spatial units or polygons generated through the Voronoi approach do not repre-
sent the actual spatial units such as cadastral land parcels, or urban administrative 
units such as postal code areas or census tracts (Stevens and Dragicevic 2007).

A recent study by Stevens and Dragicevic (2007) demonstrated a cellular automata 
model using an irregular spatial structure with high spatial and temporal resolutions 
to simulate urban land-use change. Featured as the iCity model, it uses high-reso-
lution land-use data with the spatial units composing irregularly sized and shaped 
cadastral parcels in vector structure. The model resulted in a better conformation of 
simulated results to actual land-use boundaries. However, their model also lacked 
computational efficiency, resulting in long processing times when running the model 
even for a small area (Stevens and Dragicevic 2007).

2.3.2 From binary and multiple to ContinuouS Cell StateS

Most of the cellular automata models of urban growth configure the state of cells 
using land-use or land cover type. For instance, White and Engelen (2000, 1997, 
1993) defined a hierarchy of five land-use states, ranging from vacant (the lowest 
state), housing, industry, to commerce (the highest state). A cell can only develop 
from a lower state to a higher state, indicating the growth of the urban areas.

Other researchers used binary states to simulate the process of non-urban to urban 
conversion. The state of non-urban or urban can be defined in terms of land use (Li 
and Yeh 2000; Clarke and Gaydos 1998; Clarke, Hoppen, and Gaydos 1997; Wu 
1998b,c, 1996); it can also be defined based on other spatially distributed variables, 
such as population densities or other socio-economic indicators (Wu 1998a). A com-
mon feature of these models is that the cells in a cellular space are defined as discrete 
states; there exists a clear boundary between each of the states. However, in practice, 
this sharp boundary between cell states may be difficult to identify.

To overcome this problem, research also shows the use of a continuous cell state 
based on fuzzy set theory to simulate the spatial dynamics of urban growth (Liu and 
Phinn 2003). This will be discussed further in the following chapters.

2.3.3 neighbourhood deFinitionS

2.3.3.1 “action-at-a-distance” neighbourhood

According to standard cellular automata rules, the state of a cell is determined by 
the state of the cell itself and the states of cells in its neighbourhood at a previous 
time step. This neighbourhood is defined as cells immediately adjacent to the cell in 
question, such as the von Neumann Neighbourhood and the Moore Neighbourhood. 
Every change in state must be local. Therefore, only cells adjacent to the central cell 
have an impact on the transition of the state of the central cell. In other words, there 
is no “action-at-a-distance” in a standard cellular automata model (Batty, Couclelis, 
and Eichen 1997: 160).
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Although most cellular automata models of urban growth still follow this strict 
rule when defining a neighbourhood size, some applications have incorporated 
“action-at-a-distance” in their neighbourhood definitions. For instance, while mod-
elling the evolution of urban land-use types, White and Engelen (1993) defined quite 
a large neighbourhood size comprising 113 cells within a circle of a six-cell radius 
(Figure 2.7a). The distance-decay effect was applied to these neighbouring cells: 
the further the distance from the central cell in question, the less the influence these 
neighbouring cells had on the central cell. The city grew, and its structure evolved 
as cells were converted from one state to another according to the transition rule, 
which was a function both of current land uses in the 113 neighbouring cells and of 
the inherent suitability of the cell for each possible land use.

To simulate the land development in a fast growing region in China using a lin-
guistic cellular automata model, Wu (1996) employed a rectangular neighbourhood 
of a 5 × 5 cell, which included 120 cells surrounding the cell in question (Figure 2.7b). 
Although it is commonly agreed that influence may be produced by cells at a dis-
tance, the problems of how far away these cells are in order to influence the central 
cell and how important this influence is to the transition of states remain uncertain, 
and it requires further research.

2.3.3.2 neighbourhood Size

Similar to the construction of cell scales, the selection of the neighbourhood size is 
also pragmatic. According to the theory of cellular automata, the global behaviour of 
a self-organising system is governed by locally defined transition rules. For an urban 
system, a fundamental question is to what extent urban development is a locally speci-
fied process (Wu 1996). Some factors, such as slope aspect and height of land, affect 
urban development in a small area base; others such as urban planning and the trans-
portation networks are global controls over the whole area. Moreover, developments 

(a) (b)

Figure 2.7 Large neighbourhood sizes used by White and Engelen (1993) and Wu (1996). 
((a) A circular neighbourhood of 113 cells proposed by White and Engelen (1993); (b) a rect-
angular neighbourhood of 120 cells proposed by Wu (1996).)
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in information technology and telecommunications have had fundamental conse-
quences for the patterns and processes of urban change throughout the world (Herbert 
and Thomas 1997). These factors affect urban development in a universal way.

In practice, both small and large neighbourhood sizes have been applied to models 
of urban development. For instance, Clarke and Gaydos (1998), Wu (1998a,b,c, 1996) 
and Clarke, Hoppen, and Gaydos (1997) used the Moore Neighbourhood, which is 
small, as it only consists of nine cells including the cell in question. As for White and 
Engelen (1997, 1994, 1993), the impact of the 113 neighbouring cells on the central 
cell in question varies based on the “distance-decay” rule, that is, cells that are closer 
are weighted more heavily, whereas cells that are further away may carry light or no 
weight toward the transition potentials. In addition, the weights may also be positive, 
representing an attractive effect, or negative if two states are incompatible (White 
and Engelen 2000; Engelen et al. 1999; White 1998).

However, no particular validation on the size of the neighbourhood in cellu-
lar automata-based urban models has been explored. Most applications of cellular 
automata models in urban research employ a larger neighbourhood size than appli-
cations in the natural sciences (Batty and Xie 1994c). This is probably because of 
the difficulty in justifying transition rules in behavioural terms (Wu 1996) and the 
existence of distance-decay effects of the neighbouring cells to the central cell in 
question (Wu 1996; White and Engelen 1994, 1993).

2.3.3.3 neighbourhood type

Regardless of the size of the neighbourhood, the type of neighbourhood also has 
significant impacts on the behaviour of a cellular automaton. Li and Yeh (2000) show 
that the use of a rectangular neighbourhood, such as the Moore Neighbourhood, 
might produce significant distortions between cells at different directions from a cir-
cular object. In fact, owing to the distance-decay effect of the neighbouring cells on 
the central cell in question, the application of a rectangular neighbourhood in a cel-
lular automata model can produce distortion on an object of any shape (Figure 2.8). 

B   A 

C

Figure 2.8 Distortion produced by a rectangular neighbourhood. (C (dark colour) is the 
processing cell. For a rectangular neighbourhood of 7 × 7 cells, the effect of cell A (one of the 
white-coloured cells) on the processing cell (C) differs from that of cell B (one of the grey-
coloured cells), although both A and B are in the same row of the neighbourhood. This is 
because the distances from the centres of A or B to the processing cell C are different.)
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This distortion is especially significant when a large neighbourhood size applies, 
which can be eliminated by applying a circular neighbourhood.

2.3.3.4 irregular neighbourhood

Similar to the use of irregular cell scales, the literature also shows the application 
of an irregular neighbourhood scale in cellular automata-based urban models. For 
instance, in the Voronoi-based cellular automata model developed by Shi and Pang 
(2000), the neighbourhood objects are defined as those that share common Voronoi 
boundaries to the spatial object in question within a certain distance. The influence 
of the neighbouring objects can be defined as a function of the distance between two 
spatial objects, and a “distance-decay” effect can be reflected in the transition rules 
(Shi and Pang 2000: 462).

In the cellular automata model developed by Stevens and Dragicevic (2007), three 
irregular cellular neighbourhoods were proposed and implemented into their iCity 
model. The adjacency neighbourhood includes all polygons that share a common 
edge or point with the polygon in question; the distance neighbourhood includes all 
polygons that fall completely or partially within a certain distance of the polygon 
in question; and the clipped distance neighbourhood includes all polygons that fall 
within a certain distance of the polygon in question plus the portions of polygons 
partially within the same distance of the polygon. Compared to the cell based regular 
neighbourhood type, the irregular neighbourhoods suit well to land parcel proximity 
functions (Stevens and Dragicevic 2007).

2.3.3.5 Sensitivity analysis

Owing to the significant impact of neighbourhood scale and type on the behav-
iour and outcomes of cellular automata models, some research literature reports on 
their sensitivity in relation to the spatial scale and neighbourhood configurations. 
For instance, Kocabas and Dragicevic (2006) used the cross-tabulation map, Kappa 
index with coincidence matrices and spatial metrics, to systematically evaluate 
the impact of the neighbourhood size and type on the behaviour and outcomes of 
the cellular automata model. A rectangular and a circular neighbourhood type were 
selected with 9 simple and 45 complex neighbourhood configurations, each at spatial 
resolutions of 50, 100, 150, and 250 m, resulting in a total of 432 simulations. Their 
results suggest that the cellular automata model responds differently depending on 
the spatial resolution as well as the neighbourhood size and type. Specifically, the 
cellular automata model is sensitive to

 1. Changes in spatial scale when neighbourhood size and type are kept constant
 2. Changes in spatial scale when neighbourhood size is kept constant but 

neighbourhood type is being changed
 3. Changes of neighbourhood size when spatial scale and the neighbourhood 

type are kept constant
 4. Changes of neighbourhood type when spatial scale is kept constant but the 

neighbourhood size is being changed (Kocabas and Dragicevic 2006: 950)
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Other research by Menard and Marceau (2005) also reported the combined effects 
of the spatial scales of cells and neighbourhood. Their research demonstrated that, 
although the simulation results of a geographical cellular automata model are sensi-
tive to both the cell size and neighbourhood scale, the choice of a neighbourhood 
scale is less influential on simulation results; it becomes more sensitive only when a 
large-scale neighbourhood (e.g., a circular neighbourhood of approximately a five-
cell radius) is used, or when a medium-sized neighbourhood (e.g., a circular neigh-
bourhood of an approximately two-cell radius) is applied in combination with a large 
cell size of 1000 m (Menard and Marceau 2005).

However, the mechanism underpinning the selection of the neighbourhood scales 
and the configuration of a neighbourhood scale with which the cellular automata 
models can generate scenarios that best mimic the actual process of urban develop-
ment still need to be addressed.

2.3.4 variation in tranSition ruleS

The core component of a cellular automata model is the transition rules that repre-
sent the logic of the process being modelled; therefore, they determine the spatial 
dynamics of the system (White and Engelen 2000). The fundamental role of the 
transition rules is to serve as the algorithms that drive the change of cells from one 
state to another over time.

Various approaches have been employed in defining the transition rules of an 
urban cellular automata model based on the understanding of an urban system and 
its evolution from different perspectives, resulting in different types of urban cellular 
automata models. These approaches range from the very simple to the very com-
plex ones. For instance, the diffusion-limited aggregation model developed by Batty 
and colleagues for modelling the dynamic urban growth is a cellular automaton in 
nature, and the rule applied in this model is simple: a vacant cell would convert to an 
occupied one if it is within the neighbourhood of an occupied cell (Batty, Longley, 
and Fortheringham 1989). However, other urban models based on cellular automata 
use combined rules to simulate the complex behaviour of the system. This section 
reviews urban cellular automata models in the literature with distinct features in 
defining the transition rules.

2.3.4.1 Constrained Cellular automata

The contemporary cellular automata model of urban growth started with research 
by White and Engelen, who first developed and applied a constrained cellular 
automata model to simulate land-use change dynamics (White and Engelen 1993). 
Unlike the standard cellular automata where the development of cells in each state 
is determined endogenously by the transition rules, their model took into account 
the constraints of other factors, including the qualities of the land, the effects of 
neighbouring land-use activities, and the aggregate level of demand for each cat-
egory of land. Therefore, their model consists of two parts: a macroscale model and 
a microscale model. The macroscale model was developed exogenously to the cel-
lular automata model based on factors such as population and socio-economic status. 
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This model generates constraints with different land-use consumptions that were 
applied to control the amount of cells that must be in a certain state, so that the model 
can achieve a realistic representation of the system being modelled.

At the micro scale, a set of transition potentials representing the inherent suitabil-
ity of a cell from its current state into other land uses was estimated. The transition 
potentials were calculated as a function of a number of factors including the acces-
sibility of the cell to the road network, the intrinsic suitability of the land, the zoning 
status, and the impact of the neighbourhood on the cell for a particular land use. All 
cells are ranked by their highest transition potentials, and the state of each cell will 
be changed to the state for which it has the highest potential. However, the number 
of cells in each state is determined or constrained by the macroscale model; hence 
the name constrained cellular automata model. The transition of cells begins with 
the highest ranked cell and proceeds downward. When a sufficient number of cells 
of a particular land use have been achieved, the potentials for that land use are sub-
sequently ignored in determining cell transitions. Therefore, some cells may not be 
in the state for which they have the highest potential; these cells will remain in their 
current states. Such a transition rule is applied to all cells at all iterations (Engelen, 
White, and Uljee 2001; White and Engelen 2000).

The constrained cellular automata model provides a framework for research that 
integrates cellular automata with other socio-economic and environmental models, 
and that operates at both micro and macro geographical scales. It also provides a log-
ical link between the traditional top-down approach applied in urban modelling and 
the current bottom-up approach based on cellular automata theory. The constrained 
cellular automata model has evolved and been applied to simulate land-use change 
in a number of cities since its first conceptualisation in 1993 (White and Engelen 
2000; White and Engelen 1997; Engelen, White, and Uljee 1997; White, Engelen, 
and Uljee 1997; Engelen et al. 1995; White and Engelen 1993).

2.3.4.2 the SleutH model

Clarke and colleagues (Clarke, Hoppen, and Gaydos 1997) developed a model 
to simulate the process of urban growth based on cellular automata. The name 
of the model came from the six input data layers, namely Slope, Land cover, 
Exclusion, Urbanisation, Transportation, and Hillshade. Hence, the model is 
named SLEUTH. The model captures urban patterns through the application of 
four types of urban land-use change: spontaneous growth, new spreading centre 
growth, edge growth, and road-influenced growth. A spontaneous growth occurs 
when a randomly chosen cell falls close enough to an urbanised cell, simulating 
the influence of urban areas on their surrounding land; a new spreading centre 
growth spreads outward from existing urban centres, representing the tendency of 
cities to expand; an edge growth urbanises cells that are flat enough to be desir-
able locations for development even if they do not lie near an already established 
urban area; and a road-influenced growth encourages urbanised cells to develop 
along the road network.

The four types of urban growth are applied sequentially during each growth cycle 
and are controlled through the interactions of five growth coefficients: diffusion, 
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breed, spread, road gravity, and slope (Clarke, Hoppen, and Gaydos 1997; Clarke and 
Gaydos 1998). The first four coefficients describe the growth pressure in the urban 
system. For instance, the diffusion coefficient determines the overall outward dis-
persive nature of the distribution; the breed coefficient specifies how likely a newly 
generated detached settlement is to begin its own growth cycle; the spread coefficient 
controls how much diffusion expansion occurs from existing settlements; and the 
road-gravity factor denotes the attraction of new settlements toward and along roads. 
Resistance to growth is incorporated through the slope coefficient, which captures 
the effect of steep slopes on restricting development. In addition, resistance is also 
applied through an excluded data layer that identifies areas that are wholly (e.g., 
water or parks) or partially (e.g., restrictive zoning) excluded from development. All 
five coefficients are calibrated to control the growth rate so that growth will not 
become unusually high or low. The overall rate of urban growth is the sum of the 
four types of growth.

The SLEUTH model is implemented in two general phases: a calibration phase, in 
which the model is trained to replicate historic development trends and patterns, and 
a prediction phase, in which historic trends are projected into the future. The model 
can be used to simulate the non-urban to urban conversion; it can also model the 
process of multiple land-use change. The model was first developed and applied in 
the San Francisco Bay area in the United States (Clarke, Hoppen, and Gaydos 1997) 
and subsequently to predict urban growth in San Francisco and the Washington/
Baltimore region (Clarke and Gaydos 1998). Since then, the model has been cali-
brated and widely used to model urban growth throughout the various regions of the 
United States and the world (Dietzel and Clarke 2006, 2004; Syphard, Clarke, and 
Franklin 2005; Jantz, Goetz, and Shelley 2004; Leão, Bishop, and Evans 2004; Yang 
and Lo 2003; Silva and Clarke 2002).

2.3.4.3 Fuzzy Constrained Cellular automata models

Apart from defining transition rules with deterministic specifications, research 
also shows that transition rules of a cellular automaton may not necessarily be 
restricted to deterministic forms. More flexibility in defining the rules, such as 
the application of probability concepts and fuzzy logic, has been tested, imply-
ing that the complex system behaviour can be simulated through the appropriate 
definition of the transition rules based on fuzzy set theory (Liu and Phinn 2003; 
Wu 1996; White and Engelen 1993). As urban development is the result of both 
physical constraints and human decision-making behaviour, which are both char-
acterised by uncertainty and fuzziness, the applications of the fuzzy set theory 
and fuzzy logic control seem attractive in defining the rules controlling urban 
developments.

A number of studies on the application of fuzzy set and fuzzy logic in cellu-
lar automata-based urban modelling can be identified in the literature (Mandelas, 
Hatzichristos, and Prastacos 2007; Dragicevic 2004; Liu and Phinn 2003; Wu 1998b) 
following the pioneering attempt by Wu (1996). A linguistic cellular automata simu-
lation approach was developed by Wu (1996) to simulate the process of land devel-
opment in a fast growing urban region in China. In this simulation approach, the 
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transition rules are defined to integrate with a decision-making process, that is, they 
are defined through vague and subjective natural language statements to describe 
certain preconditions of a decision. For instance, the development of a piece of agri-
cultural land into urban land use is most likely preconditioned by having the quality 
of good accessibility. The rule can be easily modified with linguistic hedges such 
as very good or not so good. The natural language statements allow the integration 
of fuzzy logic control into mimicking the decision-making process, thus making 
the structure of the model more transparent and comprehensible (Wu 1996: 368). 
Application of the model in China’s Guangzhou City shows that the model can simu-
late urban development in a gaming style. It is a useful tool to provide enlightening 
scenarios to decision makers. However, as the model was configured at a local scale, 
that is, at the scale of cells and its neighbourhood, it did not take into account the 
impact of macroscale factors such as land-use zoning and land availability on urban 
development. Moreover, as the membership function and the fuzzy linguistic modifi-
ers are defined in a subjective way, the interpretation of the model’s results is largely 
restricted (Wu 1996).

As the focus of this book, more discussions on the fuzzy constrained cellular 
automata model will be presented in the following chapters of the book.

2.3.4.4 transition rules derived from other models

Another popular approach used in cellular automata-based urban modelling is to 
incorporate other modelling methodology into the model, especially for defin-
ing the transition rules for it. Mathematical models used include the analytical 
hierarchy process (AHP), an approach of the multicriteria evaluation (Wu and 
Webster 1998; Wu 1998c), multiple regression analysis (Sui and Zeng 2001), prin-
cipal components analysis (PCA) (Li and Yeh 2002), and so forth. For instance, in 
Wu (1998c) and Wu and Webster (1998), a model called SimLand was developed, 
which integrates GIS, cellular automata, and AHP as three interrelated compo-
nents. The AHP method was used to derive behaviour-oriented rules of transition; 
it uses pairwise comparisons to acquire the preference of decision makers. The 
AHP approach was developed by Saaty (1980), and it has been implemented in 
a GIS environment as well (Banai 1993). Results from the AHP were used as an 
indicator of land conversion probability to feed the cellular automata model in 
configuring the transition rules. GIS was used as a modelling framework and 
also to present and visualise simulation results. The model was also applied to 
simulate the land development of an urban region in China’s Guangzhou City 
(Wu 1998).

In Sui and Zeng (2001), a multiple regression method was developed to calculate 
weights to be used in the cellular automata model. Parameters used in the multiple 
regression method were computed in three consecutive steps. The first step was to 
overlay all temporal data from 1992 to 1996 in order to identify and extract cells 
that have changed states over that time period. The second step was to use a mov-
ing window of 10 × 10 cells to select cells that were converted into urban land. The 
proportion of converted cells in each moving window was taken as the transition 
probabilities for cells in that window. The last step was to measure a mean value 
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of factors such as elevation for cells within the window. This model was applied to 
simulate the dynamics of landscape structure in a fast growing urban area in south-
east China (Sui and Zeng 2001).

In Li and Yeh (2000), similar to the constrained cellular automata models devel-
oped by White and Engelen (1993, 1997), multiple scale constraints were identified 
at local, regional, and global scales. The local constraints were represented by cell-
based values or scores that influence the cellular automata model at the local or cell 
scale. The regional constraints emphasize the differences of a geographical phe-
nomenon among larger areas. These constraints such as administrative boundaries 
or local government planning policies may only have aggregated or partial-spatial 
information to be used in the model. The global constraints are normally charac-
terised by temporal or non-spatial information, but they can be used to control the 
overall amount of land consumption in the cellular automata modelling process (Li 
and Yeh 2000). The various constraints were incorporated through multiple criteria 
evaluation techniques to generate development suitability for the cellular automata-
based urban model. Subsequently, Li and Yeh (2002) also used principal compo-
nents analysis (PCA) to deal with the correlation of spatial variables and remove 
redundant data.

In the effort of using various mathematical approaches to configure the transition 
rules of a cellular automaton, it is obvious that the primary purpose of employing 
mathematical approaches in the modelling practice is to evaluate the suitability or 
probability of land for development. Therefore, this type of model is also regarded as 
a “suitability based CA model” (Li and Yeh 2000).

2.3.4.5 artificial neural network (ann)-Based Cellular automata models

Either the constrained cellular automata model, or the SLEUTH model, or the suit-
ability-based cellular automata models require the configuration of parameter values 
for the transition rules, which are critical to the model. Although it is not always easy 
to develop detailed transition rules with correctly configured and calibrated param-
eter values in a cellular automata model, an approach based on ANN was devel-
oped and tested by Li and Yeh (2002, 2001) to generate and calibrate the model’s 
parameter values automatically. ANN is a mathematical model based on biological 
neural networks. It consists of an interconnected group of artificial neurons, and it 
processes information using a connectionist approach to computation. The neural 
network contains three types of data layers: input data layers, output data layers, 
and some hidden layers staying in between the input and output layers (Figure 2.9). 
Similar to the human brain, the ANN model can be trained by sample data to learn, 
think, and react to stimulus. During this training process, the initial model parame-
ter values are modified repeatedly until the model can generate acceptable outcomes 
that match the targeted output values.

Using ANN, Li and Yeh (2002, 2001) formalised a model to incorporate in the 
transition functions of the cellular automata. A three-layer neural network with 
multiple output neurons was designed to calculate conversion probabilities for mul-
tiple land uses. The ANN was trained using data extracted from the local site in 
GIS. Through a set of training processes, the neural network was able to generate 
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a number of parameter values automatically, which were imported into the cellu-
lar automata model to simulate the multiple land-use change progress. Their study 
shows that the ANN-based cellular automata model was able to generate results with 
better accuracy than a non-ANN based model in the simulation of nonlinear com-
plex urban systems (Li and Yeh 2002, 2001). However, a fundamental issue in using 
the neural network approach is that it is essentially a black-box type of model; what 
happens inside the black box is unknown to the modellers and the users. Therefore, 
the model does not provide explicit knowledge in understanding the process of land-
use change (Li and Yeh 2002).

2.3.4.6 Stochastic Cellular automata model

Research literature also shows the use of a stochastic approach in configuring the 
parameter values of a cellular automata model. One such study was undertaken by 
Wu (2002) who derived the initial probability of simulation from observed sequen-
tial land-use data. The initial probability was updated dynamically through local 
rules based on the strength of neighbourhood development. By applying the model 
to simulate the process of rural to urban land use conversion in China’s Guangzhou 
city, the model generated realistic simulation results.

Similarly, Almeida et al. (2003) designed a framework using probabilistic 
methods that are based on Bayes’ theory and the related “weights of evidence” 
approach for simulating urban change (Almeida et al. 2003: 481). The model was 
applied to a medium-sized town in Brazil to combine various socio-economic 
and infrastructural factors to predict the probability of changes between land-use 
types. The research shows that the “weights of evidence” approach provides a par-
ticularly simple and useful way of illustrating how less conventional map data in 
raster and in binary form can be used in a multivariate framework, thus linking 
cellular automata and raster GIS to more conventional and well-established meth-
ods of statistical estimation. An advantageous feature of the model is that factors 

Input Layers Hidden Layers  Output Layers 

Figure 2.9 An artificial neural network.
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that are directly considered by local municipalities and developers who have the 
greatest control over urban land development are used as drivers of the growth 
process (Almeida et al. 2003: 507).

2.3.5 modelling time

Urban development is a process that occurs in space and over time. In order to 
understand the dynamic process of such development, both the spatial and tem-
poral dimensions of this process need to be taken into account. Many efforts have 
been made at the conceptual level to improve the temporal dynamic representation 
in a GIS (Claramunt and Theriault 1995; Peuquet and Duan 1995; Peuquet 1994; 
Langran 1993; Hazelton, Leahy, and Williamson 1992). However, the paradigm 
for temporal data representation inside a GIS framework still remains unresolved 
(Dragicevic 2000).

According to Snodgrass (1992), there are several definitions of time in the context 
of a GIS database. These include

 1. The real world time when change really occurs
 2. The updating time when geographical data are recorded
 3. The cartographic time when data products are released
 4. The database (transaction) time when data are registered into the database 

(Snodgrass 1992)

More recently, Dragicevic (2000) developed an approach based on fuzzy set theory 
to generate new data at times intermediate to existing data layers. The model could 
closely simulate the evolution occurring in the real world given that an optimal tem-
poral resolution is chosen. Consequently, the database representation of time can 
approach the real-world continuum (Dragicevic 2000).

For cellular automata models, one of the fundamental components is time, that 
is, the change of state of a cell at one time is controlled by the state of the cell itself 
and the state of cells within a certain neighbourhood in the previous time step. Hence, 
the model needs to be configured not only spatially but also temporally. However, 
current practices in cellular automata-based urban modelling are mainly focused 
on the spatial dimension of urban land-use change; there is little concern for the 
temporal dimension of the model. Most cellular automata models are configured by 
starting the model from a certain time where spatial data sets are available, and then 
letting the model run for a number of iterations until the simulated results “fit” with 
another set of data at the ending time. Therefore, these models were not configured 
temporally; they were not designed to simulate the process of urban development 
over time.

2.4 ConCluSion

This chapter introduced the basic cellular automata model, its origin in computing, 
and its applications in urban modelling practices. A growing number of models are 
developed with a view to representing real urban and regional systems and their use 
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for practical tasks, resulting in significant progress in the field of simulating the spa-
tial and temporal dynamics of urban development. However, there are still several 
unanswered questions remaining in this field.

Most of the cellular automata models of urban growth configure the cells as •	
binary states of either urban or non-urban, or with specific land-use types; 
there is a sharp boundary between the non-urban and urban states, or between 
the different types of land use. Therefore, those models simulate only the 
conversion of a non-urban to an urban process (Li and Yeh 2000; Clarke and 
Gaydos 1998; Wu 1998a,b,c, 1996; Clarke, Hoppen, and Gaydos 1997).
Although some research has been undertaken to apply fuzzy set theory in •	
defining the transition rules of a cellular automata model (Wu 1998b, 1996; 
Dragicevic 2004), more systematic research needs to be done to study the 
fuzzy rule transition mechanism of an urban fuzzy set; the fuzzy transition 
rules should also be associated with the non-determinative or fuzzy nature 
of the cell state.
The configuration of the neighbourhood is pragmatic. No specific consid-•	
eration has been given to the setting of the neighbourhood size in terms of 
either theory or practice.
Most of the cellular automata models are not configured temporally. These •	
models are implemented by setting up a starting date and then letting 
the model run for a number of iterations until the simulated results “fit” 
with the data set for calibration. Consequently, they only model the spatial 
process of urban development.

This book will address some of these issues, if not all of them. The following chap-
ters present a fuzzy constrained cellular automata model of urban development and 
apply the model to simulate the spatial and temporal processes of the urban develop-
ment of a metropolitan region in Sydney, Australia.
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3 Developing a Fuzzy 
Constrained Cellular 
Automata Model of 
Urban Development

Urban development is the result of a variety of factors, these being physical, socio-
economic, and institutional. Previous studies on urban modelling have addressed 
various aspects of urban development. However, most of these studies regard urban 
development as a binary process of non-urban to urban conversion conducted under 
the paradigm of the crisp set theory (Wu and Webster 2000; Clarke and Gaydos 
1998; Wu 1998a,b,c, 1996; White and Engelen 1997, 1994, 1993). In fact, the pro-
cess of urban development resembles a fuzzy process both spatially and temporally. 
Spatially, there is no sharp boundary between an urban built-up area, urban–rural 
fringe, and non-urban rural land. Temporally, urban development is a continuous 
process that can be illustrated using a logistic curve (Herbert and Thomas 1997; 
Jakobson and Prakash 1971).

This chapter develops a fuzzy constrained cellular automata model of urban devel-
opment. Urban areas are defined based on a fuzzy set approach. A fuzzy membership 
function is used to delimitate the continuous process of the rural-to-urban transition. 
In addition, the transition of cells from one state to another is controlled by fuzzy 
logic-constrained rules representing the non-deterministic nature of forces leading to 
urban development. Section 3.1 introduces fuzzy set theory and the role of fuzzy set in 
defining the state of cells of an urban cellular automaton. Section 3.2 discusses fuzzy 
logic and fuzzy logic control. It also demonstrates how a fuzzy logic controller can be 
introduced to model the process of urban development. This is followed by Section 3.3, 
which illustrates the construction of a fuzzy logic-controlled cellular automata to model 
the process of urban development. A number of primary and secondary rules as well as 
a rule-inferencing engine are proposed based on fuzzy logic; these rules and the fuzzy 
inferencing engine are calibrated when the model is applied to a real urban extent. 
Section 3.3 also presents a discussion on the defuzzification approach used to transfer 
the model’s fuzzy output results into crisp values. Finally, conclusions on model con-
struction based on fuzzy set and fuzzy logic are presented in Section 3.4.

3.1 Urban development and fUzzy sets

Urban development is a process of physical concentration of people and buildings 
(Herbert and Thomas 1997). This is a continuous process in space and time that 
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resembles a fuzzy process in both its definition of urban areas and the rules or factors 
controlling the development. Although fuzzy set and fuzzy logic approaches have 
been developed since the 1960s, in practice, the understanding of an urban develop-
ment as a probabilistic and fuzzy process remains in the realm of assertions. The 
fuzzy characteristics of urban development imply the applicability of the fuzzy set 
approach in modelling the process of this development.

3.1.1 Fuzzy RepResentation oF GeoGRaphical BoundaRies

Traditionally, it is common to use thematic maps to represent geographical phe-
nomena (Woodcock and Gopal 2000; Wang and Hall 1996). Here, a thematic map 
usually refers to a collection of spatial entities that are defined “both by their loca-
tion in space and by their non-spatial descriptions about a theme” (Wang and Hall 
1996: 573). In thematic maps, the use of categories has followed the classical set 
theory, where each location is assumed to belong to a single category, and the 
boundaries between different categories are represented as sharp lines (Woodcock 
and Gopal 2000; Burrough 1986). This representation might be accurate when 
dealing with cadastral, census, or administrative boundaries that are “sharply 
defined” (Wang and Hall 1996: 574). Unfortunately, it is not accurate in represent-
ing the boundaries of land features with continuously changing properties, such as 
soil quality, land cover, or population densities because such boundaries are rarely 
sharp or crisp. In this case, the representation of geographical boundaries based on 
the crisp set theory may lead to misunderstanding of the information being repre-
sented (Wang and Hall 1996).

As in many dynamic processes of geographical phenomena, urban development 
is a continuous diffusion process in space and over time. Spatially, an urban area 
is an area with a high concentration of residential land use and the dominance of 
non-agricultural land. This is quite a fuzzy definition, and there is a variety of differ-
ences in determining either the degree of concentration of resident population or the 
extent of the dominance of non-agricultural land for an area to be regarded as urban. 
Moreover, all cities are surrounded by rural or natural land; there is no sharp bound-
ary between an urban built-up area and its non-urban hinterland. Between the well-
recognised urban land use and the area devoted to agriculture, there exists “a zone of 
transition in land use, social and demographic characteristics, lying between (a) the 
continuously built-up area and suburban areas of the central city, and (b) the rural 
hinterland, characterised by the almost complete absence of non-farm dwellings, 
occupations and land use” (Pryor 1968: 206). This “zone of transition” is a place 
where both urban and non-urban features occur, which has been broadly termed as 
fringe or rural–urban fringe (Bryant, Russwurm, and McLellan 1982; Pryor 1968). 
This fringe area has become the most vigorous part of development in the rural–
urban continuum and has attracted much attention in urban research. However, dif-
ferent concepts or terminology have been applied in the literature, such as “suburb,” 
“fringe,” “urban fringe,” “rural fringe,” “inner fringe,” “urban shadow zone,” “exur-
ban zone,” or even “rurban fringe” (Bryant, Russwurm, and McLellan 1982; Carter 
1995; Kurtz and Eicher 1958; Wehrwein 1942). This is largely due to the complexity 
of its spatial form and socio-economic features, the constantly changing nature of 
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development, as well as the diverse extent of development in space. Obviously, the 
terminology used is imprecise, thus making the study of the spatial structure of 
urban systems very complex and less comparable (Kurtz and Eicher 1958).

Temporally, if an area has been developed from one state (non-urban) to another 
(urban) within a certain period of time, development has actually taken place con-
tinuously within this period. Therefore, it is difficult and also inaccurate to define an 
exact time spot when the actual change of state occurred.

The development of the fuzzy set theory and its application for representing geo-
graphical phenomena has provided a solution for dealing with such problems. Unlike 
the crisp set theory where a location in a landscape either belongs to a map category 
exclusively or it does not belong to it at all, fuzzy set theory allows partial belongings 
represented by a grade of membership in this fuzzy set. In the following section, the 
terminology of the fuzzy set theory and its application in delimiting urban areas is 
presented. With this terminology, a method of defining urban states based on fuzzy set 
for modelling urban development with cellular automata is pursued in Section 3.1.3.

3.1.2 Fuzzy set theoRy

3.1.2.1 definition of fuzzy set
In set theory, a classical (crisp) set is normally defined as a collection of elements or 
objects that can be finite, countable, or overcountable. Each single element can either 
belong to or not belong to the set, based on Boolean logic (Whitesitt 1961). There is 
no overlap between class memberships. According to the crisp set theory, an urban 
area can be defined as an entity bounded by a sharp boundary that separates it from 
its non-urban counterparts. The inclusion or exclusion of an area within one class 
is usually decided based on some chosen criteria. However, such criteria may be 
difficult to define in reality, and they often require the application of the probability 
theory (Burrough and Frank 1995).

The fuzzy set theory was developed in the 1960s by Zadeh (1971, 1965, 1962). 
This theory was formulated to extend the crisp set theory in order to deal with con-
tinuous classifications. A set is fuzzy if an element can belong partly to it, rather than 
having to belong to the set completely or not at all. Therefore, the fuzzy set theory 
begins with the assignment of membership grades to elements that are not restricted 
to 0 (non-membership) or 1 (full membership), but which may lie somewhere in 
the interval from 0 to 1 (partial membership). Mathematically, a fuzzy set can be 
expressed as follows.

Let X be a collection of objects, whose generic element is denoted as x. Thus X = {x}. 
A fuzzy set A in X is a set of ordered pairs, 

 A = {(x, m A(x)) | x ∈ X} (3.1)

where m A(x) represents the grade of membership of x in A, which associates with 
each x a real number in [0,1].

Consider a city in a regional context. Within this region, some areas have been 
fully developed as urban built-up areas, such as the central business district, the 
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highly populated residential areas, or the concentrated industrial zones. Some areas 
remain in a non-urban state, such as the surrounding open or agricultural land or the 
regional recreational land. These areas are identified as non-urban or rural areas. 
Except for these two extreme categories, there are also areas that may not have been 
fully developed, such as areas with low-to-medium population density or with a 
mixture of agricultural and industrial land uses. These areas can be categorised as 
partially urban areas.

The temporal dimension of this development is similar to that of its spatial dimension. 
If an area has been developed from non-urban to an urban built-up area within a certain 
period, the development has been occurring as a continuous process over this period of 
time. Therefore, within this time span, the area could have been partially developed to 
some extent. To illustrate the extent of development of this city in space and over time, a 
fuzzy concept of “urban” or “non-urban” can be defined based on the fuzzy set theory.

Let X be a collection of cells representing an area in a regional context. xij is 
a generic form of a cell in X. An urban fuzzy set Surban can be defined as a set of 
ordered pairs,

 Surban  = {(xij , mSurban
(xij ))| xij ∈ X} (3.2)

where the mSurban
(xij ) is a membership function, indicating the extent of the cell xij  

belonging to the urban fuzzy set Surban. This membership function represents the 
state of the cell xij  undergoing an urban development process.

Similarly, a non-urban fuzzy set, Snon urban− , can also be defined as

 Snon urban−  = {(xij , mSnon urban−
(xij ))| xij ∈ X} (3.3)

where the mSnon urban−
(xij) is another membership function, indicating the extent of the 

cell xij  belonging to the non-urban fuzzy set Snon urban− . The value of this membership 
function represents the degree or extent to which the cell remains in the non-urban 
fuzzy set.

3.1.2.2 membership function
The membership function determines how and to what degree a cell belongs to the 
set. It depends on the extent to which a cell is being developed in the urban growth 
process. The closer the grade of membership is to 1, the higher the degree of mem-
bership of the cell in that fuzzy set. Figure 3.1 illustrates two linear membership 
functions, one for an urban fuzzy set and the other for a non-urban fuzzy set. For 
instance, if a cell has a membership grade of 0.7 in the urban fuzzy set, this cell 
would have been developed to a higher degree than a cell with a membership grade 
of 0.3 in the same urban fuzzy set. Conversely, a cell with a membership grade of 0.8 
in the non-urban fuzzy set would have been less developed compared to a cell with 
a membership grade of 0.4 in the same non-urban fuzzy set. With this terminology, 
the boundary between non-urban and urban areas can be understood not as a sharp 
line but as a region with continuous change on the scale of membership.

Obviously, the membership function is a crucial component of a fuzzy set. Different 
membership functions represent different fuzzy sets, even though they may have a 
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similar context. Figure 3.2 illustrates three membership functions, one using a linear 
function, one using an exponential function, and one using a logarithmic function. 
Each function represents a different fuzzy set although they all have similar con-
texts, that is, “a class of cells that has been developed in the urbanisation processes.” 
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figUre 3.1 Two linear membership functions, one for an urban and one for a non-urban 
fuzzy set. (The various stages of urban development are represented by s0 to s10, ranging 
from not developed to fully developed.)
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figUre 3.2 Variations of fuzzy membership functions. (The various stages of urban devel-
opment are represented by s0 to s10. The three membership functions represented in this 
figure define three different fuzzy sets although they have similar content, that is, before 
Stage s1, the area is undeveloped, and after Stage s9, the area is fully developed. Development 
has taken place in areas with an urban extent between s1 and s9. However, their membership 
grades vary and are determined by their membership functions.)
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To determine what type of membership function is suitable for a set depends on the 
context of the particular application. The membership function defining the urban 
extent in this book will be discussed in Section 3.1.3.2.

3.1.2.3 fuzzy operation
Not only does the membership function of a fuzzy set represent the property of the 
set, logical operations based on Boolean logic can also be applied to fuzzy sets; 
their membership functions can be calculated using Boolean algebra. For instance, 
the binary operators of logical OR and logical AND can be applied to perform the 
Union and Intersection of two fuzzy sets. A Union of two sets using the Boolean 
operator “OR” results in a new set that contains everything that belongs to either of 
the two sets, but nothing else. With the Union operation, an urban fuzzy set Surban and 
a non-urban fuzzy set Snon urban−  can be combined to generate a new set, which can be 
termed as an urban or non-urban set Surban or non urban_ _ − , as illustrated in Equation 3.4. 
The membership function of this new set, mSurban or non urban_ _ −

, is the maximum of the two 
membership functions in the original urban or non-urban fuzzy sets, which can be 
represented in Equation 3.5.

Union  Surban or non urban_ _ −  = Surban
∪ Snon urban−  (3.4)

 mSurban or non urban_ _ −
(xij) = max ( mSurban

(xij), mSnon urban−
(xij )) (3.5)

Similarly, using the Boolean operator “AND,” an Intersection of two fuzzy sets 
can be generated to create a new fuzzy set Sintersection, which can be represented in 
Equation 3.6. The membership of this new set, mSintersectionn

, is therefore the minimum 
of the memberships for the Surban  and Snon urban−  fuzzy sets, which can be represented 
in Equation 3.7.

Intersection Sintersection  = Surban  ∩ Snon urban−  (3.6)

 mSintersectionn
( xij) = min (mSurban

(xij ), mSnon urban−
(xij )) (3.7)

In addition, the unary operator of logical NOT can also be applied to generate the 
complement of a fuzzy set, Surban , as can be represented in Equation 3.8; its member-
ship function is defined in Equation 3.9.

Complement Scomplement  = Surban   (3.8)

 mScomplement
(xij ) = 1 − mSurban

( xij ) (3.9)

With this example, the intersection of urban and non-urban fuzzy sets, Sintersection  can 
be considered as a set that belongs to both urban and non-urban fuzzy sets. This can 
be best described as a partly urban set that has both urban and non-urban charac-
teristics. The union of the two fuzzy sets, Surban or non urban_ _ − , is a set of either urban or 
non-urban, where a cell receives a higher grade of membership if it has more urban 
or non-urban features, and it receives a lower grade of membership if it is featured 
more likely as a partly urbanised area (Figure 3.3).
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Similarly, the complement of the urban fuzzy set Scomplement  is also a fuzzy set, 
which can be identified as a non-urban fuzzy set.

3.1.3 uRBan development as a Fuzzy pRocess

3.1.3.1 defining Urban areas
A number of approaches have been applied to measure the extent of urban develop-
ment. These include the use of detailed rules of the size and density of the population 
for the definition of urban areas, the use of population densities, and the use of remote 
sensing technology to identify and measure land-use types. As cities are physical 
agglomerations of population and housing, there should be some kind of threshold 
measurements along the population-size continuum of settlements at which a village 
becomes a town, although this threshold may vary significantly in space and time 
(Herbert and Thomas 1997).

Various criteria on the size and density of population have been found in defin-
ing the urban areas by different countries around the world. For instance, in several 
Scandinavian countries, any settlement that has more than 200 inhabitants is classi-
fied as urban in the national census (Herbert and Thomas 1997); in the United States, 
the “urban areas” comprise places with 2,500 or more inhabitants, and some special 
types of areas having a density of 1,500 inhabitants per square mile (about 580 inhab-
itants per square kilometre) (U.S. Census Bureau 1960). In Canada, an urban area 
should have a minimum population concentration of 1,000 and a population density 
of at least 400 persons per square kilometre based on the previous census popula-
tion counts (Statistics Canada 1996). In Australia, areas with a population density 
of 500 persons per square mile are classified as urban; however, there are some 
considerations for modifying this criterion (Linge 1965). Many countries impose 
much higher thresholds of population size, such as Greece, with 10,000 inhabitants, 
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and Japan with 30,000 (Herbert and Thomas 1997). The diversity of this threshold 
largely relates to the social context of the country. For instance, considering the 
physical geography of Scandinavia and the ways in which its settlements evolved 
over time, a settlement with over 200 permanent inhabitants is well regarded as an 
urban area. On the other hand, in a country such as Japan with a relatively limited 
land area and considerable population pressure, almost all settlements exceed such a 
low threshold of 200 inhabitants, and a threshold of 30,000 inhabitants seems more 
realistic in delimiting its urban extent (Herbert and Thomas 1997).

In addition to the use of the combination of population size and density, a pure 
criterion of population density was also applied in delimiting urban areas. Gryztzell 
(1963) presented a method based on population densities alone. He argued that fair 
comparison could only be made when the densities involved were similar. He there-
fore attempted to delineate areas where minimum densities could be equated using 
the smallest administrative units. By calculating the population densities, he worked 
outward from the large cities until points were reached where the densities fell below 
a given figure. This allows a line to be drawn around the city so that all areas with a 
density over a given threshold were included (Gryztzell 1963).

Apart from the population density criterion, approaches using remote sensing tech-
nology have also been developed and applied for mapping land use, land cover, build-
ing density, climatic conditions, and socio-economic characteristics at various spatial 
and temporal scales in the urban environment (Phinn et al. 2002; Ward, Murray, and 
Phinn 2000; Hepner, et al. 1998; Mesev 1998; Barnsley and Barr 1997, 1996; Lo 1997; 
Harris and Ventura 1995; Mesev et al. 1995; Forster 1993, 1983; Gong and Howarth 
1990; Moller-Jensen 1990). Remotely sensed data, especially those from the moderate 
resolution satellites such as Landsat and SPOT, offer highly useful sources for map-
ping the composition of cities and their changes over time; however, the use of remotely 
sensed data for mapping attributes of urban areas has met with limited success (Phinn 
et al. 2002). One of the most common limitations is the understanding of the boundary 
between an urban area and its non-urban hinterland as being a sharp line.

As cities are physical concentrations of population and housing, population or 
dwelling densities are measurable criteria in delimiting the extent of urban develop-
ment. In particular, these criteria allow for the application of the fuzzy set theory to 
define a fuzzy concept of urban areas. In the following section, instead of defining a 
sharp boundary between urban and non-urban areas, a fuzzy set approach to delimit-
ing the extent of urban development with population density is proposed. The criteria 
used in defining the membership functions are flexible, and they can be adjusted or 
calibrated according to different conditions when applied to individual cities.

3.1.3.2 fuzzy set approach in defining Urban areas
Consider the fuzzy set “urban” defined earlier in Equation 3.2:

 Surban  = {(xij , mSurban
(xij ))| xij ∈ X}

The value of the membership function mSurban
(xij ) ranges from 0 to 1, representing the 

state of a cell undergoing an urban development process. For instance, if a cell has a 
membership grade of 0, this cell has yet to be developed, that is, it is in a non-urban 
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state; if a cell has a membership grade of 1, it has been fully developed as an urban 
area, and therefore this cell is in an urban state. Cells with a membership grade 
between 0 and 1 may have been developed to some extent, although they are yet to 
be fully developed.

In order to define a mathematical formula to represent the fuzzy membership func-
tion for delimiting urban areas, a population density criterion was employed as a mea-
surable representation of the extent of urban development of cell xij  in the urban fuzzy 
set Surban. The population density value has been adjusted based on a number of other 
factors, such as dwelling density, major infrastructure such as sewerage and drainage 
supply, type of land use depicted from satellite images, and the percentage of popula-
tion dependent on non-agricultural industries. For example, if an area has a low popu-
lation density but the dwelling density is high, or if an area has a dominance of urban 
land-use type, then the population density needs to be adjusted to a higher value. In 
contrast, if an area has a relatively high population density but most of its land is used 
as farms, then the population density value needs to be reduced to some extent. Such 
factors were evaluated when processing raw data for Metropolitan Sydney.

A common approach for defining urban areas is evident from various countries 
using census data, that is, an area is regarded as urban if the population density of 
the area reaches a certain level. The assumption under this approach is that, if an 
area has a population density less than a certain value, this area is regarded as non-
urban, and the grade of membership of this area in the urban fuzzy set is 0; if an 
area has a population density higher than another threshold value, it is regarded as 
a fully urban built-up area, and therefore its membership grade is 1. The lower and 
upper threshold values of population density can vary significantly from one country 
to another or even from one city to another. Therefore, these threshold values need 
to be defined individually according to situations in different countries or cities. For 
example, the lower threshold of population density excluding an area from being 
regarded as urban can be as low as 200 persons per square kilometre (appropriately 
500 persons per square mile) in Australia, whereas this threshold in Canada and the 
United States should be 400 persons and 580 persons per square kilometre, respec-
tively. With these threshold values, the membership function of areas in the urban 
fuzzy set can be defined as a function of its population density.

Let rxij
be the population density of cell x at location i,  j. The lower and upper 

thresholds of population density are represented by r0  and r1 , respectively, in 
delimiting urban areas. To define the membership grade of cells in the urban fuzzy 
set, a simple linear membership function was employed, as shown in Equation 3.10:
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With this membership function, the population density values can be converted 
into the grade of membership. This involves matching the density measurement 
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against the membership function (Figure 3.4), which is called a fuzzification pro-
cess (Berenji 1992). Through this conversion, each cell in the urban fuzzy set 
receives one value of a membership grade, which represents the state of the cell 
in the urban fuzzy set. For instance, if the population density of a cell is less than 
the lower threshold, it receives a membership grade of 0. In this case, the state 
of the cell is regarded as “non-urban.” If the population density of a cell is higher 
than the upper threshold, it receives a membership grade of 1, the state of which is 
regarded as “urban.” All other cells receive a membership grade between 0 and 1, 
representing their extent of development in this urban fuzzy set. Their states in 
the urban fuzzy set are termed “partly urban.” Therefore, instead of using a binary 
definition of non-urban and urban, multiple states in delimiting urban areas can be 
applied to simulate the continuous process of non-urban to urban conversion.

3.2 fUzzy logic control in cellUlar 
aUtomata-based Urban modelling

Urban development as a fuzzy process is not only represented in delimiting its urban 
extent, it is also represented in the factors driving such development. As a result 
of both physical constraints and human decision-making behaviour, urban devel-
opment is a fuzzy logic-controlled process. This section introduces the methodol-
ogy of fuzzy logic control in the simulation of urban development. As fuzzy logic 
control is developed based on two important concepts—the linguistic variable and 
fuzzy logic—these two concepts are discussed first, followed by discussions on the 
application of fuzzy logic control in urban modelling, especially in models using the 
cellular automata approach.

1

0 xij

Rural

Partly urban

Urban 

0 01 1

figUre 3.4 Defining an urban fuzzy set with a linear membership function. (m is the mem-
bership function of cell xij  in the urban fuzzy set; r0 and r1 are the lower and upper thresholds 
of population density, respectively, in delimiting urban areas.)
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3.2.1 linGuistic vaRiaBles and Fuzzy loGic

3.2.1.1 linguistic variables
“In retreating from precision in the face of overpowering complexity, it is natural to 
explore the use of what might be called linguistic variables, that is, variables whose 
values are not numbers but words or statements in a natural or artificial language” 
(Zadeh 1975a: 201). An easy way to understand the notion of a linguistic variable is 
to regard it as a variable whose numerical values are fuzzy numbers, or as a variable 
the range of which is not defined by numerical values but by linguistic terms.

For example, consider a linguistic variable named “age”; the value of the variable 
ranges from 0 to 100 (years). However, instead of using numerical values, the value 
of this linguistic variable can be defined as linguistic terms such as “old,” “young,” 
“very old,” “very young,” and so on (Zadeh 1975a).

Let u be a variable representing the age in years of life. M (x) is the rule that 
assigns a meaning—that is, a fuzzy set—to the linguistic terms. For instance,

 M (old) = {(u, mold(u)) | u ∈ [0,100]} (3.11)

where mold is the membership function of u in the fuzzy set “old,” which can be rep-
resented by the following formula (Zadeh 1975a):

 mold (u) = 
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In this example, a term set of the linguistic variable “Age” can be defined as Age 
= {Young, Very Young, Not Very Young, Not Very Old, Old, Very Old, Very Very  
Old, . . .}. An illustration of this linguistic variable is shown in Figure 3.5.

There are some special linguistic terms such as very, more or less, fairly, and 
extremely that can be used to modify the meaning of other linguistic terms. These 
are called linguistic hedges (or simply hedges or modifiers). Mathematical opera-
tions frequently used for modifiers include concentration, dilution, and contrast 
intensification. Using Α  to represent a fuzzy set, these three operations can be 
expressed as

Concentration: m
con(A) (u) = ( Ãm ( ))u 2  (3.13)

Dilution: mdil(Ã) (u) = ( Ãm ( )) /u 1 2  (3.14)

Contrast intensification: m int(Ã) (u) =
2( ( )) for ( ) [0, 0.5]
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These mathematical operations can be associated with the following linguistic 
hedges (modifiers) as defined by Zimmermann (1987):

 Very Α = con ( Α)
 More or less Α = dil ( Α)
 Plus Α = ( ) .Α 1 25

 Slightly Α = int [plus Α and not (very Α)]

In addition, the following linguistic hedges are also used, which are measured at a 
50% confidence level:

 Nearly Α = Α ± 5%
 About Α = Α ±10%
 Roughly Α = Α ± 25%
 Crudely Α = Α ±50%

For instance, if a number lies within 10% of 10, that is, the number is between 9 
and 11, then we are at least 50% confident that the number belongs to the fuzzy set 
“about 10.”

3.2.1.2 basic logic terms and reasoning
As a basis for reasoning, logic can be distinguished essentially by topic-neutral (con-
text-independent) items: truth values, vocabulary (operators), and reasoning proce-
dure (tautologies, syllogisms) (Zimmermann 1991). In Boolean logic, truth values 
can be 0 (false) or 1 (true), and by means of these truth values the vocabulary (opera-
tor) is defined via truth tables. For two statements with two truth-values of 0 or 1, 
there are 222 = 16 truth tables, each defining an operator (Table 3.1).

Age

Very
Young Young Old Very

Old

Linguistic variable

Values

Base variable
age1009080706050403020100

1 0.8 0.6 1 0.8 0.6 0.6 0.7 0.8 0.9 0.7 0.8 0.9 1

figUre 3.5 The linguistic variable “age.” (Adapted from Zadeh, L. A. Information Sciences 
8: 199–249. 1975. With permission.)
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Assigning meanings (words) to these operators is not difficult for the first four or 
five columns. For example, the first one (w1) being the logic “and,” the second one 
(w2) “inclusive or,” the third one (w3) “exclusive or,” and the fourth (w4 ) and fifth 
(w5) the “implication” and the “equivalence.” However, assigning meanings to the 
last nine operations (w7  to w16) will be difficult in terms of the human language. If 
there are three statements rather than two, the task of assigning meanings to the truth 
tables becomes even more difficult (Zimmerman 1991).

The third topic-neutral item of a logical system—the reasoning procedure—is 
based on tautologies such as

 Modus ponens: ( ( ))Α Α Β Β∧ ⇒ ⇒

 Modus tollens: (( ))Α Β Β Α⇒ ∧ ¬ ⇒ ¬

 Syllogism:   (( ) ( )) ( )Α Β Β Α⇒ ∧ ⇒ ⇒ ⇒C C

 Contraposition:  ( ) ( )Α Β Β Α⇒ ⇒ ¬ ⇒ ¬

Here, A, B, and C represent three sets; symbols ∧ and ¬ denote logical AND and 
logical NOT respectively; symbol ⇒  shows a logical implication.

The Latin term modus ponens, meaning “mode that affirms by affirming,” is a 
common form of reasoning that can be interpreted as “if A is true and if the state-
ment ‘if A is true then B is true’ is also true, then B is true.”

On the other hand, the Latin term modus tollens means “mode that affirms by 
denying,” and it can be interpreted as “if the statement ‘if A is true then B is true’ is 
true and if B is false, then A is also false.”

Syllogism is a Greek word that means “conclusion” or “inference.” It can be inter-
preted in logic term as “if both the statements ‘if A is true then B is true’ and ‘if B 
is true then C is true’ are true, then the statement ‘if A is true then C is true’ is also 
true.” Similarly, contraposition can be interpreted as “if the statement ‘if A is true 
then B is true’ is true, then the statement ‘if B is false then A is false’ is also true.” 
In other words, for the statement “if A then B” for any two propositions A and B, the 
contraposition is “if not B then not A.”

table 3.1
truth value table for two statements with two truth values

A B w1 w2 w3 w4 w5 w6 w7 … w16

1 1 0 1 0 1 1 1 1 … 0
1 0 0 1 1 0 0 1 1 … 1
0 1 0 1 1 1 0 0 1 … 0
0 0 1 0 0 1 1 0 1 … 0

Note: A and B represent two statements, either of which can be true (shown as 1) or false (shown as 0). 
Various logic operations of the two statements are shown in w1 to w16.
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3.2.1.3 fuzzy logic
Fuzzy logic has been proposed by Zadeh (1975a,b,c) as an extension of classical 
formal models of reasoning into models that incorporate fuzziness; it is the appli-
cation of the fuzzy set theory to human reasoning that is approximate rather than 
precisely deducted from classical Boolean logic. Fuzzy logic allows modelling com-
plex systems using a higher level of abstraction originating from human knowledge 
and experience. This knowledge and experience can be expressed with subjective 
linguistic terms such as high, hot, or cold, which can be mapped into exact numeric 
ranges. According to Gaines (1976, 1975), there are at least three possible definitions 
for fuzzy logic.

 1. A basis for reasoning with vague statements
 2. A basis for reasoning with vague statements using the fuzzy set theory for 

the fuzzification for logic structures
 3. A multivalued logic in which truth values are in the interval [0,1], and the 

valuation of a disjunction is the maximum of those of the disjuncts, and that 
of a conjunction is the minimum of those of the conjuncts

The first definition is a very general one, and the second a restricted form of the 
first—this comes close to the content in Zadeh’s papers (1975a,b,c). The third defini-
tion, which is the widely used form, can be regarded as a set of infinitely valued logic 
that differs from others only in its implication functions (Kickert 1978).

The fundamental difference between classical logic and fuzzy logic is in the 
range of their truth-values. In fuzzy logic, the truth or falsity of fuzzy proposi-
tions is a matter of degree. Assuming that truth and falsity are expressed by 
values 1 and 0, respectively, the degree of truth of each fuzzy proposition is 
expressed by a number in the unit interval of [0, 1]. In fuzzy logic, the number 
of truth-values is, in general, infinite. Instead of using numbers, the truth-values 
are linguistic variables (or terms of the linguistic variable “truth”). The terms 
of the linguistic variable “truth” can be tabulated as a finite number of terms, 
such as true, very true, false, more or less false, very false, and so on. With this 
tabulation, the logic operators, such as “and,” “or,” and “not,” are also defined in 
fuzzy logic, and the extensive principles can be applied to derive definitions of 
these operators.

Fuzzy logic is an organised and mathematical method of handling inherently 
imprecise concepts that classical Boolean logic cannot handle easily. For instance, 
there is no sharp cut-off between the concepts of “old” or “young,” even though 
people generally have a concept of what an “old” or “young” person is. Rather, these 
concepts can be better represented using fuzzy set and fuzzy logic terms.

Consider the modus ponens in fuzzy reasoning. Let Α , ′Α , Β, ′Β  be four fuzzy 
statements; then the generalised modus ponens reads:

 Premise:  x is ′Α
 Implication: if x is Α  then y is Β
 Conclusion:  y is ′Β
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For instance, if x represents an area, Α and ′Α  are fuzzy statements of “densely pop-
ulated” and “very densely populated”; Β and ′Β  are fuzzy statements of “developed” 
and “highly developed,” respectively, then the following reasoning can be achieved:

 Premise:   Area x is very densely populated ( ′Α ).
 Implication:  If an area is densely populated ( Α), then the area is 

developed ( Β ).
 Conclusion:  Area x is highly developed ( ′Β ).

The fuzzy logic approach is a revolutionary technology in logic. It provides “a means 
of translating natural language-based expressions of knowledge and common sense 
into a precise mathematical formalism” (Openshaw and Openshaw 1997: 269). 
It also gives computers the ability to think and make decisions more like human 
beings (McNeill and Freiberger 1994). For geographers, it offers “a refreshingly new 
perspective on how to go about building better models of geographical systems by 
handling rather than ignoring or artificially removing the fuzziness within them” 
(Openshaw and Openshaw 1997: 269).

3.2.2 Fuzzy loGic contRol

Fuzzy logic control is the application of the fuzzy set theory and fuzzy logic in con-
trol systems. It has been increasingly applied to solve problems in complex systems 
with embedded control and information processing. Instead of modelling a sys-
tem mathematically, a fuzzy logic control system incorporates a simple, rule-based 
approach in the form of an “if–then” format to solve the control problem. This 
methodology provides a remarkably simple way to draw definite conclusions based 
upon vague, ambiguous, imprecise, noisy, or missing input information. The basic 
idea behind this approach is to incorporate the “experience” of a human process 
operator in the design of the controller. From a set of linguistic fuzzy control rules 
that describe the operator’s control strategy, a control algorithm, in which the words 
are defined as fuzzy sets, is constructed. The main advantages of this approach are 
the possibility of implementing “rule of thumb” experience, intuition, and heuris-
tics, and the fact that it does not need a model of the process (Kickert and Mamdani 
1978). In a fuzzy logic control system, fuzzy logic is used to convert the heuris-
tic control rules as stated by a human operator into an automatic control strategy 
(Mamdani and Assilian 1975).

In a fuzzy logic control system, the input variables are non-fuzzy measurable 
values. These input variables of the system will be transformed into “fuzzy” values, 
which are described in terms of membership in a fuzzy set. The first step in devel-
oping a fuzzy logic control system is called a fuzzification process. Typically, this 
involves setting up a universal space, defining linguistic variables, and selecting a 
membership function to convert the non-fuzzy input values into fuzzy terms. For 
example, Section 3.1.3.2 presented an approach using linguistic variables and a lin-
ear membership function to delimit the extent of urban areas based on the non-fuzzy 
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values of population density. This is a fuzzification process, and it generates three 
fuzzy terms, namely, urban, partly urban, and non-urban. Similarly, a fuzzification 
process can also be developed to describe the slope of a landscape as flat, moderate, 
steep, and very steep.

The second process in developing a fuzzy logic control system is to develop 
a fuzzy information-processing engine with a set of rules or a rule base. This 
information-processing system is called a rule processor or a fuzzy inference 
engine. The fuzzy inference engine is developed to process information that is 
not perfectly clear and that reflects human knowledge, belief, and expertise. It 
is normally built as a computer software programme to employ inference steps 
similar to how the human brain works, including association, recognition, deduc-
tion, and decision making. Typically, the fuzzy inference rules appear as a set of 
simple “if–then” statements with fuzzy linguistic variables imbedded in the rules 
as modifiers.

For example, a simple “if–then” rule to control urban development of an area can 
be expressed as follows:

IF   the slope of an area is very steep,
THEN development in this area should be very slow.

After the fuzzy inferencing, the last process of a fuzzy logic control system is 
the defuzzification process, which transforms results generated by the system into 
non-fuzzy quantifiable values and presents them as output of the system. This 
defuzzification process also involves setting up a universal space, and defining 
linguistic variables and an output membership function for quantification of the 
system’s results. The whole process of a fuzzy logic control system is illustrated 
in Figure 3.6.

Fuzzy set and fuzzy logic control provide a linguistic non-numerical, non-
mathematical, and non-statistical approach to modelling complex systems. This 
is a fairly simple approach with only a few rules being required to handle con-
siderable complexity. It has found much practical applicability in industries and 
engineering systems (e.g., Umbers and King 1980; Kickert and Van Nanta Lemka 
1976; Mamdani and Assilian 1975). It has also been applied in the social sciences, 
especially in simulating the human decision-making processes (see Kickert 1978; 
Wenstøp 1976).

Fuzzifier Inference 
Engine Defuzzifier

Knowledge 
Base 

Input Output

figUre 3.6 A fuzzy logic control system.
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3.2.3 Fuzzy loGic contRol in cellulaR automata-Based  
uRBan modellinG

A cellular automaton is a dynamic system in which rules controlling the transition 
of its cells from one state to another can be deterministic, such as the rules applied 
in the “Game of Life” (Gardner 1972). However, the transition rules in a cellular 
automaton can also be non-deterministic, which are more appropriate when a cellu-
lar automaton represents a human-related system. For example, in an urban system, 
although it is understood that topography is a constraint to urban development, it 
is not correct to claim that “an area with a slope higher than 10 degrees cannot be 
developed into an urban area.” Even though areas with smooth terrain are usually 
first selected for development, development could occur in areas with steep terrain 
under certain circumstances, such as a high demand for land but short supply of flat 
land, or people earning high incomes preferring to live on higher elevations to obtain 
good views of the natural landscape. Therefore, the terrain constraint is not a deter-
ministic factor to urban development functioning on a “yes” or “no” basis.

Consider the rules in the model “Game of Life.” The original rules were set up in 
deterministic ways. If these deterministic rules were changed to non-deterministic 
ones, such as

A live cell stays alive if it is not crowded in its neighbourhood; it dies either of 
isolation or overcrowding. A dead cell becomes alive if there are sufficient live cells 
in the neighbourhood.

By introducing a number of fuzzy linguistic variables such as “crowd,” “not crowd,” 
“isolate,” “overcrowd,” and “sufficient,” the rules controlling the transition of cells 
from one state to another became fuzzy, no longer based on classical Boolean logic 
but on fuzzy logic. These fuzzy rules can be expressed as three “if–then” statements, 
each of which represents one rule of a cellular automaton.

Rule I:
IF  it is not crowded in the neighbourhood of a live cell,
THEN this live cell stays alive in the next generation;

Rule II: 
IF  it is isolating or overcrowding in the neighbourhood of a live cell,
THEN this live cell dies in the next generation;

Rule III:
IF  there are sufficient live cells in the neighbourhood of a dead cell,
THEN this dead cell becomes alive in the next generation.

Urban development is a complex spatial phenomenon controlled by many factors. 
The geographical conditions of the area, socio-economic status, infrastructure supply, 
demographic features, the potential of population growth, planning and zoning con-
straints, environmental protection regulations, as well as group and individual decision-
making behaviours all play a role in the process of urban development. However, none 
of these factors functions in a deterministic manner. In other words, urban development 
is not controlled by Boolean logic. Instead, the controlling process of these factors is 
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based on fuzzy logic. For instance, although it is not appropriate to say that “an area 
with a slope of 10 degrees or higher cannot be developed into an urban area,” it will be 
true to say that “development is less likely to happen on land with a steep terrain.” With 
the use of linguistic variables, the rule becomes fuzzy, and it functions according to the 
principles of fuzzy logic. Therefore, advantages would come by incorporating fuzzy 
logic control in a cellular automaton to simulate the process of urban development.

3.3 developing fUzzy constrained cellUlar 
aUtomata for Urban modelling

Previous sections argue that urban development is a fuzzy process that is controlled 
by many non-deterministic factors. This process is better represented as a fuzzy logic 
control system. In defining such a fuzzy logic control system, the state of urban extent 
needs to be fuzzified using a membership function to define the degree of member-
ship in the urban fuzzy set. A set of rules need to be identified and a fuzzy infer-
ence engine constructed according to the nature of the system being modelled. By 
applying the rules and inference engine to the system, results will be generated that 
need to be defuzzified as quantifiable output of the system. This section first presents 
the temporal process of urban development based on classical research, followed by 
discussions on defining the speed of urban development using the fuzzy set concept. 
A number of fuzzy constrained transition rules and the fuzzy inference engine are 
proposed to model the process of urban development. The process of defuzzification 
of the fuzzy logic control system is also presented later in this section.

3.3.1 the tempoRal pRocess oF uRBan development

Section 3.1.3 described the spatial process of urban development. It identified a trend of 
continuous change from non-urban or rural to partly urban and then urban areas; there 
is no sharp boundary between non-urban and urban areas. Therefore, the fuzzy set the-
ory is applicable in delimiting the fuzzy nature of the non-urban to urban transition.

Similar to its spatial process of development, urban development is also a 
continuous process over time. Generally, this temporal process of development 
follows a logistic curve (Herbert and Thomas 1997; Jakobson and Prakash 1971; 
Fourastié 1963). Fourastié (1963) suggests that the period of industrialisation and 
urbanisation is a transitory stage in the history of mankind, during which societ-
ies transform from primary or an agriculture-based stage to tertiary or a service-
occupation-based stage. The transition stage is divided into three parts labelled 
take-off, expansion, and achievement. The process of tertiary civilisation follows 
a logistic curve, progressing from 10 to 80% levels of urbanisation in a society 
(Figure 3.7). This logistic trend of development has been identified in many places 
around the world (Figure 3.8).

To interpret the logistic curve of urban development verbally, when a region starts 
to be urbanised through the development process, it is normally quite slow in the 
initial stage (the take-off part). After the initial stage of slow development, it will 
speed up in the next stage (the expansion part) until it gets to a high standard of 
urban status. Then development will slow down until the region is fully developed 
(the achievement part).
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figUre 3.7 Urban development and the progression from transitional to modern. (Adapted 
from Herbert, D. T. and Thomas, C. J., Cities in space: City as place, 3rd ed., David Fulton 
Publishers, London. 1997. With permission.)
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figUre 3.8 Logistic curve of urban development between 1950 and 2000. Y axis is popu-
lation in millions; X axis is time. (Adapted from Herbert, D. T. and Thomas, C. J., Cities in 
space: City as place, 3rd ed., David Fulton Publishers, London. 1997. With permission.)
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Assume that it takes n  years for a non-urban region to be fully urbanised. Based 
on the understanding of the logistic curve of the urban development process, the 
relationship between the state of the cell in the urban fuzzy set and the year of devel-
opment can be expressed in a mathematical term as
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where mSurban
(xij

t ) is the membership function of the cell xij at time t in the urban 
fuzzy set; txij

denotes the t-th year of development of the cell xij in the urban devel-
opment process; and a, b, and c are parameters of the logistic function that define 
the shape of the logistic curve.

Studies of the logistic function show that the shape of the logistic curve is not 
overly sensitive to changes made through parameters a and b ; however, it is very 
sensitive to changes made through parameter c  (Figure 3.9). Moreover, the param-
eter c  is related to the number of years for a full process of urban development. For 
instance, if the full process of urban development takes longer, the value of c  will 
be smaller; otherwise, its value will be larger. Pragmatically, the parameter c  can 
be defined as c n= ψ / , where ψ  is a constant value and n is the total number of 

0

0.2

0.4

0.6

0.8

1

0 5 10 15 20 25
Year of development

M
em

be
rs

hi
p 

fu
nc

tio
n

c = 1/3
c = 0.5
c = 1
c = 1.5
c = 2
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years for a non-urban region to be fully urbanised. Therefore, Equation 3.16 can be 
rewritten as
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The parameters a , b , ψ, and n  in Equation 3.17 need to be configured and cali-
brated to fit the actual urban development process of individual cities.

Equation 3.17 can also be rewritten as Equation 3.18 to compute the temporal 
stage of a cell in the urban development process, based on the state of the cell in the 
urban fuzzy set.
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For each cell xij , its membership value mSurban
(xij) in the urban fuzzy set can be 

computed using a membership function, such as the one shown in Equation 3.10. 
Therefore, with the awareness of the current state of a cell in the urban development 
process, the stage (or year as denoted by txij

) of development of the cell in the urban 
development process can be identified by Equation 3.18.

In addition to continued urban development from partly developed areas to a 
fully urban state, new development can also occur in some undeveloped areas with 
advantageous conditions for development. For instance, if a non-urban area is sur-
rounded by areas that are highly urbanised, this non-urban area may have the ten-
dency to be influenced by its neighbouring areas to develop toward an urban state. 
In another situation, with the construction of a new railway line extending from an 
urban to a rural region, some areas along the new railway line could be selected for 
urban development. In this case, an initial low membership grade may be assigned 
to the non-urban cell so that it will start developing toward a partly urban, and then 
urban, state.

3.3.2 the speed oF uRBan development as a Fuzzy set

Obviously, the number of years for a cell to be fully developed into an urban state 
is associated with the speed of development, which can be fast or slow, depending 
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on a number of controlling factors. These include the conditions of the cell itself, 
geographic conditions of the areas, socio-economic status, as well as planning 
and government policy controls, resulting in variations in the pattern and speed of 
development in space and time. For instance, in a fast growing area with sufficient 
infrastructure and transportation support, development will be faster compared to an 
area without sufficient infrastructure supply and transportation support. The speed 
of development varies from one region to another and from one locality to another 
within the same region.

Therefore, the speed of development is a fuzzy term that can be divided into 
a range of “states” modified by some linguistic variables, such as “very fast,” 
“fast,” “medium,” “slow,” or “very slow.” This results in a range of n values in 
Equation 3.17. For instance, a medium process of urban development may take 
around 20 years, whereas a fast process may take 10 to 15 years. Similarly, a 
slow process of urban development may take 20 to 25 years, or even longer if the 
process is very slow.

Assume that the full process of urban development ranges from 1 to 30 years or 
longer. In order to reflect the gradual change of urban development from one speed 
to the next, fuzzy membership functions are used to represent the magnitude of the 
speed in each state. The membership function can take a simple triangular shape, as 
is shown in Figure 3.10.

Using ηef , ηvf , η f , ηm , ηs , ηvs , and ηes  to represent the membership functions for 
“extremely fast,” “very fast,” “fast,” “medium,” “slow,” “very slow,” and “extremely 
slow,” respectively, these seven linguistic variables can be defined as follows:

Extremely fast: If the whole process of urban development is completed 
within 5 years, this development is extremely fast. Therefore, the speed of 
urban development will gain full membership in the “extremely fast” state. 
However, if the process takes more than 5 years but less than 10 years, it 
will still gain partial membership in the “extremely fast” state. Therefore, 
the membership function for “extremely fast” can be expressed as
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figUre 3.10 Membership functions defining the “speed” of urban development.
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Very fast and Fast: Similar to the definition for “extremely fast,” the linguistic 
variable “very fast” and “fast” ranges from 5 to 15 years and 10 to 20 years, 
respectively, with a full membership of 1 in the 10th and 15th year of devel-
opment for “very fast” and “fast,” respectively.
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Medium: The linguistic variable “medium” ranges from 15 to 25 years, with a 
full membership of 1 in the 20th year of development.
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Slow and Very slow: The linguistic variable “slow” ranges from 20 to 30 years, 
with a full membership of 1 in the 25th year of development. Similarly, the 
linguistic variable “very slow” ranges from 25 to 35 years, with a full mem-
bership of 1 in the 30th year of development.
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Extremely slow: Urban development is considered “extremely slow” if it takes 
more than 30 years to develop; full membership in this “extremely slow” state 
starts when it takes more than 35 years to be fully developed. Therefore,
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Of course, different experts would have different feelings about what speed should 
be classified as fast, medium, or slow, and so on. Therefore, leaving a good deal 
of overlap on the adjacent membership functions lends robustness to the reasoning 
system. With their membership functions, the speed of development will not jump 
abruptly from “very fast” to “fast,” or from “medium” to “slow.” Instead, as the 



76 Modelling Urban Development with GIS and Cellular Automata

speed changes, it loses membership value in one state and gains value in the next 
state. For instance, if the full process of urban development takes 15 years, it will 
have a full membership value of 1 in the “fast” speed; however, if it takes 12 years 
for the area to be fully urbanised, then the speed will have a membership value of 0.4 
in the “fast” state, and 0.6 in the “very fast” state.

3.3.3 the Fuzzy tRansition Rules and inFeRencinG

In order to define transition rules for urban development, it is assumed that the 
process of urban development is non-reversible, that is, it develops from non-
urban to partly urban and then urban; there is no anti-urbanisation process. Once 
a cell is fully urbanised, it will stay in the urban state; no urban re-development 
or consolidation is considered in this model. With these assumptions, the tran-
sition matrix from non-urban to partly urban and then urban is demonstrated 
in Table 3.2.

3.3.3.1 primary transition rules
According to the principles of cellular automata theory, the state of cells in an urban 
fuzzy set at a certain time is determined by the state of the cell itself in a previous 
time step and the state of the cells of its neighbourhood through a set of transition 
rules. This is the fundamental transition rule that can be applied to model the devel-
opment of an urban system based on the fuzzy set concept.

If a cell has the propensity for development and it can receive sufficient support for 
development from its neighbourhood, this cell will develop at a medium speed to a 
higher state in the urban fuzzy set.

However, the development will be slowed down if its own propensity for develop-
ment is weak, or if it cannot receive sufficient support for development from its 
neighbourhood. On the other hand, this development can also be speeded up if the 
cell has a strong propensity for development and/or it receives strong support for 
development from its neighbourhood.

table 3.2
Urban transitions from non-Urban to partly Urban and Urban

t1
t2 non-urban partly urban Urban

Non-urban No change in state 
and membership

Not allowed Not allowed

Partly urban Change in state and 
membership

No change in state; with 
or without change in 
membership

Not allowed

Urban Change in state and 
membership

Change in state and 
membership

No change in state 
and membership

Note: This table shows the possible transition of cell states from one time (T1) to another (T2).
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Using a series of “if–then” statements, the following rules are proposed as the 
primary controller to the transition of cells from one state to another.

Primary Rule 1 (PR1):
IF    a cell is in a partly urban state with strong propensity to further  

development,
AND  the cells in the neighbourhood are developed to a higher state 

than the cell in question,
THEN the cell will develop at a medium speed.

Primary Rule 2 (PR2):
IF    a cell is in a partly urban state with strong propensity to further  

development,
AND  the cells in the neighbourhood are also partly urbanised, but 

their states are lower than the cell in question,
THEN the cell will develop at a slow speed.

Primary Rule 3 (PR3):
IF    a cell is in a partly urban state with weak propensity to further  

development,
AND  the cells in the neighbourhood are developed to a higher state 

than the cell in question,
THEN the cell will develop at a slow speed.

Primary Rule 4 (PR4):
IF    a cell is in a partly urban state with weak propensity to further  

development,
AND the cells in the neighbourhood are rarely urbanised,
THEN the cell will develop at a very slow speed.

Primary Rule 5 (PR5):
IF   a cell is in a non-urban state,
AND  the cells in the neighbourhood are highly urbanised,
THEN the cell may start to develop at a slow speed.

Primary Rule 6 (PR6):
IF   a cell is in a non-urban state,
AND  the cells in the neighbourhood are partly urbanised to some 

extent but yet to be fully urbanised,
THEN the cell may develop at a very slow speed.

3.3.3.2 rule firing threshold
All rules are in abstract status when they were first constructed and subsequently entered 
into a computer program; they cannot do anything but to wait for the right data to be 
entered. If a rule is turned on and the input data satisfies the antecedent, that is, the “IF” 
requirements of the rule, including the AND part, then the rule will fire, and the system 
will take the consequent action of the rule as specified in the “THEN” statement.

In a fuzzy rule-based system, it is not completely clear whether the input data 
matches the antecedent of a rule. For instance, if a cell has a membership value of 
0.7 in the urban fuzzy set, it means that the cell is 70% urbanised, and therefore the 
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cell is considered to have the propensity to be further developed. If the memberships 
of its neighbouring cells are of a value of 0.8 or higher in the urban fuzzy set, this 
means that the cell will also receive support from its neighbourhood to be further 
developed. In this case, PR1 will fire. However, what if a cell has a membership 
value of around 0.5 and the membership values of its neighbouring cells are also 
around 0.5? In this case, a minimum confidence level needs to be set up to accept the 
input data as a match for the antecedent of the rule. This minimum confidence level 
is called rule-firing threshold. If the input data generates a confidence level equal to 
or higher than the rule-firing threshold, the rule will fire, and the consequent actions 
that are specified in the rule will take place.

Using xij  and mSurban
to represent the cell in question and its membership grade in 

the urban fuzzy set, respectively, m0 is used to represent the rule-firing threshold, 
or the minimum membership value for a cell to have strong propensity for further 
development. The value of m0 can be initially set to 50% or 0.5 membership in the 
urban fuzzy set; this value can be adjusted during the model calibration process.

If cells within the neighbourhood of cell xij  are represented by Ωxij
, mmaxSurban

(Ωxij
)  

is used to represent the largest membership value of cells within the specified neigh-
bourhood. If a cell can receive support for development from its neighbourhood, this 
means that the membership grade of some or all of the neighbouring cells should 
be larger than the membership grade of the cell itself. Hence, the six primary rules 
proposed in the previous section can be represented using their membership values 
as follows:

PR1:
IF   mSurban

(xij) ≥  m0  AND mmaxSurban
(Ωxij

) > mSurban
(xij )

THEN development will occur to the cell at a medium speed.
PR2, PR3:

IF   mSurban
(xij ) ≥  m0 AND m0 ≤ mmaxSurban

(Ωxij
) < mSurban

(xij ), OR

  0 < mSurban
( xij ) < m0 AND mmaxSurban

(Ωxij
) > mSurban

(xij )

THEN development will occur to the cell at a slow speed.
PR4:

IF  0 < mSurban
(xij ) ≤  m0  AND 0 < mmaxSurban

(Ωxij
) < mSurban

(xij )

THEN development will occur to the cell at a very slow speed.
PR5:

IF   mSurban
(xij ) = 0 AND mmaxSurban

(Ωxij
) ≈  1

THEN development may occur to the cell at a slow speed.
PR6:

IF   mSurban
( xij ) = 0 AND m0 ≤  mmaxSurban

( Ωxij
) < 1

THEN development may occur to the cell at a very slow speed.

Apart from these transition rules, if a cell does not have the propensity for develop-
ment, and neither can it obtain support for such development from its neighbourhood, 
then no development can occur to the cell; the state of the cell stays unchanged.
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3.3.3.3 secondary transition rules
The primary transition rules deal with an ideal situation where development is only 
controlled by the state of the cell itself and the state of cells of its neighbourhood. 
This situation only exists in von Thünen’s “Isolated State” (von Thünen 1826). In 
practice, urban development is affected by many other factors such as topographic 
conditions, transportation networks, socio-economic status, as well as planning and 
human decision-making behaviours. Some factors, such as the provision of urban 
infrastructure and transportation network, will function as accelerators to speed up 
the process of urban development; others, such as a mountainous landscape, or an 
area with a lack of urban infrastructure supply, may function as constraints to slow 
down the development process. These accelerators or constraints should also be built 
into the transition rules of the model.

The accelerating or constraining factors on urban development can be implemented 
as secondary rules to modify the primary rules on the transition of cell states. The gen-
eral principles on the inferencing of transition rules are that, if there is an accelerating 
factor within the neighbourhood of the cell in question, the speed of urban develop-
ment of that cell will be upgraded one step higher in the “speed” fuzzy set; for instance, 
from medium to fast or from very slow to slow speed. On the other hand, if there is a 
constraining factor within the neighbourhood of the cell in question, the speed of urban 
development of the cell will be downgraded one step lower in the “speed” fuzzy set; for 
instance, from medium to slow, or from slow to very slow speed. If there is more than 
one such factor, the speed will be upgraded or downgraded two steps up or down. On 
the other hand, the existence of an accelerator and a constraint will cancel the effect of 
both factors; hence, the speed of development will remain unchanged.

With this inferencing engine, the following rules can be proposed to demonstrate 
the effect of some accelerating or constraining factors.

Secondary Rule 1 (SR1):
IF   a cell is developing at a medium speed,
AND  one accelerator exists within the neighbourhood of the cell,
THEN the cell will develop at a fast speed.

Secondary Rule 2 (SR2):
IF  a cell is developing at a medium speed,
AND   more than one accelerator exists within the neighbourhood of 

the cell,
THEN the cell will develop at a very fast speed.

Secondary Rule 3 (SR3):
IF  a cell is developing at a medium speed,
AND  one constraint exists within the neighbourhood of the cell,
THEN the cell will develop at a slow speed.

Secondary Rule 4 (SR4):
IF  a cell is developing at a medium speed,
AND   more than one constraint exists within the neighbourhood of 

the cell,
THEN the cell will develop at a very slow speed.
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Secondary Rule 5 (SR5):
IF  a cell is developing at a medium speed,
AND   one constraint and one accelerator exist within the neighbour-

hood of the cell,
THEN  the cell will still develop at a medium speed.

Secondary Rule 6 (SR6):
IF  a cell is in a non-urban state,
AND   one accelerating factor exists within the neighbourhood of 

the cell,
THEN  the cell may start to develop at a slow speed.

For new development of cells from non-urban state, once a development is initiated, 
further development of the cell is considered as continued development, the speed 
of which will be determined by the primary and secondary transition rules for con-
tinued development.

It should be noted that the accelerating and constraining factors for urban devel-
opment may also be fuzzy variables. That is, such an accelerating or constrain-
ing factor can be strong, medium, or weak in affecting urban development. For 
instance, when introducing the topographic condition of an area into the model as a 
constraint on urban development, the land slope can be very steep, which will func-
tion as a strong constraint; or the slope can also be medium or not so steep, having 
a medium degree constraining impact on the development; or it may be flat, with 
no constraining impact. Therefore, while incorporating the impact of any accelerat-
ing or constraining factors into the fuzzy logic controller, the degree or extent of 
such impact on urban development also needs to be considered and built into the 
controller. The different impact of such factors can be reflected in the range of the 
speed fuzzy set.

For instance, it may range from 15 to 25 years for development to proceed at a 
medium speed. A cell will gain full membership in the “medium” speed fuzzy set if 
it takes 20 years for the cell to be fully developed. If there is an accelerator within the 
neighbourhood of the cell, development will be accelerated to a fast speed; therefore, 
the full process of development will take 10 to 20 years to complete. However, with 
a strong accelerator, the speed of development tends to be closer to the lower range, 
that is, closer to 10 years in the “fast” speed fuzzy set. If the accelerator is weak, 
the speed of development tends to be closer to the higher end, that is, closer to 20 
years; and if the accelerator is of a medium strength, the speed will tend to stay in 
the middle, that is, around 15 years.

A constraining factor may have similar impacts on the process of urban devel-
opment depending on its strength. For instance, if a constraining factor with 
medium strength pulls the speed of development from medium to slow (i.e., 20 
to 30 years), then a strong constraint tends to pull the speed to the higher end 
of the “slow speed” fuzzy set, that is, closer to 30 years; however, if the con-
straint is weak, the speed of development may stay in the lower end of “the slow 
speed” fuzzy set, that is, closer to 20 years. Table 3.3 provides two exemplar 
transition rules, one incorporating the impact of land slope as a constraint on 
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urban development, and the other incorporating transportation network as an 
accelerator on such development.

With these fuzzy inferencing mechanisms, more factors can be introduced into 
the fuzzy logic controller individually or in combination with one another through 
the above procedure, depending on our understanding of the urban system and the 
availability of data that reflect factors affecting urban development. For a particular 
cell in the fuzzy logic control system, the question of which transition rule fires at a 
particular time depends on the condition of the cell itself and the conditions of cells 
in its neighbourhood. These conditions can be either physical, socio-economic, insti-
tutional, or a combination of any or all.

3.3.3.4 rule calibration
Obviously, the fuzzy inferencing rules need to be calibrated before they can be 
applied to simulate the actual process of urban development. For instance, PR1 shows 
that, under no accelerating or constraining conditions, a partly urbanised cell with a 
strong propensity for development will undergo a medium speed of development if 
it can get support for development from its neighbourhood. However, the question of 
how long this urban development can stay at a medium speed needs to be addressed; 
whether a fast or slow rather than medium speed can be applied to better reflect its 
real development process also needs to be evaluated and calibrated.

table 3.3
transition rules and fuzzy inferencing
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The calibrating of the control system can be a process of “trial and error.” This 
process involves running the model to evaluate the results of the system; tuning the 
membership functions, rules, as well as the fuzzy inferencing mechanisms based on 
the feedback from the system; and retesting the system until satisfactory results are 
obtained. A full process of calibrating a fuzzy constrained cellular automata model 
using data illustrating historical urban development in Sydney, Australia, will be 
presented in Chapter 5.

3.3.4 the deFuzziFication pRocess

Once the fuzzy transition rules are applied, the results of the fuzzy logic controller 
are a set of fuzzy values representing the state of cells at a specific time spot. These 
fuzzy values need to be defuzzified into crisp values before they can be sent out as 
results of the system for action.

In order to defuzzify the system’s output into crisp values, it is generally required 
to define membership functions for the output fuzzy set. There are many techniques 
available for defuzzification; however, the three common methods used for defuzzi-
fication of fuzzy output are the max criterion, mean of maximum, and the centre of 
area approaches. The max criterion method finds the point at which the membership 
function is at its maximum. The mean of maximum takes the mean of those points 
where the membership function is at its maximum. The centre of area method cal-
culates the centre of gravity of the output fuzzy sets (Lee 1990).

However, no systematic justification is available for choosing a defuzzification 
strategy (Lee 1990). It is the human intuition that defuzzification is the reverse pro-
cess of fuzzification. Therefore, the two processes should be reversible. For instance, 
if a number is fuzzified into a fuzzy set and it is immediately defuzzified, the same 
number should be achieved. Obviously, the process of defuzzifying a fuzzy set 
requires knowing representative values that correspond to each output fuzzy set 
member. Such representative values are related to the membership function used to 
defuzzify the input variables.

In the case of urban modelling developed in this book, a simple linear member-
ship function is proposed to fuzzify the state of cells with a membership grade rang-
ing from 0 (non-urban state) to 1 (fully urban state), representing an indefinite cell 
state in the urban fuzzy set. By applying the fuzzy transition rules, the state of cells 
of the model’s outcomes also ranges from 0 to 1.

A simple linear membership function is applied in defuzzifying the system’s out-
put results; the function is similar to the one used in fuzzifying the input values of 
the cell states (Figure 3.11). With this membership function, the state of cells can be 
reversed back into three categories: non-urban, partly urban, and urban. Cells with 
a membership grade of 0 were defuzzified as non-urban, cells with a membership 
grade of 1 were urban, and all other cells whose membership grade ranged between 
0 and 1 exclusively were categorised as partly urban cells.

It should be noted that, although the process of defuzzification is necessary to 
generate crisp output results for action, much information is lost by doing this, and 
further work needs to be done on how to use the information available in the solution 
fuzzy set (John 1995).
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3.4 conclUsion

This chapter developed a generic model of urban development based on the princi-
ples of the cellular automata and incorporated fuzzy set and fuzzy logic approaches. 
Compared with other cellular automata-based urban models, this model possesses 
advantageous features for simulating an urban development process. One of these 
features is the definition of cell states. Based on the fuzzy set theory, the state of a 
cell is associated with a grade of membership representing the stage of a cell in its 
urban development process. The grade of membership represents urban development 
as a continuous process in space and time, rather than as a binary transition from 
non-urban to urban.

Moreover, by constructing a fuzzy logic controller, the rules controlling the speed 
of transition of cells from one state to another are defined by a series of “IF–THEN” 
statements. These “IF–THEN” statements are presented using various linguistic 
variables, such as “quick,” “very quick,” “medium,” “slow,” “very slow,” and so 
forth. Factors affecting the speed of urban development can also be implemented 
in the model as accelerators or constraints. These factors include physical environ-
mental conditions, socio-economic status, as well as planning or other institutional 
constraints. Such factors are incorporated in the model as secondary rules to affect 
the process of urban development. The use of the fuzzy logic controller in defin-
ing transition rules makes the modelling of urban development closer to the human 
decision-making process. Before the model can be applied to simulate a real urban 
development process, it needs to be rigorously tested to evaluate and validate its 
appropriateness and suitability.

1

0 xij

Rural Partly urban Urban

figUre 3.11 Membership function for defuzzifying the fuzzy output results.
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4 Sydney
Urban Development 
and Visualisation

As the capital city of the state of New South Wales (NSW) in Australia, Sydney, in 
the past 220 years, has developed from a penal settlement to one of the world’s great-
est cities with distinctive characters. The harbour, the beach, the rivers, the moun-
tains, the home gardens and big backyards, and the large tracts of natural bushland 
make it unique among world cities (Spearritt and DeMarco 1988). Understanding 
how this city has been growing and foreseeing the future direction of its growth are 
of primary concern to geographers as well as to planners and decision makers.

In this and the following chapters, the fuzzy constrained cellular automata model 
of urban development constructed in Chapter 3 is applied to simulate the urban 
development of Sydney from 1976 to 2031. This chapter presents a description of the 
study area, its physical settings, the historical threads of urban development, as well 
as the impact of institutional factors on the development of the city.

The collection of geographical data illustrating various aspects of urban devel-
opment and the processing of data in a geographical information system (GIS) are 
demonstrated in Section 4.2. These data sets are important in feeding the fuzzy con-
strained cellular automata model of urban development. Section 4.3 defines Sydney’s 
urban areas with census data using the fuzzy set approach. The spatial patterns and 
temporal process of the urban development of Sydney from 1976 to 2006 are visual-
ised in GIS. Conclusions on both data collection and the urban development of Sydney 
from 1976 to 2006 are addressed in Section 4.4, which also sets up the objectives of 
modelling the urban development of Sydney for the following chapters.

4.1 Sydney’S urban development and planning

Sydney is located on the south-east coast of Australia. It occupies an area between 
Broken Bay in the north and Port Hackings in the south. However, the concept of 
Metropolitan Sydney has been changing over time. Prior to the 1960s, Metropolitan 
Sydney was defined within the County of Cumberland Region (CCR). This is an 
area bounded by the Nepean–Hawkesbury River and its tributary. This area was 
expanded to include the whole Sydney Statistical Division defined by the Australian 
Bureau of Statistics (ABS), which was used in the Sydney Region Outline Plan (New 
South Wales State Planning Authority 1968). From the 1990s, a broad concept of 
the Greater Metropolitan Region—Sydney, together with Newcastle, the Central 
Coast, and Wollongong along the east coast of NSW—was identified in the planning 
scheme of the state government (New South Wales Department of Planning 1995). 
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However, the most recent release of the Sydney Metropolitan Strategy in 2005 
defined a much more focused Sydney Metropolitan Area, which largely falls within 
the CCR (New South Wales Department of Planning 2005). Figure 4.1 shows the 
various spatial concepts of Metropolitan Sydney.
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Figure 4.1 The different spatial concepts of Metropolitan Sydney. (Data sources: 
Census products 2006, Australian Bureau of Statistics; County of Cumberland Council 
1948; New South Wales State Planning Authority 1968; New South Wales Department of 
Planning 1995.)
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The study area selected to apply the cellular automata model of urban growth 
primarily follows the boundaries of the CCR, except for the south-east corner, which 
is geographically collected to the Illawarra Region in NSW and is outside the Sydney 
Statistical Division (Figure 4.1). This study area covers a land area of 3935 km2. As 
most of the areas outside the CCR are extensive national parks having mountains and 
bushland, urban expansion outside its boundary is largely restricted by these natural 
barriers (Figure 4.2).
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Figure 4.2 Geographic conditions of Sydney and its surrounding areas. The data layer 
“Areas Excluded from Urban Development” is defined to include water bodies (including 
lakes, reservoirs, and water courses), water supply reserves, forestry reserves, nature conser-
vation reserves, prohibited areas for defence purposes, and mines or cemetery areas where 
urban development is strictly constrained. (Data source: Geoscience Australia 2006.)
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Geographically, the CCR consists of three parts: the Hornsby Plateau to the 
north, the Woronora Plateau to the south, and the Cumberland Plain in between. The 
Hornsby and Woronora sandstone plateaus are quite similar in geology. Both plateaus 
contain hard Hawkesbury sandstone with small shale layers, which produced poor 
soils but good building material (Haworth 2003). The topographies rise to elevations 
of 270 m and 440 m, respectively, and are divided into a series of ridges and gorges 
with smaller branching ridges and steep gullies, which has forced the direction of set-
tlement along the flatter interfluves. Some of the areas are defined as national parks, 
national recreational areas, or nature reserves. The Cumberland Plain lies between 
the two sandstone plateaus and extends to the sea at Botany Bay. The geology type of 
the Cumberland Plain is mainly shales, which provides fair grazing soils (Haworth 
2003). For the most part, the Cumberland Plain is flat with a relief of less than 50 m, 
or a gently undulating terrain through which wind the Parramatta and Georges Rivers 
and a number of creeks flowing north and west into the Nepean River (Winston 1957). 
The Parramatta River passes through the centre of Sydney to the sea at Port Jackson. 
The Georges River comes together from several little tributaries and flows from west 
to east into Botany Bay. The topographic characteristics of this region have been the 
strongest constraints on the city’s growth (Haworth 2003).

4.1.1 Historical tHreads of development

Sydney was originally occupied by aboriginal people for many generations. Its 
urban development began when the first fleet under Captain Arthur Phillip arrived at 
Sydney Cove in 1788; but the early growth of Sydney was very slow because of the 
despotism of its early governors, the unwilling labour of its convict population, and 
its utter dependence on the outside world (Spearritt 2000; Spearritt and DeMarco 
1988; Aplin 1982). It was not until 1810, with the arrival of Governor Macquarie, 
that Sydney’s real expansion began. During Governor Macquarie’s term from 1810 
to 1821, Sydney’s population increased from 11,950 to 38,778, and it became the 
administrative centre of a flourishing colony. In 1823, free settlers were encouraged 
to migrate, and in 1831 assisted migration commenced. When the last of the convict 
ships arrived in Sydney in 1849, vast areas of Sydney were available for people to 
live in (Frost and Dingle 1995).

From 1851 to 1861, with the discovery of gold, a very large number of migrants 
came to Sydney, transforming it into an administrative and commercial centre. The 
first railway system appeared in Sydney in 1855, and the first tramline was opened 
in 1861. However, such commuting systems had little impact on the urban develop-
ment of Sydney in the first two decades (Fitzgerald 1987; Roberts 1978). It was not 
until the 1880s and 1890s that the construction of suburban railways and tramways 
had greatly enabled the city to spread well beyond the close-in suburbs. Figure 4.3 
illustrates Sydney’s railway system in 1894. With this railway system, concentric 
development of local centres began on all transport routes, and the old ribbon devel-
opment was expanded. The population more than doubled between 1861 and 1881, 
and it more than doubled again between 1881 and 1901 with nearly half a million 
people in the metropolis. In 1911, the population of Sydney increased to 670,000 
(Spearritt and DeMarco 1988).
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Since the 1910s, the use of motor vehicles has greatly affected the development of 
Sydney. As the County of Cumberland Plan criticised, “uncontrolled mobility turned 
development patterns into a hopeless maze” (County of Cumberland Council 1948: 3). 
Housing estates appeared without any provision for amenities, convenient access, or 
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Figure 4.3 Sydney’s railway system in 1894. (Data source: Map of the County of 
Cumberland New South Wales 1894. MAP RM 2824. New South Wales Department of 
Lands. The map is in the public domain due to age.)
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related employment. Industry crept in wherever land was cheap, and little social com-
munities became a characterless part of the great urban sprawl (Spearritt and DeMarco 
1988; County of Cumberland Council 1948). By 1925, Sydney became a metropolis 
with a population of 1 million. By 1947, about 1.7 million people lived in the CCR, 1.2 
million of whom lived in the main urban area between Port Jackson and the Georges 
River. Most of the remaining population lived in the Parramatta–Hornsby–Mosman 
triangle and in Manly–Warringah. The more remote coastal areas of Pittwater and 
Sutherland were sparsely settled, and the outer western and south-western suburbs 
were fringed by a wide belt of scattered development. Beyond the city, all the large 
towns such as Penrith, St. Mary’s, Blacktown, Richmond, and Windsor had popula-
tions of less than 5000 (County of Cumberland Council 1948). Figure 4.4 shows the 
spatial expansion of the urban areas in Sydney from 1856 to 1947. In the following 
six decades, the population of Sydney increased to more than double the size in 1947. 
According to the 2006 census data from the ABS, the total population in this area 
was 3.69 million, which comprised 56.3% of the total population in NSW and 18.6% 
of Australia.

4.1.2 Urban development and planning

The early development of Sydney was haphazard, with only a brief period of attempted 
planning during Governor Macquarie’s term of office. The first attempt to guide 
Sydney’s growth occurred in 1909 with the establishment of the Royal Commission 
for the Improvement of the City of Sydney and its suburbs. But this plan was for city 
beautification, and it was mainly concerned with the city centre from the Central 
Station to Circular Quay. It was also interested in improving Sydney’s transport sys-
tems, such as recommending the construction of an underground railway loop for 
the central city, the development of new suburban lines, and the electrification of the 
suburban rail system. As the 1948 County of Cumberland Plan criticised, “the tasks 
implied only a new layout of streets and of monumental buildings, improving vistas 
and decorative parks, ... the problems of economic and efficient grouping were all 
untouched,” and “it was too ambitious or related planning to the demands of com-
merce and the glorification of the city and its setting rather than to the needs of the 
people” (County of Cumberland Council 1948: 8).

4.1.2.1 County of Cumberland planning Scheme (1948)

The County of Cumberland Planning Scheme (the County Plan, in short) was the 
first metropolitan plan of Sydney. It was produced by the planning authority—the 
County of Cumberland Council—in 1948, and was primarily a plan for 2 million 
people. As there were already 1.7 million people in 1947, this plan was not proposed 
for major urban growth. Rather, it aimed at improving living conditions by applying 
the accepted planning principles of the time (Winston 1957).

With the assumption that secondary industry was and would continue to be 
Sydney’s biggest employment group, the County Plan proposed an outward move-
ment of industrial development to the suburbs, particularly to the outer suburbs in the 
west and south-west of the city. This was to avoid a large concentration of employ-
ment at the centre of the city and the lack of employment in the outer suburbs, and to 
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avoid the waste of time, money, and human effort caused by long journeys to work 
and congestion at the city centre. The planned suburbs were to be developed as self-
contained district centres.
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Figure 4.4 Sydney’s urban expansion from 1856 to 1947. (From County of Cumberland 
Council, The Planning Scheme for the County of Cumberland, New South Wales. The 
Report of the Cumberland County Council to the Hon. J. J. Cahill, M.L.A. Minister for Local 
Government, New South Wales Department of Planning, Sydney, 1948. With permission.)
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The County Plan proposed that Sydney be of a fixed size, bounded on the west by 
a green belt, which was to contain the city to a planned population and to prevent its 
outward growth (County of Cumberland Council 1948). It also identified new trans-
port routes and defined areas that should be designed as public open spaces, district 
centres, and new industrial areas, taking into account as far as possible the existing 
land-use patterns. The County Plan was approved by Parliament in 1951 and was 
given statutory authority for development (Spearritt and DeMarco 1988).

After 20 years of development, the problems of the County Plan became obvious. 
The main setback was that the scale of growth that occurred after the County Plan 
was implemented was far greater than was predicted, thus causing a series of prob-
lems. The County Plan predicted that the population in the County of Cumberland 
would be 2,227,000 in 1972 and 2,297,000 in 1980, and some time after that there 
would be a tendency for the level to decline. What happened in reality was that the 
population in the County of Cumberland increased to 2,227,000 in 1960, which was 
12 years earlier in reaching the predicted amount. By 1971, Sydney’s population 
increased to 3 million; the actual net increase was more than twice the number pre-
dicted by the County Plan.

Consequently, the County Plan underestimated the extraordinary number of blocks 
of land needed to meet the new demand. Because of the average household size fall-
ing sharply from 4.0 persons per household in 1947 to 3.32 in 1971 (Figure 4.5), the 
population of the city of Sydney and the eastern and inner suburbs declined by about 
80,000 from 1947 to 1966, although the number of dwellings increased by 14,000 
over the same period. The greatest population growth had taken place in the outer 
areas, at Liverpool and Campbelltown to the south-west, and in an almost unbro-
ken corridor along the western railway to beyond Penrith. With the railway lines to 
Lithgow and Gosford becoming electrified in 1966, some 60,000 people were living 
in the urban areas of the Blue Mountains and Gosford districts, many of them travel-
ling to work in Sydney.
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Figure 4.5 The average household size in Sydney from 1947 to 2006. (Data source: Census 
products between 1947 and 2006, Australian Bureau of Statistics.)
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4.1.2.2 Sydney region outline plan (1968)

In 1964, a new government authority called the State Planning Authority of New 
South Wales was created. This Authority began reviewing the County Plan in 1966 
and started preparing for a new metropolitan plan. This became the second met-
ropolitan plan of Sydney—the Sydney Region Outline Plan (the Outline Plan, in 
short). Based on the assumption that there would be a long-term trend of strong pop-
ulation growth, supported by the government through its immigration programme, 
the Outline Plan was proposed under the projection that the population in Sydney 
would grow from 2.7 million in 1967 to about 5.45 million in 2000. Proposals were 
advanced to accommodate the additional 2.75 million new residents and to plan liv-
ing and working places for the new workers and the way they would travel to work 
(New South Wales State Planning Authority 1968).

To accommodate the new residents, development was proposed in the Outline 
Plan to encourage 0.5 million people to relocate to areas outside the Sydney region. 
It also extended the Sydney region itself to the Gosford–Wyong areas. More impor-
tantly, it provided for urban expansion along a number of growth corridors or centres 
within Sydney—to the north, west, south-west, and even to the north-west at a later 
stage. Figure 4.6 illustrates the different categories of land proposed for development 
based on the Outline Plan.

With the 1968 Outline Plan, development programmes along the proposed cor-
ridors and regions were implemented in the following years. For instance, by 1979, 
major public initiatives took place at Macarthur in the south-west sector as the growth 
centre; the population doubled, and it became an area with the highest growth rate in 
NSW. Industrial and commercial sites were developed, and there were notable suc-
cesses in the growth of employment and services in Campbelltown and Mount Druitt. 
In the west sector, considerable population growth occurred, although growth in 
employment and improvements in community facilities and communication networks 
were limited (New South Wales Planning and Environment Commission 1980).

Although development did occur in the proposed corridors and centres, it was not 
at the predicted rate. This was largely due to the overestimation of population growth. 
In practice, the population growth declined significantly in the 1970s due to lower 
birth rates and reduced immigration. Therefore, the total population was well below 
the number projected in the Outline Plan. As the 1980 review of the Department of 
Environment and Planning pointed out, “because of the priority attached to accommo-
dating a rapid expansion of residential development, it emphasized growth and urban 
extension to a greater extent than management of existing urban areas” (New South 
Wales Planning and Environment Commission 1980: 22). In the existing urban areas, 
the population declined over the decade by 60,000, even though a significant amount 
of redevelopment occurred. The decline was mainly in the inner areas of the city.

Another weakness of the Outline Plan was the analysis of transport, which 
had been done without the essential data needed for land-use and transport rec-
ommendations (New South Wales Planning and Environment Commission 1980). 
Nevertheless, the Outline Plan was an important document in planning Sydney’s 
urban development because it nominated corridors and areas where growth could 
take place (Spearritt and DeMarco 1988).
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Figure 4.6 Areas proposed for development in the 1968 Sydney Region Outline Plan. 
(Data source: New South Wales State Planning Authority 1968.)
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4.1.2.3 Sydney into its third Century (1988)

By 1986, the Sydney region had a population of approximately 3.47 million. As 
a result of the shortage of land and spiralling land costs in the 1980s, a new met-
ropolitan strategic plan called Sydney into its Third Century was released (New 
South Wales Department of Environment and Planning 1988). The target of this 
plan was to provide Sydney with a framework for future development and redevel-
opment within which local decisions could take place. With the understanding that 
Sydney would retain its role as a major financial business centre in Australia and 
as a destination for overseas migrants, it was expected that this region would keep 
growing, although the rate of growth might change. An estimation was made that, 
by 2011, the population in the Sydney region would be around 4.5 million, although 
this level of population might be reached sooner or later depending on net migration. 
The metropolitan plan was designed to accommodate 4.5 million people in Sydney 
irrespective of when the number was reached (New South Wales Department of 
Environment and Planning 1988).

Two alternative strategies for the development of Sydney were formulated. One 
was the concentrated strategy, referring to the concentration of population and 
employment, and the other was the dispersed strategy, referring to the continuation 
of the trends in population and locations of employment of the 1980s. By comparing 
the advantages and disadvantages of the two alternatives, the concentrated strategy 
was considered more cost effective for the government and the community, decreas-
ing potential air and water pollution and conserving land for future urban, agricul-
tural, and recreational purposes. With the concentrated strategy, housing densities 
in new areas would be increased from 8 to 10 residential lots per hectare. Such a 
target meant an increase of about 25% in population per hectare in new areas, and 
some 13,000 hectares would be saved from urban development to house an extra 1 
million people. As the foundation stone of this strategy, urban consolidation in the 
established areas was to be implemented by both the public and private sectors by 
one of the following means:

Redevelopment in some low-density areas•	
In-fill on vacant or non-residential sites•	
Conversion of non-residential buildings to residential houses•	
Retention of existing housing under threat of either demolition or conver-•	
sion to non-residential uses (New South Wales Department of Environment 
and Planning 1988)

Apart from urban consolidation in the established areas, the 1988 Metropolitan Plan 
also proposed new growth sectors for future urban expansion. These sectors were 
identified by considering the physical, social, and economic constraints on land 
development. Figure 4.7 shows the areas proposed for future urban development in 
the 1988 and 1995 urban planning schemes. The proposed urban areas that are out-
side the study area of this book are not illustrated in the figure.

The 1988 Metropolitan Plan was an important document that guided Sydney’s devel-
opment. However, in practice, urban consolidation in established areas was limited. 
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Only about 30% of all new dwellings constructed in the established areas were multi-
unit dwellings. The growth of Sydney took place beyond the reach of existing rail sys-
tems, which exacerbated reliance on private motor vehicles.
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Figure 4.7 Areas proposed for future urban growth in the 1988 and 1995 urban planning 
programmes. (Data sources: New South Wales Department of Environment and Planning 
1988; New South Wales Department of Planning 1995.)
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4.1.2.4 Cities for the 21st Century (1995)

As Sydney approached the 21st century, more attention was given to sustainable 
development and environmental protection. From 1992 to 1995, the New South 
Wales Government Department of Planning began to propose a new strategy for 
planning Sydney’s future development. Based on a series of publications proposed 
by the department, including Updating the Metropolitan Strategy (New South 
Wales Department of Planning 1992), Sydney’s Future (New South Wales 
Department of Planning 1993a), and Integrated Transport Strategy for Greater 
Sydney (New South Wales Department of Planning 1993b), a new strategy for 
planning the future of the Greater Metropolitan Region of Sydney, Newcastle, 
the Central Coast, and Wollongong—Cities for the 21st Century—was published 
(New South Wales Department of Planning 1995). Based on new demographic 
projections incorporating lower migration assumptions, the population of Sydney 
was expected to be 4.48 million by 2021, about 10 years later than was anticipated 
in the 1988 Metropolitan Plan. This would require the provision of approximately 
520,000 new dwellings by 2021.

Built upon the 1988 Metropolitan Plan of Sydney, the new strategic plan puts 
an even stronger emphasis on containing the expansion of major urban centres. It 
was planned that approximately two-thirds of Sydney’s new housing would be built 
in the established areas, and only one-third in “greenfield” estates. By increasing 
the proportion of new dwellings built each year in multi-unit form and increasing 
the average neighbourhood dwelling density of new greenfield housing estates, the 
newly built-up areas were expected to be more compact than the established areas. 
According to this plan, around 30% of new housing would be located in the west 
and north-west sectors; 43% in the south-west sector, including Fairfield, Liverpool, 
Campbelltown, and Camden combined; 7% in Wyong on the north-east, which is 
outside the County of Cumberland boundary; and the remaining 20% in a range of 
other fringe areas. For the longer term, when an expansion of Rouse Hill would be 
needed, areas close to the Riverstone rail line would be investigated. An outline of 
a number of areas proposed in the 1995 Metropolitan Plan for future urban develop-
ment is also illustrated in Figure 4.7.

4.1.2.5 City of Cities (2005)

In December 2005, the New South Wales government Department of Planning 
released a new Metropolitan Strategic Plan, the City of Cities. Based on a 
growth anticipated scenario that Sydney’s population will increase by 1.1 mil-
lion people from 4.2 million in 2004 to 5.3 million in 2031, this strategic plan 
provides a broad framework to facilitate and manage growth and development 
in Metropolitan Sydney over the next 25 years (New South Wales Department of 
Planning 2005). Guided by the principles of economic, social, and environmental 
sustainability, the Metropolitan Strategic Plan aims to achieve a more sustainable 
city by enhancing liveability, strengthening economic competitiveness, ensuring 
fairness and access to jobs and services, protecting the environment, and improv-
ing governance.
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There are eight key elements identified in the plan that illustrates the NSW gov-
ernment’s vision for Sydney in 2031. These key elements include the following:

 1. Stronger cities within the metropolitan area
 2. Strong global economic corridor
 3. More jobs in western Sydney
 4. Contain Sydney’s urban footprint
 5. Major centres emerge as job, service, and residential locations
 6. Fair access to housing, jobs, service, and open space
 7. Connected centres
 8. Better connected and stronger regions (New South Wales Department of 

Planning 2005)

A distinct feature of this strategic plan is its centre-focused strategy on urban devel-
opment. In this plan, Sydney was defined as one global city with five key regional 
cities—Parramatta, Liverpool, Penrith, Sydney CBD, and North Sydney. In addi-
tion, a hierarchy of centres, including major and smaller centres, was also identified. 
Figure 4.8 illustrates the hierarchy of cities and growth centres as well as major cor-
ridors for development proposed in the 2005 Metropolitan Strategic Plan.

According to this plan, an existing major shopping and business centre is one 
with council offices, taller office and residential buildings, a large shopping mall and 
central community facilities for the district; some potential major centres are also 
planned. Such major centres will have improved transport links with fast, safe, and 
reliable train services and a network of strategic bus corridors connecting the centres 
across the city.

Some smaller centres with good public transport will be managed by local gov-
ernment. These include town centres, villages, and neighbourhood centres. A town 
centre is a large group of shops and services with one or two supermarkets, some-
times a small shopping mall, and some community facilities such as a local library, 
a medical centre, and a variety of specialist shops. The extent of a town centre is 
approximately an 800 m radius, which is widely accepted as a comfortable 10-min 
walk. A village is a strip of shops for daily shopping, which typically includes a 
small supermarket, butcher, hairdresser, restaurants, and take-away food outlets. 
The extent of a village centre is approximately a 400–600 m radius. A neighbour-
hood centre is a small group of shops that people can walk to and buy commodities 
such as milk and newspapers. Any street with a corner shop can be considered as 
a neighbourhood centre. The extent of a neighbourhood centre is approximately a 
200 m radius.

Over three-quarters of new housing is planned to be located in the strategic cen-
tres, smaller centres, and corridors, which can significantly increase the population 
and housing density around them. In addition, the Metropolitan Strategic Plan also 
identifies two land release areas, one in the north-west and one in the south-west, 
as is shown in Figure 4.8. These areas are planned to be developed as new growth 
centres in the near future.

The impact of the 2005 Metropolitan Strategic Plan on Sydney’s urban develop-
ment will be seen in the coming years. By applying the fuzzy constrained cellular 
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automata model, which is to be configured and calibrated in the next chapter of the 
book, a simulated scenario of future urban development under this metropolitan stra-
tegic plan will be presented in Chapter 6.

Figure 4.8 The hierarchy of cities, growth centres, and corridors proposed in Sydney’s 
Metropolitan Strategic Plan (2005). (Data source: New South Wales Department of 
Planning 2005.)
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4.1.3 issUes relating to sydney’s Urban development

Although the early development of Sydney was haphazard, attempts have been made 
in urban planning since the early 20th century, especially after World War II. When 
looking back at the urban development and planning of Sydney since 1948, signifi-
cant gaps exist between various planning schemes and practical urban development. 
Although the County of Cumberland Plan contributed to the decentralisation of indus-
tries and the development of new district centres, it failed to estimate the correct popu-
lation growth. As a consequence, the plan underestimated the extraordinary number 
of blocks of land necessary to meet the development demand. It also constrained the 
development of urban areas within a fixed size, bounded on the west by a green belt, 
although, in practice, development still took place outside such bounded areas, result-
ing in the rezoning of a large proportion of the green belt as residential land.

In contrast to the first urban planning scheme, the second metropolitan plan of 
Sydney—the Sydney Region Outline Plan—overestimated population growth. The 
main target of this plan was the population doubling in size, even though this plan 
nominated a number of corridors and centres for future urban expansion.

When reviewing the process of urban development of Sydney since 1976 and evalu-
ating the effectiveness of various planning schemes on this development, the answers 
to the following questions remain unclear, hence requiring further research:

 1. In what way has Sydney been developing in relation to urban expansion?
 2. What are the fundamental factors or rules controlling the expansion of 

urban areas in Sydney?
 3. What is the relationship between urban planning and development?
 4. How has Sydney been developing in relation to the various urban planning 

schemes since the mid-1970s?

To answer these questions, the cellular automata model of urban development con-
structed in Chapter 3 will be tested to simulate Sydney’s urban development. Before 
the model can be applied and calibrated, geographical data relevant to Sydney’s 
urban development need to be collected and processed using various spatial analysis 
techniques in a GIS, which is discussed in the next section.

4.2 data ColleCtion and proCeSSing

Geographical data were required to generate an information system to illustrate 
the spatio-temporal changes of the urban areas of Sydney. The data were available 
from different agencies, including Geoscience Australia, the Australian Bureau of 
Statistics (ABS), and some other government departments. Various spatial analysis 
techniques in a GIS were applied to process the raw data and verify the quality and 
consistency of data collected from different sources.

4.2.1 topograpHic data

GEODATA TOPO-250K (Geoscience Australia 2006) produced by the Australian 
Surveying and Land Information Group (AUSLIG), the predecessor of the 
National Mapping Division of Geoscience Australia, was used in this research. 
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This product contains a medium-scale vector representation of the topographic fea-
tures of Australia, including contours and spot elevation; drainage networks includ-
ing watercourses, lakes, wetlands, and offshore features; and infrastructure data 
including roads, railways, and associated structures, along with localities and urban 
built-up areas. The data were originally digitised from the 1:250,000 National 
Topographic Map in 1994. However, it was subsequently revised in its Series 2 and 
Series 3 products by incorporating features using satellite imagery and other sup-
plementary information as revision sources. It is claimed that data contained in the 
Series 3 products have a currency of less than 5 years in any location (Geoscience 
Australia 2006).

Relief data of Sydney were extracted from this data package. The point data of 
spot elevations were interpolated in ArcGIS™ using a linear interpolation technique, 
also incorporating data on water bodies and the coastline to generate a digital eleva-
tion model (DEM) and a slope data layer. Both the DEM and slope data were used in 
the cellular automata model as constraints to Sydney’s development.

4.2.2 transportation network

Data illustrating the transportation network up to the year 1994 were included in the 
TOPO-250K Series 1 data set. In the Series 3 data release, a number of new transpor-
tation lines constructed in the 1990s, including the Hume Highway and the Western 
Freeway, were added to the database, making it possible to build up a temporal data-
base of the transportation network of Sydney from 1994 to 2006.

The major transportation network in Sydney includes both roads and railways. Based 
on the railway network constructed over a century ago, data illustrating the latest update 
on the railway system were gathered from the TOPO-250K Series 3 data set. Although 
the majority of railway lines run on multiple tracks, a small portion are running on single 
tracks. All the latest railway lines and stations were identified in the data set as well.

Roads in the GEODATA TOPO-250K Series 3 product have been classified into 
five categories based on their widths and types. These include Dual Carriageway 
(DC), Principal Road (PR), Secondary Road (SR), Minor Road (MR), and Vehicle 
Track (VT). For the purpose of modelling Sydney’s urban growth, only the DCs, 
PRs, SRs, and some MRs are used as input data layers. Figure 4.8 also includes the 
current and proposed transportation network in Metropolitan Sydney.

Although there is no data available to illustrate the temporal change of transport 
network from 1976 to 1994, research on how the transportation network of Sydney had 
been changing over that time period was undertaken. The major frame of the trans-
portation network, including railways, arteries, and carriageways, as well as major 
ferry routes in Sydney, was set up in the 1950s and 1960s or even earlier (New South 
Wales Department of Planning 1993b). Hence, data illustrating the transportation 
network in the early 1990s were used as the initial road data to feed the model when 
transition rules representing the impact of transportation network on Sydney’s urban 
development was implemented. Subsequently, new roads and railways constructed 
during the 1990s were introduced into the model based on their completion dates. In 
addition, roads completed after 2006 as well as railway lines currently under con-
struction or proposed for future construction will be used when the model is applied 
to simulate future urban scenarios under the development planning conditions.
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4.2.3 pHysical Urban areas

Similar to the topographic and transportation network data, data illustrating the 
urban built-up areas of Sydney were also available from the TOPO-250K data pack-
age. However, as the data contained in this data set have a currency of less than 
5 years (Geoscience Australia 2006), this data source cannot be used to illustrate 
the temporal change of urban areas over the past three decades. Therefore, another 
source of data from the ABS was used instead.

The ABS is the official government organisation in Australia that is responsible 
for collecting and publishing census data of population and housing at every 5-year 
interval since 1961. Hence, the census data can be used to set up temporally consis-
tent standards defining urban areas. As discussed in Chapter 3, instead of defining 
a sharp boundary between urban and non-urban areas, the census data can be used 
to define a fuzzy concept between the two, which would help to model the fuzzy 
process of non-urban to urban conversion.

The basic spatial unit for collecting census data is the Census Collector’s District 
(CD or CCD), which is the smallest geographical area defined in the Australian 
Standard Geographical Classification (ASGC). This spatial unit also serves as the 
basic building block for the ASGC, and is used for the aggregation of statistics 
for larger ASGC areas (Australian Bureau of Statistics 2006). CDs are generally 
designed to form the workload for a census collector in the field (7 days before and 
12 days after the census night). On an average, there are about 250 dwellings in 
each CD in the urban areas, whereas in rural areas the number of dwellings per CD 
reduces as population densities decrease. The sizes of CDs vary significantly from 
one CD to another as a result of the changes in population density.

Although census data have been published at CD level since 1966, no data illus-
trating the geographical boundaries of CDs in digital form for the earlier census data 
from 1966 to 1976 were found; therefore, it was difficult to compute either popula-
tion or dwelling density at the CD level using the census data. However, by using a 
comparability indicator in the 1981 Census indicating whether changes had been 
made to the CD boundaries over the two census periods between 1976 and 1981, it 
was possible to trace back the 1976 CD boundaries from the 1981 CD boundaries. 
For those incomparable CDs, the printed CD boundary maps of 1976 were consulted 
thereafter. Consequently, the starting date for the modelling of the urban develop-
ment of Sydney is set to 1976, which is the earliest date with reliable data to set up 
the initial state of cells of the cellular automata model.

For the latest census data from 1981 to 2006, both the CD boundaries and sta-
tistics data were released by ABS in a digital format, which was processed in GIS 
to define the urban extents of Sydney from 1981 to 2006. Section 4.3 presents the 
methodology used in defining the urban extent based on the fuzzy set concept.

4.2.4 land exclUded from Urban development

Another data layer used in the model illustrates areas excluded from urban develop-
ment. Areas such as water bodies (including lakes, reservoirs, and water courses), 
water supply reserves, forestry reserves, nature conservation reserves, prohibited 
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areas for defence purposes, mines, or cemetery areas where urban development is 
not permitted are termed excluded areas, that is, they are crisp barriers to urban 
development. This data layer was initially collected from various sources, includ-
ing the AUSLIG, the New South Wales Department of National Parks and Wildlife 
Service, the Sydney Water Corporation, and the State Forest of New South Wales. 
With the release of the GEODATA TOPO-250K Series 3 product, the data were 
consolidated into a few data layers that were processed in GIS as one input data layer 
of the model.

There are two types of areas excluded from urban development: areas that are 
water bodies, national parks, forest reserves, nature conservation reserves, and water 
supply reserves. These areas are considered as hard constraints to urban development, 
that is, it is not possible for them to be developed into urban areas. Figure 4.2 con-
tains a data layer illustrating areas excluded from urban development in Metropolitan 
Sydney and its surrounding regions.

The other type of restricted land, including cemeteries within urban built-up 
areas, golf courses, aerodromes, military camps, and lands reserved by the com-
monwealth government for various purposes, is also a strong barrier to urban devel-
opment under current conditions. However, these areas could be developed at some 
stage under certain circumstances, such as when population increases significantly 
and there is shortage of land for urban development. Therefore, this type of land may 
not be a crisp barrier to urban development, and so, it is termed semi-excluded land. 
Once the semi-excluded land is released for urban development, development will be 
dealt with in the same way as in other areas available for development. If only a part 
of a semi-excluded area is released for development, the constraint on the rest of the 
land still exists until it is fully released.

4.2.5 Urban planning scHemes

As previously discussed, a number of urban planning schemes have been imple-
mented in Metropolitan Sydney since the 1940s. The planning schemes may have 
influenced the urban development of Sydney to some extent, or they may not have 
influenced its urban growth at all. In order to evaluate whether or to what extent 
urban planning can affect urban development, some secondary transition rules were 
proposed in the cellular automata model to represent the impact of this institutional 
factor. Apart from an understanding of the overall urban planning policies, data 
illustrating areas proposed for future urban development were also collected from 
planning schemes, such as the Sydney Region Outline Plan (1968), Sydney into its 
Third Century (1988), the Cities for the 21st Century (1995), and the City of Cities 
(2005). Figures 4.6–4.8 show the various areas planned for urban development under 
these planning schemes. The urban planning schemes proposed in 1968, 1988, and 
1995 were considered to have covered an effective period for the cellular automata 
model to operate from 1976 to 2006. Hence, they were used to calibrate the model 
and evaluate how the urban areas of Sydney had been developing in relation to urban 
planning policies and programmes. The latest Metropolitan Strategic Plan published 
in 2005 is to be applied to generate future urban scenarios from 2006 to 2031.
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4.3 deFining Sydney’S urban areaS 
with Fuzzy Set theory

4.3.1 Urban area criteria for statistical pUrposes

In the 1960s, Linge (1965) developed a set of principles and criteria to delimit urban 
centres in Australia at the request of the ABS for statistical purposes. According to 
Linge (1965), urban area boundaries can be defined at the CD level through pre-
census preparations and post-census analysis. At the pre-census preparation stage, 
an initial distinction between urban and rural CDs was obtained by calculating the 
density of population per square mile. Those CDs with a population density of at 
least 500 persons per square mile were classified as urban areas, and those with a 
density lower than 500 persons per square mile were classified as rural (Linge 1965: 
67). In addition to the density criterion, the following situations were considered to 
split a CD into two or more CDs at the pre-census stage:

“The splitting CDs on the periphery of the urban area, regardless of the •	
density, if (i) there is a minimum population of 500, and (ii) there is a gap 
of more than a mile between the edge of urban development and the further 
edge of the CD” (Linge 1965: 71–72).
“Where there is a gap of less than two miles (shortest road distance) from •	
the edge of one area of urban development to another area of urban develop-
ment the gap should be ignored and the urban areas should be regarded as 
continuous” (Linge 1965: 73).
“Where a CD consists of an industrial area (which would be classified as •	
urban) and a rural area (which would not be counted as urban)” (Linge 
1965: 75).

A number of rules were proposed to delimit urban areas during the post-census anal-
ysis stage. These rules include

“A CD with a density of over 500 persons per square mile which is contigu-•	
ous with an urban area will be included as part of that urban area” (Linge 
1965: 80).
“A CD with a density of less than 500 persons per square mile which is •	
completely surrounded by CDs with over 500 persons per square mile will 
be included as part of the urban area” (Linge 1965: 81).
“Any area previously classified as urban should be again classified as urban •	
even if the CD concerned has a density of less than 500 persons per square 
mile” (Linge 1965: 81).
Some low density CDs (less than 500 persons per square mile) but contain-•	
ing special land uses and being contiguous to the periphery of the urban 
areas may be included in an urban area depending on the type of land use 
and the nature of the areas surrounding the CDs (Linge 1965).
Outlying urban areas were defined as areas which “should have a popula-•	
tion of at least 1,000” (Linge 1965: 84).
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Holiday settlements were classified as urban areas where “(i) there are at least •	
250 dwellings altogether and at least 100 dwellings were occupied on census 
night, and (ii) the settlement has a recognisable ‘core’” (Linge 1965: 90).

The basic criteria developed by Linge (1965) were accepted by ABS with subsequent 
amendments at the Statistician’s conferences in 1965 and 1969 and at the Review of 
ABS Statistical Geography in 1988 (Australian Bureau of Statistics 2005). The core 
points of the delimitation criteria for urban centres currently in force in the ASGC 
are as follows: For urban centres having a population of 20,000 or more, an urban 
boundary is defined that consists of a cluster of contiguous CDs and other urban 
areas. CDs classified as urban include the following:

All contiguous CDs that have a population density of 200 or more persons •	
per square kilometre shall be classified as urban.
A CD consisting mainly of land used for factories, airports, small sports •	
areas, cemeteries, hostels, institutions, prisons, military camps, or certain 
research stations shall be classified as urban if contiguous with CDs that are 
themselves urban.
A CD consisting mainly of land used for large sporting areas, large parks, •	
explosives handling and munitions areas, or holding yards associated with 
meatworks and abattoirs shall be classified as urban only if it is bordered on 
three sides by CDs that are themselves classified as urban.
Any area completely surrounded by CDs that are urban must itself be clas-•	
sified as urban.

For urban centres with a population between 1,000 and 19,999, boundaries are delim-
ited subjectively by the inspection of aerial photographs, by field inspection, and/or by 
consideration of any other information that is available. All contiguous urban growth 
is to be included (even if this would not necessarily occur if the density criterion 
was applied), together with any close but non-continuous development that could be 
clearly regarded as part of the urban centre. However, for urban centres containing a 
population approaching 20,000, the objective criteria applied for urban centres with 
20,000 people should also be considered (Australian Bureau of Statistics 2005).

4.3.2 defining a fUzzy boUndary of sydney’s Urban areas

As Linge’s criteria were not intended to “draw a boundary around the built-up area of 
a town, but around the areas in which people are living an urban way of life” (Linge 
1965: 67), the 500 persons per square mile or approximately 200 persons per square 
kilometre criterion is very low for delimiting an urban area when compared to simi-
lar criteria applied in other countries (see Chapter 3, Section 3.1.3.1). Even in Sydney, 
many areas that meet the density criterion of 200 persons per square kilometre are 
still in a rural state to a large extent. Examples can be found around Hornsby and 
Ku-Ring-Gai areas in the northern part of Metropolitan Sydney. Through the appli-
cation of a fuzzy membership function, criteria based on fuzzy sets can be defined to 
illustrate the extent of the urban areas of Sydney.
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In Chapter 3, Section 3.1.3.2, a fuzzy membership function was defined in 
Equation 3.10 to delimit the urban area in a fuzzy set. This equation can be rewritten 
as Equation 4.1.
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where X = {x} denotes an urban fuzzy set; µSurban
is the membership function of cell 

xij  in the urban fuzzy set; and ρ0 and ρ1, respectively, are the lower and upper thresh-
olds to delimit the urban extent.

From Linge’s criteria of urban areas and the criteria currently in force in the 
ASGC, it was accepted that a CD with a population density of less than 200 persons 
per square kilometre could be regarded as non-urban unless it met one of the other 
subcriteria as outlined in Section 4.3.1. Therefore, the value 200 persons per square 
kilometre can be used as the lower threshold in defining the urban fuzzy set. If an 
area has a population density of less than the lower threshold of 200 persons per 
square kilometre, it has no membership in the urban fuzzy set, or the membership 
value of this area in the urban fuzzy set is 0.

However, defining the upper threshold of the membership function in the urban 
fuzzy set is not simple. Various criteria can be applied to measure whether an area can 
be considered as a fully developed urban extent. These criteria may include popula-
tion density, dwelling density, land-use type, availability of infrastructure supply, as 
well as some other socio-economic indicators. Pragmatically, it was borne in mind 
that “a fully built-up housing area in a large Australian town would have a density 
of at least 3,000 persons per square mile” (approximately 1200 persons per square 
kilometre; Linge 1965: 67).

With the constant growth of urban population and the limited supply of land, 
the lot sizes for residential dwellings are getting smaller on new urban residential 
subdivisions, and some existing urban areas have also undergone an urban consoli-
dation process. This resulted in high population densities even though the average 
household size is getting smaller. For instance, in the concentrated strategy of the 
1988 Metropolitan Plan, it was proposed that the housing densities in new areas 
should be increased from 8 to 10 residential lots per hectare (New South Wales 
Department of Environment and Planning 1988). Since the 1990s, local government 
authorities started to allow additional dwellings of a suitable type to be developed 
within the existing urban areas in order to minimise urban sprawl. The most recent 
Sydney Metropolitan Strategy also planned for about 30–40% of new housing to 
be constructed in new release land, and the remaining 60–70% in existing urban 
areas (New South Wales Department of Planning 2005). Consequently, the popula-
tion density criteria used in measuring the extent of urban development needs to be 
adjusted over time.
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With this development and change in place, it is suitable to propose two different 
population density thresholds to quantify as the minimum value to define the fully 
urban built-up area of Sydney; they are 1200 persons and 1500 persons per square 
kilometre. The lower value of 1200 persons per square kilometre was applied to 
define urban areas in the 1970s and 1980s, and the higher value of 1500 persons per 
square kilometre was applied to define urban areas from the 1990s onward. Areas 
with a population density between 1200 and 1500 persons per square kilometre, 
which have already been defined as fully urban areas in an earlier census, remain 
as fully urban during the model simulation process; such lower-density urban areas 
may be subject to urban redevelopment or consolidation should there be any driving 
force for urban consolidation at later stages. However, the process of urban redevel-
opment or consolidation is not considered in the current version of the model. For 
new areas developed since the 1990s, the higher density value of 1500 persons per 
square kilometre applies when they are considered as fully urban areas. Therefore, 
parameter ρ1 in Equation 4.1 is fed with these two threshold values to define the 
urban states for different time periods.

Areas having a population density between 200 and 1200 or 1500 persons per 
square kilometre, or a dwelling density equivalent to the population density, are 
defined as partly urban areas, with their membership grades in the urban fuzzy set 
being determined by Equation 4.1. Using this criterion, the urban areas of Sydney 
in 1976, 1981, 1986, 1991, 1996, 2001, and 2006 were produced and stored in digital 
format in a GIS, which are used to calibrate the cellular automata model and simu-
late its urban development over time.

4.3.3 visUalising sydney’s Urban development in space and time

GIS has been applied widely to visualise the spatio-temporal process of physical 
changes (Bell, Dean, and Blake 2000; Batty 1998, 1994; Clarke and Gaydos 1998; 
Batty and Howes 1996). This technology has also been used in this book to visually 
explore the development of urban areas of Sydney over the period 1976–2006. By 
overlaying data layers illustrating the urban areas generated from the censuses on the 
topographic data layer, a temporal process of urban expansion of Sydney in relation 
to relief was visualised, and the spatial change of urban areas over different time 
periods was detected. Urban expansion was visualised in relation to the transporta-
tion network or other infrastructure, or in relation to areas planned for development 
in the urban planning schemes. The influence of infrastructure or urban planning on 
urban growth, or vice versa, could therefore be evaluated.

The analysis and visualisation of the census data in GIS demonstrate that the 
fully urban areas of Sydney had increased from 16.5% in 1976 to 23.7% in 2006. 
Whereas some non-urban areas had developed into partly urban areas, some partly 
urban areas had also developed into fully urban areas. Therefore, the proportion 
of partly urban areas in the total area of the region increased only slightly from 
12.0% in 1976 to 15.1% in 2006 (Table 4.1 and Figure 4.9). Overall, an area of 
533.5 km2 had been developed from non-urban to partly urban or urban, or from 
partly urban to urban. This resulted in an average urban expansion rate of 1.03%. 
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Compared with its average annual population growth rate of 0.8% over the same 
period, the rate of urban expansion in Sydney was greater than that of its popula-
tion growth.

Visualising the urban change in Sydney spatially (Figure 4.10), it appears that 
the urban expansion of Sydney from 1976 to 2006 was largely in accordance with 
what was planned in the Sydney Region Outline Plan proposed in 1968 (New 
South Wales State Planning Authority 1968; see Figure 4.6). The urban develop-
ment mainly occurred at the south-west sector covering Campbelltown, Camden, 
and Appin; the west sector covering Penrith, Blacktown, and Fairfield-Hoxton 
Park; and the south sector at Liverpool and Sutherland. Development also occurred 
in areas to the north-west along the roads and railway lines, and in the north-east 
in Warringah–Pittwater. Whether the Sydney Region Outline Plan and subsequent 
planning schemes had successfully controlled or influenced the urban development 
of Sydney over that time period, or whether they had just identified the obvious 
directions of urban growth in the area, is worth further consideration.
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Figure 4.9 Urban area changes in Sydney from 1976 to 2006. (Data source: Census prod-
ucts 1976 and 2006, Australian Bureau of Statistics.)

table 4.1
Change of urban area in Sydney from 1976 to 2006

1976
2006 non-urban partly urban urban total

Non-urban 2411.4|0 0 0 2411.4
Partly urban 252.1 340.2 0 592.3
Urban 149.9 131.5 650.3 931.7
Total 2813.4 471.7 650.3 3935.4

Note: Unit: square kilometre.
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Figure 4.10 The spatial expansion of urban areas in Sydney from 1976 to 2006. (Data 
source: Census products 1976 and 2006, Australian Bureau of Statistics.)
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4.4 ConCluSion

One of the most important tasks in developing a successful modelling system is 
to understand the logical operation of the system and prepare data suitable for the 
model. This chapter presented discussions concerning Sydney’s urban development 
and planning over the past three decades or longer. It explored data relating to the 
modelling of Sydney’s urban development with the cellular automata technique.  
In addition, various spatial analysis techniques of a GIS were applied to process the 
raw data and visualise the urban development of Sydney over time. Visualisation of 
the urban growth in space shows that the urban development of Sydney was focused 
in areas of limited relief and along the transportation network, which was largely in 
accordance with what was planned in the 1968 Sydney Region Outline Plan. To what 
extent the physical and human factors had been affecting Sydney’s development, and 
how these factors are to be incorporated into the cellular automata model of urban 
development, are the objectives of the following chapters.
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5 Modelling the Urban 
Development of Sydney
Model Specification, 
Calibration, and 
Implementation

This chapter applies the fuzzy constrained cellular automata model of urban devel-
opment constructed in Chapter 3 to the study area in Sydney to simulate its urban 
development from 1976 to 2006. The model was configured and calibrated using the 
Sydney data sets processed in Chapter 4. Section 5.1 specifies the initial settings of 
the model in terms of the cell size and state, neighbourhood scale, transition rules, 
as well as the temporal dimension of simulation intervals. Section 5.2 sets up the 
principles and approach for calibrating the model and assessing the accuracy of the 
model’s outcomes. In Section 5.3, implementation of the model within a geographi-
cal information system (GIS) environment is presented, followed by conclusions on 
model calibration and implementation addressed in this chapter.

5.1 Model specification

5.1.1 Cell Size and State

A regular spatial tessellation of the urban space within the Sydney Metropolitan 
Area as defined in Chapter 4 was first computed with a spatial scale of 250 m. That 
is, each cell on the model represents an area of 250 × 250 m2 on the ground.

Using the fuzzy set approach, a continuous state of cells in the urban fuzzy set was 
defined; the state of cells was represented by the value of their membership in the 
urban fuzzy set. This membership value ranges from 0 to 1 (inclusive). A full mem-
bership of 1 indicates that the cell is fully developed into an urban state, whereas a 0 
membership value indicates that the cell is not developed at all, and therefore it is in 
a non-urban state. Cells with a membership value between 0 and 1 (exclusive) have 
partial membership in the urban fuzzy set; therefore, they are in a partly urban state. 
The actual position of the cell in the partly urban state is reflected by the membership 
value of the cell. For example, if a cell has a membership value of 0.8, it is in a higher 
partly urban state than a cell with a membership value of 0.3 in the same urban fuzzy 
set. Details on the membership function and its application in defining the state of a 
cell used in the model are shown in Chapter 4, Section 4.3.2.
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Other data sets presented in Chapter 4, Sections 4.2.1, 4.2.2, 4.2.4, and 4.2.5, 
including topographic data, transportation data, data on land excluded from urban 
development, as well as urban planning schemes, were also processed as regular 
spatial grids at a spatial scale of 250 m. These data sets are used to feed the model to 
simulate the urban growth in Metropolitan Sydney.

5.1.2 neighbourhood Configuration

With the concern that distortions may exist in a rectangular neighbourhood-type 
configuration (Li and Yeh 2000), a circular neighbourhood was applied; the size of 
the circle was set to a two-cell radius, same as the radius of the circle measured per-
pendicular along the x- and y-axes of the central cell. A cell whose centre was within 
the circular area was taken as a neighbour of the cell in question (Figure 5.1 b). Other 
neighbourhood sizes, namely, a small neighbourhood (with a radius of one cell), a 
large neighbourhood (with a radius of three cells), and a very large neighbourhood 
(with a radius of four cells) were also tested (Figure 5.1a, c, and d), and their impacts 
on the model’s simulation results are discussed in Chapter 6.

(d)
(c)

(a)

CC

C

(b)

C

figure 5.1 Different neighbourhood sizes experimented in the fuzzy constrained cellular 
automata model. Four sizes of neighbourhood, the radius of which ranges from one to four 
cells, representing small, medium, large, and very large neighbourhoods, respectively, were 
tested. A cell whose centre is within the circular area is taken as a neighbour of the central 
cell C: (a) A small neighbourhood, (b) a medium-size neighbourhood (this is the initial set-
ting of the model), (c) a large neighbourhood, and (d) a very large neighbourhood. The cell C 
in black is the processing cell; the grey cells are the neighbouring cells, whereas the white 
cells are not.
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5.1.3 tranSition ruleS

Urban development is the result of both internal and external forces. Internally, an 
area tends to continue its development if it has started to develop from a rural to an 
urban state, especially if this natural tendency is supported by development from 
within its neighbourhood. Externally, factors such as the geographical conditions 
of the area, its socio-economic conditions, as well as institutional controls may 
also have an impact on the process of its development. Physical constraints such as 
water bodies and steep terrain may restrict or slow down the process of urban devel-
opment, as do institutional controls that may accelerate or prohibit further urban 
growth. Socio-economic factors such as land availability and demands on available 
land, accessibility to nodes of employment and other services, and facilities such 
as schools, shops, public transport, and contiguity to existing urban areas also play 
important roles in urban development. These have been studied extensively in urban 
models (Bell, Dean, and Blake 2000; Li and Yeh 2000; Wu and Webster 1998c; 
Allen and Sanglier 1978; Malm, Olsson, and Wärneryd 1966). Using the cellular 
automata model of urban development constructed in Chapter 3, the internal and 
external forces affecting the process of urban development in Sydney are simulated 
through the setting of primary and secondary transition rules, respectively.

5.1.3.1 urban natural growth controlled by primary transition rules
The primary transition rules presented in Chapter 3, Section 3.3.3.1, deal with an 
ideal situation in which development of an urban area (a cell in the model) has 
resulted from its own propensity for development (natural growth) and the support it 
may have received from its neighbourhood. The process of this development follows 
a logistic curve as described in Chapter 3, Equation 3.17. Other environmental or 
socio-economic factors such as topographic features, urban infrastructure, or trans-
portation network are not considered in the primary transition rules, even though 
these factors may constrain or accelerate the process of an area’s development. 
Table 5.1 presents the initial specification of parameters configured in the logistic 
curve and the rule-firing thresholds as defined in Chapter 3, Section 3.3.3.2.

table 5.1
the initial specification of parameters in the Model

Model’s initial settings Value of parameters

The time frame for a medium-speed urban development process  
ranges from 15 to 25 years 

15 ≤ n ≤ 25

Parameters a and b in the logistic function are configured based  
on the full membership of speed in the medium speed fuzzy set,  
that is, n = 20 and y = 10

a = 1.01
b = 98.99
c = y /n = 0.5

The rule-firing threshold for a cell to have strong propensity  
for development

m0 = 0.5

Neighbourhood support mmax Surban
(Ωxij

) > m Surban
(xij)
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With the aforementioned configurations, the six primary transition rules as 
described in Chapter 3, Section 3.3.3.1, are implemented as a number of IF–THEN 
statements, as shown in Table 5.2. The initial settings of the model and its relevant 
parameters can be adjusted during the model calibration process.

5.1.3.2 constrained development by secondary rules
Apart from the primary transition rules, a number of secondary transition rules 
reflecting the impact of topographical conditions, transportation network, as well as 
urban planning schemes have also been applied to model the process of the urban 
development of Sydney.

5.1.3.2.1 Topographical Conditions

As discussed in Chapter 4, historically, the urban expansion of Sydney was largely con-
strained by topographical conditions (Haworth 2003). This topographical constraint 
is primarily reflected by the slope of land and terrain features. Although the slope of 
land is not a determining factor, it can speed up or slow down the process of urban 
development to some extent. Therefore, the slope factor was introduced into the cellu-
lar automata model as a constraint on the urban development of Sydney. To implement 
this constraint, it was assumed that the transition rules implemented in the model on 
urban natural growth were based on a flat landscape, that is, a slope of 0–2 degrees. 
If the slope of a cell is moderate, a slow pattern of development might occur;  

table 5.2
the primary transition rules

For cells located in an area excluded from urban development (e.g., water bodies, national parks, natural 
reserves, etc.)

 No development occurs to the cell

For cells that are fully developed into an urban state, that is, mSurban
(Xij) = 1

 No further development occurs to the cell

for cells that are in a partly urban state, that is, 0 < mSurban
(Xij) < 1

IF mSurban
(Xij) ≥ m0 AND mmaxSurban

(Ωxij
) > mSurban

(Xij)

 THEN the cell continues to develop at a medium speed

Primary Rule 1 (PR1)

ELSE IF mSurban
(Xij) ≥ m0 AND m0 ≤ mmaxSurban

(Ωxij
) < mSurban

(Xij)

 THEN the cell continues to develop at a slow speed

Primary Rule 2 (PR2)

ELSE IF 0 < mSurban
(Xij) < m0 AND mmaxSurban

(Ωxij
) > mSurban

(Xij)

 THEN the cell continues to develop at a slow speed

Primary Rule 3 (PR3)

ELSE IF 0 < mSurban
(Xij) ≤ m0 AND 0 < mmaxSurban

(Ωxij
) < mSurban

(Xij)

 THEN the cell continues to develop at a very slow speed

Primary Rule 4 (PR4)

for cells that are in a non-urban state, that is, mSurban
(Xij) = 0

IF mmaxSurban
(Ωxij

) ≈ 1

 THEN the cell may start to develop at a slow speed

Primary Rule 5 (PR5)

ELSE IF m0 ≤ mmaxSurban
(Ωxij

) < 1

 THEN the cell may start to develop at a very slow speed

Primary Rule 6 (PR6)

For all other cells, no development will occur to the cells
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for a cell with a steep or even very steep slope, the development speed will be very 
slow. Therefore, four linguistic variables describing the slope of the landscape were 
proposed: flat, moderate, steep, and very steep. The initial configuration of these 
variables and their impacts on the primary transition rules are listed in Table 5.3. 
However, the initial values of these linguistic variables may be modified during the 
model calibration process.

The topographical conditions of a region may also affect urban development in 
positive ways. In particular, the relatively high terrain and beautiful natural scenery 
along the eastern coast have caused the development of non-urban land into urban 
areas in Metropolitan Sydney. This factor is built into the model as a favourable driver 
to urban development. The rule-firing conditions of this factor are listed in Table 5.4.

table 5.3
the slope constraint on urban development

secondary
rules

primary
rules

slope constraint

flat 
(slope = 0~2°)

Moderate 
(slope =3~5°)

steep 
(slope = 6~10°)

Very steep 
(slope > 10°)

PR1 Normal  
development

Slow development Very slow  
development

Extremely slow 
development

PR2, PR3, or PR5 Slow  
development

Very slow  
development

Extremely slow 
development

No development

PR4 or PR6 Very slow  
development

Extremely slow 
development

No development No development

table 5.4
rules on terrain and coastal proximity attractions applicable  
to non-urban cells

primary 
conditions

secondary conditions type of development 
that can occur to  
the cellslope condition

terrain 
condition

proximity  
to coast

other 
conditions

PR6 Flat to moderate With coastal 
view

Within 
proximity  
to coast

Nil Slow development

Nil Flat to moderate With coastal 
view

Within 
proximity  
to coast

Nil Very slow  
development

PR6 Steep With coastal 
view

Within 
proximity  
to coast

Nil Very slow  
development

Nil Steep With coastal 
view

Within 
proximity  
to coast

Pass a random 
selection 

Extremely slow 
development
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5.1.3.2.2 The Transportation Network

Transportation is an important factor in accelerating urban development and attract-
ing new development. For Sydney, the early development of the region was closely 
tied to the development of its public transportation system (New South Wales 
Department of Planning 1993b). From the mid-19th century, the urban area of 
Sydney expanded outward along the radial rail lines. Most urban constructions were 
conducted along the extensive network of tramlines in the late 19th century. From 
the mid-20th century, the electrification of railways and the construction of the city’s 
underground railway greatly improved the overall capacity of the existing network 
and encouraged commuting from greater distances. Moreover, a high level of car 
usage has enabled a greater extension of suburban settlements in the less accessible 
areas of Sydney. Hence, transportation is an important factor that needs to be intro-
duced into the model.

A good transportation network increases the accessibility of land. Consequently, 
areas with good accessibility are more easily selected for urban development. As 
different transportation modes and different standards of transportation have dif-
ferent strengths of impact or potential to attract new development and/or accelerate 
existing development, a transportation density index (TDI) was designed to measure 
the spatial accessibility of a cell in the urban development content. This TDI consists 
of two components: a line density index for roads and railways, and a point density 
index for railway stations.

The point density index for railway stations is included in the TDI based on the 
understanding that areas close to railway stations are more accessible than others 
and therefore, are considered important to lead to further or new development, espe-
cially when a railway station is close to other urban centres or localities. This density 
index is applied to measure the density of railway stations, magnified by different 
weights, which are within a specified neighbourhood of each output raster cell. The 
weights assigned to railway stations are based on the distance from a station to the 
nearest urban centre. The closer a railway station to the centre, the higher the weight. 
Table 5.5 displays the different weights applied to different railway stations within 
the Sydney Metropolitan Area; these weights can be modified during the model cali-
bration process.

table 5.5
the initial assignment of Weights to railway stations

direct distance of the railway station 
to the nearest urban centre Weight

Within 1 km 4
1–3 km 3
3–5 km 2
5–10 km 1
More than 10 km 0
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The line density index for roads and railways is computed using a simple line 
density method (Silverman 1986). This index is chosen to measure the density of 
linear features that fall within a certain identified neighbourhood of each output cell. 
Similar to the point density index, a weighting system was proposed to quantify the 
different modes and classes of transports. For instance, a local or residential road 
will carry less weight in this index compared to a secondary road or a railway line. 
A dual carriageway such as the freeway or a national highway with links to the local 
transportation network will carry a higher weight than all other transport modes. The 
initial assignment of weights to the various transport modes and categories is listed in 
Table 5.6. These weights will also be modified during the model calibration process.

Both the point and line density indexes can be computed using Environmental 
Systems Research Institute’s (ESRI) ArcGIS Spatial Analyst extension (ESRI 
2004a). A higher TDI suggests a higher level of accessibility, resulting in a stronger 
impact of transport on urban development at the locality.

To implement the rules of transportation support on urban development into the 
model, three fuzzy linguistic terms were used to represent the strength of the trans-
portation support a cell can receive. If a cell has a very high TDI, it is entitled to 
have a strong transportation support for urban development. If the TDI of a cell is 
not very high but is strong enough to expedite existing development or attract new 
development, it is entitled to have a weak transportation support. If the TDI of a cell 
is very low, then the cell is entitled to have no transportation support.

With a strong transportation support, a partly urban cell might be further devel-
oped very quickly, or a non-urban cell may be selected for development at a speed 
faster than one without strong transportation support. On the other hand, develop-
ment can also be accelerated or new development initiated in areas having a weak 
transportation support, although this development may not be as quick as the one 
that has a strong transportation support. The impact of transportation on the speed of 
urban development is summarised in Table 5.7. The fuzzy thresholds of TDI quanti-
fying the strength of transportation support can be configured and adjusted through 
model calibration as well.

table 5.6
the initial assignment of Weights to different transportation Modes
transport type Weight

Dual carriageways 4
Multiple track railways with standard gauge or 
principal roads

3

Single track railways with standard gauge or 
secondary roads

2

Sealed minor roads (local or residential roads) 1
Unsealed minor roads or tracks 0
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5.1.3.2.3 Urban Planning Schemes

Apart from the most recent Metropolitan Strategic Plan, which was released in 2005, 
there have been three metropolitan planning schemes that may have affected the 
urban development in Sydney since 1976. They are the Sydney Region Outline Plan 
(New South Wales State Planning Authority 1968), Sydney into its Third Century 
(New South Wales Department of Environment and Planning 1988), and Cities for 
the 21st Century (New South Wales Department of Planning 1995). In each of these 
plans, a number of areas were identified for urban development within a certain time 
frame. However, to what extent the actual urban development of Sydney followed the 
blueprints of these planning schemes needs to be evaluated.

The impact of urban planning schemes on actual urban development can be 
reflected in two aspects. One is to act as an accelerating factor to promote more 
new development in areas planned or proposed for development, and the other is as 
a global factor to constrain or accelerate the overall development of cells within a 
region. Introducing urban planning rules will change the speed of development or 
the transition of cells from one state to another in areas affected by the planning 
schemes within the specified time frame, either by speeding up or slowing down the 
process of such development, based on the nature of the planning schemes.

For instance, in the Sydney Region Outline Plan proposed in 1968, a number 
of growth corridors or centres to the north, west, south-west, and north-west of the 
metropolitan area were identified. In order to represent the impact of these planning 
initiatives, a secondary transition rule was added to the model in accordance with the 
time frame of the plan. Those corridors and centres planned for development were 
affected by this rule as an accelerating factor either by releasing the constraint or 
reinforcing the support of other secondary factors such as slope or transportation, and 
resulted in more opportunity for new development in those proposed areas. However, 
the strength of this planning factor on the cell’s development needs to be calibrated, 

table 5.7
the secondary transition rules on transportation support

secondary
rules

primary
rules

transportation support

no transportation  
support

Weak transportation 
support

strong transportation 
support

PR1 Normal  
development

Fast  
development

Very fast  
development

PR2, PR3, or PR5 Slow  
development

Normal  
development

Fast  
development

PR4 or PR6 Very slow  
development

Slow  
development

Normal  
development
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which is realised through the setting of a strength parameter. The value of this 
parameter is to be configured and calibrated during the model calibration process.

In addition to proposing areas for urban development, the Outline Plan was based 
on high population growth, which may lead to faster development in all areas that sat-
isfy primary development conditions. This planning policy is reflected in the model 
by modifying the overall speed of development (i.e., the value of n in the model), 
which also results in the release of other constraints on the development of the cells.

Similarly, transition rules were also proposed reflecting the impacts of the 1988 
Sydney into its Third Century plan and the 1995 Cities for the 21st Century plan on 
urban development in two ways: by promoting more development in areas identified 
for further development, and by accelerating or reducing the speed of development 
in other areas. Whether the planning scheme is acting as an accelerating factor or a 
constraining factor and when the factor is introduced into the model are dependent 
on the planning scheme itself. For instance, both the 1988 and 1995 urban planning 
schemes emphasised the significance of urban consolidation and redevelopment in 
established areas. Hence, these planning policies should be reflected in the model as 
constraining factors that reduce the speed of urban expansion within the specified 
time frame of the respective planning scheme.

Apart from the aforementioned three planning schemes, the newly released metro-
politan plan City of Cities is introduced into the model only when the model is applied 
to project the future urban scenarios of Sydney. These will be discussed in Chapter 6.

5.1.3.3 flexibility in rule implementation
So far, this chapter has demonstrated a flexible way in which various factors that may 
impact urban development in Sydney can be introduced into the cellular automata 
model through either primary or secondary transition rules. Four key factors, such as 
the self-propensity for development and neighbourhood support, slope constraints and 
terrain or coastal proximity attractions, transportation support, and urban planning 
programmes, have been introduced into the model to simulate Sydney’s urban devel-
opment from 1976 to 2006. Other factors, such as the urban infrastructure (drainage 
and sewerage systems), income level, and accessibility to community services can also 
contribute to urban development in Sydney. These factors may either accelerate or slow 
down the speed of the development process, which can be introduced into the model as 
well provided that a good understanding of the impact of such factors on urban devel-
opment is maintained and quality data representing such factors are available.

According to the general principles on rule inferencing outlined in Chapter 3, 
Section 3.3.3.3, the aggregate impacts of the accelerating or constraining factors on 
the model’s behaviour are as follows:

 1. If there is one accelerating factor within the neighbourhood of the cell in 
question, the speed of urban development of that cell will be upgraded one 
step higher in the “speed” fuzzy set.

 2. If there is one constraining factor within the neighbourhood of the cell in 
question, the speed of urban development of the cell will be downgraded 
one step lower in the “speed” fuzzy set.
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 3. If there is more than one such factor, the speed will be upgraded or down-
graded two steps up or down.

 4. The existence of one accelerator and one constraint will cancel the effect of 
both factors; hence, the speed of development will stay unchanged.

The flexibility of the model enables it to function not only as an analytical tool 
to understand the forces driving the process of urban development but also as a 
planning tool to experiment with various planning proposals and generate different 
“what if” scenarios in the planning practice.

5.1.4 the temporal dimenSion

As discussed in Chapter 2, Section 2.3.5, many cellular automata-based urban models 
were not configured temporally. Those models were typically configured by starting 
the model from a certain time at which spatial data sets were available, and running 
the model for a number of iterations until the simulated results fit with the reference 
data at the ending point of time. Therefore, the temporal interval of the simulation 
time was not confirmed. This type of model configuration cannot be applied in simu-
lating the temporal process of urban growth.

The fuzzy constrained cellular automata model developed in this book is config-
ured temporally when applying it to simulate the process of urban growth in Sydney. 
For the calibration of the model, the starting date was set to 1976, and the ending 
date to 2006. Each temporal advance of the model represents one year in the urban 
growth context. Data illustrating the urban extent within the simulation period at 
every 10-year interval were used to calibrate the model temporally. The methodol-
ogy for calibration is elaborated in the following section.

5.2 Model calibration

Models are simplified representations of real systems. As a result of this simplicity, a 
model can never completely reproduce the structure or process of the modelled sys-
tem (Norlén 1975). The model leaves part of the reality behind. This is both its power 
and its weakness. The power lies in the clarity of the essentials and the manipulative 
nature of the symbols; the weakness lies in a small but necessary degree of inva-
lidity (Kilbridge, O’Block, and Teplitz 1970). Therefore, testing or verifying how 
well a model matches its specifications, and minimising or controlling the model’s 
degree of invalidity, become two critical tasks in model construction (Naylor and 
Finger 1967). As Reichenbach states, “verifiability is a necessary constituent of the 
theory of meaning. A sentence the truth of which cannot be determined from pos-
sible observations is meaningless” (Reichenbach 1951: 256–7). Similarly, a model 
whose results are not validated is also of limited value.

5.2.1 model Calibration prinCipleS

Calibration is the process of verifying that a measuring object is performing within 
its designated accuracy. It is often used to estimate a model’s parameters that provide 
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the best fit to an observed set of data (Bell, Dean, and Blake 2000: 574). The validity 
of a simulation model is determined by “the accuracy of its predictions” (Kilbridge, 
O’Block, and Teplitz 1970: 33). However, comparing the model’s forecast with the 
eventual reality is not a true validity test. Conditions not included in the original 
model may eventuate to make its forecasts inaccurate, even though the model’s first 
conception is valid. On the other hand, a poorly conceived model may give an accu-
rate forecast by accident, as it may have “done the right thing for the wrong reason” 
(Kilbridge, O’Block, and Teplitz 1970: 33).

A number of statistical measures and techniques have been developed for testing 
the degree of conformity or the “goodness-of-fit” of the simulated time series to the 
observed data (Naylor and Finger 1967: 97). Among them, factor analysis, regres-
sion, and principal component analysis (PCA) have been widely used in urban mod-
elling since the 1960s (Theobald and Hobbs 1998; Naylor and Finger 1967; Cohen 
and Cyert 1961). More recently, measures such as multicriteria evaluation and ana-
lytical hierarchy process (AHP) approaches have also been applied to estimate the 
setting of parameters in urban models, based on the cellular automata approach (Wu 
and Webster 1998; Wu 1998c).

Similar to other simulation models, the model developed in this book was tested 
using a retrospective prediction approach, that is, predicting the known past and 
present using a historical data set. Based on the principles of cellular automata, com-
plex states of cells can be modelled by simple rules provided that the base state of 
a system and the transition rules have been correctly identified. This philosophic 
frame is both helpful and discouraging. It is helpful because it suggests that one can 
model complex systems with simple rules. Such a philosophic frame is discouraging 
when the behaviour of a cellular automaton relies absolutely on the accurate identifi-
cation of initial states and the correct setting of transition rules.

As urban development is a continuous process that is affected by many factors, it 
is a fuzzy process both spatially and temporally, making the identification of urban 
states, and hence, the setting of transition rules that control urban development diffi-
cult. In this case, it is necessary to start modelling by choosing the minimum number 
of rules and making them as simple as possible, so that one may get the best chance to 
identify the transition of states of cells accurately within the complexity of such rules. 
The trade-off between model complexity and the fidelity of real-world representa-
tion is necessary for setting realistic and transparent rules in cellular automata-based 
urban modelling. With this understanding, the following principles were set up for 
the calibration of the cellular automata model of the urban development of Sydney:

Principle I   Start the model with the simplest case, that is, using the simplest rules possible, 
and assuming that the same rules apply evenly throughout in space and time

Principle II Change the parameters of the rules within each transition

Principle III Change the balance between the rules

Principle IV Increase the sophistication of some of the rules

Principle V Introduce new rules if necessary

These five principles were applied consecutively step by step. The second principle 
was applied only when the first principle had proved to be inadequate in terms of 



122 Modelling Urban Development with GIS and Cellular Automata

model calibration, and the third, fourth, and fifth principles were applied only when 
both the first and the second principles were inadequate. Although this approach pro-
vides an interactive way of calibrating the model, one should be aware that, within 
a limited number of calibrations, the model might not generate peak performance 
because of the setting of the parameters. Therefore, it is important that the calibra-
tion of the model be undertaken systematically and adequately.

The adequacy of the model’s results was evaluated by comparing them with 
actual urban development in three consecutive ways, that is, visual calibration, 
statistical calibration, and calibration over time. Visual calibration was useful 
in the initial phase of modelling to establish the rough parameter settings. This 
calibration was necessary, especially for verifying that the model was replicating 
the spatial pattern and extent of historical development. It cannot be replaced by 
statistical calibration alone (Clarke and Gaydos 1998). Once the initial visual 
calibration had been verified, a further step for testing the accuracy of the simu-
lated results with the observed data was carried out through a simulation accu-
racy assessment.

5.2.2 Simulation aCCuraCy aSSeSSment

One important aspect of model calibration is to verify the model’s outcomes and 
evaluate the goodness-of-fit of those outcomes with the real-world system it mod-
elled. One way of evaluating such goodness-of-fit is through an accuracy assess-
ment. Accuracy assessment can be defined as the task of comparing two maps: one 
generated by the model (data to be assessed), and the other based on the ground truth 
(the reference data). The reference data are assumed to be accurate and forms the 
standard for comparison. A simple evaluation compares the two maps with respect to 
the areas assigned to each category. This assessment only considers the overall areas 
of agreement in each category of the two maps. It does not consider any agreement 
between the two maps at specific locations. Therefore, it is termed a non-site-specific 
accuracy, which may give misleading results (Campbell 1996).

Another form of accuracy, site-specific accuracy, is based on the detailed assess-
ment of agreement between the two maps at specific locations (Campbell 1996). The 
assessment of site-specific accuracy is commonly conducted by preparing an error 
matrix, which is discussed in the next section.

5.2.2.1 the error Matrix approach
The error matrix approach is a common means of expressing the accuracy of land-
cover classification for remotely sensed data (Jensen 1996; Lillesand and Kiefer 1994; 
Story and Congalton 1986). This matrix summarises data from two different sources 
(one from reference data representing the ground truth, and the other from classified 
image data), and compares the relationship between the two on a site-by-site basis. An 
error matrix is a square array, the rows and columns of which represent the number of 
categories whose classification accuracies are being assessed. Typically, the columns 
of an error matrix represent the reference data, whereas rows indicate the classified 
image data. The terms used in an error matrix and their calculations are defined in 
Table 5.8.



Modelling: Specification, Calibration, Implementation 123

In an error matrix, cells that are categorised in agreement with their reference 
data are located along the major diagonal of the error matrix, running from the 
upper left to the lower right. All off-diagonal cells represent errors of commission 
or omission (Lillesand and Kiefer 1994). By examining the relationship between the 
commission and omission errors, users gain insight into the reliability of categories 
of output data generated by the classification, and producers learn about the per-
formance of the process that generates the data. Table 5.9 is a sample error matrix 
illustrating a cell-by-cell comparison of satellite-based land-use classification and 
ground reference classes.

Table 5.9 shows that the producer’s accuracy for each category of land use ranges 
from 63.3% to 90.4%; the user’s accuracy also ranges from 75.6% to 90.2%. For 
instance, the producer’s accuracy for water body is 232/292 or 79.5%. This informs 
the producer who prepared the classification that, of the actual cells considered as 
water bodies in the ground reference data, 79.5% were correctly classified in the 
satellite-based land classification. For the same water body category in Table 5.9, the 
user’s accuracy is 232/307 or 75.6%. This informs the user of the classified data that, 
of all the cells classified under the water body category, 75.6% actually corresponds 
to the water body on the ground. In other words, the omission error permits identi-
fication of water bodies mislabelled as other categories, and the commission error 
permits identification of the cells erroneously labelled as water body. The overall 
accuracy shows that 81.1% of all cells under assessment were correctly categorised 
in this classification. The error matrix is very effective in representing classification 
accuracy as it clearly describes the overall accuracy and accuracy of each category 
along with its commission and omission errors.

table 5.8
definitions of terms used in an error Matrix and their computations

terms definitions computations

Producer’s accuracy Probability of reference cells being 
correctly categorised in the classification 
data. This measures the omission error.

Number of cells on the major 
diagonal divided by the column 
total of each category

User’s accuracy Probability that cells in the classification 
data actually belong to the same category 
as in the reference data. This measures 
the commission error.

Number of cells on the major 
diagonal divided by the row total 
of each category

Omission error Cells that are excluded (omitted) from the 
categories that they belong to in the 
reference data

Total of the off-diagonal column 
cells divided by the column total of 
each category

Commission error Cells that are included (committed) in the 
categories that they do not belong to in 
the reference data

Total of the off-diagonal row cells 
divided by the row total of each 
category

Overall accuracy A measurement of the overall proportion of 
correctly categorised cells in relation to 
the total number of cells under assessment

Total number of cells along the major 
diagonal of the matrix divided by 
the total number of all the cells
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5.2.2.2 a Modified error Matrix approach
Although the error matrix approach is effective in assessing the accuracy of land-use 
and land-cover classification of remotely sensed images, a limitation has been iden-
tified in using this matrix to assess simulation accuracies. This is because the error 
matrix approach is based on a cell-by-cell comparison of two maps. The comparison 
does not necessarily capture the qualitative similarities, that is, the similarity of pat-
terns between the maps (Power, Simms, and White 2001). For a simulation model of 
urban growth, it is the pattern of cells that has functional significance in the urban 
development context. Therefore, it is important to assess whether the spatial patterns 
of cells in the simulation output match the corresponding patterns in the reference 
map. However, as the error matrix compares two maps on a cell-by-cell basis, there 
could be large omission or commission errors between the results of the model and 
its actual reference data, even though the patterns of cells are similar (Figure 5.2). 
This may result in low individual and overall accuracies (Table 5.10).

Although various approaches have been developed for pattern recognition (Friedman 
and Kandel 1999; Theodoridis and Koutroumbas 1999; Webb 1999; Devroye, Gyorfi, 
and Lugosi 1996; Gose, Johnsonbaugh, and Jost 1996; Fukunaga 1990), their application 

table 5.9
an error Matrix illustrating a cell-by-cell comparison of satellite-based 
land-use classification and ground reference classes

ground reference classes

Water  
body

barren 
area

agricultural 
land

dense 
vegetation

shrub/ 
grass

row 
total

sa
te

lli
te

-b
as

ed
 

la
nd

 c
la

ss
es

Water body 232 45 14 11 5 307
Barren area 33 465 26 40 23 587
Agricultural land 0 5 148 2 9 164
Dense vegetation 22 35 24 587 33 701
Shrub or grass 5 14 6 9 121 155
Column total 292 564 218 649 191 1914

producer’s accuracy omission error

Water body = 232/292 = 79.5% 20.5%

Barren area = 465/564 = 82.4% 17.6%
Agricultural land = 148/218 = 67.9% 32.1%
Dense vegetation = 587/649 = 90.4%  9.6%
Shrub/grass = 121/191 = 63.3% 36.7%

user’s accuracy commission error

Water body = 232/307 = 75.6% 24.4%
Barren area = 465/587 = 79.2% 20.8%
Agricultural land = 148/164 = 90.2%  9.8%
Dense vegetation = 587/701 = 83.7% 16.3%
Shrub/grass = 121/155 = 78.1% 21.9%
Overall accuracy = 1553/1914 = 81.1%
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in assessing the accuracy of a simulation model was not identified, with the exception 
of the hierarchical fuzzy pattern-matching approach developed by Power, Simms, and 
White (2001) to compare land-use maps.

This chapter presents a modified error matrix approach to assess the accuracy of 
the simulation model of urban development. Recall that the state of cells in the cel-
lular automata model developed in Chapter 3 was defined using a fuzzy membership 
grade; the value of each cell in the urban fuzzy set ranges from 0 (non-urban state) to 
1 (fully urban state), representing an indefinite cell state in the urban fuzzy set. After 
the operation of the model, the value of cells generated by the model also ranges 
from 0 to 1. These values were defuzzified into three categories using a simple linear 

table 5.10
the error Matrix of the two Maps shown in figure 5.2

reference dataa

non-urban partly urban urban row total

si
m

ul
at

ed
 

re
su

lt
sa Non-urban 24 5 2 31

Partly urban 1 21 3 25
Urban 3 4 18 25
Column total 28 30 23 81

producer’s accuracy omission error
Non-urban = 24/28 = 85.7% 4.3%
Partly urban = 21/30 = 70.0% 30.0%
Urban = 18/23 = 78.3% 21.7%

user’s accuracy commission error
Non-urban = 24/31 = 77.4% 22.6%
Partly urban = 21/25 = 84.0% 16.0%
Urban = 18/25 = 72.0% 28.0%

Overall accuracy = 63/81 = 77.8%

Note: a Data shown as total number of cells in each category.

(a)

Non-urban 

Partly urban 

Urban 

(b)

figure 5.2 Comparing a simulated result with its reference data. The two maps show that the 
patterns of the state of cells are similar although they generate low simulation accuracies when 
compared on a cell-by-cell basis: (a) Reference data and (b) results generated by the model.
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defuzzification function. These three categories were termed non-urban, partly 
urban, and urban. Cells with a membership grade of 0 were non-urban, cells with 
a membership grade of 1 were urban, and all other cells whose membership grades 
ranged between 0 and 1 exclusively were categorised as partly urban cells.

In order to enhance the pattern effect of the simulated results, a moving kernel 
of 3 × 3 cells was designed to compute the majority state of cells (the state that 
appears most frequent) within the extent of the kernel. Subsequently, this majority 
state was assigned to the corresponding cell as its new membership value to define 
the state of the cell. If there was more than one majority state for cells within the 
extent of the kernel, the one with the same state as the output cell was allocated 
to the processing cell as its state. By using the majority state of a cell within the 
neighbourhood of the moving kernel rather than the state of the cell itself in pre-
paring the error matrix, the similarity of patterns between the model’s results and 
the reference data can be more clearly identified. Figure 5.3 shows the majority 
state of the cells in Figure 5.2b.

To evaluate the accuracy of the model’s results, the new state of cells represented 
by the majority state of the neighbouring cells within the 3 × 3 moving kernel was 
compared with the reference data. For the example given in Figure 5.2, the modified 
error matrix computed by the new states of the output data is presented in Table 5.11. 
It shows that both the producer’s and the user’s accuracies in each category increased, 
and the overall accuracy of the result increased from 77.8 to 82.7%. This is because 
the modified error matrix used the majority state of cells, thus enhancing the recog-
nition of the pattern of cells of the model’s output.

5.2.2.3 Kappa coefficient analysis
Inspection of the error matrix reveals the overall nature of the errors in the clas-
sification or simulation results. Both the individual and overall accuracies use the 
main diagonal cells of the matrix to measure the percentage of correctly categorised 
cells, and as such, they are relatively simple and intuitive measure of agreement (Ma 
and Redmond 1995). In addition, the percentage of correctly categorised cells does 
not take into account the proportion of agreement between the two data sets that 
are due to chance matching. This percentage tends to overestimate the accuracies 
(Rosenfield 1986; Rosenfield and Fitzpatrick-Lins 1986; Congalton and Mead 1983; 
Congalton, Oderwald, and Mead 1983).

Non-urban 

Partly urban 

Urban 

figure 5.3 The majority state of cells in Figure 5.2b within a 3 × 3 kernel.
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Chrisman (1980); Congalton and Mead (1983); and Congalton, Oderwald, and 
Mead (1983) proposed an application of the Kappa analysis, as described by Bishop, 
Fienber, and Holland (1975) and Cohen (1960), as a means of improving the inter-
pretation of the error matrix. Kappa analysis yields a Khat coefficient that measures 
the difference between the observed agreement of the two maps and the agreement 
that might be attained by chance matching (Campbell 1996). The Khat coefficient is 
computed as follows:

 Khat = 
N x x x

N x x
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where
r is the number of categories in the error matrix
xii is the number of cells in row i and column i
xi+ is the total number of cells in row i (shown as the row total in the matrix)
x+i is the total number of cells in column i (shown as the column total in the 

matrix)
N is the total number of observations included in the matrix

Using data in Table 5.11, Table 5.12 demonstrates the computation of the Khat 

coefficient, which is only 74.0% and is significantly lower than the overall accu-
racy of 82.7%. This is because the two measures incorporate different informa-
tion. The overall accuracy data incorporates only the major diagonal cells and 
excludes the omission and commission errors, whereas the Khat coefficient also 
incorporates the off-diagonal cells as a product of the row and column marginals. 

table 5.11
the Modified error Matrix of the two Maps: one shown in figure 5.2a and 
one in figure 5.3

reference dataa

non-urban partly urban urban row total

si
m

ul
at

ed
 

re
su

lt
sa Non-urban 27 6 0 33

Partly urban 1 20 3 24
Urban 0 4 20 24
Column total 28 30 23 81

producer’s accuracy omission error
Non-urban = 27/28 = 96.4% 3.6%
Partly urban = 20/30 = 66.7% 33.3%
Urban = 20/23 = 87.0% 13.0%

user’s accuracy commission error
Non-urban = 27/33 = 81.8% 18.2%
Partly urban = 20/24 = 83.3% 16.7%
Urban = 20/24 = 83.3% 16.7%

Overall accuracy = 67/81 = 82.7%

Note: a Data shown as total number of cells in each category.
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The Khat coefficient adjusts the percentage of correctly categorised cells by sub-
tracting the estimated contribution of chance agreement. Thus, the value of Khat 

in Table 5.12 can be interpreted to mean that the simulation achieved an accuracy 
that is 74.0% better than what would be expected from chance assignment of cells 
to categories. As the overall accuracy approaches 100%, and the contribution of 
chance agreement approaches 0%, the value of Khat approaches 100%, indicating 
a perfect effectiveness of the simulation results. On the other hand, as the effect 
of chance agreement increases and the percentage of correctly categorised cells 
decreases, Khat assumes a negative value (Campbell 1996).

5.3 Model iMpleMentation in gis

5.3.1 Cellular automata modelling and giS

Cellular automata models can be implemented within many types of software 
(Batty 1997). For cellular automata models of urban development, programs have 
been implemented both inside and outside a GIS environment. In regard to using 
a GIS environment, Itami and Clark (1992) and Itami (1988) developed their 
models within a raster GIS of Idrisi and MAP II. Wu (1998a,b,c) and Li and Yeh 
(2001) implemented their cellular automata models using ARC/INFO’s Arc Macro 
Language (AML). More recently, Stevens and Dragicevic (2007) developed their 
iCity model as a fully integrated extension of ArcGIS 9. These programs took 
advantage of the wide range of spatial analysis functionalities, the graphic dis-
play and visualisation capabilities, as well as the friendly user interface of a GIS. 
Moreover, as most applications of cellular automata models need to consider the 
use of various data sources including historical land-use maps, census data, as well 
as satellite imagery, data processing and integration from different formats can 
be more easily implemented using an industry standard GIS software program. 

table 5.12
computation of Khat of the two Maps: one shown in figure 5.2a and one in 
figure 5.3

Khat =

N ( )
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r = 3 (i.e., non-urban, partly urban, and urban)

N = 81 (i.e., 9 rows × 9 columns)

∑
r

i=1
xii = (27 + 20 + 20) = 67

∑
r

i=1
 (xi+ × x+i)= (28 × 33 + 30 × 24 +23 × 24) = 2184

therefore, Khat = 
81 67 2196

81 21962

× −
−

 = 74.0%
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With these advantages, geographical models developed within a GIS environment 
are preferable in many applications.

Some cellular automata models were developed on custom-built software out-
side a GIS environment, although most were loosely coupled with a GIS for data 
manipulation and visualisation. This kind of model is exemplified by Batty, Xie, 
and Sun (1999); Batty (1998); and Clarke, Hoppen, and Gaydos (1997). Such models  
were usually designed to meet the needs of users, and they did not rely on any 
commercial GIS software to support their operation. However, the development 
of these models can be technically more challenging as it usually requires a high 
level of specialisation in software development (Batty, Xie, and Sun 1999; White, 
Engelen, and Uljee 1997).

In this book, a strong coupling approach was adopted to implement the fuzzy 
constrained cellular automata model of urban growth within a GIS environment. 
The model was initially programmed using ARC/INFO’s AML in a GRID environ-
ment. This was later converted to an ArcGIS extension by using Visual Basic for 
Applications (VBA) within ESRI’s ArcGIS 9 development environment.

There were a number of reasons for using a strong coupling strategy. One was 
that data were initially processed and stored in ArcGIS and were converted into 
grid files, and the simulated outputs of the model were also stored as raster grid 
files in ArcGIS. No data conversion was necessary between the GIS and the model, 
which saved time on data communication. This feature was especially advanta-
geous during the model calibration process when simulation results were com-
pared and fitted with data illustrating actual urban development. Another useful 
feature of the model was its spatial visualisation capability. As all input data and 
output results were stored and processed within the same GIS environment, the 
results could be easily visualised spatially using the data display and visualisation 
capabilities of ArcGIS. Moreover, the design of a friendly graphic user interface 
(GUI) makes it possible for users to modify and calibrate the model vigorously. 
The accuracies of the model’s simulation outcomes in comparison with actual 
urban scenarios could also be computed and presented conveniently to the user for 
evaluation and model calibration.

5.3.2 the arCgiS approaCh

ArcGIS 9 is a desktop product of the Environmental Science Research Institute 
(ESRI). This is a well-documented GIS program that has been widely used by many 
in the private and public sectors in the geospatial community. It is a powerful program 
for users to perform geospatial data manipulation, processing, analysis, and carto-
graphic visualisation. Apart from the many tools and functions that ArcGIS provides, 
such as data management, cartographic presentation, spatial analysis, geocoding, 
geoprocessing, and so on, it also provides a well-documented software development 
kit (SDK), which allows model developers to programmatically access ArcGIS to 
automate repetitive tasks and construct spatial-based models to extend its functional-
ities. This is achieved through third-party component object model (COM)-compliant 
programming languages such as Visual Basic 6, Visual Basic, C, Visual C++, Java, 
.NET, or Python (ESRI 2004b).
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Unlike other COM-compliant languages, VBA is not a stand-alone application; 
it is embedded within ArcGIS applications, including ArcMap™ and ArcCatalog™. 
Therefore, once ArcGIS is available, there is no need to purchase any other software 
for programming.

VBA is a powerful Windows application development tool. It is an implementa-
tion of Visual Basic (VB), a common and popular programming language. VBA 
enables developers to write code to build customer solutions, automate workflows, 
and extend the functionality of an application (ESRI 2004b). A Visual Basic Editor 
(VBE) was embedded in ArcGIS, which allows users to write VB macros to cust-
omise existing or create new user interfaces and develop custom GIS applications. 
Moreover, as VB is an object-oriented development tool, developers can make use of 
the many ArcObject libraries provided by ESRI within the VBA environment.

5.3.3 graphiC uSer interfaCe deSign

The fuzzy constrained urban cellular automata model was developed and implemented 
as an ArcGIS extension using the VBA development tool. This ArcGIS extension is 
called FuzzyUrbanCA, which can be launched from within the ArcMap application.

A simple GUI was designed. This friendly user interface enables users to con-
figure the model, including the setting of cell size and neighbourhood size and the 
selection of primary and secondary transition rules. Through this GUI, users can also 
execute and calibrate the model vigorously during the simulation process. Figure 5.4 
shows a screenshot of the GUI.

With the GUI, users first need to decide the cell size and the neighbourhood size 
that the model will be operated on. The default cell size is 250 m; this is the only cell 
size available for model calibration in the current version of the model. 

figure 5.4 A snapshot showing the graphical user interface (GUI) of the model.
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Other cell sizes, such as 100m and 500m, can be added into the model to evalu-
ate the sensitivity of the model to cell scales. This task will be achieved at a later 
stage. There are three options for neighbourhood size, which ranges from a small 
neighbourhood with a radius of one cell to a very large neighbourhood with a 
radius of four cells. The default setting is a medium neighbourhood with a radius 
of two cells. Users can change the neighbourhood size to a small, a large, or a very 
large one to evaluate the impact of neighbourhood scale on simulation behaviours 
and outcomes.

For the configuration of transition rules, users can choose to apply only the pri-
mary transition rules, or they can also select other secondary transition rules to 
evaluate the impact of different rule settings on the model’s simulation outcomes. 
With the flexibility in implementing secondary transition rules, additional rules can 
also be added to the model, provided that a good understanding of the rule or the 
associated factor on urban development is achieved and relevant data are available 
to reflect the impact of this factor on urban development. However, the incorpora-
tion of new transition rules can only be achieved at the programmer level, not at the 
user level. Once a user has selected relevant data and rules for the initial configura-
tion of the model, the model can be executed by pressing the “Run Model” button 
at the GUI (Figure 5.4).

5.3.4 model Calibration

The execution of the model results in a series of new data layers illustrating the snap-
shots of simulated scenarios of the urban extent at the specified time frames. Such 
time frames include the final ending date of the model as well as dates at 10-year 
intervals from the starting date. With these results, users can compute the simulation 
accuracy of the model under certain configurations of the model’s parameters and 
transition rules. Simulation accuracies include both the user’s and producer’s accura-
cies for each category of an urban state (non-urban, partly urban, and urban), as well 
as the overall accuracy of the model based on the modified error matrix approach 
presented in Section 5.2. In addition, the Khat coefficient is also generated and deliv-
ered to the user for evaluation.

When computing the model’s simulation accuracies, users have the choice to 
generate them only at the final iteration of the model, that is, the accuracies at the 
ending date of the model. However, users can also choose to compute simulation 
accuracies at each 10-year interval, for example, using the input data in 1986, 1996, 
and 2006 as reference data to evaluate the model’s simulation accuracies for these 
respective years. These, at each 10-year interval, can provide additional information 
about the model’s performance and can be used to calibrate the model temporally. 
This temporal calibration process will be exemplified in Chapter 6 when the model’s 
results are presented for the Sydney Metropolitan Area.

Simulation accuracies of the model can be delivered to the users through the 
model calibration window (Figure 5.5); they can also be exported as a permanent 
document in Microsoft’s Excel format for further analysis and evaluation.
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5.4 conclusion

This chapter applies and implements the fuzzy constrained cellular automata model 
of urban development to Metropolitan Sydney, Australia. The five basic elements of 
cellular automata were specified with reference to the geographical data sets pro-
cessed in Chapter 4. A number of primary and secondary transition rules reflecting 
the factors that affected the urban growth of Sydney from 1976 to 2006 were pro-
posed; these factors were implemented in the model, based on the fuzzy constrained 
rule transition mechanisms. The various parameters associated with the transition 
rules as well as the scale of the neighbourhood will be modified during the model 
calibration process.

Implementation of the model was achieved within ESRI’s ArcGIS program using 
VBA as the programming language. A simple GUI was designed to provide the flex-
ibility for users to interact with the model by configuring not only the initial setting 
of the model but also the transition rules. The interface allows users to selectively 
test the impact of different transition rules on the model’s behaviour, visualise its 
simulation output, and calibrate the model accordingly.

The model also provides the option for users to compute its simulation accuracies. 
These were achieved using a modified error matrix approach and the Khat coefficient 
index. The simulation accuracies can be computed at different time periods, and 
the results can be returned to the user instantly for further calibration of the model. 
Results obtained from applying the model to Metropolitan Sydney in Australia are 
presented and discussed in Chapter 6.

figure 5.5 A snapshot showing the model’s calibration window.
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6 Modelling the Urban 
Development of Sydney
Results and Discussion

This chapter presents the results of the fuzzy constrained cellular automata model in 
simulating the urban development of Sydney. By implementing different transition rules 
based on the principles of model calibration presented in Chapter 5, results generated 
by the model that match best with the actual urban development of the area are sum-
marised in Section 6.1. Section 6.2 analyses the impact of individual urban development 
controls on the model’s outputs, reflecting the strength of these controlling factors on 
Sydney’s urban development from 1976 to 2006. The sensitivities of the model under 
different neighbourhood scales are analysed in Section 6.3, which results in further 
calibration and validation of the model in relation to different neighbourhood scales. 
Subsequently, the model is applied to generate prospective views of the future urban 
scenarios of Sydney under the proposed metropolitan planning strategies from 2006 to 
2031. Finally, conclusions on the application of the cellular automata model for simulat-
ing Sydney’s urban development are presented in the last section of this chapter.

6.1 A summAry of results from the model

6.1.1 The SimulaTion and CalibraTion SequenCe of The model

Based on the configuration comprising a cell size of 250 m and a circular neighbour-
hood with a radius of two cells, the model of urban development of Sydney was first 
implemented with the primary transition rules representing the contiguity effect; that 
is, the model concerns only the propensity of the cell itself for urban development and 
the support the cell may receive from its neighbourhood for such development. This 
resulted in an unconstrained model of urban development. Subsequently, secondary 
transition rules representing topographical constraints, transportation support, as well 
as urban planning controls were introduced into the model to calibrate it and evaluate 
its simulation accuracies using the past experience of urban development from 1976 to 
2006 as references for comparison.

The secondary transition rules were introduced in the model based on the 
sequence of physical constraints, socio-economic factors, and institutional controls. 
Physical constraints such as water bodies, terrain, and other topographical condi-
tions are “hard” constraints on urban development; these factors cannot be altered 
easily by human beings. In contrast, socio-economic factors and institutional con-
trols are more “soft” in affecting the process of urban development, which can be 
changed with relative ease by human forces. Figure 6.1 shows a flowchart of the 
model’s simulation and calibration sequence.
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6.1.2 overall reSulTS under all TranSiTion ruleS

By varying the parameters of the transition rules within each iteration of the model 
and changing the balance between the rules, various simulation results were produced, 
and their accuracies against the actual urban development of Sydney at every 10-year 
interval were computed using the modified error matrix approach. Through vigorous 
calibrations of the model, the best results that the model has generated are illustrated 
in Figure 6.2e–g, which are compared with the actual scenarios of urban development 
from 1976 to 2006 (Figure 6.2a–d). The various simulation accuracies of these results 
are documented in Table 6.1. Figure 6.3 shows the various simulation accuracies of the 
model under all transition rules over time.

Get rule settings 

Run mode till 1996 

Actual urban in 1996 Compute simulation 
accuracies

Calibrate rule settings 

Start model from 1976 

Configure primary rules 
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figure 6.1 A flowchart showing the simulation and calibration sequence of the model.
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Legend
Non-urban
Partly urban
Urban

(a) (b)

(c) (d)

(e) (g)(f)

figure 6.2 The actual versus simulated urban scenarios of Sydney from 1976 to 2006 
under all transition rules: (a) actual scenario in 1976; (b) actual scenario in 1986; (c) actual 
scenario in 1996; (d) actual scenario in 2006; (e) simulated scenario in 1986; (f) simulated 
scenario in 1996; and (g) simulated scenario in 2006.
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A visual comparison of the model’s simulated results with actual urban scenar-
ios of Sydney from 1976 to 2006 shows that, in general, results produced by the 
model matched well with the actual urban extent over this time period (Figure 6.2).  
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figure 6.3 The model’s simulation accuracies under all transition rules over time 
(1986–2006).

tAble 6.1
the urban development model’s simulation Accuracies under All 
transition rules

 1976 1986 1996 2006

Actual 
scenario

Actual 
scenario

simulated 
scenario

Actual 
scenario

simulated 
scenario

Actual 
scenario

simulated 
scenario

Pe
rc

en
ta

ge
 o

f 
ce

lls
 in

 e
ac

h 
ca

te
go

ry
 (%

)

Non-urban 71.4 67.8 69.0 64.9 68.0 63.2 64.6

Partly urban 9.2 9.7 9.2 10.5 7.3 10.3 8.2

Urban 19.4 22.5 21.8 24.6 24.7 26.5 27.2

si
m

ul
at

io
n 

A
cc

ur
ac

ie
s 

(%
)

Pr
od

uc
er

’s
 

ac
cu

ra
cy

Non-urban – 93.4 97.3 96.2

Partly urban – 53.7 51.9 57.8

Urban – 88.2 92.4 94.5

u
se

r’s
 

ac
cu

ra
cy

Non-urban – 91.0 90.6 92.9

Partly urban – 56.3 75.2 72.7

Urban – 91.0 91.7 92.1

Overall accuracy – 86.8 89.5 90.4

Khat Coefficient – 76.3 81.5 83.6

Note: The areas excluded from urban development were not counted when calculating simulation accura-
cies. This is because the excluded areas were not participating in the model simulation process.
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The spatial patterns of urban development generated by the model resemble the 
actual urban patterns to a large extent, especially for the year 2006. The various 
types of simulation accuracies produced by the model have been increasing steadily 
from 1976 to 2006. This is attributed to the calibration of the model over time. By the 
year 2006, the model had generated an overall accuracy of 90.4% and a Khat coeffi-
cient of 83.6% (Table 6.1). This is significant given that the model only incorporated 
limited factors that contribute to the actual urban development of Sydney. Other 
factors such as the accessibility to nodes of employment and other services, and 
facilities such as schools, shops, public transports, etc., that may also have affected 
the process of Sydney’s urban development had not been introduced into the model 
due to difficulties in data collection.

However, the producer’s and user’s accuracies of each category show that large 
discrepancies exist between the simulated results and the actual urban development 
in the partly urban category, resulting in lower accuracies from both the producer’s 
and user’s perspectives. For instance, the producer’s and user’s accuracies for the 
partly urban category in 2006 were only 57.8% and 72.7%, respectively. This means 
that 42.2% of the actual partly urban areas were omitted from being selected for 
development, and 27.3% of the simulated partly urban areas were committed to the 
category by the model incorrectly. In addition, for the same partly urban category, 
the producer’s accuracy in 1996 was the lowest, whereas the user’s accuracy was the 
highest among other years (Figure 6.3). This is also reflected in the model’s results 
showing a lower percentage of 7.3% of partly urban areas and a higher percentage 
of 68% of non-urban areas in 1996, although the actual composition of partly urban 
and non-urban areas in the year were 10.5% and 64.9%, respectively. This is largely 
due to the fact that the partly urban areas only consist of approximately 10% of the 
total area of Sydney; therefore, even a small amount of mismatched cells between 
the actual urban extent and the simulated results would result in a high percent-
age of discrepancy between the two data sets, and hence, lower the producer’s and 
user’s accuracies in this category. On the other hand, due to the large composition 
of non-urban areas in the Metropolitan Sydney region, the relatively smaller por-
tion of mismatched cells between the actual and simulated results may not have 
contributed significantly to omission or commission errors in this category as in 
the partly urban category.

For the fully urban category, because 19.4% of the Metropolitan Sydney region 
had already been fully urbanised at the start of the model in 1976, and these fully 
urban areas remain as urban during the whole simulation process, the actual compo-
sition of fully urban areas has only increased by 7.1% up to the year 2006. However, 
all urban cells including those that did not change states during the simulation pro-
cess were counted when computing the simulation accuracies of the model for the 
fully urban category. This reduces the impact of the mismatched cells on both the 
producer’s and user’s accuracies for the fully urban category.

It should be noted that, when computing simulation accuracies throughout the 
whole process of model calibration, the areas excluded from urban development 
were not accounted for because those areas were not participating in the progression 
of the simulation process, making the simulation accuracies more realistic to reflect 
the actual performance of the model.
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6.2 the imPAct of individuAl fActors on 
sydney’s urbAn develoPment

Table 6.1 shows that under the primary and all secondary transition rules, the model 
had generated results with an overall accuracy of 90.4% and a Khat coefficient of 83.6% 
by the year 2006. However, the impact of individual factors on the urban development 
of Sydney over time varies, which needs to be evaluated by using the model. Based on 
the calibration principles of the model, the secondary transition rules were introduced 
into it progressively in the sequence of physical constraints, socio-economic support, 
and institutional controls. Hence, it is possible to evaluate the impact of individual 
factors on the model’s performance and outcomes in such sequence. Table 6.2 presents 
the progression of the model’s simulation accuracies under different transition rules in 
2006. Figure 6.4 is a graphical representation of the results presented in Table 6.2.

Table 6.2 and Figure 6.4 show that, by introducing each new transition rule into 
the model, simulation accuracies increased. Even though the improvement in the 
overall simulation accuracy of the model was only from 86.3% when the model was 
configured with primary transition rules to 90.4%, when all primary and secondary 
transition rules were implemented in the model, the improvements in the individual 
producer’s and user’s accuracies were significant, especially for the partly urban 
category. This also resulted in a significant increase of the Khat coefficient from 76.1 
to 83.6%. The steady increase in the model’s simulation accuracies was also reflected 
in the overall accuracy and the Khat coefficient over time (Figure 6.5). 

tAble 6.2
the model’s simulation Accuracies under different transition rules in 2006

 

Actual 
scenario 

in  
2006

Primary 
rules 
(Prs) 
only

Prs plus 
topographical 

constraints
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topographical 
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and 

transportation 
support

Prs plus 
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transportation 
support, and 
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Non-urban 63.2 67.6 67.4 63.1 64.6

Partly urban 10.3  7.6  6.7  9.5  8.2

Urban 26.5 24.8 26.0 27.4 27.2
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m
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es
 (

%
)

Pr
od

uc
er

’s 
ac
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ra

cy Non-urban – 95.4 94.8 92.6 96.2

Partly urban – 46.8 46.8 57.5 57.8

Urban – 88.0 90.8 94.2 94.5

u
se

r’s
 

ac
cu

ra
cy Non-urban – 85.7 88.3 92.6 92.9

Partly urban – 63.6 60.8 62.5 72.7

Urban – 94.1 92.8 91.4 92.1

Overall accuracy – 86.3 87.0 88.4 90.4

Khat coefficient – 76.1 77.5 80.4 83.6
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Based on the progression of the secondary transition rules being introduced into 
the model, the following sections evaluate the impact of individual factors on the 
urban development of Sydney from 1976 to 2006.

6.2.1 unConSTrained urban GrowTh

The unconstrained urban growth of Sydney was generated by applying the primary 
transition rules only to the model; that is, this version of the model only deals with the 
propensity of a cell for development and the support for such development that the cell 
may receive from its neighbourhood. No secondary transition rule was introduced 
into the model to constrain or accelerate the natural process of urban development.

Results generated by the model with the configuration for unconstrained urban 
growth show that many partly developed cells had been further developed over the 
simulation period from 1976 to 2006, some of them becoming fully urban areas. 
However, developments from non-urban to partly urban or fully urban cells were 
extremely slow. As a result, most urban developments that actually occurred in the 
west and south-west parts of Sydney over the simulation period were not represented 
in the model’s results. Figure 6.6 illustrates the discrepancy of areas between the 
actual urban extent and the simulated results from the model in 2006. This figure 
shows that large patches of land that had actually been developed in the north-west 
and south-west parts of Sydney were omitted by the model, with some smaller 
patches of land scattered over the existing urban areas of Sydney committed incor-
rectly as developed, either as urban or partly urban areas.
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figure 6.4 The model’s simulation accuracies in 2006 under different transition rules.
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The spatial accuracies of the simulation results of 2006 show that, although the 
overall agreement between the simulated and actual urban growth of Sydney reached 
86.3%, significant discrepancies between the two data sets exist in each category of 
the cell states (Table 6.2). For instance, the simulated results show that 67.6% of the 
total areas were in the non-urban state in 2006, whereas 7.6% and 24.8% were in partly 
urban and urban states, respectively. However, the actual urban composition was 63.2% 
for non-urban areas, 10.3% for partly urban areas, and 26.5% for urban areas.

In addition, the producer’s accuracy for the partly urban category was only 46.8% 
and the user’s accuracy was also as low as 63.6%. This shows that over half, that is, 
53.2% of the partly urban areas that had been developed on the ground had been 
omitted from this category by the model. On the other hand, 36.4% of the partly 
urban areas identified by the model were committed incorrectly into this category. 
For the urban category, an omission error of 12% and a commission error of about 
6% were also observed.
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figure 6.5 The overall simulation accuracy (a) and the Khat coefficient (b) generated by the 
model under different transition rules over time.
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Legend
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figure 6.6 Spatial discrepancies between the actual urban extent and the simulated results 
from the model in 2006 under unconstrained urban growth conditions. The figure shows that 
large patches of developed or partly developed land were omitted by the model.
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Comparing the omission and commission errors of each category individually, 
it was the omission errors that were dominant in both the urban and partly urban 
categories, and the commission error that was dominant in the non-urban category, 
indicating that the model did not generate sufficient development to match the actual 
urban development of Sydney. Therefore, some cells were omitted from the urban 
or partly urban category and committed to the non-urban category incorrectly. As 
such, the Khat coefficient was only 76.1%. Even by changing the initial setting of 
the parameters and the balance between the transition rules as well as calibrating 
the model over time, the model was not able to launch sufficient development from 
the non-urban cells. The discrepancy between the simulation results and the actual 
urban development indicated that there were other conditions that had promoted con-
tinuous urban growth or generated new development.

6.2.2 TopoGraphiCally ConSTrained developmenT

This version of the model introduced a set of secondary transition rules reflecting 
the topographical constraints on the urban development of Sydney. The model first 
introduced land slope as a constraining factor. Subsequently, studies of the Sydney 
region show that urban development in the southern part of Sydney near Menai was 
largely driven by the relatively high terrain, beautiful natural environment, and close 
proximity to the east coast. Geographically, this area is situated in the transition 
between the Woronora Plateau and the Cumberland Plain. Most of the area has a 
terrain about 100 m above sea level. Thus, residents can enjoy the beautiful views of 
the sea and the coast. To represent these conditions, transition rules were introduced 
in the model, representing the attractiveness of the terrain and coastal proximity to 
urban development.

By calibrating the model’s parameters with the urban area data sets of Sydney 
from 1976 to 2006, a different scenario of the urban development of Sydney was 
generated, resulting in slightly better accuracies of the model in all categories (see 
Table 6.2). However, results from this version of the model still show high omission 
and commission errors, especially in the partly urban category. Even though the 
model was capable of controlling the urban development in areas having a steep 
terrain and initiating new development to some extent in areas having advantageous 
terrain and coastal proximity attractions, the model was not able to generate enough 
development to match the actual development that occurred on the ground. Hence, 
it was necessary to introduce new rules for the transition of the cells from the non-
urban to partly urban and urban states.

6.2.3 TranSporTaTion-SupporTed developmenT

Next, a number of secondary transition rules were added to the model to represent 
the support of the transportation network on urban development in Metropolitan 
Sydney from 1976 to 2006. These transition rules have resulted in different patterns 
of urban development scenarios in Sydney. Figure 6.7 illustrates three snapshots of 
the results generated by the model in 1986, 1996, and 2006, respectively.

Comparing the model’s results with the actual urban development of Sydney over the 
same time period (see Figure 6.2b–d), a good similarity between the simulated results 
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and the actual urban extent can be observed when rules representing both topographi-
cal conditions and transportation network support were implemented in the model. A 
poorer similarity between the model’s results and the actual urban extent exists during 
the early calibration stage from 1976 to 1986; however, this improved when the model 
was calibrated toward the later stages. Geographically, the model generated most of the 
urban developments that occurred in the west and south-west parts of Sydney.

The simulation accuracies of the results generated by this version of the model show 
that, with both topographical constraints and transportation support, the model gener-
ated an overall accuracy of 88.4% and a Khat coefficient of 80.4% (see Table 6.2). This 
shows a better match of the model’s results with the actual urban development on the 
ground. In particular, the individual accuracy of each category improved by various 
degrees, with a significant increase in the partly urban category in both the producer’s 

Legend
Non-urban
Partly urban
Urban

(a)

(b) (c)

figure 6.7 Snapshots of the urban scenarios generated by the model with topographical 
constraints and transportation support in (a) 1986, (b) 1996, and (c) 2006.
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and user’s accuracies. As a result, the omission error of the partly urban cells was 
reduced from 53.2% in the previous version of the model to 42.5% in the current ver-
sion. The omission error of the urban category also decreased from 9.2 to 5.8%. On 
the other hand, commission errors for the partly urban and urban categories have also 
decreased to 37.5% and 8.6%, respectively. These improvements indicate that the model 
generated more development that matches the actual urban development in Sydney.

6.2.4 urban planninG poliCieS and SChemeS

The last version of the model was produced by adding another set of secondary tran-
sition rules representing the impact of various urban planning policies and schemes 
on the urban development of Sydney over the lifespan of the respective planning 
schemes. As previously discussed, urban planning schemes were introduced in the 
model in two ways. One was by initiating more development in areas proposed for 
development, and the other by controlling the overall speed of urban development 
based on the nature of the respective planning schemes.

By adding this set of transition rules to the model, its overall simulation accuracy 
increased to 90.4%, and the Khat coefficient also increased to 83.6% in 2006 (see 
Table 6.2). This shows a close resemblance between the simulated results and the 
actual urban development in Sydney (see Figure 6.2). In particular, although the pro-
ducer’s accuracies in each category have only slightly changed, the user’s accuracy 
in the partly urban category has increased by over 10%, resulting in a low commis-
sion error of only 27.3% in this category (see Table 6.2 (d) and (g)).

It should be noted that even though areas proposed by each of the planning schemes 
were introduced into the model as accelerating factors to initiate new or speed up exist-
ing development, the impact of these factors was weak. For instance, the 1968 urban 
planning scheme was implemented in the model from 1976 to 1987. Based on this 
planning scheme, areas proposed in principle to be urban in the future were identified 
as having a higher probability to be developed. However, the calibration of the model 
shows that this “higher probability” can only be represented by an increase of around 
40 to 50% in the value of the model’s planning control parameter, which only became 
effective when this factor worked in conjunction with other conditions such as self-
propensity and neighbourhood support, or with other secondary transition conditions.

For the 1988 urban planning scheme, the effective lifespan of the plan was from 
1988 to 1994. However, no significant development had occurred in the areas under 
consideration during the lifespan of the plan. Therefore, apart from assessing all 
other conditions such as self-propensity for development and neighbourhood sup-
port, as well as topographical conditions and transportation support, no additional 
probability was accredited to this planning scheme for new or continuous develop-
ment. Instead, a global parameter was assigned to increase the rule-firing threshold 
by 20%, that is, from 0.5 to 0.6, reflecting the preference of the plan in limiting urban 
sprawl and promoting urban consolidation and redevelopment.

For the 1995 urban planning scheme, the effective lifespan of the plan on Sydney’s 
development started from 1995 until the new metropolitan strategy was proposed in 
2005. Based on the plan, areas proposed for development in the urban development 
programmes were assigned a higher probability for development than other areas; 
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this probability was configured at a percentage ranging from 40 to 60%, subject to 
other conditions. In addition, a higher rule-firing threshold of 0.6 was also applied 
globally to reflect the overall control on urban expansion and the promotion of urban 
consolidation and redevelopment.

Should any of the parameters related to urban planning schemes and policies 
be changed even slightly in the model, major discrepancies between the simulated 
results and the actual urban development on the ground would follow, which may 
result in low simulation accuracies of the model. This is because not all areas planned 
for urban development have actually been developed over the proposed time periods. 
Urban development occurred only in areas having a certain degree of accessibility 
and services, such as a relatively flat terrain and support for development from the 
transportation infrastructure. Hence, to ensure that development will actually occur 
as proposed in the planning schemes, it is important to improve the level of accessi-
bility to such areas and the spatial connection communication between the proposed 
and other developed areas.

6.2.5 oTher TranSiTion ruleS

So far, the model has tested the impact of a number of secondary transition factors 
on the process of urban development in Sydney from 1976 to 2006. Each of these 
factors, including the physical landscape constraints, transportation network, as well 
as urban planning programmes, was identified as a major contributor to the urban 
development of Sydney. Although it was difficult to separate the contribution of each 
individual factor to this development, it was clear that transportation network played 
the most significant role among all other secondary transition rules. In addition, 
urban planning as represented in this model also contributed to Sydney’s develop-
ment. Only some of the proposed urban development areas that were supported by 
a certain degree of transportation infrastructure and services have been developed. 
The urban planning programs have also contributed to Sydney’s development by 
releasing the constraint of topographical conditions and reinforcing the impact of 
transportation network on this development.

However, not all factors affecting Sydney’s urban development have been con-
sidered in the model. For instance, although the transportation network has been 
implemented in the model to represent accessibility, factors such as journey to work 
and access to other services and facilities including schools, shops, sewerage, and 
drainage systems were not modelled. This is partly due to the difficulty in collecting 
the spatial and non-spatial data to quantify the impact of such factors on the urban 
development of Sydney. In this regard, the model needs to be fine-tuned when more 
spatial data become available.

Nonetheless, the model has demonstrated a flexible way in which different rules 
can be implemented in the cellular automata model to control the simulation of 
urban development. Other factors, such as urban infrastructure (drainage and sewer-
age systems), incomes, and community services, can also contribute to the urban 
development of Sydney. Some of these factors could be important to local urban 
development. Nevertheless, the model has produced realistic results in illustrating 
Sydney’s urban development.
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With the flexibility of rule implementation within the model, more rules can be 
added to fine-tune it, provided that a good understanding of the rules is maintained 
and good data are collected. The flexibility of the model enables it to function not 
only as an analytical tool to understand the factors controlling the process of urban 
development but also as a planning tool to experiment with various planning propos-
als and answer the “what if” questions in the planning practice.

6.3 the imPAct of neighbourhood scAle  
on the model’s results

Previous sections presented results of the model under various transition rules. In this 
modelling process, the cellular automata model of urban growth was configured with 
a circular neighbourhood having a radius of two cells. This neighbourhood size was 
not configured by intuition but through a number of experiments and comparisons 
with other neighbourhood sizes. To demonstrate the impact of neighbourhood size 
on the model’s results, this section presents results from three different neighbour-
hood sizes: the first with a radius of one cell representing a small neighbourhood, the 
second with a radius of three cells representing a large neighbourhood, and the third 
with a radius of four cells representing a very large neighbourhood (Figure 5.1a,c,d 
in Chapter 5). The initial neighbourhood setting of a radius of two cells (Chapter 5, 
Figure 5.1b) is therefore termed a medium-size neighbourhood.

6.3.1 reSulTS from The model under differenT neiGhbourhood SCaleS

Using the small, large, and very large neighbourhood sizes, the model was configured 
with both primary and secondary transition rules in the same way as discussed in Section 
6.2.4. The results generated by the model under these three different neighbourhood 
sizes are displayed in Figure 6.8, and their simulation accuracies in comparison with the 
accuracies from the medium-size neighbourhood are summarised in Table 6.3.

Comparing the results generated by the model under small, large, and very large 
neighbourhood sizes (Figure 6.8) with results under the medium-size neighbour-
hood and the actual urban development of Sydney (Figure 6.2), the model with the 
small- and medium-size neighbourhoods generated similar patterns of urban sce-
narios; their simulation accuracies were very close (Table 6.3). However, with a large 
or a very large neighbourhood configuration, the model generated significantly more 
development than the actual urban development on the ground.

Statistically, by calibrating the model temporally, the model was able to generate an 
overall accuracy of 90.1% and a Khat coefficient of 83.2% under a small-neighbourhood 
configuration. These values were very close to the results generated by the model 
under the medium-size neighbourhood. This is because the small-neighbourhood 
scale used eight cells surrounding the central cell in question, whereas the medium-
size neighbourhood only added an additional three cells in each direction (East, North, 
West, and South). Both neighbourhood sizes measured the impact of the immediate 
neighbourhood on the development of the central cell in question. However, with 
the small-size neighbourhood, the user’s accuracies for both the partly urban and 
urban categories were lower when compared to the medium-size neighbourhood 
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(b) (c)
1) Under small neighbourhood size (r = 1)

2) Under large neighbourhood size (r = 3)

3) Under very large neighbourhood size (r = 4)
(g) (h)

(d) (e) (f)

(a)

(i)

figure 6.8 Simulated urban scenarios of Sydney under different neighbourhood scales. (1) 
Under small neighbourhood size (r =1): (a) 1986, (b) 1996, (c) 2006; (2) under large neighbour-
hood size (r = 3): (d) 1986, (e) 1996, (f) 2006; under very large neighbourhood size (r = 4): (g) 
1986, (h) 1996, and (i) 2006. (Note: The legend is the same as in Figure 6.7).
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configuration, even though the producer’s accuracy for the partly urban category was 
higher. This shows that there were more commission errors than omission errors 
generated by the model under the small-neighbourhood scale.

On the other hand, when the model was configured with a large-neighbourhood 
scale of a three-cell radius, the overall accuracy of the model was reduced to 88.3%, 
and the Khat coefficient was reduced to 80.7% by the year 2006. These accuracy 
values were further decreased to 86.4% and 77.9%, respectively, when a very-large-
neighbourhood scale was applied to the model. In particular, with the large- and 
very-large-neighbourhood configurations, the producer’s accuracies at the partly 
urban category increased significantly to over 70%, whereas for the non-urban cat-
egory this accuracy was reduced to less than 90%. On the contrary, the user’s accura-
cies for the partly urban category decreased significantly to less than 60%, whereas 
for the non-urban category the user’s accuracies under the large- and very-large-
neighbourhood scales were higher. The results show that, under the large- and very-
large-neighbourhood configurations, the model generated more development than 
the actual development on the ground. Hence, the model overconsidered the impact 
of a large or very large neighbourhood on local urban development.

Owing to the discrepancies of the individual accuracies in each category from 
both the producer’s and user’s perspectives, the overall simulation accuracies of the 
model under the large- and very-large-neighbourhood scales were only 88.3% and 
86.4%, respectively, in 2006, and the Khat coefficients were as low as 80.7% and 
77.9%, respectively (Table 6.3).
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6.3.2 SimulaTion aCCuraCieS of The model over Time

Similar results were observed when examining the model’s performance under 
different neighbourhood scales over time (Table 6.4 and Figure 6.9). The overall 
simulation accuracies and the Khat coefficient values for the small- and medium-
neighbourhood scales were close, which also demonstrated consistent improvement 
over time. However, under the configurations of the large- and very-large-neighbour-
hood scales, lower simulation accuracies were observed during the whole calibration 
process of the model, with the lowest accuracy values observed around the year 1986 
(when the model was configured with a large-neighbourhood scale) and around the 
year 1996 (when the model was configured with a very-large-neighbourhood scale). 
The reason behind this temporal variation needs further investigation.
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As urban development is controlled by locally defined transition rules in a cellular 
automata model, the driving force for development a cell can receive from its neigh-
bourhood is limited to a certain distance. In the case of the urban development of 
Sydney, this distance is around two cells from the x- and y-directions of the central 
cell in question, or a 500-m radius surrounding each locality. This neighbourhood 
size corresponds to a local block or neighbourhood community. Increasing the size 
of the neighbourhood resulted in extended areas that drive the development of a cell. 
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figure 6.9 The overall simulation accuracy (a) and the Khat coefficient (b) of the urban 
development model under different neighbourhood scales over time. The model generated 
higher simulation accuracies under small- and medium-neighbourhood scales; these accura-
cies also improved consistently over time. However, significant differences between the simu-
lated results under large or very-large neighbourhoods and the actual urban development exist, 
especially around the years 1986 (when the model was configured with a large-neighbourhood 
scale) and 1996 (when the model was configured with a very-large-neighbourhood scale).
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This driving force may not exist in actual urban development. Therefore, the model 
generated overdevelopment. On the other hand, decreasing the neighbourhood size 
may reduce the size of areas that can drive the development of the cell. Hence, the 
model may generate scenarios of underdevelopment.

6.3.3 neiGhbourhood SCale and model CalibraTion

The introduction of cellular automata modelling to urban studies is an applied sci-
ence, and the neighbourhood scale plays an important role in the configuration of 
the model and its performance. Although previous researches applied both large and 
small neighbourhood sizes in modelling urban growth using the cellular automata 
approach (Li and Yeh 2000; Clarke and Gaydos 1998; Wu 1998a,b,c, 1996; Clarke, 
Hoppen, and Gaydos 1997; White and Engelen 1994, 1993), no particular validation 
of the neighbourhood scale has been explored.

Through the comparative study of various neighbourhood sizes on simulating the 
urban development of Sydney, a moderate-neighbourhood scale was selected to rep-
resent a local community that affects local urban development. This neighbourhood 
scale may not be applicable to other areas. However, as it is one of the fundamental 
elements in cellular automata-based urban modelling, it is important to understand 
the size of the neighbourhood by which a cell can be affected and examine the varia-
tion in sizes of such neighbourhood on the model’s behaviour and outcomes. By 
testing and calibrating the model under different neighbourhood scales, a suitable 
neighbourhood size may be identified for a cellular automata model to simulate the 
process of urban development.

6.4 PersPective views on sydney’s develoPment  
to the yeAr 2031

Sydney has been constantly developing over time. The preceding sections constructed 
a cellular automata model of urban development and applied the model to understand 
the factors controlling the urban development of Sydney from 1976 to 2006. With 
the setting of a medium-neighbourhood scale and the transition rules representing 
natural urban growth, topographical constraints, transportation support, as well as 
urban planning controls, the model has generated results that resemble the actual 
urban development of Sydney. An understanding of how the city has been growing 
will assist in projecting the future directions of this growth, provided the factors that 
may emerge to affect such growth in the future are well considered in the model. 
The following sections apply the fuzzy constrained cellular automata model to gen-
erate perspective views on the future extent and composition of the urban system in 
Sydney. Here, the composition of the urban system refers to the structure of the non-
urban, partly urban, and urban components of the system.

6.4.1 faCTorS affeCTinG Sydney’S fuTure developmenT

In addition to the factors previously discussed that have been driving the urban 
growth of Sydney since the 1970s, including the self-propensity and neighbourhood 
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support, topographical constraints, transportation support, as well as urban planning 
controls, a number of new drivers have emerged since 2006 that may affect the urban 
development in Sydney in the years to come. The most predominant factors are iden-
tified in the following sections, which will be implemented in the model to generate 
perspective views of urban development in Sydney from 2006 to 2031, the same time 
frame as the 2005 Sydney Metropolitan Strategic Plan.

6.4.1.1 improvement in transportation infrastructure
A significant amount of transportation infrastructure has been constructed or is cur-
rently under construction in Metropolitan Sydney since 2006. This improvement in 
transportation infrastructure will have a significant impact on the urban development 
of the city in the future. Hence, data need to be collected to update the previously 
processed transportation index data when the model is applied to generate perspec-
tive views on future urban development in Sydney.

One of the most significant improvements in the road infrastructure is the com-
pletion of the Westlink M7 Motorway in 2006. The construction of the motorway 
is to serve the rapid growth in western Sydney. This motorway starts at the Hume 
Highway/M5 South Western Motorway interchange at Prestons, passes through the 
western Sydney suburbs of Liverpool, Fairfield, Blackrown, and Baulkham Hills, 
and ends at Baulkham Hills where it joins the M2 Hills Motorway (see Chapter 4, 
Figure 4.8). The total length of the M7 Motorway is 40 km, which forms a part of the 
Sydney Orbital Motorway network. Through a number of interchanges to link the 
intercity highways to the Orbital network, the M7 Motorway provides an alternative 
to move traffic away from other busy routes, which can reduce transit time across the 
western suburbs by one hour or more.

Another important improvement is the construction of the railway line that con-
nects Epping station on the Northern line to Chatswood station on the North Shore 
line. The construction started in 2002 and is scheduled to be completed by the 
end of 2008. With major redevelopment at the two junction stations at Epping and 
Chatswood, there will also be three new stations at North Ryde, Macquarie Park, 
and Macquarie University, respectively.

In addition, a further extension of the Epping-to-Chatswood railway line to the 
north-west part of the metropolitan area will begin in 2010. This line is planned to 
open in two stages; the first stage is from Epping to Hills Centre, which is due to be 
completed by 2015, and the second stage is from Hills Centre to Rouse Hill, which 
is to be completed by 2017. The total length is 37 km, with 17 new railway stations 
servicing the suburbs of St. James, Martin Place, Wynyard, Pyrmont, Top Ryde, 
Epping, Castle Hill, Hills Centre, and Rouse Hill.

Yet another commuter railway line that is planned is the South West Rail Link, 
connecting Glenfield and Leppington. This railway line is designed to cater to 
the growth in the South West Growth Centre proposed in the 2005 Metropolitan 
Strategic Plan. The total length is 12 km, with two new stations at Leppington 
and Edmondson Park, respectively. The project also includes a train stabling 
facility to the west of the new Leppington station. According to the plan, the 
construction of the project will begin in 2009 and is expected to be completed 
in 2012.
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Data reflecting this transportation infrastructure development are collected and 
processed to update the transportation data sets of the model. The time lines in the 
construction of the transportation network are also considered; hence, a temporal 
database reflecting the constant change of transportation infrastructures is main-
tained and used by the model.

6.4.1.2 the impact of the 2005 metropolitan strategic Plan
Another important factor that will affect the future urban development of Sydney 
is the 2005 Metropolitan Strategic Plan (New South Wales Department of Planning 
2005). As discussed in Chapter 4, Section 4.1.2.5, the Metropolitan Strategic Plan 
has identified a global economic corridor, a hierarchy of cities and urban centres, 
as well as two new growth centres. Areas around transportation routes that connect 
cities and urban centres are also identified as development corridors. To reflect the 
impact of the strategic plan on the future urban development of Sydney, a number 
of new data sets including a point data set for cities and urban centres and a polygon 
data set illustrating the North-West and South-West Growth Centres were collected 
and processed in ArcGIS. The development corridors were identified by generating 
buffer zones around the Sydney Orbital Motorway Network and along the major 
railway lines (see Chapter 4, Figure 4.8).

Similar to the way the urban planning control factor was introduced into the cel-
lular automata model as secondary transition rules during the model calibration pro-
cess, the possible impact of the Sydney Metropolitan Strategic Plan was introduced 
into the model in two ways: the first, to act as an accelerating factor to promote urban 
development along the development corridors, cities, and urban centres, which is 
achieved by reducing the rule-firing threshold in the model; and the second, to initi-
ate new development within the growth centres, especially those areas with good 
accessibility to transportation infrastructure and services.

Based on the assumption that the 2005 Metropolitan Strategic Plan may play a 
weak or strong role in guiding the urban development of Sydney, the model has been 
applied to generate two perspective views of the year 2031, one under weak planning 
controls and the other under strong planning controls.

6.4.2 perSpeCTive viewS of urban developmenT under 
differenT planninG ConTrol faCTorS

According to the 2005 Metropolitan Strategic Plan, a hierarchy of regional cities, 
specialised centres, major centres, and planned and potential major centres were 
assigned different weights representing the impact of these cities or centres on the 
urban development of a region. Under the assumptions that urban planning will play 
a weak or strong role in guiding the urban development of Sydney to the year 2031, 
two different sets of weights were assigned to the centres to represent the strength of 
the centres affecting urban development, which are listed in Table 6.5.

Centres having large weights will have a larger coverage of areas to impact upon 
and also more strength to drive the urban development of the region, whereas cen-
tres having small weights will have a smaller coverage of areas to impact upon 
with weaker strengths. However, with the development of the centres themselves, 
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a planned major centre may gain more weight to impact the urban development of 
neighbouring areas. This is the same for the potential major centres.

The overall impact of the urban planning factor on urban development is reflected 
in the model through the setting of the rule-firing threshold (see Chapter 3, Section 
3.3.3.2 for more discussion on the rule-firing threshold). Under the assumption of 
the weak planning control conditions, the rule-firing threshold for urban develop-
ment is set to 0.5, the value that was calibrated in the previous sections to generate 
views that matched well with the actual urban development on the ground. For 
development under the strong planning control conditions, the rule-firing threshold 
was set 20% lower. This implies that under the strong planning control factors, 
areas identified by the plan, which also satisfy other development conditions, will 
have a 20% higher chance of being developed than those identified under the weak 
planning control conditions.

With the aforementioned assumptions and the updated transportation data 
set, the model was implemented using the actual urban extent of Sydney in 2006 
(as a starting date) to generate perspective views of Sydney up to the year 2031. 
Figure 6.10 illustrates snapshots of the urban scenarios of Sydney in 2021 and 
2031 under the two different assumptions of urban planning control factors. 
Figure 6.11 illustrates areas developed from 2006 to 2031 under these two differ-
ent assumptions.

tAble 6.5
weights Assigned to the hierarchy of urban centres under the weak and 
strong Planning control conditions

type centre names

weight

under weak 
planning controls

under strong 
planning controls

Global Sydney Sydney City, North Sydney 5 10

Regional city Parramatta, Liverpool, Penrith 4  8

Major centre Bankstown, Blacktown, Bondi Junction, 
Brookvale-Dee Why, Burwood, 
Campbelltown, Castle Hill, Chatswood, 
Hornsby, Hurstville, Kogarah

3  3

Specialised 
centre

Macquarie Park, St Leonards, Olympic 
Park-Rhodes, Port Botany, Sydney 
Airport, Randwick Education and 
Health, Westmead, Bankstown 
Airport-Milperra, Norwest

2  4

Planned major 
centre

Rouse Hill, Leppington, Green Square 2  4

Potential major 
centre

Sutherland, Cabramatta, Mt Druitt, 
Fairfield, Prairiewood

1  2
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Comparing the simulated scenarios of urban development in 2021 and 2031 with 
the actual urban extent in 2006, it is clear that urban development will continue in 
two ways: one is through the in-filling of areas within the currently existing urban 
or partly urban areas, and another is through expanding toward the west and south-
west of the metropolitan areas (Figure 6.11). Through the in-filling process, some of 
the vacant land within the existing urban areas will be developed into partly urban 
or even urban areas, and some areas that are already developed to a certain extent 
will continue to be further developed into a fully urban state. Results from the model 
show that large patches of land that will be developed can be seen around the Sydney 
Airport area in the east, the Sydney’s Olympic site at the Homebush Bay area, and in 
the south part of Sydney near Menai.

(1a) (1b)

(2a) (2b)

1) Projected views of Sydney under the weak
control of the Metropolitan Strategic Plan

2) Projected views of Sydney under the strong
control of the Metropolitan Strategic Plan

figure 6.10 Perspective views on Sydney’s development. (1) Projected views under weak 
control: (1a) 2021 and (1b) 2031. (2) Projected views under the strong control: (2a) 2021 and 
(2b) 2031.
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The outward expansion of urban areas will largely be seen in three major direc-
tions. These include the west direction, which is from Parramatta to around Penrith; 
the south-west direction along the highway and railway lines toward Liverpool and 
Campbelltown; and the north-west direction along the railway line to Riverstone 
and Windsor.

Statistically, areas that will be developed from non-urban to partly urban or urban 
states, or from partly urban to urban states, will increase by 10–11.6% from 2006 
to 2031, depending on the strength of the Metropolitan Strategic Plan in control-
ling their development. Subsequently, non-urban areas will decrease by the same 
percentage. Table 6.6 presents results of the projected urban area compositions from 
2011 to 2031 under the two different assumptions of planning control conditions 
mentioned earlier.

However, by comparing the two sets of results under the different strengths of 
urban planning controls, the results under the weak planning controls generated 
more development in the partly urban category, although areas in the fully urban 
category will be 2.7% less compared to the urban areas under the strong planning 
control factors by the year 2031. On the other hand, the percentage of non-urban 
areas under weak planning control factors is 1.6% less than that under the strong 
planning control factors, and areas in the partly urban category will be 4.3% higher. 
This indicates that under the weak planning control factors, more non-urban areas 
will be chosen for development. However, the extent of development will be less 
intensive; hence, more areas will be in the partly urban state by the year 2031.

Legend
Partly urban to Urban
Non-urban to Urban
Non-urban to Partly urban

Legend
Partly urban to Urban
Non-urban to Urban
Non-urban to Partly urban

(a) (b)

figure 6.11 A comparison of areas that will be developed from 2006 to 2031 under the 
(a) weak and (b) strong planning control of the Metropolitan Strategic Plan.
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Compared with the results under the weak planning control factors, those under 
the strong planning control factors show that urban development will be more inten-
sive, especially after the first 5 years from 2006 to 2011; the effect of the Metropolitan 
Strategic Plan will start to show from 2011 onward. By the year 2031, the composi-
tion of non-urban areas under strong control factors will be 1.6% higher than that 
under weak planning control factors, indicating that about 60 km2 of land will be 
saved from urban development. However, the reduced amount of land for develop-
ment does not mean less development but that it is compensated by a lower per-
centage of the partly urban areas and a higher percentage of the fully urban areas. 
Therefore, more rural land will be saved under the strong planning control condi-
tions, and more partly developed urban areas will undergo further development to 
reach the fully urban state.

Overall, urban development in Sydney will continue through both in-filling in 
existing urban areas and outward expansion toward the west, south-west, and north-
west directions. Development will be greatly affected by the neighbourhood effect 
and the transportation network. In addition, the topographical constraints on this 
development will also be important, especially when the urban areas of Sydney 
extend further outward from existing urban areas. Urban planning controls will play 
an important role in the process of urban development. The development may be 
more spread out if the strength of such planning controls is weak, or more con-
centrated if strong planning controls are in force. The prediction of the model has 
generated maps to show where the urban development of Sydney will occur in the 
two-and-a-half decades from 2006, which can be used to guide future urban devel-
opment and land management.

6.5 conclusion

This chapter presented results of the cellular automata model of urban development 
in Sydney based on fuzzy constrained transition rules. A retrospective approach 
in calibrating the model was applied. The calibration of the model was conducted 

tAble 6.6
Projected urban Area compositions from 2011 to 2031 under the weak and 
strong Planning control conditions

Percentage of each category under the weak planning controls (%)
2006 (actual) 2011 2016 2021 2026 2031

Non-urban 63.1 60.6 58.3 56.9 54.6 53.1
Partly urban 10.3 10.8 13.0 14.1 15.6 16.7

Urban 26.5 28.5 28.7 29.0 29.9 30.2

Percentage of each category under the strong planning controls (%)
2006 (actual) 2011 2016 2021 2026 2031

Non-urban 63.1 60.6 59.0 58.0 56.0 54.7
Partly urban 10.3 10.9 11.1 11.0 11.8 12.4

Urban 26.5 28.5 29.9 31.0 32.2 32.9
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systematically over time with the accuracies of the model’s outcomes being com-
pared to the actual urban development of Sydney between 1976 and 2006. Through 
this calibration, the impacts of various factors on the urban development of Sydney 
between 1976 and 2006 were evaluated. Although urban development can be 
affected by a number of factors, the self-propensity for development and neigh-
bourhood support; transportation network; and topographical constraints such as 
slope, terrain, and coastal proximity attractions were identified as major drivers 
of Sydney’s urban development. In addition, urban development in Sydney did not 
occur in all areas as was planned in the various planning programmes. However, 
such plannings affected Sydney’s urban development by releasing the constraints of 
other factors such as slope of the area, and by reinforcing the impact of the trans-
portation network.

The discussion on the model’s outcomes under different neighbourhood sizes 
showed that, by varying the size of the neighbourhood configuration, significant 
impacts on the behaviour of the cellular automata model could be identified. For 
Sydney, a circular neighbourhood, the radius of which corresponds to a local block 
or neighbourhood community, was found to be the most accurate. When applying 
this model to simulate the process of urban development of another city, this neigh-
bourhood size may not be applicable, and research will be needed to search for the 
appropriate neighbourhood size. What have not been studied in this model are the 
impacts of cell scale and the interactions between the cell scale and the neighbour-
hood size on the model’s behaviour and outcomes. These need to be addressed in 
future research.

With the satisfactory calibration of the cellular automata model for the urban 
development of Sydney in a retrospective process, the model was applied to generate 
perspective views of the city for the next 25 years. Results presented realistic ideas of 
the expected patterns and composition of Sydney’s urban development up to the year 
2031. Although a number of statistics have been generated from these predictions, 
the value of the model was not so much its ability to predict the extent of urban areas 
but to identify areas with all the necessary conditions to support development. The 
perspective views of Sydney generated by the model highlighted the importance of 
urban planning controls, leading to the conservation of more non-urban land and the 
promotion of intensive development from the partly urban to the fully urban extent.
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7 Future Research 
Directions

Modelling urban development has been the objective of urban research for over a 
hundred years (Batty 1998). This book presented a simulation model of urban devel-
opment using the cellular automata approach incorporating fuzzy set theories and 
spatial information technology. Through the development of the model, the book 
contributes to the integration of fuzzy sets, cellular automata modelling, and geo-
graphical information systems (GIS) for urban development research. Significant 
advances have been made to the application of the fuzzy set theory for delimiting 
urban areas, as well as the application of fuzzy logic control in defining the transition 
rules of an urban cellular automata model. The application of the model has enabled 
an understanding to be developed of the controls and patterns of the urban develop-
ment of Sydney from 1976 to 2006, and the provision of perspective views on the 
future directions of urban development under physical constraints, socio-economic 
conditions, and urban planning controls. Moreover, by implementing various transi-
tion rules in the model and examining its behaviour under various conditions, this 
book demonstrates how the cellular automata model of urban development can be 
used, first as an analytical tool to explore the rules or factors underpinning the pro-
cess of urban development, and second as a planning tool to generate predictive 
scenarios of urban development and to answer various “what if” questions.

The principles of cellular automata was developed under the philosophy of open 
systems and the Chaos Theory, which claims that dynamic complex system behav-
iours emerge from local actions. By applying the cellular automata approach to model 
the process of urban development, the results obtained in this book demonstrate that 
the structure and behaviour of an urban system can be generated by locally defined 
transition rules. These transition rules can be represented by a set of simple “if–then” 
statements. The more one understands the system being modelled, the better the 
rules can be fine tuned for an accurate representation of the system.

This book demonstrates the power of using a fuzzy constrained cellular automata 
model and GIS technologies to simulate the process of urban development. As the 
model implements transition rules set in accordance with its calibration principles, 
the impact of each rule or factor on the model’s behaviour and output can be identi-
fied and evaluated. Therefore, the model functions as an analytical tool to explore 
and evaluate the impact of rules or factors underpinning the process of urban devel-
opment. With the flexibility of implementing transition rules, planners and decision 
makers can use the model to test various planning options to answer their “what if” 
questions. This modelling methodology contributes to the increasing literature on 
the application of cellular automata in urban planning as well as an understanding of 
the processes and controls of urban development.
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The calibration of a simulation model is an essential component of model con-
struction. A model is complete only if it has been tested and calibrated to be a true 
representation of the real system it models. In this book, the fuzzy constrained cel-
lular automata model of urban development of Sydney was calibrated following a 
number of preset principles. The calibration was conducted using the actual urban 
extent data of Sydney between 1976 and 2006 in three consecutive ways: visual cal-
ibration, statistical calibration, and calibration over time. Through the simulation 
accuracy assessment, rules or factors controlling the process of urban development 
in Sydney were explored and evaluated. Predictions from the model have generated 
reasonable patterns for the urban development in Sydney for the two-and-a-half 
decades from the base year in 2006.

The fuzzy constrained cellular automata model developed in this book provides 
a useful tool for understanding the spatio-temporal processes of urban development 
in Metropolitan Sydney. However, the problems or limitations of using this approach 
in urban development modelling cannot be underestimated. This section addresses 
several limitations of the model and defines some future research directions for the 
application of the cellular automata modelling of urban development.

7.1 LocaL and gLobaL transition ruLes

One limitation of the cellular automata approach for modelling urban development 
is that its transition rules are defined by local scales, and the scale of the neighbour-
hood influencing the transition of cells applies uniformly to all cells over the whole 
area. In the real situation, not all factors affect urban development at a local scale. 
Some factors, such as urban planning and the transportation network, may affect 
urban development at a regional level. In particular, developments in information 
technology and telecommunications have had fundamental consequences for the 
patterns and processes of urban change throughout the world (Herbert and Thomas 
1997). The extent of urban development as a locally defined process and the range of 
local and global factors being utilised in a cellular automata model of urban develop-
ment need further research.

7.2 appLications of fuzzy set and fuzzy Logic

Previous applications of the cellular automata regard urban development as a binary 
process of non-urban to urban conversion (Clarke and Gaydos 1998; Wu 1998a,b,c, 
1996; Wu and Webster 1998; Clarke, Hoppen, and Gaydos 1997). In practice, the 
boundary between non-urban and urban areas is not a sharp line. By introducing the 
fuzzy set theory for delimiting urban areas, a fuzzy membership grade was defined to 
denote the state of cells of a cellular automaton in an urban fuzzy set. With the mem-
bership grade, the state of all cells of the urban cellular automata were represented by 
a series of continuous values representing the fuzzy transition from non-urban to partly 
urban and then fully urban. Hence, there is no sharp boundary between cell states.

Many factors or rules, such as land topography, transportation, terrain, and coastal 
proximity affect urban development in a non-deterministic manner, characterising the 
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process of development with a range of uncertainties. Recent studies on modelling 
urban development have addressed the non-deterministic uncertainties of urban devel-
opment in a number of ways, including the application of stochastic and probability 
theories (for example, Bell, Dean, and Blake 2000; Li and Yeh 2000; Batty, Xie, and 
Sun 1999; White, Engelen, and Uljee 1997) and fuzzy sets (for example, Wu 1998b, 
1996; Wang and Hall 1996; Wang 1994). Through the integration of cellular automata 
with the fuzzy set theory and fuzzy logic controls, the transition rules of urban cellular 
automata were implemented using a number of linguistic variables, such as “fast,” 
“very fast,” “normal,” or “slow,” “very slow,” and so forth. The application of natural 
language statements made the modelling process more realistic and transparent.

With the application of fuzzy set and fuzzy logic, the cellular automata model 
of urban development constructed in this book has generated accurate outcomes in 
simulating the process of urban development in Sydney. However, the claim of urban 
development as a probabilistic and fuzzy process remains in the realm of assertion. 
Moreover, comparative analysis of the model’s outcomes and those that might be 
generated by a standard cellular automata model might provide further information 
as to whether or not or to what extent the application of fuzzy sets has generated 
more accurate outcomes in modelling urban development.

The application of the fuzzy set theory to delimit urban areas provides a means to 
depict urban development as a continuous process. With the implementation of the 
fuzzy constrained transition rules of the urban cellular automata model, the process 
of urban development modelling is more realistic and transparent. However, as the 
membership grade of an urban fuzzy set and the linguistic modifiers of the transition 
rules were defined in a subjective manner, the interpretation of the model’s results 
was restricted (Wu 1996). Other approaches, such as the artificial neural network 
(Openshaw and Openshaw 1997), the analytic hierarchy process (AHP; Saaty 1980), 
and the multicriteria evaluations (Wu and Webster 1998) were suggested to assist 
the definition of membership functions (Wu 1998c, 1996; Banai 1993). Applications 
of these approaches in the simulation of urban development based on the cellular 
automata approach are worthy of further research.

7.3 urban consoLidation and  
anti-urbanisation processes

This book focuses on simulating the process of urban expansion. No consideration 
was given to either the process of urban redevelopment or consolidation, or the urban 
decline or anti-urbanisation processes. With the rapid increase of urban population 
worldwide and the increased concerns on preserving prime agricultural land and 
the natural environment, the consolidated use of urban land becomes increasingly 
important. For Sydney, there has been a long debate on the redevelopment of existing 
urban areas (New South Wales Department of Planning 1995; Powell 1966). Worthy 
questions for further research concern whether or not the cellular automata model of 
urban development can be applied to simulate the process of urban redevelopment 
or the anti-urbanisation process, and how transition rules can be defined in an urban 
cellular automata model to simulate these processes.
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7.4 the spatiaL area unit and its interaction 
with the neighbourhood scaLe

When modelling spatial phenomena, a fundamental problem is the scale of unit to 
which the model is fitted (Fotheringham and Wong 1991). For urban models based 
on the cellular automata approach, this refers to both the size of cells and the neigh-
bourhood scale. In this book, the cellular automata model of urban development was 
configured with a cell size of 250 m. The effects of different scales of neighbourhood 
were tested, and a circular neighbourhood with a radius reflecting the size of a local 
community was selected to model the urban development of Sydney. The theoretical 
basis for selecting the cell size and neighbourhood scale was unclear. The impact of 
different cell scales on the model’s behaviour was not discussed; this requires fur-
ther research. Furthermore, the relationships and interactions between the cell size 
and the neighbourhood scale on the behaviour of the urban cellular automata and its 
outcomes also require further research.

7.5 reappLicabiLity of the modeL

The cellular automata model of urban development constructed in this book was 
applied and calibrated only for Metropolitan Sydney. Future work with this model 
will involve testing the model in other regions, such as in the highly urbanised city 
state of Singapore, or in the fast growing metropolitan region of Shanghai in China. 
Further applications of the model to predict and understand controls of urban growth 
will provide significant contributions to the cellular automata-based urban model-
ling as well as the understanding of urban growth itself.
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A

Abstraction levels, 4, 7
Accelerating factors for development, 80, 81; 

See also Transportation
Action-at-a-distance neighbourhood, 41–42
Agent-based models, 17, 18–19
Aggregation
 diffusion-limited (DLA), 17–18
 spatial data, 22

Aggregative approach, modelling, 11
Agricultural location, Von Thünen model, 4, 7, 

8, 11
Analogue models, 4
Analytical capabilities, 20
Analytical hierarchy process (AHP), 48,  

121, 161
Analytic models, 5
AND function, 58
Anti-urbanisation processes, future research 

directions, 161
Approximations of reality, 3
Approximations of unreality, 7
ArcCatalog, 130
ArcGIS
 cellular automata modeling, 128
 Spatial Analyst extension, 117
 Sydney, 101, 129–130
 TDI point and line density index  

computation, 117
ArcMacro Language (AML), 128, 129
ArcMap, 130
Area data sets, Sydney model calibration  

with, 142
Area definition, urban; See Urban area definition
Area units, spatial, 22, 162
Artificial neural network-based models,  

49–50, 161
Atlanta, 39
Attractive effects, cell weight, 43
Automata, 17, 18; See also Cellular automata

B

Behavioural approach
 cell-based framework, 36
 models and modelling theory, 13–14

Behaviour of models, 21
Behaviour of systems, 27

Behaviour patterns
 behavioural approach to modelling, 13
 cellular automata versus multiple agent 

systems, 18–19
Bifurcation, 16
Binary cell states, cellular automata, 41
Binary map data, weights of evidence  

approach, 50
Binary states, cellular automata models, 52
Boolean logic, 55, 58, 64, 66, 69
Boundaries/boundary representations
 cellular automata models, 41, 52
 fuzzy constrained cellular automata model, 

54–55
 fuzzy systems, 19, 60
 iCity model, 41
 urban area definition

  as fuzzy process, 60
  Sydney, 102, 104, 105–107

Boundary representations, 54
Burgess, E.W., 8, 9

C

C (programming language), 129
Cadastral boundaries, 54
Cadastral parcels, 41
Cadastral units, 40
Calibration, 160
 cell size in ArcGIS GUI, 130
 fuzzy transition rules, 81–82
 model building stages, 6
 SLEUTH model phases, 47
 Sydney model, 103, 158

  GIS implementation, 131, 132
  neighbourhood scale impact on model’s 

results, 151
  planning effects, 118–119
  principles, 120–122
  results under different neighbourhood 

scales, 146
  sequence of, 133, 134, 135
  simulation accuracy measurement,  

122–128
  topographically constrained  

development, 142
  transportation supported development, 143
  urban planning schemes, 144

 transportation density index (TDI) and, 116
 urban area definition, 60

Index
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Cartographic time, 51
Cascading systems, 14, 15
Cell-by-cell comparisons, error matrix 

approach, 122–123, 124
Cells
 cellular automata, 25, 28
 Sydney model, 158

Cell size
 graphic user interface design, 130, 131
 Sydney model, 111–112, 158

Cell state
 fuzzy transition rules, 52
 Sydney model specification, 111–112

Cellular automata, 21, 25–52, 159, 160
 contemporary practices, 38–51

  from binary and multiple to continuous cell 
states, 41

  modelling time, 51
  neighbourhood definitions, 41–45
  space tessellation, 38–41
  transition rule variations, 45–51

 fuzzy constrained; See Fuzzy constrained 
cellular automata model

 fuzzy set theory and fuzzy logic controls, 161
 modelling

  complex features of, 29–30
  game, 25–27
  simple model, 27–28

 multiple agent systems (MAS) versus, 18–19
 principles of, 5
 SimLand components, 48
 simple model, 28, 29
 Sydney; See also Sydney, modelling

  GIS implementation, 128–129
  study area, 87
  urban planning schemes, 103

 urban modelling, 30–38
  advantages of, 33–35
  early applications of, 35–38
  example of, 30–33

Cellular automata machine (CAM), 35
“Cellular Geography” (Tobler), 36
Census data
 defining urban areas, 59, 61, 85, 102, 107
 Sydney

  physical urban areas, 102
  visualisation of changes, 107, 108, 109

Central Place Theory (Christaller), 8
Centre of area method, defuzzification, 82
Change dynamics, constrained cellular automata 

model, 38, 39
Chaos, cellular automata features, 30
Chaos Theory, 5, 16–17, 21
Chapin, Stuart, 13, 14, 36
Chicago Area Transportation Study (CATS), 11
Chicago School of Human Ecology, 9
China, Guanzhou City, 35, 39, 42, 47–48

Cincinnati, 39
Circular neighbourhoods, 44, 45
Cities as self-organizing systems, 16–19
Cities for the 21st Century (1995), 97, 118,  

119, 144
City of Cities (2005), 97–99, 119
City of Cumberland Planning Scheme (1948), 

90–92
Clark, C., 12
Classical logic, 64–65
Classical models of urban ecology, 10
Coastal proximity, 115, 119, 142, 158, 160
Cognitive behavioural approach to modelling, 

13–14
Coincidence matrices, 44
Combined transition rules, 45
Commission error; See Errors, omission and 

commission
Community services, Sydney model, 119, 145
Compatibility/incompatibility, cell weight, 43
Complement, fuzzy operation, 58, 59
Complex behaviour
 cellular automata

  transition rule variations, 45
  urban modelling, 32–33

 local actions and, 159
Complexity
 cellular automata features, 29–30
 mechanisms of, 27

Complexity theory, 22, 27
Complex open systems, 8
Component object model (COM)-compliant 

programming languages, 129, 130
Computation errors, 21
Computation time
 iCity model, 41
 resolution selection, 39

Computer technology
 custom-built software, 129
 factor analysis, 10
 and mathematical models, 8

Concentric Zone Model (Burgess), 8
Concentric Zone Model of Burgess, 9
Conceptual models, 4
Confidence level, rule firing threshold, 78
Consolidation, future research directions, 161
Constrained cellular automata model, 39
 development of, 38
 fuzzy; See also Fuzzy constrained cellular 

automata model
 Sydney; See Sydney, modelling
 testing, 39
 transition rule variations, 45–46, 47–48

Constraining factors for development
 as fuzzy variables, 80–81
 terrain; See Topography



Index 179

Constraints on action, 8–9
Consumers, neoclassical approach to modelling, 

11–12
Contemporary practices of urban development 

modelling, 16–20
 cities as self-organizing systems, 16–19
 fuzzy set and fuzzy logic, 19
 GIS and, 19–20

Continuous cell states, 41
Contraposition, 65
Controls, 14, 15
 behavioural approach to modelling, 13
 local versus global, 42

Controls, fuzzy constrained cellular automata-
based modelling, 62–70

 calibration of, 82
 linguistic variables and fuzzy logic, 63–67

  basic logic terms and reasoning, 64–65
  fuzzy logic, 66–67
  linguistic variables, 63–64

 processes, 67–68
 Sydney model, perspective views under 

different planning control factors, 
153–157

Conway, John, 26, 27, 36
Correlations, modelling pitfalls, 7
County of Cumberland Region (CCR),  

85–88
Crisp set theory, 55
Cross-tabulation map, 44
Cycle, growth, 46–47

D

Data
 census; See Census data
 GIS sources, 8, 128–129
 remote sensing; See Remote sensing 

technology
 Sydney model calibration with, 142
 technical problems in modelling, 22

Database (transaction) time, 51
Decision-making process
 behavioural approach to modelling,  

13–14, 36
 fuzzy logic control, 68
 fuzzy systems, 19

Defuzzification, 19, 68
 fuzzy constrained cellular automata model, 

82, 83
 modified error matrix approach, 125–126

Dendritic growth, 18
Descriptive models, 5
Deterministic models, 5
Detroit region, 36
Diagrammatic models, 4

Diffusion, SLEUTH model growth coefficients, 
46–47

Diffusion-limited aggregation (DLA), 17–18, 45
Diffusion models, 36
Digital computing; See Computer technology
Distance-decay effects, 42, 43, 44
Distortion, neighbourhood type and, 43–44
Dynamic conceptualisation of space, 22
Dynamic models, 5
Dynamics of change, constrained cellular 

automata model, 38, 39
Dynamic spatial development, cellular 

automata, 35
Dynamic systems, 15
 cellular automata features, 30
 cellular automata technique applications, 27
 fuzzy representation of boundaries, 54
 local actions and, 159

DYNAMO (computer language), 15

E

Ecological approach, models and modelling 
theory, 9–10

Ecology, factorial, 10
Economic activities, theoretical approaches to 

modelling, 8
Economic equilibrium approach, 12
Elementary cellular automata, 27
Emergent properties, 30, 33
Employment, neoclassical approach to 

modelling, 12
Entropy-maximising spatial interaction  

model, 11
Equilibrium, theory of, 11, 12
Error matrix approach, 122–123, 124
 kappa coefficient analysis, 126–128
 modified, 124–126, 127

Errors, omission and commission
 Sydney model, 140, 141, 142

  topographically constrained  
development, 142

  transportation supported development, 144
  transportation-supported development, 144

Errors in computation, 21
Evidence, weights of, 50
Evolutionary and complex systems, 8
Evolution of system, cellular automata
 applications, 27
 What If experiments, 34–35

Excluded areas, Sydney, 102–103
Experimentation
 model applications, 3
 Sydney model, 146

Exponential fuzzy membership functions, 57
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F

Factor analysis, 10, 14–15, 121
Factorial ecology, urban, 21
Feedback loops, Systems Dynamics  

technique, 15
Flowchart, Sydney model simulation and 

calibration sequence, 134, 135
Fluctuations, order from, 17
Forecasting; See Prediction/predictive nature  

of models
Formulation, model building stages, 6
Fractals, 16, 21
Fringe, rural-urban, 54
Functionally dependent model, Tobler, 37
Future development, Sydney, 152–153
Future planning; See Planning
Future prospects
 models and modelling, 22–23
 research directions, 159–162

Fuzzification, 19, 62, 65, 67, 68
Fuzzy constrained cellular automata model, 

53–83, 159, 160, 161
 developing for urban modelling, 70–83

  defuzzification, 82, 83
  fuzzy transition rules and inferencing, 

76–82
  speed of development as fuzzy set, 73–76
  temporal process, 70–73

 fuzzy logic control in cellular automata-based 
modelling, 62–70

  control, 67–68
  control in cellular automata, 69–70
  linguistic variables and fuzzy logic, 63–67

 Sydney; See Sydney, modelling
 transition rule variations, 47–48
 urban development and fuzzy sets, 53–62

  fuzzy set theory, 55–59
  geographical boundary representations, 

54–55
  urban development as fuzzy process,  

59–62
Fuzzy logic, 65
 future research directions, 160–161
 models and modelling practices, 19

Fuzzy logic control; See Controls, fuzzy 
constrained cellular automata-based 
modelling

Fuzzy rule transition mechanisms, 52
Fuzzy sets
 future research directions, 160–161
 models and modelling practices, 19

Fuzzy set theory, 16, 41, 161
 cellular automata, 52
 fuzzy constrained cellular automata model, 

55–59
  definition of fuzzy set, 55–56

  fuzzy operation, 58–59
  membership function, 56–58

 fuzzy logic, 65
 Sydney urban area definition with, 104–109

  boundary definition, 105–107
  urban area criteria for statistical purposes, 

104–105
  visualising development in space and time, 

107–108, 109
 urban area definition, 59–60

FuzzyUrbanCA, 130
Fuzzy values, model variables, 6–7

G

Game of Life (Conway), 26, 27, 36, 69
Gaming style, cellular automata modeling, 48
Gardiner, M., 27, 69
General models, 5
General Systems Theory, 14, 16
GEODATA TOPO-250K, 100–101, 103
Geographical boundary representations, fuzzy 

constrained cellular automata model, 
54–55

Geographical information systems (GIS),  
23, 159

 ANN training data, 49–50
 cellular automata, advantages of, 34–35
 modelling problems, 22
 modelling techniques, 8, 19–20
 SimLand components, 48
 Sydney

  ArcGIS approach, 129–130
  cellular automata modelling and GIS, 

128–129
  graphic user interface design, 130–131
  model calibration, 131, 132
  physical urban areas, 102
  visualising development in space and  

time, 107
Geographical model, 36
Geographical model, Tobler, 37
GIS; See Geographical information systems 

(GIS)
Global behaviour of self organising systems, 

locally defined transition rules, 42
Global changes, local behaviour and, 17, 26
Global controls, 42
Global factors, 160
Goodness-of-fit, 121
Graphic user interface design, ArcGIS, 129, 

130–131
Gravity model, 10–11
GRID environment, 129
Group decisions, behavioural approach to 

modelling, 14



Index 181

Growth characteristics
 diffusion-limited aggregation, 17–18
 SLEUTH model, 46–47
 Systems Dynamics technique, 15
 unconstrained, and Sydney model, 139–142

Growth coefficients, SLEUTH model, 46–47
Growth trends, 1
Guanzhou City, China, 35, 39, 42, 47–48

H

Hägerstrand, Torsten, 36
Harris, C.D., 8, 9, 10
Height of land; See Topography
Heuristic control rules, 67
Historical data sources, 128
Historical model, Tobler, 37
History, development stages, 70, 71
Holiday settlements, Sydney, 105
Houston, 39
Hoyt, H., 8, 9
Human choices, 8–9, 13–14

I

iCity model, 41, 44, 128
Iconic models, 4
If-then format, 159
 fuzzy constrained cellular automata model 

development, 77
 fuzzy logic control, 67, 68, 69

IF-THEN statements, 28, 30, 31–33, 34; See also 
Transition rules

Implementation, model building stages, 6
Incompatible states, cell weight, 43
Independent model, Tobler, 37
Individuals, behavioural approach to modelling, 

13–14, 36
Industrial Location (Weber), 8
Inference engine, 68
Inferencing, fuzzy transition rules, 76–82
 primary transition rules, 76–77
 rule calibration, 81–82
 rule firing threshold, 77–78
 secondary transition rules, 79–81

Information loss, defuzzification, 82
Information technology, neighbourhood size, 43
Infrastructure
 Sydney model, 119, 145
 transportation; See Transportation

Initial state, cellular automata features, 30, 33–34
Innovation-diffusion models, 14, 35–36
Intersection, fuzzy operation, 58
Irregular neighbourhoods, 44
Irregular spatial units, advantages of cellular 

automata, 38–41

Isolated State, von Thünen model
Iterative process, modelling as, 7

J

Java, 129

K

Kappa coefficient analysis, 126–128; See also 
Simulation accuracy, Sydney model

Knowledge base, fuzzy logic control, 67–68

L

Land cover, cellular automata modelling, 41
Land excluded from urban development, Sydney, 

102–103
Land features; See Boundary representations; 

Slope; Topography
Landsat imagery, 39, 60
Land use
 cellular automata

  data, 41
  What If experiments, 34–35

 constrained cellular automata model, 38, 39
 remote sensing technology, 59, 60
 theoretical approaches to modelling, 8
 Tobler’s model, 36
 urban area definition, 61

Language, natural; See also Linguistic variables
 cellular automata modeling, 48
 model types, 4

Lattice network, 25
Law of Gravitation, Newton, 10
Layers, map, 22
Less developed countries, 1, 21
Limited-map metaphor, 22
Linear analysis, modelling techniques, 8
Linear membership functions
 defuzzification, 82, 83
 fuzzy sets, 56, 57

Linear programming, 14–15
Line density index, TDI, 116, 117
Lines, feature representation as, 22
Linguistic cellular automata model, 42, 47–48
Linguistic variables, 161
 and fuzzy logic, 63–67

  basic logic terms and reasoning, 64–65
  transition rules, 69–70

Linguistic variables, fuzzy systems, 19
Local action
 and complex system behavior, 159
 global behaviour effects, 17, 26, 42

Local factors, 160
Locally defined process, 160
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Locally defined transitions, 22, 42
Local rules, mathematical pattern generation, 

25–26
Local scale, cellular automata features, 30
Local settlement network modelling, 36
Location costs, neoclassical approach to 

modelling, 12
Logarithmic fuzzy membership functions, 57
Logic
 classical, 64–65
 fuzzy, 19, 58, 69–70, 160–161; See also Fuzzy 

constrained cellular automata model
Logistic curve of urban development, 70, 71, 

72, 73
Lösch, A., 4, 11

M

Macros, GIS, 20
Macroscale factors, cellular automata modeling, 48
Macroscale models, 11, 45
Majority state of cells, 126
Maps
 layers, 22
 remote sensing data, 60
 simulation accuracy measurement, 122–128
 thematic, 54
 weights of evidence approach, 50

Mathematical methods
 linguistic modifiers, 63–64
 model building, 6, 8
 simple cellular automata, 29
 systems approach, 14–15
 transition rule configuration, 48–49

Mathematical models, 4, 5
 artificial neural network-based models, 49–50
 digital computing and, 8
 fuzzy logic and, 67
 transition rules derived from, 48

Mathematical programming, 8
Max criterion method, defuzzification, 82
Maximisation rule of utility, 11, 12, 13, 21
Maximum entropy law, 11
Mean of maximum method, defuzzification, 82
Mean value of factors, 48–49
Membership function, 161
 defuzzification, 82, 83
 fuzzy boundary definition, 105–106
 fuzzy constrained cellular automata model 

development, 73
  rule firing threshold, 77–78
  speed of development as fuzzy set, 74–76

 fuzzy logical operations, 58
 fuzzy logic control, 67
 fuzzy set theory, 58–59
 urban area definition, 60, 61–62

Membership value, Sydney urban fuzzy set, 111
Metaphors of urban growth, cellular automata 

as, 38
Metropolitan Strategic Plan (2005), 118, 144, 

153–157
Microscale factors, cellular automata  

modeling, 48
Microscale model, cellular automata, 45
Migration, modelling, 36
Milwaukee, 39
Minimum confidence level, rule firing  

threshold, 78
Mobility, residential, 14
Modelling time, cellular automata, 51
Models and modelling, 2–7
 characteristics of models, 3–4
 contemporary practices of, 16–20

  cities as self-organizing systems, 16–19
  fuzzy set and fuzzy logic, 19
  GIS and, 19–20

 definitions, 2
 need for models, 2–3
 pitfalls, 7
 problems and prospects, 20–23

  future prospects, 22–23
  technical problems, 22
  theoretical problems, 20–21

 procedures of model building, 6–7
 theoretical approaches to, 7–16

  behavioural approach, 13–14
  neoclassical approach, 11–13
  social physical approach, 10–11
  systems approach, 14–16
  urban ecological approach, 9–10

 types of models, 4–6
Modifiable area unit problem (MAUP), 38–39
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