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Preface

The Second International Doctoral Symposium on Applied Computation and
Security Systems (ACSS 2015) took place during May 23–25, 2015 in Kolkata,
India. The University of Calcutta collaborated with Ca’ Foscari University of
Venice, Bialystok University of Technology, and AGH University of Science and
Technology, Poland, to make ACSS 2015 a grand success.

The symposium aimed to motivate Ph.D. students to present and discuss their
research works to produce innovative outcomes. ACSS 2015 invited researchers
working in the domains of Computer Vision & Signal Processing, Biometrics-based
Authentication, Machine Intelligence, Algorithms, Natural Language Processing,
Security, Remote Healthcare, Distributed Systems, Embedded Systems, Software
Engineering, Cloud Computing & Service Science, Big Data, and Data Mining to
interact.

By this year, the post-conference book series are indexed by ISI Compendex.
The sincere effort of the program committee members coupled with ISI indexing
has drawn a large number of high-quality submissions from scholars all over India
and abroad. A thorough double-blind review process was carried out by the PC
members and by external reviewers. While reviewing the papers, reviewers mainly
looked at the novelty of the contributions, at the technical content, at the organi-
zation, and at the clarity of presentation. The entire process of paper submission,
review, and acceptance process was done electronically. Due to the sincere efforts
of the Technical Program Committee and the Organizing Committee members, the
symposium resulted in a suite of strong technical paper presentations followed by
effective discussions and suggestions for improvement of each researcher.

The Technical Program Committee for the symposium selected only 37 papers
for publication out of 92 submissions. During each session, the authors of each
presented paper were given a list of constructive suggestions in a bid to improve
upon their work. Each author had to incorporate the changes in the final version
of the paper as suggested by the reviewers and the respective session chairs. The
symposium Proceedings are organized as a collection of papers, on a session-wise
basis.
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We take this opportunity to thank all the members of the Technical Program
Committee and the external reviewers for their excellent and time-bound review
works. We thank all the sponsors who have come forward toward the organization
of this symposium. These include Tata Consultancy Services (TCS), Springer India,
ACM India, M/s Business Brio, and M/s Enixs. We appreciate the initiative and
support from Mr. Aninda Bose and his colleagues in Springer for their strong
support toward publishing this post-symposium book in the series “Advances in
Intelligent Systems and Computing.” Last but not least, we thank all the authors
without whom the symposium would not have reached this standard.

On behalf of the editorial team of ACSS 2015, we sincerely hope that this book
will be beneficial to all its readers and motivate them toward further research.

Rituparna Chaki
Agostino Cortesi

Khalid Saeed
Nabendu Chaki
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Computer User Profiling Based
on Keystroke Analysis

Tomasz Emanuel Wesołowski and Piotr Porwik

Abstract The article concerns the issues related to a computer user verification
based on the analysis of a keyboard activity in a computer system. The research
focuses on the analysis of a user’s continuous work in a computer system, which
constitutes a type of a free-text analysis. To ensure a high level of a users’ data
protection, an encryption of keystrokes was implemented. A new method of a
computer user profiling based on encrypted keystrokes is introduced. Additionally,
an attempt to an intrusion detection based on the k-NN classifier is performed.

Keywords Behavioral biometrics � Keystroke analysis � Free-text analysis � User
verification

1 Introduction

The main task of the biometrics is the automatic recognition of individuals based on
the knowledge of their physical or behavioral characteristics [1–4].

The behavioral biometrics methods use, among other things, an analysis of the
movements of various manipulators (e.g., a computer mouse or a graphical tablet)
[5] or the dynamics and statistics of typing on a computer keyboard [6–9]. The
analysis of the way how a keyboard is used involves detection of a rhythm and
habits of a computer user while typing on a keyboard [10]. The detection of these
dependencies allows a recognition of a so-called user profile. This profile can then
be used in the access authorization systems.

T.E. Wesołowski (&) � P. Porwik
University of Silesia, Institute of Computer Science, Bedzinska 39,
41-200 Sosnowiec, Poland
e-mail: tomasz.wesolowski@us.edu.pl

P. Porwik
e-mail: piotr.porwik@us.edu.pl

© Springer India 2016
R. Chaki et al. (eds.), Advanced Computing and Systems for Security,
Advances in Intelligent Systems and Computing 395,
DOI 10.1007/978-81-322-2650-5_1
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In the proposed method, the data stored in a user profile contains information on
the sequence of keys and on time dependencies that occur between the key events.
The advantage of the method is that collecting and analyzing a user’s activity data
is performed in the background, which makes it practically transparent for a user.

A computer user’s profile can be used in a host-based intrusion detection system
(HIDS). The task of a HIDS is to analyze the logs containing registered user’s
activity and the appropriate response when it detects an unauthorized access. These
systems may analyze the profiled activity in a real time. A recognition of a user
based on the analysis of the users’ typing habits, while using a keyboard can
effectively prevent an unauthorized access when a keyboard is overtaken by an
intruder [11, 12].

This paper proposes a new method for creating a profile of the computer system
user. It is assumed that the user works with a QWERTY type keyboard with
standard layout of the keys. The encryption of the alphanumeric data entered via a
keyboard is performed in order to prevent an access to users’ passwords.

2 Reference Data Sets

2.1 Issues Related to Data Sets

There are a number of issues related to the data sets used in research on computer
user profiling based on keystroke analysis. First of all, there are no standards for
data collection and benchmarking as it is in some other fields of biometrics. For this
reason, it is difficult to compare the works of different researchers.

The testing data sets used in experiments have some limitations. In most cases,
the data sets are private and not available for other researchers [13, 14]. The form of
a registered text differs between different approaches. Some researchers use in their
study short phrases [15] or passwords [10, 16] that are typed many times by the
same user while other register long texts [17, 18]. In case of long text analysis, users
are asked either to copy a given text [18] or to type freely a limited number of
characters [15, 19] using a software designed for this purpose. In the second case, it
is a so-called “free-text” registration. However, a free-text recorded this way does
not represent the situation when a user is typing while working with a computer on
his tasks on a daily basis.

In order to develop an on-line type user profiling and intrusion detection method
that could be implemented in a HIDS working in real time, it is necessary to analyze
a continuous work of a computer user in an uncontrolled environment. There is
some serious security issues connected to user’s continuous activity registration.
The approach presented in [13] is based on continuous work analysis. However, the
data typed by the user is registered as an open text. As users often type private
information (e.g., passwords, PINs) this approach constitutes a serious threat to a
security of computer system. Another issue related to a continuous activity analysis
is a registration software. So-called “key-loggers” are considered as malicious
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software. For this reason, a HIDS has to perform a data analysis on the fly (without
storing the activity data) or if the activity data has to be stored encryption is
necessary.

2.2 Data Acquisition

The biometric system presented in this paper is dedicated to and was tested in MS
Windows operating systems. The identifiers of alphanumeric keys are encoded
using the MD5 hash function. The same key identifier always receives the same
code for the same user of the system.

The registration of user’s activity data is performed automatically and contin-
uously without involving a user. The data are captured on the fly and saved in the
text files on the ongoing basis.

3 Data Analysis

The keyboard has been divided into groups of keys. The principle of the division is
shown in Figs. 1 and 2.

The division of the keys is consistent with the following scheme for standard
keyboard layout (Fig. 1):

• left function keys (with assigned identifiers L1–L14): F1…F7, Esc, Tab, Caps
lock, Left shift, Left ctrl, Windows, Left alt;

• right function keys (with assigned identifiers R1–R25): F8…F12, PrtScr, Scroll
lock, Pause, Insert, Delete, Home, End, PgUp, PgDown, NumLck, Backspace,
Enter, Right Shift, Right Ctrl, Context, Right alt, Arrows (up, down, left, right);

• alphanumeric keys (with assigned identifiers ID1–ID64);
• other keys.

In our approach, the tree structure includes 109 different groups Gid .

Fig. 1 QWERTY (105-keys) ISO standard keyboard with marked groups of keys

Computer User Profiling Based on Keystroke Analysis 5



Every use of the key is recorded in the next ith row of the text file as the
following vector wi:

wi ¼ ½prefix; ti; id� ð1Þ

where:

prefix—type of an event, prefix 2 {‘K’, ‘k’}, key down ! ‘K’, key up ! ‘k’,
ti—time of an event,
id—key identifier (e.g., ID1, L7, R15, etc.).

4 User Profiling

4.1 Time Dependencies Extraction

The first stage of feature extraction is to convert the text data file containing a set of
vectors wi, into a form of time dependencies between the keyboard events. The data
file is searched for the rows with identical identifier id, then each pair of rows
containing one key down event and following one key up event is converted into a
vector vid according to the following principle:

wi ¼ ½0K 0; ti; id�
wj ¼ ½0k0; tj; id�

�
! vid ¼ ½ti; tj�; i\j: ð2Þ

Vectors wi of the same type (with the same identifier id) should be present in the
data file even number of times. Otherwise, the vector, for which the pair was not
found, will be considered as an artifact and will be removed.

Vectors vid containing the element id are assigned to the group Gid in a leaf of
the tree structure presented in Fig. 2. After enrollment, the same vector vid is added

Fig. 2 Tree structure for organizing the groups of keys
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to all the groups higher in the branches of the tree structure until reaching the root
group Gkeys.

For example, if element id of a vector vid is assigned an identifier L1 (it means
that id ¼ L1) than the mentioned vector vL1 will be added to the groups: GL1, Gleft,
Gfunctional and finally to Gkeys.

4.2 Outliers Elimination

The user can use the keys of a keyboard freely, but the analysis of users activity is
performed with some restrictions imposed on the key events. The next event cannot
occur later than after the time tmax and the number of occurring consecutive events
(that meet the first condition) cannot be less than cmin.

The values of parameters tmax and cmin have been determined experimentally.
For the exemplary keystroke sequence “ABCDEF” (Fig. 3) following times were

recorded: t1 ¼ 1:3 s, t2 ¼ 1:4 s, t3 ¼ 2:7 s, t4 ¼ 2:8 s, t5 ¼ 0:7 s. Let tmax ¼ 2 s and
cmin ¼ 3 be experimentally determined, than keystrokes ‘A’, ‘B’ and ‘C’ will be
considered to be correct, and the associated vectors wi will be added to the data set,
from which in the future user’s profile will be established. Other events will be
considered as outliers and discarded (keystroke ‘D’ because t3 [ tmax and keystrokes
‘E’ and ‘F’ because the number of elements in the group c2 is lower than cmin).

4.3 Creating Feature Vectors

The next step of the activity data analysis is to create feature vectors. The groups
Gid (Fig. 2) consist of vectors vid . The total number of vectors that can be placed in
the appropriate group is limited by gmax. The value of the gmax parameter has been
determined experimentally and applies to all the groups of keystrokes in the tree
structure.

When the number of vectors vid assigned to the group Gid reaches its maximum
value specified by gmax, then the feature vector is created. The group Gid , which
recorded the number of vectors vid equal to gmax is cleared and the process of adding
further vectors vid to the groups is resumed.

Fig. 3 The classification of keystrokes as outliers

Computer User Profiling Based on Keystroke Analysis 7



The process ends when all the vectors vid of a user have been processed or when
the required number of feature vectors has been obtained.

4.4 Feature Vector

The feature vector is created based on the data contained in the groups Gid of the
keystroke division structure (Fig. 2). For each group Gid standard deviation rid is
calculated according to the formula (3).

Let the number of vectors vid ¼ ½ti; tj� registered in the group Gid be N. Then:

rid ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
k¼1

ðtk � tidÞ2
vuut ð3Þ

where
tk—dwell time of the k-th key belonging to the group Gid and tk ¼ tj � ti,
tid—the average dwell time:

tid ¼ 1
N

XN
k¼1

tk ð4Þ

Finally, each feature vector consists of 109 standard deviation rid values (fea-
tures). The above-described process is repeated and for a given user the next feature
vector is created. The process is repeated as long as the required number of feature
vectors has been obtained. The required number of feature vector was experi-
mentally established. In our case, from the biometric point of view, the optimal
number of feature vectors in a user’s profile was equal to 1000.

5 The Results Obtained

The activity of four computer users has been registered within 1 month. In total,
there are 123 files containing continuous activity data. The number of feature
vectors generated for each user was

• user1—1470,
• user2—1655,
• user3—1798,
• user4—1057.

The feature vectors were normalized to the range of [0, 1]. Literature sources
indicate a high efficiency of the k-NN classifiers [4, 6, 15, 16, 20, 21]. For this
reason, intrusion detection was carried out by means of k-NN classifier.
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The studies were verified using leave-one-out method and additionally repeated
20 times for different subsets of feature vectors of an intruder. The results obtained
from the tests were averaged.

The testing procedure took into account the parameters described in Table 1. The
values of parameters have been determined experimentally in order to obtain the
lowest values of the EER.

5.1 Tuning the Parameters

In the first stage of the study, the experiments were performed to select the optimal
values of the biometric system parameters. As an example, the results of experi-
ments performed to obtain the optimal values of parameters k and tmax are pre-
sented. Figure 4 depicts the results of tuning the parameter k for the k-NN classifier.

Based on experiments the value of k was set to 3.
In Fig. 5, the results of experiments performed in order to obtain the optimal

value of the tmax parameter are presented.
The best results were obtained for the value of the parameter tmax equal to

650 ms. For values below 400 ms, the outliers elimination process rejected too
many keystrokes and there was not enough user’s activity data left to create the
necessary number of feature vectors for experiments.

5.2 The Final Results

The final results of the study are presented in Figs. 6 and 7. The charts in Figs. 6 and 7
should be interpreted as follows. The columns represent different pairs of computer
owner (legitimate user) and intruder, for which the tests were performed. Each col-
umn indicates 20 intruder detection tests of the same intruder for different subsets of
input data (dots). Squares represent the average score of 20 attempts for each pair of
users. The dashed line represents the average value of the EER for the presented in
this paper biometric system based on the analysis of the use of a computer keyboard.

Table 1 Parameter values
used in the study

Parameter Value

tmax 650 ms

cmin 5

gmax 15

k-NN k ¼ 3

Acceptance threshold s ¼ 0:5
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Fig. 4 The influence of parameter k on EER values of the method

Fig. 5 The results of tuning the parameter tmax
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Fig. 6 Values of EER for the intrusion detection method and user’s profile with outliers
elimination

Fig. 7 Values of EER for the intrusion detection method and user’s profile without outliers
elimination
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Figure 6 depicts the results of tests performed with the outliers elimination while
in Fig. 7 the results of experiments conducted without eliminating the outliers are
presented. The average value of the EER for all experiments was established at
the level of 12.512 % without eliminating the outliers and at the level of 10.592 %
with the outliers elimination.

6 Conclusions and Future Work

In this study, a series of experiments allowing an optimal selection of the param-
eters of the biometric system based on a use of a keyboard in order to determine the
lowest value of the EER was performed. The achieved value of the EER equal to
10.59 % is better than the ones announced in [13, 16, 18, 19, 22].

The introduced method of a user’s activity registration allows the analysis of a
user’s continuous work in an uncontrolled environment while performing everyday
tasks. Additionally, a high security level was achieved by means of the MD5
hashing function.

Because the presented intrusion detection method uses a relatively high amount
of data in order to create a user’s profile and detect, the attack of a masquerader it is
suitable for implementation in the off-line type intrusion detection systems.

In the future, the authors intend to explore the suitability of the other methods of
data classification. As users often perform similar types of tasks during everyday
activity future studies should consider the analysis of a user’s activity in particular
programs (e.g., text editors, web browsers). Additional research should be per-
formed for users who work in the network environments where an intruder
detection and localization is more difficult.

Acknowledgments The research described in this article has been partially supported from the
funds of the project “DoktoRIS—Scholarship program for innovative Silesia” co-financed by the
European Union under the European Social Fund.
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Heart-Based Biometrics and Possible Use
of Heart Rate Variability in Biometric
Recognition Systems

Nazneen Akhter, Sumegh Tharewal, Vijay Kale, Ashish Bhalerao
and K.V. Kale

Abstract Heart rate variability (HRV) is an intrinsic property of heart and active
research domain of the medical research community since last two decades. But in
biometrics it is still in its infancy. This article is intended to present the state of art
into heart-based biometrics and also explore the possibility of using HRV in bio-
metric recognition systems. Subsequently, we designed hardware and software for
data collection and also developed software for HRV analysis in Matlab, which
generates 101 HRV Parameters (Features) using various HRV analysis techniques
like statistical, spectral, geometrical, etc., which are commonly used and recom-
mended for HRV analysis. All these features have their relative significance in
medical interpretations and analysis, but among these 101 features reliable features
that can be useful for biometric recognition were unknown; therefore feature
selection becomes a necessary step. We used five different wrapper algorithms for
feature selection, and obtained 10 reliable features out of 101. Using the proposed
10 HRV features, we used KNN for classification of subjects. The classification test
gave us encouraging results with 82.22 % recognition rate.
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1 Introduction

Biometric-based security systems are common nowadays and among all other
modalities fingerprints, face, palm print, hand geometry, and voice by now are
established and most utilized ones. Fundamental researches into these modalities
have reached its pinnacle, yet certain propelled parameters are still being investi-
gated to endeavor their utility to its fullest like in multidimensional space, multi-
and hyperspectral space, etc. Similarly, even biosignals like electrocardiography
(ECG), electroencephalogram (EEG), and electromyography (EMG), etc., are also
being explored for improvising efficiency and robustness of biometric systems. For
more than a decade, human heart is being explored as a potential candidate for
biometric recognition. ECG being the most reliable clinical practice was the most
explored for heart-based biometric purpose. Along with ECG, researchers have also
focused on phonocardiogram (PCG) signals of heart (heart sounds) and recently
even the heart pulses were studied using photoplethysmogram (PPG) signals.

Heart rate variability (HRV) is an intrinsic property of heart and active research
domain of the medical research community since last two decades. But in bio-
metrics it is still in its infancy. There have been several classification attempts for
disease pattern identification in HRV data [1–4]. But only two early attempts of
recognition using HRV are documented in the literature. Milliani et al. attempted to
recognize two different postures, i.e., upright and supine of each individual using
HRV [5], but mainly their focus was more on identification of posture and not
specifically biometric recognition, while Irvine et al. proposed HRV-based human
identification [6] which is the only reported attempt specifically aimed at biometric
recognition but its techniques and results are unknown due to lack of information.
This article is intended to present two independent parts, one is the state of art into
heart-based biometrics and the second is to explore the possibility of using HRV in
biometric recognition systems. Due to lack of HRV literature specifically dedicated
to biometrics, we mostly had to rely on medical literature and using the techniques
suggested by [7, 8]; we generated 101 HRV features (as per medical literature they
are called as HRV parameters) which are commonly used and recommended for
HRV analysis. All these features have their relative significance in medical inter-
pretations and analysis, but among these 101 features, reliable features that can be
useful for biometric recognition are unknown, therefore, feature selection becomes
a necessary step, but it cannot be done arbitrarily hence we used five different
wrapper algorithms for feature selection.

This article is divided into following sections: Sect. 2 will give a brief intro-
duction to the background of HRV, while Sect. 3 will present state of art into
heart-based biometrics, further Sect. 4 will present a much elaborated methodology
section including the hardware and software designing as well as an extensive
feature sets generation process. And finally, the last sections include the results and
discussions along with conclusion and future directions.
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2 HRV Background

The time interval (duration/gap) between two adjacent R–R peaks of QRS complex
of a heartbeat is known as R–R interval as shown in Fig. 1. This R–R interval varies
in every adjacent pair of beat as shown in Fig. 2. The variance in RRI, i.e.,
beat-to-beat variation is popularly known as heart rate variability (HRV). HRV
analysis is the ability to assess the overall cardiac health and the state of the
autonomic nervous system (ANS) responsible for regulating cardiac activity [8].
HRV is a useful signal for understanding the status of the ANS. The balancing
action of the sympathetic nervous system (SNS) and parasympathetic nervous
system (PNS) branches of the ANS controls the HR. Increased SNS or diminished
PNS activity results in cardioacceleration. Conversely, a low SNS activity or a high
PNS activity causes cardio-deceleration. The past decades have witnessed the

Fig. 1 Schematic of an ECG strip showing major components

Fig. 2 Schematic of ECG indicating the R–R interval variation
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recognition of the significant relationship between ANS (automatic nervous system)
and cardiovascular mortality, including sudden death due to cardiac arrest [7]. In
1996, a task force of the European Society of Cardiology and the North American
Society of Pacing and Electrophysiology developed and published standards for the
measurement, physiological interpretation, and clinical use of HRV analysis [8].

Heart rate (HR) or the beat interval is a nonstationary signal; its variation may
contain indicators of current disease, or warnings about impending cardiac diseases.
The indicators may be present at all times or may occur at random during certain
intervals of the day. It is strenuous and time consuming to study and pinpoint
abnormalities in volumes data collected over several hours. Therefore, the HRV
signal parameters, extracted and analyzed using computers, are highly useful in
diagnostics. Computer-based analytical tools for in-depth study of data over
day-long intervals can be very useful in diagnosis. Analysis of HRV consists of a
series of measurements of successive R–R interval variations of sinus origin, which
provide information about autonomic tone [9]. Different physiological factors may
influence HRV such as gender, age, circadian rhythm, respiration, and body
position [10]. Hence, HR variation analysis has become a popular noninvasive tool
for assessing the activities of the autonomic nervous system.

3 State-of-the-Art Heart-Based Biometrics

Biometric research community is exploring every physiological and behavioral
aspect of humans that can be employed in biometric recognition systems. Human
heart has caught the attention since more than a decade. Heart-based biometric
research activities up till now are mainly focused on two very specific aspects of
heart, one is the sound produced by heart, i.e., lub, dub sound and the electrical
signal generate from every beat of heart, i.e., electrocardiogram (ECG) and recently
even PPG signals were also examined. Heart sounds are one of the most important
human physiological signals, which contain information about the atrium, ventricle,
great vessels, cardiovascular, and valvular function [11]. Most of the initial liter-
ature available on heart sound-based biometric recognition is contribution of
Beritelli et al. [11–15]. In 2007 Beritelli et al. [12] first time proposed the frequency
analysis of heart sounds for the identity purpose. And in 2009 Beritelli et al. applied
MFCC technique on heart sounds [13] and reported a 10 % reduction in the EER
rate from their previous work. By the year 2010, few more researchers Huy Dat
et al. [16], Ye-wei [17], Al-Shamma et al. [18], Jasper [19] and even Beritelli [12]
extended the work. Tao et al. attempted to extract features using wavelet and used
CPSD for recognition purpose, while Huy Dt. et al. attempted fusion of features.
Al-Shamma et al. used energy percent in wavelet coefficients. And Beritelli et al.
applied statistical approaches. Then in 2011, Zhidong Zhao and Jia Wang proposed
MFCC with vector quantization. In 2013 Gautam and Kumar [20], proposed feature
set based on Daubechies wavelet with second-level decomposition and did classi-
fication using Back Propagation Multilayer Perceptron Artificial Neural Network
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(BP-MLP-ANN) classifier. And recently in 2014, Abo-Zahhad et al. [21] also
attempted feature fusion, but applied canonical correlation analysis.

The pioneering work on ECG-based biometrics recognition is credited to Biel
et al. [22] who in 2001 not only proposed that the ECG of a person contains
sufficiently detailed information which is highly personalized, but also that single
channel ECG is sufficient for biometric purpose. Use of single channel ECG is the
simplest hence most studied. However, some researchers have documented
improved results by incorporating 2, 3, and even 12 channels [23–26]. Traditional
clinical grade ECG devices, though may be too advance, but are too complex for
biometrics systems with poor user acceptability, there have been a dart of specif-
ically designed standard ECG database for biometrics research; so far what
researchers have been using is either physionet [27] a central repository having
huge collection of ECG records of healthy subjects and even with pathological
conditions, or MIT-BIH [28] which has also served the research community in their
ECG-based research endeavors but all records coming from clinical settings. Both
these databases are not designed specifically keeping biometrics in mind. Most of
researchers face a common problem of lack of larger databases to test their
hypothesis. And this is the special case with ECG-based biometrics is being studied.
Hugo et al. in [29] made some efforts in resolving the database shortage issue
hovering over the ECG-based biometric research by creating the CYBHi ECG
database particularly for biometric research. Also Lourenco et al. in [30] proposed
that ECG collected at finger tips are sufficiently enough for biometric recognition.
Hugo Silva et al. in [31] presented a very simple approach toward ECG biometrics
by subjecting the ECG strips to segmentation and creating mean and median waves
and using them as templates in authentication systems.

R–R intervals are the duration between two consecutive heart beats as in Fig. 1,
this duration represents the variability property of heart rate. Only R–R interval is
required for HRV analysis and it is traditionally measured from ECG signals.
Researchers have documented evidences in favor of PPG to surrogate ECG for
HRV analysis [32–34]. While the ECG monitors the electrical activity, PPG
monitors the mechanical activity of the same event, i.e., a heartbeat. ECG from the
chest is the clearest, but rarely used outside hospital [35] and if it has to be
employed in biometric applications it faces the challenge of poor user cooperation.
If heart signals are to be used in biometric recognition systems, then other methods
need to be explored. PPG sensors being low cost and comfortable in data collection
are one of the instant choices for ECG alternative. While Gu et al. [36] proposed a
novel biometric approach for human verification using PPG signals, Resit et al. [37]
proposed a novel feature ranking algorithm for time domain features from first- and
second-order derivatives of PPG signals for biometric recognition.

Israel et al. in [38] gave an extensive performance analysis of three different
sensing methods of heart, i.e., ECG, pulse oximetry, and blood pressure, which
documented the latter two methods to be on the lower side. da Silva et al. in [39]
has presented the usability and performance study of heart signals from fingertips
and also in [40] da Silva et al. proposed CYBHi (Check Your Biosignals Here
initiative) ECG dataset which was collected at fingertips of the subjects.
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4 Proposed System

In the proposed system, as seen in Fig. 3, initially the biometric data of subjects is
collected in this case it is the raw HRV time series data, i.e., the R–R interval
sequence. For data acquisition, we designed and developed a R–R interval mea-
surement hardware that is equipped with a pulse sensor to detect the heartbeats.
This gave us the freedom to generate our own KVKHRV database, as there is no
such specific standard HRV database available for biometric purpose.

4.1 Block Diagram

The first step in the process is the detection of the R–R interval. The detector
hardware based on a light sources and a detector employing the signal conditioning
electronics senses the heartbeat and produce pulses in synchronism with the
heartbeats. The interval between two consecutive beats, i.e., the R–R interval is
implemented using a microcontroller-based circuit that measures the time interval
between two consecutive beats (R–R interval) in milliseconds and sends it to serial
port using RS232 protocol that can be received by any standard device like a
computer. This R–R interval is received by a computer to which the hardware is
interfaced, the computer side controlling program is developed in visual basic. This
data acquisition software (shown is second block) unscrambles the incoming data
and performs the necessary processing and saves it in standard text files for further
use and processing. In the next block, the files from data acquisition system are
further processed in programs specifically developed in Matlab12 for this purpose.
This software allows for selecting parameters required for implementation of dif-
ferent algorithms like statistical, spectral, time-frequency, and nonlinear techniques,

Fig. 3 Workflow of proposed HRV biometric system
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for the purpose of extraction of features for use in the authentication system. In the
next step, feature selection takes place using five different algorithms and finally the
last block, i.e., classification is done using KNN classifier.

4.2 R–R Interval Acquisition

Basically, the detection hardware detects the heart beats and the associated
microcontroller-based system through its firmware polls for the arrival of a pulse
and computes the time in milliseconds elapsed between the arrivals of two con-
secutive pulses. This R–R interval is sent through the serial port to a computer
interfaced to the acquisition system via a serial to USB bridge. The computer side
controlling program receives this RR data via USB port in the form of two bytes
and performs some preprocessing like combining two bytes and saves the results in
text files for further use.

The data acquisition system of Fig. 4 is the computer side program written in
visual basic 6 that collects the R–R Intervals and stores in text files for further
processing. This is developed in Visual Basic with GUI support for ease of oper-
ation in a user friendly manner and displays the real time R–R interval received in a
graphic panel. Screenshot in Fig. 4 shows a typical data collection for 512 intervals
of a subject. The GUI consists of four modes of collecting R–R intervals, i.e., for
1, 2, 5, and 10 min; in the first mode, 64 R–R intervals are measured for
128 intervals, similarly 128, 256, and 512, respectively. The computer side program

Fig. 4 GUI for R–R interval acquisition system
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has provision for recording data from different subjects recorded under different
conditions in the appropriate folders for further analysis. It also has the capability to
auto detect and remove ectopic beats, i.e., noise from the HRV data.

4.3 Database Specification

At present, our in house-generated database consists of sequence of R–R intervals
of 81 subjects (47 males and 34 Females) whose 512 R–R intervals were measured
continuously for 10–12 min approximately in session one, while 64 R–R intervals
were measured continuously for 1–1.5 min approximately in sessions two and three
with time interval of 3 months between each session. The age of the individuals
varied from 18 to 69 years, with mean and standard deviation of 31 and 11,
respectively. As it would be natural in any physiological-based biometric recog-
nition system, some subjects would have health issues; we too have few samples of
this sort around 11 % of subjects reported hypertension and other diseased con-
ditions. Any biosignals-based biometric system is susceptible to the effects of
mental, physical, physiological, and even emotional state of the subject. Hence,
subjects were relaxed first and data was collected in sitting relaxed position for all
the sessions.

4.4 Feature Set Generation

Experimenting HRV for biometric recognition we generated the HRV parameters
suggested in [4] with a few more additions identified from the literature survey.
HRV parameters are actually the results of applying various linear methods like
statistical and spectral techniques and nonlinear like Poincare and auto regression
and also some time-frequency methods like wavelets on RR data. These HRV
parameters can serve as a feature vector for biometric classification. In all we
obtained 101 features, each has some significance or the other in HRV analysis for
diagnostic or prognostic purpose, but which one would really prove suitable for
uniquely identifying an individual that is yet to be established. The initial feature set
of 101 features includes 9 statistical features 39 frequency domain features obtained
by applying three different techniques, namely Welch, auto regression, and Lomb–
Scargle; and in nonlinear methods, 2 features from a Poincare map and 4 features
from sample entropy while 42 time-frequency analysis features from Welch, auto
regression and wavelet power spectrum density analysis (Fig. 5).
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4.5 Feature Selection Algorithms

Biometric applications inherently are pattern-recognition problems. And in any
pattern recognition system, each pattern is represented by a set of features or
measurements and is viewed as a point in the dimensional feature space [19] called
as feature vectors. As HRV-based biometrics recognition is being explored for the
first time we are not sure whether all or subsets of features will give best classifi-
cation. Apparently, feature selection becomes a very critical and major step before
the classification. Actually, as a matter of fact feature selection is an important
problem for pattern classification systems [20], which aims at selecting features that
allow us to discriminate between patterns belonging to different classes and in
biometrics it aims at discriminating or recognizing different humans. The feature set
with 101 HRV features generated by HRV analysis naturally must contain irrele-
vant or redundant features which would degrade the performance of classification.
In general, it is desirable to keep the number of features as small as possible to
reduce the computational cost of training a classifier as well as its complexity [19]
in addition of getting a better classification rate. According to Jain et al. [21],
feature extraction methods create new features based on transformations or com-
binations of the original feature set, whereas feature selection refers to methods that
select the best subset of the original feature set. Feature selection algorithms can be
classified into filters and wrappers [22]. Filter methods select subset of features as a
preprocessing step, independent of the induction (learning) algorithm. Wrappers
utilize the classifier (learning machine) performance to evaluate the goodness of
feature subsets [19]. As Wrapper methods are widely recognized as superior
alternative in supervised learning problems [23], we choose five wrapper methods,

Fig. 5 R–R interval processing for HRV features set generation
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namely statistical dependency (SD) which estimates the statistical dependency
between features and associated class labels using a quantized feature space
[19, 23], mutual information (MI) measures arbitrary dependencies between ran-
dom variables [19, 24], random subset feature selection (RSFS) aims to discover a
set of features that perform better than an average feature of the available feature set
[19], sequential forward selection (SFS) works in the opposite direction, initially
starting from an empty set, the feature set is iteratively updated by including the
feature which results in maximal score in each step [19], and sequential floating
forward selection (SFFS) is improvisation over SFS algorithm, it uses SFS as
baseline method [19] and further extends by iteratively finding the least significant
features and eliminates it; this process continues till a desired number of features are
not obtained. The obtained features are discussed in detail in the results and dis-
cussion section.

5 Results and Discussions

From the raw data files of R–R interval sequence, feature set generation was
implemented using statistical, spectral, time-frequency, and nonlinear techniques
like Poincare map and sample entropy. In all 101 features were generated out of
which 14 from statistical techniques, 39 from three different spectral techniques,
and 42 from three different time-frequency techniques and remaining from non-
linear techniques.

It was observed that not all the features from all the techniques are very much
relevant and these features also depend on the nature of the raw data used. Many
features are proposed from different considerations and point of view, and for dif-
ferent applications which may not prove to be effective in the present context of
biometric recognition. All features described above are obtained from HRV analysis
used in diagnostics, and therefore the main concern is which of these features are
going to be effective in biometric recognition. Extensive efforts have been put in for
arriving at a rationale to select features that have relative significance and are
promising in biometric recognition. With this in view, we subjected the complete
feature set to five different tests based on SD, MI, RSFS, SFS, and SFFS algorithms.

From the entire set of features, the first two tests suggested a list of 10 best
features while the third one gave 23 and the fourth and fifth one gave 10 sensitive
features each. The fives lists of selected features suggested by above algorithms
partly overlapped as seen in Table 1. We categorized the features appearing in all
the five groups described above as strong, those appearing in three to four groups
were considered as moderately well, those found in two groups as weak and fea-
tures suggested by only one test were considered as poor and were set aside.
Features appearing in all 5 and 3, 4 groups are listed in the Table 2. It was found
that the range of values covered by the features is large enough, some of the
features have values in fractions whereas others are in thousands. This broad range
of values resulted in poorer comparison that was evident from the performance in
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the classification test. This suggested a comparison of features on a similar scale by
way of normalization, when normalized the features gave a better performance in
the classification test. Details are shown in Table 3.

Using the criterion discussed above, selecting ten features (occurrence 3–5 times
in the suggested feature list) KNN classifier was tested on the feature set of 27
subjects. It was found that the results significantly improved to 82.22 % of the
testing set.

Table 1 List of features suggested by five wrapper algorithms (for names and descriptions of
features, please see Appendix A)

S. no. Algorithm No. of features
in proposed
features list

Features proposed in features list of
wrapper algorithms

1 Statistical
dependency (SD)

10 max, mean, median, RMSSD, meanHR,
aHF (welch), aHF(Burg), SD1, aHF
(lomb), aHF(wavelet)

2 Mutual
information (MI)

10 max, min, mean, median, RMSSD,
meanHR, aHF (welch), SD1, aHF
(lomb), aHF(wavelet)

3 Random subset
feature selection
(RSFS)

23 max, min, mean, median, SDNN,
RMSSD, meanHR, sdHR, aTotal
Welch), aHF(Burg), aTotal (Burg),
peakHF(lomb-Scargle), SD1, SD2, aHF
(Burg), aTotal (Burg), peakHF (Burg),
aHF (lomb), aTotal (lomb), peakHF
(lomb), aLF (Wavelet), aHF(wavelet),
aTotal (Wavelet)

4 Sequential
forward selection
(SFS)

11 mean, RMSSD, meanHR, sdHR,
HRVTi, SD1, SD2, aHF (Burg), pHF
(Burg), LFHF (lomb), LFHF (Wavelet)

5 Sequential floating
forward selection
(SFFS)

11 mean, RMSSD, meanHR, sdHR,
HRVTi, SD1, SD2, aHF (Burg), pHF
(Burg), LFHF (lomb), LFHF (Wavelet)

Table 2 List of features appearing in 3 or more groups

S. no. Feature(s) name Technique name

1 Max, mean, median, RMSSD, meanHR, sdHR Statistical technique

2 SD1, SD2 Poincare chart

3 aHF Spectral (Lomb)

4 aHF Time-frequency (Wavelet)
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6 Conclusions and Future Directions

Heart being a vital organ containing characteristic properties for each individual
proves to be a potential candidate for biometric recognition. Different approaches
have been proposed utilizing different properties like its sound and its electrical
activity. One of the important characteristic of the heart is its heart rate variability
(HRV) that has been used for different applications including diagnosis and prog-
nosis. We attempted feature generation using different techniques like statistical,
spectral, time-frequency, and nonlinear like Poincare and sample entropy used in
HRV analysis. In all 101 features have been obtained and to pinpoint the features that
are promising in terms of biometric identification we used SD, MI, RSFS, SFS, and
SFFS feature selection techniques. After identification of the features, ten prominent
features were selected that were common to more than two selection algorithms.

Initial work showed that the range of values of different features extracted is very
large, there are features with fractional values, whereas others are in thousands. This
suggested that the features are to be compared on similar scale, for this the features
were normalized and the normalization resulted in improved results as shown in
Table 2. The recognition rate with the ten features found in more than two groups
using KNN classifier gave 82.22 % for the testing set.

Looking at the performance of the selected features, it appears that HRV-based
biometric recognition is promising research area which needs more prospective
studies with larger databases and context aware data conditions. Performance of
KNN is seen in the present work, but more classifiers can also be experimented to
improve the results further. HRV data can also be used in liveness detection hence
attempts in those directions would yield interesting results. HRV can also be
experimented in multimodal system and is expected to add much needed robustness
and efficiency. With little modification in hardware and data acquisition software,
the same setup can also be used for continuous authentication. Due to a simple user
friendly device we designed, all these research dimensions look achievable.
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Table 3 List of features appearing in 3 or more groups

S. no. Algorithm Recognition rate (%)

Without normalization With normalization

1 SD 60.37 66.30

2 MI 59.26 68.89

3 RSFS 49.63 65.93

4 SFS 63.70 68.89

5 SFFS 63.70 64.63
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Appendix A

Poincare map features

1
2

• SD1
• SD2

• Standard deviations of the distances of the R–R (I) to the lines
• Y = x and y = –x + 2R–Rm, where R–Rm is the mean of all R–R (I)
• SD1 related to the
• Fast beat-to-beat variability in the data, while SD2
• Describes the long-term variability of R–R (I)

Statistical features

No. Name Description

1 SDNN Standard deviation of all normal–normal intervals

2 RMSSD Root mean square of successive differences

3 NN50 It’s a count of the number of adjacent pairs differing by more than 50 ms

4 pNN50 (%) NN50 count divided by total intervals

5 MeanRRI Mean of normal–normal interval

6 MeanHR Mean heart rate

7 Max Maximum interval duration in a particular RRI

8 Min Minimum interval duration

9 Mean Mean of the whole RRI sequence

10 Median Median of the RRI sequence

11 SDHR Standard deviation of heart rate

Spectral features

No. Name Description

1 aVLF Absolute value in very low-frequency spectrum

2 aLF Absolute value in low-frequency Spectrum

3 aHF Absolute value in high-frequency Spectrum

4 aTotal Total absolute value

5 pVLF Power % of very low frequency in PSD

6 pLF Power % of low frequency in PSD

7 pHF Power % of high Frequency in PSD

8 nLF Low frequency in normalized Unit

9 nHF High frequency in normalized Unit

10 LFHF LF to HF Ratio

11 peakVLF Peak value in very low frequency

12 peakLF Peak value in low frequency

13 peakHF Peak value in high frequency
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Dynamic Ciphering-15 Based
on Multiplicative Polynomial Inverses
Over Galois Field GF(73)

J.K.M. Sadique Uz Zaman, Sankhanil Dey and Ranjan Ghosh

Abstract A new stream ciphering technique based on multiplicative polynomial
inverses over Galois Field GF(73) is proposed, where a set of randomly generated
key-bytes, between 1 and 15, is dynamically permuted and XORed with the
identical number of message bytes. The output cipher is tested using NIST
Statistical Test Suite and results are compared with that obtained by the well-known
RC4 stream cipher. The new cipher is statistically random and observed to be better
than RC4.

Keywords Dynamic ciphering � Extension field � Galois field � GF(73) �
Multiplicative polynomial inverse � NIST statistical test � Randomness � RC4

1 Introduction

In this paper, multiplicative polynomial inverses under an irreducible polynomial
over Galois Fields GF(73), available in [1], are innovatively used to design a new
dynamic stream cipher following the technique of randomly shuffling S-Box elements
adopted in RC4 [2, 3]. The initial identity S-Box of RC4 is replaced by a nonidentity
S-Box obtained from multiplicative polynomial inverses over GF(73). An additional
process is incorporated where a set of generated random key-bytes between 1 and 15
is dynamically permuted among themselves. Following the permutation process, a
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group XORing operation is executed on the set of permuted key-bytes with identical
number of message bytes replacing the character-by-character XORing operation of
RC4. The output cipher is tested using 15 randomness tests proposed in the NIST
statistical tests suite and results are compared with that obtained using RC4. It is
observed that the new cipher is also statistically random and quantitatively better than
that obtained with RC4.

RC4 algorithm is simple in which all additions are 256 modulo additions. It
starts from an 8-bit identity S-Box and the given key elements are repetitively
stored in an 8-bit K-Box. The RC4 undertakes random shuffling of the
S-Box elements first using key elements stored in the K-Box and then without the
key elements in order to systematically increase the arrangement of S-Box elements
more and more random. A sequential index (i) and a random index (j) are defined.
RC4 assumes both the indices as zero and enters a KSA loop being executed 256
times. In each loop, j is upgraded by addition of itself with S[i] and K[i], followed
by swapping of S[i] and S[j]. After KSA, RC4 enters an infinite PRGA loop in
which both i and j starts from zero and in each PRGA loop i is upgraded by adding
unity and j is upgraded by addition of itself with S[i] only followed by swapping of
S[i] and S[j]—the result of addition of S[i] and S[j] is used as an index of random
key-byte. Many researchers [4–8] observed various types of weak keys. Even for
good keys, they also observed key bias [4, 6] in few initial PRGA bytes and
suggested many modifications in RC4 [7, 8] in order to overcome the weakness.
They also suggested that the conventional RC4, with no modifications whatsoever,
would exhibit better performance without key bias if few initial PRGA bytes are
discarded, possibly 256 as suggested by Roos [4]; but according to Preneel [6], the
said amount should be at least 512 while it is 1024 as per Maitra [8]. Following a
precise look, one would be convinced to notice two loopholes in the RC4 algorithm
behind the weakness of key bias: (1) considering initial S-Box with identity ele-
ments and (2) repetitive insertion of given key elements all through the K-Box.

One can overcome the weakness of key bias, if the initial identity S-Box is
replaced by a nonidentity S-Box and the given key characters are not repetitively
inserted in the earlier part of the K-Box. In the present paper, the identity S-Box of
RC4 is replaced by a nonidentity S-Box obtained from multiplicative polynomial
inverses over Galois Fields GF(73). The few initial K-Box elements are also
obtained from some elements of multiplicative inverses and the rest are the repe-
tition of given keys.

In Sect. 2, an overview of algebraic method to calculate multiplicative inverse
over GF(73) is given. The RC4 algorithm in brief is presented in Sect. 3. Purpose of
the NIST Statistical Randomness Test Suite is briefly described in Sect. 4. The
proposed new ciphering technique is presented in Sect. 5. The NIST tests are
undertaken and the results are described in Sect. 6. The conclusion is in Sect. 7.
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2 Algebraic Method to Find Multiplicative Polynomial
Inverse Over GF(73)

An algebraic method to calculate the multiplicative polynomial inverses over Galois
Field GF(73) under an irreducible polynomial [9–12] is available in literature [1].
Considering binary field (q = 2m), one can use Extended Euclidean Algorithm
(EEA) to calculate the multiplicative inverses of all its elemental polynomials
[13–18]. The EEA is unable to find all the multiplicative inverses under an irre-
ducible polynomial over GF(73), while the algebraic method, presented in [1] can do
—in fact it is used here to calculate the same. In Sect. 2.1, the method is briefly
discussed and its computational algorithm is presented in Sect. 2.2. An application of
the algorithm to calculate multiplicative inverse of an element is shown in Sect. 2.3.

2.1 Multiplicative Polynomial Inverse Over GF(73)

Let I xð Þ ¼ x3 þ a2x2 þ a1xþ a0ð Þ be a monic irreducible polynomial and one has
to find multiplicative polynomial inverse of b xð Þ ¼ b2x2 þ b1xþ b0ð Þ under this
irreducible polynomial.

If c xð Þ ¼ c2x2 þ c1xþ c0ð Þ be the multiplicative polynomial inverse then we
can write,

b xð Þ c xð Þ½ � mod I xð Þ ¼ 1

or,

ðb2x2 þ b1xþ b0Þ c2x
2 þ c1xþ c0

� �� �
mod ðx3 þ a2x

2 þ a1xþ a0Þ ¼ 1: ð1Þ

Solving Eq. (1), one can get the values c2, c1 and c0. After few steps, the Eq. (1)
can be written as follows:

a22b2 � a1b2 � a2b1 þ b0
� �

c2 þ b1 � a2b2ð Þc1 þ b2c0
� �

x2
�

þ a1a2b2 � a0b2 � a1b1ð Þc2 þ b0 � a1b2ð Þc1 þ b1c0f gx
þ ða0a2b2 � a0b1Þ c2 � a0b2c1 þ b0c0f g�mod ðx3 þ a2x

2 þ a1xþ a0Þ ¼ 1:

ð2Þ

Now in Eq. (2), the dividend is smaller than the divisor. Hence to satisfy the
required condition of the remainder = 1, the following properties must hold.

(i) The coefficients of x2 ≡ 0 mod 7.
(ii) The coefficients of x ≡ 0 mod 7.
(iii) The constant part ≡ 1 mod 7.
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Therefore,

a22b2 � a1b2 � a2b1 þ b0
� �

c2 þ b1 � a2b2ð Þc1 þ b2c0
� �

mod 7 ¼ 0: ð3aÞ

a1a2b2 � a0b2 � a1b1ð Þc2 þ b0 � a1b2ð Þc1 þ b1c0f g mod 7 ¼ 0: ð3bÞ

a0a2b2 � a0b1ð Þc2 � a0b2c1 þ b0c0f g mod 7 ¼ 1: ð3cÞ

Note Here GF(73) is used, and in modular arithmetic with modulus 7, the −1 is
equivalent to (−1 + 7) = 6. Hence the −X in Eqs. (3a), (3b) and (3c) can be written
as +6X. Accordingly, the Eqs. (3a), (3b) and (3c) become

d00c0 þ d01c1 þ d02c2ð Þ mod 7 ¼ 0 ð4aÞ

d10c0 þ d11c1 þ d12c2ð Þ mod 7 ¼ 0 ð4bÞ

d20c0 þ d21c1 þ d22c2ð Þ mod 7 ¼ 1 ð4cÞ

where

d00 ¼ b2ð Þ%7; d01 ¼ b1 þ 6a2b2ð Þ%7; d02
¼ b0 þ 6a2b1 þ 6a1b2 þ a2a2b2ð Þ%7 ð5aÞ

d10 ¼ b1ð Þ%7; d11 ¼ b0 þ 6a1b2ð Þ%7; d12
¼ 0 þ 6a1b1 þ 6a0b2 þ a1a2b2ð Þ%7 ð5bÞ

d20 ¼ b0ð Þ%7; d21 ¼ 0 þ 6a0b2ð Þ%7; d22 ¼ 0 þ 6a0b1 þ 0 þ a0a2b2ð Þ%7

ð5cÞ
All the nine d-values in Eqs. (5a), (5b) and (5c) are known. The Eqs. (4a), (4b)

and (4c), i.e., (d × c) mod 7 = e can be solved using matrix method as,

c ¼ ðd�1 � eÞ%7: ð6Þ

where

e ¼
0
0
1

0
@

1
A; d ¼

d00 d01 d02
d10 d11 d12
d20 d21 d22

0
@

1
A ð7Þ

d�1 ¼
id00 id01 id02
id10 id11 id12
id20 id21 id22

0
@

1
A; c ¼

c0
c1
c2

0
@

1
A ¼

id02
id12
id22

0
@

1
A ð8Þ

While calculating d−1 from d-matrix, one has to ensure that the determinant det
(d) is nonzero. In the event det(d) = 0, the I(x) is not an irreducible polynomial,
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rather a reducible one and d−1 matrix for such a case does not exist. If det(d) is
nonzero for all elements, the I(x) is irreducible and the multiplicative inverses of
elements exist. By calculating d−1 from d-matrix given in Eq. (7), one can get
solution for c0, c1, and c2 using Eq. (8).

Now, b2x2 þ b1xþ b0ð Þ�1¼ c2x2 þ c1xþ c0ð Þmod x3 þ a2x2 þ a1xþ a0ð Þ:

2.2 Algorithm to Find the Multiplicative Polynomial
Inverses Over GF(73)

An indigenous C-program, consisting of a loop-index (ep) varying from 1 to 342
for a given irreducible polynomial (ip) and two subfunctions, is developed. The ip
is converted to a polynomial using a function coeff_pol(), stored in array a[ ] and
then the cal_inverse() function is called after entering the ep-loop. The cal_inverse()
first calls the coeff_pol() to calculate elemental polynomial based on ep and stores
them in array b[ ]. Then using the values in arrays a[ ] and b[ ], the d-matrix, given
in Eq. (7), is formed and the determinant det(d) is calculated. If det(d) = 0, it
concludes that the current ip is not an irreducible polynomial. If det(d) ≠ 0, the d−1

is calculated whose third column is the array c[ ] shown in Eq. (8). Program
algorithm is described below in pseudocode:

Input: Decimal equivalent of an irreducible polynomial. 

Convert the ip into its septenary equivalent and store 
them in an array a[] defined in eq.(1) where a0 is the 
least significant septenary digit. 

For ep = 1 to 342 
Convert the ep into its septenary equivalent and 
store them in an array b[]defined in eq.(1) where b0 
is the least significant septenary digit. 

From arrays a[] and b[] form the 3×3 d-matrix 
described in eq.(7). 

Calculate determinant of d-matrix det(d). 

If det(d)=0 
No inverse exist for current ep, hence the given 
ip is not an irreducible polynomial. 
Break. 

Otherwise 
Calculate inverse of d-matrix as d-1-matrix. The 
result for the c coefficients in eq.(1) is 
obtained from eq.(8) as c0=id02,c1=id12,c2=id22 

End of for. 
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The above algorithm generates 342 multiplicative polynomial inverses for
an irreducible polynomial. Under a particular irreducible polynomial, if the corre-
sponding determinant det(d) ≠ 0, for a particular elemental polynomial, the algo-
rithm calculates its multiplicative inverse; and if det(d) = 0, the algorithm stops
looking for further multiplicative inverses and declares that the current element
(ep) has no inverse and the given ip is not an irreducible one.

2.3 Calculating Multiplicative Polynomial Inverse
of (x2 + x + 6) Over GF(73) Under an Irreducible
Polynomial (x3 + 2x2 + 6x + 1)

Here the multiplicative polynomial inverse of an elemental polynomial (x2 + x + 6)
is calculated under an irreducible polynomial over GF(73) using the algebraic
method.

Let the irreducible polynomial I xð Þ ¼ x3 þ a2x2 þ a1x þ a0 ¼ x3 þ
2x2 þ 6x þ 1

The given polynomial b xð Þ ¼ b2x2 þ b1x þ b0 ¼ x2 þ x þ 6
One have to find

b xð Þ�1¼ c xð Þ ¼ c2x
2 þ c1x þ c0: ð9Þ

Here a2 ¼ 2; a1 ¼ 6; a0 ¼ 1 and b2 ¼ 1; b1 ¼ 1; b0 ¼ 6:
Using a and b values in Eqs. (5a), (5b) and (5c), one can calculate the d values as

d00 ¼ 1%7 ¼ 1; d01 ¼ 13%7 ¼ 6; d02 ¼ 58%7 ¼ 2

d10 ¼ 1%7 ¼ 1; d11 ¼ 42%7 ¼ 0; d12 ¼ 54%7 ¼ 5

d20 ¼ 6%7 ¼ 6; d21 ¼ 6%7 ¼ 6; d22 ¼ 8%7 ¼ 1:

Following Eqs. (7) and (8), the d-matrix and its inverse d−1 will, respectively, be

d�1 ¼
1 6 2
1 0 5
6 6 1

0
@

1
A; d�1 ¼

6 3 1
4 5 2
3 1 4

0
@

1
A:

Following Eq. (8), the solution of c0, c1 and c2 in Eq. (9) will be obtained from
d−1 matrix.

The solution for this problem is
c0
c1
c2

2
4

3
5 ¼

1
2
4

2
4

3
5:
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So one can obtain the required multiplicative inverse using Eq. (9) as

b xð Þ�1¼ c xð Þ ¼ c2x
2 þ c1x þ c0 ¼ 4x2 þ 2x þ 1

Hence x2 þ x þ 6ð Þ�1¼ 4x2 þ 2x þ 1:
It is simple to readily verify the fact that the elemental polynomial (4x2 + 2x + 1)

is indeed the multiplicative polynomial inverse of the elemental polynomial
(x2 + x + 6) over GF(73) under the irreducible polynomial (x3 + 2x2 + 6x + 1).

3 Brief Description of RC4 Algorithm

Ron Rivest translated the shuffling concept in two stages, Key Scheduling
Algorithm (KSA) and Pseudo Random Generator Algorithm (PRGA). Design
procedure of 256-byte state vector S which is used as the key-pool in RC4 is very
simple. And let G is the given key of length keylen. In KSA, a K-Box of 256-byte is
created from given key and the S-Box is organized as follows:

KSA
Initialization of S vector: 
for i = 0 to 255 
 S[i] = i; 
Generation of T vector: 
for i = 0 to 255 
 K[i] = G[i mod keylen] 
Permutation of S vector (key mixing): 
j = 0; 
for i = 0 to 255 do
 j = (j + S[i] + K[i]) mod 256;

Swap (S[i], S[j]); 
After the permutation of S vector, the input key is no longer in use. Only the

S vector is used in PRGA to provide a sequence of key stream Z as follows:
PRGA 
i = j = 0; 
while (true) 
 i = (i + 1) mod 256; 
 j = (j + S[i]) mod 256; 

Swap (S[i], S[j]); 
 t = (S[i] + S[j]) mod 256; 
  Z = S[t];
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4 Purpose of NIST Statistical Randomness Testing
Algorithms

The statistical test suite developed by NIST [19–22] is an excellent and exhaustive
document to look into the various aspects of random property in a long sequence of
bits. The test suite was developed to choose the Advanced Encryption Standard
(AES). It is an important tool to understand and measure the randomness of
Pseudo Random Number Generators (PRNG) and crypto ciphers. The NIST has
documented 15 statistical tests which are well reviewed recently and available in
[23]. Only the purpose of all the 15 tests are briefly noted below in Sects. 4.1–4.15.

4.1 Frequency Test

This test measures the frequencies of 0 and 1 s in the entire n-bit sequence and
observes if the proportions of 0 and 1 s to n are close to 0.5.

4.2 Frequency Test Within a Block

If the first 50 % bits in the given n-bit sequence is 0 and the rest 50 % bits is 1 then
the sequence would pass the frequency test mentioned in Sect. 4.1 although it is a
nonrandom sequence. This test checks whether the frequencies of 0 and 1 s are
uniformly distributed in the sequence.

4.3 Runs Test

Runs of length R means R number of identical consecutive bits is bounded by
opposite bits. This test checks whether the frequencies of runs for various lengths of
0 and 1 s are within the limits of statistical measure.

4.4 Longest Run of Ones in a Block Test

This test measures longest run of 1 s to see if the frequencies for that appearing in
the sequence are within the limit satisfying a random sequence.
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4.5 Binary Matrix Rank Test

This test searches any existing repetitive patterns across the entire sequence by
calculating the rank of matrices. If a matrix has full rank, then one can conclude that
no repetitive pattern exists in that matrix.

4.6 Discrete Fourier Transform Test

This test checks periodic features in the sequence by undertaking Discrete Fourier
Transform of each bit and calculating their peak heights. In a random sequence at
least 95 % of the peak heights should be less than the threshold value of peak height.

4.7 Nonoverlapping Template Matching Test

This test finds similarity of a prespecified nonperiodic template in the given
sequence in nonoverlapping manner.

4.8 Overlapping Template Matching Test

This test finds the occurrences of a prespecified template in the given sequence in
overlappingmanner. Through this test, one tries to detects irregularities in occurrences
of any periodic template in the long bit sequence. For a template of R-bit pattern, the
test accepts a sequence if the occurrences of R-runs of one lies in a specific region.

4.9 Maurer’s “Universal Statistical” Test

This test concludes the compressibility of a long sequence. A sequence would be
considered as random if it is not significantly compressible. This test measures the
distances in terms of L-bit block numbers between L-bit templates using logarithmic
function.

4.10 Linear Complexity Test

Linear Feedback Shift Register (LFSR) can produce both random and nonrandom
bit sequences. For random sequence, LFSR is larger and for nonrandom sequence it
is shorter. The Berlekamp–Massey Algorithm can calculate the length of LFSR
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from a long bit sequence. This test finds the length of LFSR for a sequence and
concludes if it is random or not.

4.11 Serial Test

In a long random bit sequence, every r-bit pattern has the equal possibility of
occurring. If the sequence length is n-bit, then number of occurrences of each and
every r-bit overlapping patterns is approximately n/2r. This test calculates the
frequencies of all possible overlapping patterns in the sequence to measure the
randomness of the sequence.

4.12 Approximate Entropy Test

This test measures the randomness of a long bit sequence by calculating entropy
using repeating bit patterns. For a particular sequence if entropy is higher, the
sequence is considered to be random. The entropy is calculated by comparing the
frequencies of all possible overlapping k-bit patterns with that of (k + 1)-bit
patterns.

4.13 Cumulative Sums Test

This test observes whether large numbers of 0 and 1 s are situated at front side or at
rear side or these are mixed up equally likely across the whole bit sequence.

4.14 Random Excursions Test

This test observes whether the frequency of visits for a particular cumulative sums
state in a cycle lies under the expected range of random bit sequence or not. In the
test, eight states ±1, ±2, ±3, and ±4 are observed. If the visit is larger than +4, it is
added with +4 state and if the visit is smaller than −4 it is added with −4 state.

4.15 Random Excursions Variant Test

This test observes the frequency of visits in a random walk to a particular state in
cumulative sums manner in the given long bit sequence and calculates deviations
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from expected random values. In the test, 18 states ±1, ±2, ±3, ±4, ±5, ±6, ±7, ±8,
and ±9 are observed.

5 Proposed Dynamic Ciphering Algorithm DC15

The proposed Dynamic Ciphering-15 (DC15) algorithm is an application of mul-
tiplicative polynomial inverse over GF(73) in message encryption. The ciphering
algorithm uses a PRNG producing 8-bit number sequence obtained based on the
idea of random shuffling adopted in RC4. In the present paper, multiplicative
inverses of an irreducible polynomial (x3 + 2x2 + 6x + 1) are obtained and their
larger part is used in the S-Box and a smaller part, in the initial part of K-Box. In
DC15, the identity S-Box is replaced by a nonidentity S-Box that sequentially takes
decimal equivalent of 256 multiplicative inverses less than (514)7. The decimal
equivalent of other 87 multiplicative inverses equal to and greater than (514)7 are
complemented at bit level and its decimal equivalent is sequentially put in the
K-Box as the first initial 87 entries. The rest 169 spaces of the K-Box are filled by
the given key following the RC4 algorithm. As the initial S-Box is not an identity
S-Box and the initial K-Box elements do not contain the given key elements, the
present algorithm is cryptographically better than the conventional RC4 and the
initial PRGA bytes created by DC15 would not carry the bias of the given key as
mentioned in [4, 6]. Subsequently, a dynamic permutation is introduced among the
randomly generated key-bytes before they are XORed sequentially with the mes-
sage bytes. The ciphering algorithm is as follows:

While true, do

key[0] = randomly generated key-byte.
setlen = key[0] mod 15 + 1. // setlen: length of a set 

// of bytes to be permuted randomly at a time.

If(setlen > 1)
For loop = 1 to setlen-1 

key[loop] = randomly generated key-byte.

For loop = 0 to setlen-1 
msg[loop] = sequentially read message-byte from 
            file to be encrypted.

For loop = 0 to setlen-1 

cipher = msg[loop]^key[setlen – 1 – loop]  
// cipher-byte is generated. 

Write cipher-byte in output file. 

End of while. 
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The dynamic permutation of the randomly generated key-bytes can be explained
by a graphical presentation as shown in Fig. 1. Let n be the number of generated
key-bytes, then first key-byte goes to the nth position, second goes to the (n − 1)th
position, so on and so forth.

It is intended to compare the randomness of cipher bytes produced by DC15
with that produced by RC4 from statistical randomness perspective. The statistical
randomness tests are undertaken on the two algorithms—their results are shown and
discussed in Sect. 6.

6 Results of Comparative Statistical Randomness Testing

The motivation of incorporating the NIST test suite is to study and compare the
randomness of the output cipher obtained using the proposed DC15 with that
obtained using the RC4—both on the same message block. A calculation technique
is presented in NIST document in which the χ2-value coupled with the degrees of
freedom is transformed to a P-value. Thereby, it sets a passing criterion of P-value
≥0.01 (significance level). Using all the P-values obtained for a particular test,
NIST also mentioned necessary statistical procedures to compute the proportion of
passing and the uniformity of P-values.

It may be noted that for each of the two algorithms, 300 different keys each of
16-bytes are used to encrypt a plain text of 1,68,960 bytes. Each algorithm gen-
erates 300 different cipher bit-sequences each of 13,51,680 bits obtained by
XORing necessary random key-bytes with text bytes. Following the recommen-
dation of NIST, the minimum bit lengths as required for respective tests are shown
in Table 1.

In estimating the randomness of a particular NIST test, it is necessary to consider
two checking parameters: (1) threshold value or the Expected Proportion Of
Passing (EPOP) and (2) P-value of P-values (POP). These two are explained in
Sects. 6.1 and 6.2, respectively. Following Tables 2 and 3, the result of DC15 is
compared with that of RC4 and is presented in Table 4.

Position of randomly generated 
key-bytes, before permutation.

After dynamic permutation.

0 1 - - - n – 1 n

0 1 - - - n – 1 n

Fig. 1 Dynamic permutation of randomly generated key-bytes
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6.1 EPOP and Observed Proportion of Passing (OPOP)

To estimate EPOP of a particular test, a large sample size of sequences of bits
obtained randomly as the output by an algorithm is to be considered. Now let the
sample size of sequences of bits be m and a test generates a single P-value from
each and every sequence, then EPOP would be calculated as

EPOP ¼ ð1� aÞ � 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
að1� aÞ

m

r
ð10Þ

Here in Eq. (10), α is the significance level. The sample size m should be larger
than the inverse of the significance level α. For m = 300 and α = 0.01,
EPOP = 0.972766. A particular test producing one P-value can be considered to be
statistically successful, if at least its 292 P-values out of its 300 P-values do pass the
test. For any test producing n number of P-values, (m × n) should be considered
instead of m in Eq. (10). With the same values of α and m, the EPOP for Random
Excursions test with n = 8 is 0.983907. If at least 2362 P-values out of the total
300 × 8 = 2400 P-values pass the test, then this test is to be considered as statis-
tically successful. The OPOP of a particular test is defined as the ratio of passing
P-values with total P-values. The status for proportion of passing would be con-
sidered as a success if OPOP ≥ EPOP for a particular test.

Table 1 Minimum required lengths and used lengths of bit sequence for 15 statistical tests

Test no. Test name Length of bit sequence (n)

Minimum
requirement

Used in present
software

1 Frequency test 100 1,342,400

2 Frequency test within a block 9,000 1,342,400

3 Runs test 100 1,342,400

4 Longest run of ones in a block 128 1,342,400

5 Binary matrix rank test 38,912 1,342,400

6 Discrete fourier transform test 1,000 13,424

7 Nonoverlapping template test 10,48,576 1,342,400

8 Overlapping template test 10,00,000 1,342,400

9 Maurer’s “universal statistical” Test 13,42,400 1,342,400

10 Linear complexity test 10,00,000 1,342,400

11 Serial test 10,00,000 1,342,400

12 Approximate entropy test 100 1,342,400

13 Cumulative sums (cusum) test 100 13,424

14 Random excursions test 10,00,000 1,342,400

15 Random excursions variant test 10,00,000 1,342,400
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6.2 P-value of P-values (POP) and Uniformity
of Distribution of P-values

For a particular test, the uniformity of distribution of P-values can be realized from
its obtained P-values. The P-value data for a particular test are divided in 11 groups
between 0 and 1 and such data for all tests are shown in Tables 2 and 3 for RC4 and
DC15, respectively.

Depending on the result of a P-value for a particular test, the count of an
appropriate group is increased in which the particular P-value belongs. If P-value
<0.01, then it will be considered as unsuccessful. The entry in column 1 of Tables 2
and 3 indicates the numbers of unsuccessful P-values. For estimating χ2-deviation
of distribution of P-values, the first two P-values are merged in one group and the
rest in nine groups, thereby 10 groups of P-values are considered. The χ2-deviation
of distribution of P-values is computed as

v2 ¼
X10
i¼1

si � m
10

� �2
m=10

ð11Þ

where Si is the number of P-values in ith group and m is sample size. If a particular
test produces n number of P-values, then m × n should be considered instead of
m in Eq. (11). Here the degrees of freedom v = 9 and the sample size is the number
of cipher texts considered for NIST testing. The two parameters in Cða; xÞ function
are calculated as a = v/2 and x = χ2/2 and the corresponding POP is obtained as

Table 2 Frequency distribution of P-values of RC4

Test no. 0.0–
0.01

0.01–
0.1

0.1–
0.2

0.2–
0.3

0.3–
0.4

0.4–
0.5

0.5–
0.6

0.6–
0.7

0.7–
0.8

0.8–
0.9

0.9–
1.0

1 15 54 38 38 28 30 22 14 19 20 22

2 99 112 40 21 11 7 1 4 4 1 0

3 10 21 22 26 39 35 32 24 29 28 34

4 4 20 27 30 18 42 32 37 24 38 28

5 41 80 46 26 28 22 15 8 13 13 8

6 2 31 31 36 23 35 20 34 34 34 20

7 2 28 35 32 28 24 22 35 29 35 30

8 2 27 17 31 31 43 36 31 27 28 27

9 300 0 0 0 0 0 0 0 0 0 0

10 1 19 35 41 28 39 27 30 21 29 30

11 300 0 0 0 0 0 0 0 0 0 300

12 300 0 0 0 0 0 0 0 0 0 0

13 5 59 49 74 77 64 54 52 63 53 50

14 35 208 225 246 250 239 220 218 232 261 266

15 37 474 522 487 534 529 527 575 564 588 563
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POP ¼ 1� Cða; xÞ
Cða;1Þ ð12Þ

The P-values are considered as uniformly distributed if Eq. (12) gives
POP ≥ 0.0001.

6.3 Results of Comparative Study Between RC4 and DC15

The test-wise results of statistical tests on RC4 are given in Table 2 and that for
DC15, in Table 3. The OPOP for a particular test is the ratio of sum of the last ten
columns to the total sum of 11 columns. If OPOP ≥ EPOP, the particular test
indicates that the data set is statistically random. The uniformity of distribution of
P-values obtained for a particular test is indicated by P-value of P-values
(POP) computed using Eq. (12)—these can also be derived from Tables 2 and 3.
The distribution is considered to be uniform if POP ≥ 0.0001. Following the
procedures stated above, the test-wise EPOP, OPOP, and POP data for the algo-
rithms RC4 and DC15 are calculated for all the 15 tests and are shown in Table 4.

From OPOP data shown in Table 4, two algorithms are observed to be at the
same footing—RC4 has better OPOP for five tests (7, 10, 13, 14, 15), while DC15
has better OPOP also for five tests (1, 2, 3, 4, 5). The rest five tests give same OPOP
for both the algorithms. From POP data shown in Table 4, it is observed that
nine tests (1, 4, 5, 7, 8, 10, 13, 14, 15) of DC15 indicate uniform distribution of

Table 3 Frequency distribution of P-values of DC15

Test no. 0.0–
0.01

0.01–
0.1

0.1–
0.2

0.2–
0.3

0.3–
0.4

0.4–
0.5

0.5–
0.6

0.6–
0.7

0.7–
0.8

0.8–
0.9

0.9–
1.0

1 9 58 39 32 24 31 14 28 20 25 20

2 97 117 43 19 14 5 3 1 0 1 0

3 4 33 28 38 29 26 28 32 37 28 17

4 2 25 31 31 35 27 36 25 26 29 33

5 38 77 56 31 33 17 15 11 4 7 11

6 2 32 40 25 18 31 23 31 34 30 34

7 5 32 27 27 33 22 31 34 29 27 33

8 2 27 37 20 26 34 25 32 31 32 34

9 300 0 0 0 0 0 0 0 0 0 0

10 5 21 34 31 33 33 32 29 30 28 24

11 300 0 0 0 0 0 0 0 0 0 300

12 300 0 0 0 0 0 0 0 0 0 0

13 9 52 59 76 60 63 59 70 42 52 58

14 41 211 246 232 238 233 242 259 245 240 213

15 70 501 530 520 532 531 544 562 536 542 532
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P-values, while only three tests (2, 3, 6) of RC4 indicate uniform distribution of
P-values and the rest three tests of both the algorithms show the same result.

Regarding the uniform distribution of P-values, one can correlate the POP value
shown in Table 4 with a corresponding visual histogram obtained from the right
data of Tables 2 and 3. From Table 4, the test no. 10 of DC15 is seen as the best
POP—the same data is displayed in a corresponding histogram in Fig. 2. The
uniformity of the P-value distribution is visually evident. The best POP of RC4 is
for test 7 for which a histogram is shown in Fig. 3. There are ten columns in the
histograms where each column indicates the count of P-values lying within a
predefined range as 0.0–0.1 for first column, 0.1–0.2 for second column, and so on.

16

20

24

28

32

36

1 3 5 7 9

Fig. 2 Histogram for test no.
10 of DC15
(POP: 9.558347e−01)

Table 4 Observed proportion of passing (OPOP) and P-value of P-values (POP)

Test no. EPOP Observed proportion of
passing (OPOP)

P-value of P-values (POP)

RC4 DC15 RC4 DC15

1 0.972766 0.950000 0.970000 1.399834e−12 9.783167e−11

2 0.972766 0.670000 0.676667 2.364251e−265 5.984242e−276

3 0.972766 0.966667 0.986667 5.075122e−01 2.058966e−01

4 0.972766 0.986667 0.993333 6.023866e−02 8.831714e−01

5 0.972766 0.863333 0.873333 3.616519e−69 4.931339e−68

6 0.972766 0.993333 0.993333 1.986900e−01 1.986899e−01

7 0.972766 0.993333 0.983333 7.265031e−01 7.531852e−01

8 0.972766 0.993333 0.993333 1.480942e−01 5.612272e−01

9 0.972766 0.000000 0.000000 0.000000e+00 0.000000e+00

10 0.972766 0.996667 0.983333 1.199735e−01 9.558347e−01

11 0.977814 0.500000 0.500000 0.000000e+00 0.000000e+00

12 0.972766 0.000000 0.000000 0.000000e+00 0.000000e+00

13 0.977814 0.991667 0.985000 9.278355e−02 1.782783e−01

14 0.983907 0.985417 0.982917 3.384789e−01 7.498835e−01

15 0.985938 0.993148 0.987037 5.634658e−02 9.077180e−01
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7 Conclusion

This paper shows a practical implementation of multiplicative polynomial inverses
over GF(73) in cryptographic application. In the proposed DC15 algorithm, the
initial S-Box is filled by multiplicative inverses of all its elemental polynomials
under one of the 112 irreducible polynomials over GF(73). Initial part of the
K-Box is also filled by multiplicative inverses of some other elemental polynomials.
The comparative study of DC15 and RC4 based on respective NIST data indicates
that DC15 is better than RC4 from randomness point of view. By incorporating
multiplicative polynomial inverses in K-Box, DC15 removes the bias of the given
key from its initial random key-bytes unlike RC4.
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On Preventing SQL Injection Attacks

Bharat Kumar Ahuja, Angshuman Jana, Ankit Swarnkar
and Raju Halder

Abstract In this paper, we propose three new approaches to detect and prevent
SQL Injection Attacks (SQLIA), as an alternative to the existing solutions namely:
(i) Query Rewriting-based approach, (ii) Encoding-based approach, and
(iii) Assertion-based approach. We discuss in detail the benefits and shortcomings
of the proposals w.r.t. the literature.

Keywords SQL injection attacks � Query rewriting � Encoding � Assertion
checking

1 Introduction

SQL injection is an attack in which malicious SQL code is inserted or appended
into database application through user input parameters that are later passed to a
back-end SQL server for parsing and execution [11]. The growing popularity and
intense use of database-driven web applications in today’s web-enabled society
make them ideal target of SQL Injection Attacks (SQLIA). The number of SQLIA
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has increased rapidly in recent years, and it has become a predominant type of
attacks. Consider the following PHP script from [4]:

The URL “http://www.victim.com/products.php?val=100” is used to view all
products with cost less than $100. However, on providing malicious input ‘100’
OR ‘1’ = ‘1’ and the corresponding URL http://www.victim.com/products.php?val
= ‘100’ OR ‘1’ = ‘1’, the dynamically created SQL statement “SELECT * FROM
Products WHERE Price < ‘100’ OR ‘1’ = ‘1’ ORDER BY ProductDesc-
ription” extracts all product information as the WHERE clause evaluates to true
always.

In addition to the above tautology-based SQL injection attacks, there exist
various other forms of attacks with various attacker intents. For instance, Union
Query, Piggy-Backed Query, Stored Procedures, etc. [11].

The primary reason behind SQL injection is the direct insertion of code into
parameters that are finally concatenated with SQL commands and executed. When
Web applications fail to properly sanitize the inputs, it is possible for an attacker to
alter the construction of back-end SQL statements, which may lead to a catastrophe.
Web applications along with databases, therefore, require not only careful config-
uration and programming to ensure data security, but also need effective and effi-
cient protection techniques to prevent SQL injection attacks.

A wide range of prevention and detection techniques are proposed to address the
SQL injection problems [4, 11]. According to the best of our knowledge, no
existing approach can guarantee a complete safety. For example, many proposed
approaches, like AMNESIA—a model-based technique [9], taint-based technique
[17], intrusion detection System [22], etc., have large number of false positive
alarm. The static code checker [7] is used to prevent tautology-based attack only.
The approach of instruction set randomization [2] is unable to prevent many types
of SQLIA like illegal/logically incorrect query, stored procedures, alternate
encodings, etc. It is extremely difficult to apply defensive coding practices [8] for all
the sources of inputs because it results high rate of false positive (e.g., in case of
input O’Brian).

In this paper, we propose three new directions to detect and prevent SQLIA, as
alternative solutions. These are (i) query rewriting-based approach, (ii) encoding-
based approach, and (iii) assertion-based approach.
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The main objective of first approach is to mitigate the effect of concatenation
operation during query generation. The objective of the second approach is to
mitigate the mal-effect of bad input on query semantics. The assertion-based
technique is a state verification technique which can be performed either at appli-
cation level or at database level. We provide a comparative study among our
proposed approaches based on security guaranty, usability, and applicative point of
view.

The structure of the paper is as follows: Sect. 2 discusses related works in the
literature. Section 3 describes and formalizes the problem. We introduce our pro-
posed approaches in Sect. 4. Section 5 represents the comparative study and
complexity analysis. Section 6 concludes the paper.

2 Related Works

In [10], authors proposed a model-based technique to prevent SQLIA that combines
both static and dynamic analyses. In static phase, the approach builds character-
level Nondeterministic finite automaton (NFA) model for each hotspot. All
dynamically generated queries, during runtime, are checked against the corre-
sponding model and violation of the models is reported as SQLIA. However, the
success of this approach is dependent on the accuracy of its static model, and may
results both false positives and false negatives. Other approaches on static models
considering grammars and parse-trees are proposed in [3, 21].

Defensive coding practice [8] is a way to prevent the SQL injection vulnera-
bilities. But it is extremely difficult to apply for all sources of input, because in
many applications SQL-keywords, operators can be used to express normal text
entry, formulas or even names (e.g., O’Brian).

In [2], authors proposed Instruction set rndomization approach and introduce the
SQLrand tool. It provides a framework that allows developers to create queries
using randomized instructions instead of normal SQL keywords. The attacker is not
aware about that randomize instruction. Thus if any malicious user attempts SQL
injection attack would immediately be thwarted. However, it cannot cover all types
of SQLIA. It is unable to detect or prevent the many types of SQLIA like
illegal/logically incorrect query, stored procedures, alternate encodings, etc., and
also it imposes a significant infrastructure overhead.

In [12], authors introduced an obfuscation-based approach to detect the presence
of possible SQLIA. Obfuscation removes the need of concatenations operation and
treats the atomic formulas in the condition part of the queries as independent from
each other; whereas the dynamic phase, after merging the user inputs in the
obfuscated atomic formulas, verifies the presence of possible SQLIA.

CANDID [1] is a code transformation-based approach which aims to construct
programmer-intended query structure. In order to construct the intended query, the
approach runs an application on a set of candidate inputs that are self-evidently
nonattacking. However, false positive is the prime limitation of this approach.
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In [14], authors proposed an idea to identify various types of SQLIA and to
mitigate such attacks by redefining code-injection attacks on outputs (CIAOs).
Precisely, detecting CIAOs basically follows the dynamic white box mechanisms
which are based on dynamic taint analysis. The primary limitation is that deter-
mining whether an application is vulnerable to CIAOs requires the knowledge
about which input symbols are propagating to the output program.

DIGLOSSIA [20] is a run time tool which performs a dual parsing to compare
the shadow query (which must not be tainted by user inputs) with the actual
application generated query, and ensures that the query issued by the application
program does not contain injected code. However, this does not consider all sources
of inputs (e.g. it does not permit any input to be used as a part of the code in the
query).

Another two techniques, SQL DOM [16] and safe query object [6] are used for
encapsulation of database queries to provide a safe and reliable way to access
databases. The main limitation of this technique is that they require developers to
learn and use a new programming paradigm or query-development process.

Several automated or semiautomated tools for detection and prevention of
SQLIA are already developed. For instance, AMNESIA [9], SQLCheck [21],
SQLGuaed [11], SQLrand [2], WebSSARI [18], JDBC-Checker [7], etc.

3 Problem Description

The characteristics of dynamic web applications are

• They receive inputs as strings during run time.
• They build SQL query strings by performing concatenation operation between

SQL constructs and input strings.
• Bad input, after concatenation, may be treated as a part of SQL control con-

structs, leading to SQL Injection Attacks.

Formally, this can be defined as follows [21]: Let R be an alphabet. A web
application P: (R� � R� � . . .� R�) ! }ðR�) is defined as a mapping from a set
of user inputs over an alphabet R to a set of query strings of R. Given a set of SQL
substrings s1; s2; . . . snf g and a set of input strings i1; i2 . . . imf g, P generates a
query string (using concatenation operation) Q ¼ q1 þ q2 þ . . .þ ql, where for
1 � j � l:

qj ¼ i where i 2 fi1; i2; . . .; img
s where s 2 fs1; s2; . . .; sng

�

Given a query string Q, it can be divided into two parts: data-part and
control-part. Let us denote Q ¼ hfd1; d2; . . .; dpg; fc1; c2; . . .; cqgi where
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fd1; d2; . . .; dpg is the set of data-parts and fc1; c2; . . .; cqg is the set of control-parts.
SQL Injection attack occurs if fc1; c2; . . .; cpg \ fi1; i2; . . .; img 6¼ /; that is, when
any input string is treated as SQL control construct in Q.

4 Proposed Approaches

In this section, we propose three possible solutions as an alternative to the existing
ones.

4.1 Query Rewriting Approach

In database-enabled web applications, SQL Queries are, in general, constructed by
concatenating input strings directly from the users. This helps attackers to somehow
manage and modify the query structures by providing malicious SQL keywords in
the input strings. In order to mitigate the use of concatenation operation, we propose
a query-rewriting approach which transforms the insecure web application into
semantically secure version. The proposed approach has following two main phases:

• Static Phase

– Insert user inputs into a database table, called “Input” table.
– Replace the concatenation operation of user inputs with other SQL con-

structs by an equivalent SELECT query which selects inputs from the table
“Input.”

• Dynamic phase

– Parse the INSERT statement after merging inputs to check the correctness of
syntax.

Static Phase
In this phase, all the inputs of the web application are inserted into a database table,
called “Input” table, using INSERT statement. The objective is to mitigate the bad
effect of input data by treating them as a part of the database and to remove the
necessity of concatenation operation using them during the query formation later on.

The generic structure of the “Input” table is as follows: Let the web application
P involves n queries Qi j i ¼ 1; . . . nf g. Suppose each query Qi accepts m user
inputs SQi

I ¼ Iij j j ¼ 1; . . .m
� �

. The structure of “Input” table is

INPUT(QID integer, IID integer, u_input varchar)

where QID, IID represent program point i and input id j, which together uniquely
identify jth input Iij in ith query Qi—hence forms primary key.
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Static Analyzer Let li: Qi (fIijj j ¼ 1; . . .;mg) denotes that query Qi is formed using
concatenation operation with user inputs fIijj j ¼ 1; . . .;mg at program point li. The
analyzer scans the web application and performs the following operations:

1. Identify li : Qi hIijj j ¼ 1; . . .;mi� �
for i ¼ 1; . . . n.

2. Before each li, add an INSERT statement which inserts all inputs
Iij j j ¼ 1; . . .m

� �
. For example, consider the following query:

The analyzer adds two INSERT statements before the query, assuming it is at
program point 1 as follows:

3. Convert the query Qi by semantically equivalent version where each con-
catenation operation and input variables are replaced by corresponding SELECT
query accessing the same values from the “Input” table.

For example, the query mentioned just before is transformed as

Observe that a basic filtering is applied on inputs to filter the presence of any
meta-character which is treated as control-character of INSERT statement. For
instance, “is replace by.’’

Dynamic Phase
In the modified version of web application, it is observed that only INSERT
statement is vulnerable to SQLIA. Attacker may try to change the behavior of
INSERT statement through malicious inputs. A dynamic analyzer will check the
correctness of the syntax of INSERT statement after merging inputs and before
issuing to the database. For this purpose, we define the following grammar for
INSERT statement:
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Observe that these production rules check the number of inputs with the number
of attributes in the INSERT statement. We can also add a mechanism for type
checking, in addition.

Illustration with Example
Let us consider the database and web application depicted in Fig. 1a, b respectively.

Static Phase As discussed, the static analyzer adds INSERT statement aiming at
inserting all inputs into the “Input” table and replaces the input strings along with
the concatenation operation by equivalent SELECT queries accessing data from
“Input” table. The result is shown in Fig. 1c.

Dynamic Phase Consider the code in Fig. 1c and the inputs: user and x’OR
1 = 1: After merging the inputs, the INSERT statement is

The dynamic analyzer will check the syntax w.r.t. the grammar depicted before.
In this case the INSERT statements parse successfully.

Observe that the execution of inner queries select the inputs from “Input” table
and yield the following:

As there is no credential (user and x’OR1 = 1) in the table “loginfo,” the
execution finally results into “NO ROW SELECTED.”

4.2 Encoding-Based Approach

As we know any modification of query by attacker inputs using concatenation
operation is only possible if both the query languages and the input strings use same
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Fig. 1 An example
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alphabet. What if we change the alphabet of input strings different from the SQL?
This mitigates the vulnerable effect of inputs when directly concatenated to the
original SQL statements.

Let U be the alphabet of user inputs which may overlap with the alphabet of SQL
characters. Let Rnew be a new alphabet different from SQL characters. We define the
following function F which encodes any symbol of U into a string of R�

new:

F : U ! R�
new

and component-wise distributive property

Fðx1x2. . .xnÞ ¼ Fðx1ÞFðx2Þ. . .FðxnÞ

As a trivial example, let us consider the binary alphabet Rnew ¼ f0; 1g. Given a
string “abc,” the corresponding binary encoded representation of it in Rnew is
obtained by

FðabcÞ ¼ FðaÞ FðbÞ FðcÞ ¼ 011000010110001001100011

As an example, consider the following query:

Consider the inputs of Slogin and Spass are: ’OR 1=1 -- and password,
respectively. The encoded version of this inputs are

Instead of merging the original inputs to the original query, we merged the
encoded representation in the language different from the SQL characters, as
depicted below:

Observe that the semantics of Q is not changed due to merging of encoded
inputs, leading to a mitigation of the injection attacks. However, the issue is that
WHERE condition produces false positives as values are in a new language.
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4.3 Extending Encoding-Based Approach to Database
Spplications

We now extend the encoding-based approach to the case of database applications,
and we discuss the following two major issues:

1. Data storage and string comparison: Consider the table “loginfo” in
Fig. 1a. Suppose the administrator wants to login by providing login = Admin and
pass = Admin. Appending inputs in the encoded form results into the following:

where F(Admin) = 011000010111010101011011001010001. When string
matching operation is performed, as an enhancement, we adopt either of the
followings:

(a) Encoded databases: To enable the matching operation, we store encoded
values of strings in the databases rather than actual strings, and we decode it to its
original form after performing all operations at encoded level. The encoded version
of the table “loginfo” (in Fig. 1a) is

Login(varbinary) Pass(varbinary)

011000010111010101011011001010001 011000010111010101011011001010001

100100100101010010100101000010 101010101100101011001010101000

Observed that encoded form of database may occupy more storage space than
the original one and may take more time on performing database operations.
Therefore, the technique might be suitable for small database systems.

(b) Conversion on-the-fly: Storing values into the database in raw binary format
does not seem convincing w.r.t. time and space complexity point of view, and it can
take too much overhead in decoding. As a remedy, the database data can only be
encoded whenever required by the quires to compare with the encoded inputs as
shown in the following example.

Observe that the encoding functions databaseEncode and application
Encode are implemented at database layer and application layer, respectively.

2. Transformation of traditional string operations into semantically equiv-
alent operations in the new language: We want our encoding function such that
all the string operation in the encoded domain should provide same results as in the
original domain. This can be achieved through homomorphism property.
Homomorphic encoding allows specific types of computations on the encoded texts
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such that the generated result matches with the result of the same operation on the
original text. Observe that traditional substring matching operations may not satisfy
homomorphic property in the proposed encoded domain, suppose we want to
search substring BH in another string CDE. The encoded form is shown in Fig. 2.
Note that, this encoding will result in an incorrect matching. To solve this using
homomorphic property, we propose the following two possible enhancements:

(a) Delimiter based encoding: We now redefine the encoding function by
introducing delimiter at the Boundary. For example,

FðCDEÞ ¼ 01000011; 01000100; 01000101

In this example, the new alphabet has three symbols 0, 1, and;. As these three
symbols cannot uniquely represented using single bit, the encoding function rep-
resents 0, 1, by 00, 11, and 010, respectively, as

FðCDEÞ ¼ 001100000000111101000110000001100000100011000000110011

(b) Use predefined procedures at database layer: We may also use any of the
predefined procedure into database library such as Binary, Hex, etc. This ensures
that matching is done on the byte boundary. For example,

where HEX and BINARY functions are predefine in database library. Hex converts
strings into hexadecimal and BINARY convert strings into binary form. BinEnc
and HexEnc are the encoded functions defined at application level.

Observe that the homomorphic property can easily be extended in case of other
operations as well, e.g., LIKE, GROUP BY, etc.

1 1 0 0 0 0 1 1 0 0 1 1 1 1 0 0 1 0 1  0 0 0 0  (CDE) 

0 0 1 1 0 0 1 1 1 1 0 0 1 0 1 ( BH ) 

Fig. 2 Incorrect matching of encoded strings
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4.4 Assertion-Based Approach

Instrumenting programs by adding assertions at critical positions of the programs is
one of the most successful program verification approaches, which has various
application domains, e.g., safety property checking, proving program correctness,
automatic test-case generation and fuzzing, proof carrying code, input filter gen-
eration, etc. [5].

Program verification has recently received renewed attention from the Software
Engineering community. One very general reason for this is the continuing and
increasing pressure on industry to deliver software that can be certified as safe and
correct. A more specific reason is that program verification methods fit very nat-
urally the so-called design by contract methodology for software development, with
the advent of program annotation languages like JML [13].

It is common for assertions to be defined as a super-set of Boolean expressions,
since they may have to refer to the values of expressions in the current state of the
program. If exactly the same syntax is used for assertions and Boolean expressions,
it will be easier for ordinary programmers to write specifications.

Assertions that hold before and after execution of a program, preconditions and
postconditions, respectively, will allow one to write specifications of programs or
Hoare Triples. The intuitive meaning of a specification {P} C {Q} is that if the
program C is executed in an initial state in which the assertion (precondition) P is
true, then either execution of C does not terminate or, if it does, assertion Q (a
postcondition) will be true in the final state. As example, {a > 3} a = a + 7 {a > 10}
represents that, for any state satisfying a > 3, the execution of a = a + 7 will end
with satisfying a > 10.

We extend the assertion based program verification to detect and prevent
SQLIA. The approach consists of the following phases:

1. Preprocessing the input strings by filtering meta-characters.
2. Identify li: Qi (fIijj j ¼ 1; . . .;mg)
3. Insert assertion after each li which checks the correctness of Qi according to the

specification.

Observe that assertion can be implemented either at database level or at appli-
cation level. An application level assertion is illustrated in the following example:
Consider a web application which contains the following:

As bad inputs may change the semantics of the above query, our approach will
add a piece of code (assertion) in the web application which checks the content of
rs during run time in order to verify that no SQLIA happens. Below is a sample
application-level assertion checking code:
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We may also implement the assertion-based checking at database level.
Observed that this technique introduces much computations overhead in case of
large database.

5 Discussion and Complexity Analysis

The complexity of Query Rewriting approach mainly depends on (i) parsing,
(ii) data insertion, and (iii) Nested query execution on “Input” table. The
worst-case time complexity of LALR parser is linear w.r.t. the number of inputs.
Considering less number of inputs in practice, this approach does not introduce
much overhead at all. The complexity of second approach depends on the encoding
domain. The third approach introduces a high-overhead in computational com-
plexity because of runtime data checking. Overall, query rewriting-based approach
is suitable for web application containing simple queries with few inputs and few
nested forms. The encoded-based technique is suitable for web application
involving few operations on database data. The third approach is suitable for small
database web applications. Below, in Table 1, we provide a comparative analysis of
our proposed approaches w.r.t. the existing ones. In the last column, we denote by n
the number of SQL queries in the application and by m the number of tuples in the
database.

6 Conclusion

This paper proposes three new approaches to detect and prevent SQL Injection
Attacks. The proposals can be treated as alternative solutions w.r.t. the existing ones
in the literature. This paper also described the advantages and shortcoming of each
proposed technique w.r.t. applicability point of view. We are now in process of
implementing tools based on the proposals.
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Securing Service in Remote Healthcare

Tapalina Bhattasali, Rituparna Chaki, Nabendu Chaki
and Khalid Saeed

Abstract Health-care service in remote environment opens for several security
challenges. These may affect confidentiality, integrity, and availability of resource.
Securing service is a big concern for this kind of application. Encoding is required
before uploading data to remote web server. Identity management is another
primary aspect to validate any service. One-time identity verification during login
has no importance, because valid session may be hijacked by impostors. Compared
to other techniques, identity management based on human computer interaction is
simple and less costly in remote environment. Service verification also needs to be
considered to control access rights along with end user verification. A secured
remote service (SecReS) framework is proposed here to ensure availability of
health-care resource to valid end users. This service is capable to reduce time
complexity, bandwidth cost, and to increase accuracy and attack resistance
capacity. Theoretical analysis shows its efficiency.
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1 Introduction

In remote health-care application, relevant data are collected and stored into remote
storage; so that it can be accessed from anywhere and at any time for medical
check-up. Health-care professionals from remote location provide medical assis-
tance based on the accessed information. Pervasive nature of remote health faces
several known and unknown security vulnerabilities [1, 2], which lead the entire
framework unreliable, putting patients’ lives at risk. Lack of proper security
framework is one of the major barriers in long-term success of remote health
application. Major security requirement for remote environment is to restrict
unauthorized access to resource [3]. It must be ensured that openness is provided
only to the users who are authorized to access. Remote health framework provides
additional layer of security with this approach, thereby reducing risk of accessing
health-related data by unwanted users [4].

Popularity of identity management through analyzing human behavior is
growing day by day. Behavioral traits are capable to provide better result than
traditional identity verification systems based on passwords or tokens [5]. As
human interaction pattern [6] is naturally related with manner in which individual
interacts with computing device, it is difficult to be compromised. Most of the
behavioral traits require data acquisition devices separately, which may not be
always available in remote areas or which may enhance the cost of the applications
[7]. Service verification used along with the end user verification provides equiv-
alent features of role-based access control. This concept is feasible for any service
that needs long-term access from remote places.

Traditional data retrieval based on plain text becomes useless in this regard [8].
Uploaded cipher data need to be decoded before its usage. If decryption key
revealed to unknown users, then privacy of data is compromised. The best way of
securing health-care resource from unauthorized persons is identity verification
along with encryption. This paper considers three directions—(i) data retrieval
service, (ii) identity management service including end user verification (EUV), and
service verification (SV) and (iii) encoding service.

The rest of the paper is organized as follows. Section 2 presents background of
proposed work. Section 3 describes proposed work. Section 4 includes analysis part
followed by conclusion in Sect. 5.

2 Background of Proposed Work

2.1 Literature Survey

Researchers are very much interested to work on securing services in remote health.
One of the important aspects of securing remote service is to consider data retrieval
service. Most of the existing data retrieval logics are based on only Boolean
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keyword search [9, 10]. Search flexibility can be enhanced by considering more
than one keyword in a single query. Data are retrieved based on whether a searched
item is present or not, without considering the degree of relevance [11]. Order
preserving encryption (OPE) [12] is capable to search only one item in the query
without considering privacy preservation. There also exist a few works on multiple
search items [13, 14] in a single query. Ranked search enhances usability by
returning the required data according to relevance rank [15, 16]. Topmost k data are
retrieved including privacy preservation, secure indexing, and ranking. The prob-
lem of top-k [17] multiple search items retrieval over encrypted data is solved in
modified MRSE (multi-keyword ranked search over encrypted cloud data) [18],
which uses coordinate matching and inner product similarity. Query keywords [19]
can be protected by using cryptographic Trapdoor [20].

Research efforts of securing service are also directed toward identity manage-
ment, which is very useful in remote environment to identify validity of remote
users [21, 22]. In remote framework, valid users can directly access data regularly
from remote storage after giving biometric authentication proof. In this framework,
local client is responsible for capturing user’s behavioral data and sending it in
encoded format to the web server, where the matching process is executed. Several
techniques exist for securing biometric authentication [23]. Useful data are kept in
trustworthy remote servers to reduce leakage. Sometimes users try to login to
remote server by using smart card along with personal biometrics for verification
[24–26]. Biometric sample is checked with smart card value. There exists
three-factor authentication [27], where password, biometrics, and smart card are
fused. To improve security and strong mutual authentication between user and
remote server, long pseudo-random numbers and timestamps can be used.

Besides verifying valid users, the level of access [28] should also be defined.
Otherwise, any user can access any resource after giving valid authentication proof;
but this is not desirable in case of remote health environment. As for example,
doctor and insurance agent must not have same level of access rights. Therefore,
access right of end user must be predefined. However, access control mechanism
alone has no use in remote framework. It needs to be considered along with
authentication in remote environment. In HL7 RBAC [29] model, users are
assigned access rights according to their static job roles.

After analyzing several existing works, it can be said that proof of retrievability
[30], identity management and encoding play major roles in securing remote health
service. This service should be designed in such a way that it provides flexibility as
well as better results from the aspects of security and privacy. End Users’ traits and
sensitive data are kept secret from the web server to enhance privacy.
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2.2 Compatibility Checking with Major Standards
of Healthcare

Design of security solution must be compatible with two common standard regu-
lations in remote healthcare, such as HIPAA [31], HL7 RBAC model [29], and
PASS security model [32]. Table 1 represents possible security solutions compatible
with standard regulations to avoid common risks in remote healthcare.

2.3 Scope of Work

Preserving privacy and effective use of encrypted resource are very important for
designing secured remote health service. However, it is very much complex and
difficult to control. Overall procedure must not be deterministic in nature. Web
server must not be able to determine any relationship among the procedural logics.
Accuracy level of pattern matching for original values and query values should be
high. Response time of any service must be faster and query result must be more
relevant. Encoding techniques used for privacy preservation need to have low time
and compatibility with standard protocol used for secure data transmission in
remote framework. Main aim of the proposed work is to consider effective identity
management along with hybrid encoding during designing remote health service
framework in a secured manner.

To activate secured remote service, it is expected to give the following security
and performance requirements.

• Query contains multiple items and provides result based on highly relevant data
to provide effective data retrieval service.

• Data retrieval service ensures fast response, low communication, and compu-
tation overhead along with privacy protection.

• Identity management is flexible enough to reduce time complexity, possibility of
intrusion, and enhance accuracy level.

• Flexibility of HL7 RBAC Model is enhanced by proposed service verification.

3 Proposed Work

Proposed work of this paper is to design secured remote service framework
(SecReS) that can provide quality health assistance to the patients [33]. In SecReS,
patients need to give valid identity proof before uploading data to web server.
Similarly, health-care practitioners or any other end users need to be validated
before accessing data from web server. Access to data is blocked in the middle of
the session if any unusual event is noticed. Third-party trust relationship [34, 35] is
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Table 1 Secured remote health service compatible with standard regulations

Risks Risk management
solution in std.
regulation

Limitations (if any) Possible solution

For remote access

Only user-ID and
password are not
sufficient;
Security questions
are difficult to
remember

HIPAA-Two
factor
authentication;
Use of RADIUS
protocol

RADIUS protocol
depends on unreliable
transport protocol UDP
and suffers from lack of
security for large
payload. MD5 algorithm
used in this protocol is
also proved as insecure

End user’s behavioral
pattern analysis along
with password
verification and service
verification

Unauthorized user
access sensitive
data

HL7 RBAC-
Establish
role-based access
control (RBAC)

Lack of flexibility RBAC is modified by
using service
verification, where role
can be changed
dynamically according
to context and time

Workstation left
unattended, risking
improper access

HIPAA-Establish
appropriate
solution for
session
termination
(time-out)

It may result into false
detection

Multi-time identity
management to prevent
impostors to enter into
valid session

For storage and transmission

Data access device
is lost or stolen
resulting into
unauthorized
access of data

HIPAA-Use of
biometrics;
Require use of
lock down
mechanism;
Employ
encryption
technique of
appropriate
strength

All types of Biometric
data acquisition devices
may not be available
anywhere and may
increase cost

Behavioral biometrics
based HCI improves
performance;
Semi-continuous mode
verifies end user
multiple times;
Procedure becomes
secure and fast with
hybrid encoding

Sensitive data are
left on external
device

Prevent download
of sensitive data
to any device

Data retrieval is
considered as a service

Data intercepted or
modified during
transmission or
storage

Prohibit
transmission of
sensitive data via
open network;
Use of secure
socket layer
(SSL) protocol;
Implement strong
encryption
solution

Use of existing virtual
private network;
Use of comparatively
better transport layer
security protocol (TLS);
Low overhead and
efficient cryptography
solution with secure key
management
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considered here to reduce the probability of intrusion. Definition of proposed
SecRes framework is given below.

Definition (SecReS) A secured remote service is a set containing five tuples i.e.
service = {identity_check, encode, upload, download, decode}, entity_type is a two
tuple set, i.e., entity_set = {end user, device} and member is a four tuple set, i.e.,
member = {DO, WC, WS, DU}, where data owner (DO) ϵ end user (EU), web
client (WC) ϵ device (D), web server (WS) ϵ device (D), and data user (DU) ϵ end
user (EU).

Members of the framework are defined below.

• Data Owner (DO)—End User is a member, who generates health data having
{read, write, execute, upload, download} permission according to assigned
service role. If service role = {patients ˅ local caregivers} then, entity ϵ DO. DO
needs to give valid identity proof. Authentic DO records health data and uploads
to web server.

• Web Client (WC)—Device is used by DO and DU and considered as interface
for interaction with WS. WC generates and stores data temporarily. Data are
encoded before uploading. During data transmission, end user profiles are
collected and stored as template along with service profile and stored at WS side
in encoded form.

• Web Server (WS)—Device has huge storage space and computational
resources to maintain high volume of encoded data and templates uploaded from
DO side. Decision is taken at WS side. DO can upload data and DU can access
data from WS after giving effective identity proof.

• Data User (DU)—End User is a member, who can access health status of
patients after giving valid identity proof. DU needs to decrypt data before using
it. Default permission of authentic DU is {read, execute, download}, which can
be modified according to requirement. If service role = {health-care practitioners
˅ patients ˅ relatives} then, entity ϵ DU. Health-care practitioners = {Doctors,
nurses, caregivers, pathologists, health-care experts, insurance agents}.

Figure 1 represents flow of interaction of SecReS framework.

3.1 Procedure of Securing Major Service in Remote
Healthcare

Definition (Secured Retrieval Service) A type of service in remote healthcare
includes two more services-identity management service and encoding service. This
service uses collection of following logics to retrieve health-care resource from
remote server.

• construct_index()
• build_search_index()
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• build_vec()
• encode()
• hybrid_encode()
• identity_check()
• gen_seed()
• gen_query()
• match_pattern()
• gen_rank()
• gen_reply()
• decode_data()

Procedural logic of SecReS framework is presented in Table 2.

3.2 Identity Management Service in Remote Healthcare

Definition (Identity Management) It is a four tuple service model {EUV, SV,
timestamp, interval}, where timestamp represents session time and interval repre-
sents a nondeterministic function. Here end user verification EUV = {HIA,
encoding, trust, add_info}, service verification SV = {access right, job role, dura-
tion, context}. Here human interaction analysis HIA = {fixed pattern, free pattern,
temporal feature, global feature} and add_info = {device-id, operating system,
locality, network-id, browser type, cookies}. Fixed pattern represents static

Fig. 1 Interaction flow of SecReS framework
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interaction, whereas free pattern represents flexible interaction. Nontemporal data
are represented as global feature.

Validity decision of identity management mainly depends on {EUV˄ SV} for
multiple times. Figure 2 represents identity management concept.

End User Verification (EUV).

Definition (EUV) In EUV, end users are verified by two factors {password,
interaction analysis}, i.e., password itself and human computer interaction analysis
(IA) of password as well as any interaction by user. Any frequently used pattern is

Table 2 Procedural logic of
SecReS framework
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represented by ∑. Temporal data are represented in discrete form, where T = {t1, t2,
…, tn}. User generated patterns follow a sequence. IA is defined as 4-tuple
{t, itime, a, n}, where starting timestamp of session t ϵ T, interaction time itime ϵ T,
action a ϵ ∑, n-graph n ϵ ∑. Function fs determines whether interaction pattern is
part of interaction sequence S, where fs: t × t × ∑ × ∑ → {0,1}.

Figure 3 presents basic overview of proposed end user verification. The major
steps of interaction analysis are given below. It captures user’s usage pattern at
random interval.

Raw Data Collection Samples are collected from web-based environment.
Client-side application collects raw data. n-graph is considered as size of atomic
interaction.

Feature Selection Parameters such as user-id, session time, interaction time, and
actions are selected for processing feature vector. Other collected parameters are
stored temporarily in local storage and transmitted toward web server after

Fig. 2 Identity management concept in SecReS framework

Fig. 3 Proposed end user verification
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encoding. They are considered as input for query execution during EUV, the result
of which is taken as input of decision maker.

Filtering If interaction times for specific type of n-graphs are too short then, it may
result into errors in the measurement. If interaction times of the n-graphs are too
long then, it may be due to hesitation in user’s behavior. These interaction times are
not representative of user’s interactive behavior and need to be discarded. Filtering
of interaction times are given in Table 3.

Feature Extraction Selected features are extracted and mainly processed based on
interaction times. Different feature vectors (FV) are constructed as follows.

FV1 includes {uid, from interaction code, to interaction code, avg. interaction
time}

FV2 includes {uid, pattern_size, mean interaction, median interaction, sd
interaction}, where sd → standard deviation

FV3 includes {uid, time per_unit_action, overall speed}

Template Generation Template stores normalized temporal data for each user that
enables interaction analysis to distinguish between valid user and an invalid user.
Frequently used patterns are considered during classification. Feature vectors are
stored at local storage as template according to priority. Here FV1 is assigned
priority 1, FV2 is assigned priority 2 and FV3 is assigned priority 3. Remaining
feature vectors are assigned priority number onwards. They are encoded and
transmitted towards web server in a secure way (using TLS protocol). During
verification, feature vectors are searched from the templates according to the
assigned priority values.

Data Classification Normalized template data are trained offline to improve per-
formance of testing required during verification phase. Classification result has
major impact on accuracy of verification. Single-class classification is designed here

Table 3 Filtering logic

if  itime (ni) < itime |mn - σn| itime or if itime (ni) > itime |mn+ σn| then, 
discard itime (ni)

// where mn is median of interaction time 
for all type of n-graphs and σn is standard 
deviation of interaction time for all n-graphs

if itime(ni) <  itime (mn,sj - σn,sj × 2) or 
itime(ni) >  itime (mn,sj +σn,sj × 2) then, 

discard  itime(ni)
// where mn,sj median of interaction times of 

all occurrences of that type of  n-graph 
in session sj and σn,sj is standard deviation of 
interaction times of  all n-graphs in session sj
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for open setting environment. Data Classification is obtained by using vector space
model logic. Vector space model is most popular one in information for matching
pattern. Data classification logic is presented in Table 4.

Match Score Generation Match module generates match score based on classi-
fication result. Match logic is presented in Table 5.

add_info() of EUV includes used device information, which is an important step
in uncontrolled environment. Devices used by end users are registered during its
first usage. This concept is almost similar to device fingerprinting [38]. However,
the complexity and hardware dependency are reduced in this approach.

Table 4 Data classification
logic

query (q) to classifier claimed user’ s verfication features
assign non-binary weight to fvi for both template(t)and query(q) 
associate weight wi,j with a pair {fvi,tj }, 

where wi,j>=0 and non-binary and fvi is feature vector and tj is template 
                                                                                                               vector
associate weight wi,q with a pair {fvi,q}, 

where wi,q>=0 and non-binary and fvi is feature vector and q is query
                                                                                                             vector
query vector qvec= {w1,q,w2,q,..,wn,q}, 
template vector tvec = {t1,j, t2,j,..., tn,q}    
                                                             where n is the total number of features    
sim (tvec, q):= (tvec. qvec/ |tvec|.|qvec|)       
                                                              // correlation between tvec and q

sim(tvec, qvec)=
     

   

          
   

  
   

    where m =wi,j and r = wi,q

dos degree of similarity sim()
sort dos in descending order
evaluate_rank (dos)

Table 5 Match logic

if  rank ranges between 0 to +1 then,
match_score = 1

else
match_score= 0 
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Service Verification (SV).
The basic concept is based on role-based access control (RBAC) with great flexi-
bility and robustness. The major advantage of service verification is its ability to
make access control decisions dynamically based on the context information. This
property is mainly useful for applications like remote healthcare. It avoids the
limitation of static RBAC as proposed by HL7 RBAC model [29].

Definition (SV) A type of identity management is defined as a quadruple, i.e.,
SV = {ar, role, dur, cntxt}, where ar represents access-right, role represents job role,
dur represents duration of session, cntxt represents context.

Relationships among tuples of SA are as follows.
ua(User Assignment) ϵ uid × role → many to many relation for users to set of

roles mapping
one user is assigned to set of roles → one to many mapping
ar(Access Right) ϵ AR × role → many to many relation for access right to role

mapping
mapping of a role onto a set of permissions → one to many mapping
mapping of user onto a set of durations (dur) → one to many mapping
mapping of durations onto set of roles → one to many relationship.
In SV, each end user is assigned a role, which is subset of entire set of job role,

each job role is assigned access right, which is subset of entire set of access right
set. To design SV dynamically, state machines are considered to maintain role for
each user and access right for each role. State transition occurs when contexts are
changed.

If access right = null, end user has no right to interact with WS.
State Transition is defined as ST(SS, DS), where SS → source state,

DS → destination state. As for example, consider there are two access rights {ar1,
ar2}. As for example, ar1 implies read and write permission, while ar2 implies only
read permission. ar1 is assigned when system load is low, but transition occurs from
ar1 to ar2, when system load is high. The major steps of service verification are
given below.

Data Collection Raw data are collected once during enrollment of end users
besides collecting interaction data. Normally, this type of collection occurs once. If
any of the tuples of SV need to be changed according to the requirements of
environment, only specific tuples are modified. The tuples of SV are defined as
follows.

Access Right (ar)—It represents approval to access one or more protected
resource. It is a set of permissions such as {read, write, execute, upload, download}.

Job role (role)—It is a job function assigned according to the context of the
environment regarding the responsibility. It represents a set of roles. It can be
changed dynamically according to the requirements.

Duration (dur)—It represent show long a user is assigned a set of roles. Duration
is a set of one or more sessions when user interacts with resource.
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Context (cntxt)—It represents the set of context information around the envi-
ronment. This parameter is very important in dynamic environment. It enhances the
flexibility of the approach.

Feature Extraction and storage Selected features are extracted and feature vector
is constructed.

Service Verification Vector (SVV) includes {uid, ar, role, dur, cntxt}
This feature vector is temporarily stored at local storage, and then it is encoded and
transmitted securely toward web server to store the encoded data in a secure way.
During verification, optimized query is generated to match service profile of
claimed end user’s identity. As for example, when claimed user demands for a
service, then service profile of that user needs to be verified to check whether that
user has permission for that service. If service profile is not matched, then alert is
generated. Service verification match score evaluation is presented in Table 6.

Fusion of Multiple Factors

Decision Generation Finally, decision module takes the decision of identity
management based on fusion of match scores, generated by two factors—EUV, SV.
Fusion logic is presented in Table 7.

3.3 Procedure of Hybrid Encoding Logic in Remote
Healthcare

Encoding is an important security feature to ensure confidentiality and integrity in
remote framework. Encryption protects relevant sensitive data and secret template
data from unauthorized users. Integrity can be verified by using digital signature. As
framework deals with sensitive health data of patients, confidentiality, and integrity
of data required for verification must be ensured. Existing symmetric encryption
schemes are capable to provide high security, but key maintenance is a considerable
issue. In asymmetric encoding, key management becomes easier. However, com-
plexity of the encoding enhances with a possibility of lack of confidentiality or
integrity. Security of symmetric encoding is high because of presence of large

Table 6 Evaluation of service verification match score

if SAV matching ranges between 0.9 to 1then,
match_score:=1

else
match_score:=0

Securing Service in Remote Healthcare 77



number of rounds. Advanced encryption standard (AES) is faster and less intrusive.
Elliptic curve cryptography (ECC) is considered as feasible asymmetric encoding in
heterogeneous domain because of its low resource consumption. For this reason,
hybrid encoding logic is considered here by combining AES and ECC for enhanced
security. AES key is encoded with ECC to avoid key compromise. Figure 4 rep-
resents basic idea of hybrid cryptography.

Table 7 Fusion logic

confidence := (w1×s1 + w2×s2)/n
where n represents number of factors involved in identity management
where s1 match score generated by EUV and w1 weight assigned to 
EUV according to its priority in multifactor identification. 

set w1to 2 (high priority)
where s2 match score generated by SV 
and w2 weight assigned to SV according 
to its priority in multifactor identification

set w2 to 1
if confidence >=1 or confidence <=2 then,

end-user is valid
else

end-user is invalid

Fig. 4 Hybrid cryptography to secure resource
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4 Analysis

This section contains the analysis part to validate proposed secured remote service
(SecReS) framework. For providing real-time service, time is a major concern.
Here, hybrid cryptography logic applied on relevant data (medical data, template).
Sample medical data are encoded by AES (Rijndeal) block cipher and analyzed by
CrypTool 1.4.31 Beta 6b.

Simple key value considered here is 00000000000000000000000000000000.
Sample Medical data in plain text is presented in Fig. 5.
Sample medical data in cipher text is presented in Fig. 6.
Hash value of the above record at data owner side is 44 15 38 0E B0 BC D1 49

B3 F2 3F CC 85 E4 5E F6 C5 F1 4B 8A
Hash value of the same record at data user side is 44 15 38 0E B0 BC D1 49 B3

F2 3F CC 85 E4 5E F6 C5 F1 4B 8A
Difference between hash values of the record at sender and receiver side is given

below.

Fig. 5 Sample medical record (plain text)

Fig. 6 Sample medical record (cipher text)
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00000000#00000000#00000000#00000000#00000000#00000000#00000000#0
0000000#00000000#00000000#00000000#00000000#00000000#00000000#0000
0000#00000000#00000000#00000000#00000000#00000000#

0.00 % of the bits differ (0 of 160).
Longest identical bit sequence: offset 0, length 160.
After analyzing domain parameters to be used for used key EC-prime239v1 with

PIN 1234, it is seen that digital signature consists of two numbers c and d given
below. The algorithm used here is ECSP-DSA with hash function SHA-1(160 bits).

Secret interaction s of signature originator =
2011757352490501151490225574977387280663081106137622911739360039

32280863
Hash value f (message representative) from message M, using the chosen hash

function SHA-1,
f = 680948017289933777203873644291425651407543321486
c = 304566627658210095066125721336511681457350128453186762485923
34227879747
d = 7038158704102622667665036483399955162595378135159329968256

205
14433900631
Signature length is 474 bits. Signature generation time is 0.004 s. Correct sig-

nature verification time is 0.010 s. Entropy of the signature is 3.76. ECC encrypted
AES session key length is 121 byte. Encryption time of above plain text data is
0.149 s; compression rate of cipher text is 10 %. Decryption time is 0.082 s.

The sample record (AES cipher) in Fig. 6 contains 240 different byte values.
Entropy of the whole record is 7.71. High entropy value and less correlation among
the byte values of cipher reduce the possibility of attack. Figure 7 represents
comparative analysis of entropy and different byte values of commonly used
symmetric cipher. It is seen that AES symmetric cipher shows less deterministic
nature, which reduces the probability of data compromise.

Fig. 7 Entropy versus different byte values for few symmetric ciphers
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Identification Delay (ID) is the time gap between the instance when claimed
user’s data taken as input for verification and the instance when identification
decision is taken.

ID = Encryption time + Decryption time + Verification time + Communication
time

Figure 8 gives the idea about delay for different ubiquitous devices. It is seen that
identification delay becomes higher in smart phone like resource constraint devices
and becomes lower in wired devices.

Figure 9 represents session hijacking probability versus resource consumption
for different modes of identity management. It is seen that session hijacking
probability is high in one-time verification with low resource consumption, whereas
session hijacking probability is less in continuous verification with high resource
consumption rate. Therefore, identity verification for multiple times is feasible one.

Figure 10 shows accuracy rate for different types of identity management at
different sessions. Accuracy is proportional to number of factors involved in identity
management logic. Therefore, it is seen that proposed multifactor (EUV + SV) logic
is capable to provide high accuracy.

Fig. 8 Plot of delay for different devices

Fig. 9 Plot of session hijacking probability (%) versus resource consumption (%)
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This analysis part ensures that proposed secured service shows reliable result in
remote health framework in terms of security vulnerabilities, speed, and accuracy.

5 Conclusion

In this paper, a procedural logic is proposed to provide secured remote health
service. This logic supports CIA property of security. Major requirement to provide
secured service in remote healthcare is to consider identity verification and
encoding. Proposed logic focuses on secured data retrieval service that includes
identity management and hybrid encoding. Use of vector space model and calcu-
lation of nearest neighbor score based on tf × idf weight value enhance the effi-
ciency of service based on rank. Among various biometrics, human interaction
analysis is proved to be more simple and cost-effective. Device enrollment as an
additional feature of end user verification reduces the complexity and hardware
dependency of device (radio) fingerprinting. Service verification improves the
flexibility of role-based access control based on time and context. Besides executing
pattern matching, queries are executed in optimized way. Finally, decision module
fuses match scores from all factors to take the final decision. Instead of executing
verification logic one time or in a continuous way, proposed logic executes multiple
times. AES block cipher is considered to encode relevant data and template. ECC is
used to secure AES.

At present, work is on for detailed analysis of the proposed logic in remote
health-care domain. The main aim is to provide better service in a secure way in
health-care domain. In future, this service is planned to be extended as a service in
cloud on pay per use basis.

Fig. 10 Accuracy (%) for different types of identity management
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Inference of Gene Regulatory Networks
with Neural-Cuckoo Hybrid

Sudip Mandal, Goutam Saha and Rajat K. Pal

Abstract Current progress in cellular biology and bioinformatics allow researchers
to get a distinct picture of the complex biochemical processes those occur within a
cell of the human body and remain as the cause for many diseases. Therefore, this
technology opened up a new door to the researchers of computer science as well as
to biologists to work together to investigate the causes of a disease. One of the
greatest challenges of the post-genomic era is the investigation and inference of
the regulatory interactions or dependencies between genes from the microarray
data. Here, a new methodology has been devised for investigating the genetic
interactions among genes from temporal gene expression data by combining the
features of Neural Network and Cuckoo Search optimization. The developed
technique has been applied on the real-world microarray dataset of Lung
Adenocarcinoma for detection of genes which may be directly responsible for the
cause of Lung Adenocarcinoma.
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1 Introduction

Microarray technology [1, 2] has turned into one of the vital tools that many
biologists use to observe genome-wide expression levels in a given living organism.
A microarray consist of an array of glass slides on which particular DNA molecules
corresponding to a unique gene are positioned in a systematic way at precise
locations that are referred as features or spots. A microarray can have thousands of
features, and each feature may include a million copies of identical DNA molecules
or genes. Microarray profile falls into two categories, temporal or time series and
static or classification-based data. The analysis of such data can reveal the unknown
interactions and regulations among the genes inside the cell. Moreover, depending
on the different gene expression levels, the status of a cell may be changed from
normal to cancer. A gene can activate or inhibit expression level of other genes by
different complex biological mechanisms. The graphical representation of these
regulations among genes is known as a Gene Regulatory Network (GRN). Hence,
identifying these regulations or interactions from microarray data with proper
biological significance is a significant challenge to researchers.

The main problem of microarray technology is the ‘curse of dimensionality,’ as
the size of microarray data is increasing exponentially with time. This is the base of
problems for conventional statistical and mathematical algorithms. Nowadays,
several ‘intelligent’ techniques, based on soft computing tools, have been imple-
mented successfully to the problems of gene expression data analysis. The
Neural-Cuckoo hybrid approach, which is described here, has been successfully
used to discover sets of regulatory genes for each of the target genes from static and
nontemporal DNA microarray data of Lung Adenocarcinoma. Lung cancer is a
consequence of the extreme and uncontrolled expansion of cells in the tissues of
lungs and is responsible for 1.3 billion annual deaths throughout the world. The
main objective of this work is not to develop a complete and complex genetic
network involving all regulatory genes for lung cancer, but to recognize the
dependencies that exist among the dominant and responsible genes. Thus, this will
lead to the consequent analysis of small-scale gene regulatory network.

Different statistical and mathematical models have been already developed for
solving the inference problem of genetic networks in biological systems [3, 4].
Boolean networks [5, 6] look at binary state transition matrices to explore patterns
in gene expression. The node of the network is either on or off depending on
whether a signal surpasses a predetermined threshold level. On the other hand,
Probabilistic Boolean Networks combine several promising Boolean functions
together so that each one makes a contribution to the prediction of a target gene.
A linear weighting network [7] has the benefit of simplicity since they use simple
weight matrices to additively recombine the contributions of the different regulatory
elements. A Bayesian network [8, 9] makes probabilistic transitions between net-
work states considering conditional independence with no cycles in the network.
However, cycles or loops are one of the most important mechanisms to ensure
stability. A Dynamic Bayesian Network [10–12] merges the features of Hidden
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Markov Models to include feedback. When modelling GRNs with the S-System
[13, 14] method, the expression rates are defined by the difference between the two
products of power–law functions, where the first denotes the activation term and the
second denotes the degradation term of a gene product. Fuzzy work [15, 16] models
the interactions between genes in gene regulatory pathways using fuzzy weights
and clustering. In neural network [17, 18, 35] based model, genes are represented
by nodes in the input and output layers of the neural network where the weight
matrix between nodes represent the regulatory relationships between genes.
Recurrent Neural Network [18, 19] is also a popular technique which is a closed
loop neural network with a variable delay suitable to model system dynamics from
temporal data. Moreover, hybrid methods such as dynamic evolutionary hybrid [20]
Neural Network–Genetic Algorithm hybrid [21], Recurrent Neural Network-
Particle Swarm hybrid [22, 23], Recurrent Neural Network-Fuzzy, Bee Colony
Hybrid [24], S-system–Firefly hybrid [25], etc. have been already developed to
reconstruct genetic networks from microarray data. Overall, among all machine
learning approaches, the hybrid evolutionary approach is the most admired machine
learning method for inferring correct connectivity of gene regulatory networks from
microarray gene expression data.

On the other hand, Artificial Neural Network (ANN) is an effective soft com-
puting tool for learning the pattern from the raw input data similar to the working
principle of neurons in nervous system. Moreover, Cuckoo Search (CS) is a newly
proposed nature-inspired optimization method that is motivated by Cuckoo’s
breeding behaviour to optimize a complex problem. Here, the characteristics of
ANN and Cuckoo search optimization are hybridized to select the best combination
of genes which are responsible for modifying the expression of each individual
gene by minimizing the error between calculated and experimental gene expression
value of output layer genes of the ANN. The detailed methodology is elaborated in
Sect. 2, followed by experimental results. In the next section, conclusions regarding
this hybridization process are discussed and references follow this section.

2 Methodology

The proposed Neural-Cuckoo hybrid approach utilizes a single-layer feedforward
neural network to determine the weights of the edges between two consecutive
layers of ANN with the help of perceptron-based learning method that minimizes
the error between calculated and experimental output gene expression value.
This ANN structure is hybridized with a new metaheuristic CS algorithm for cre-
ating hypothetical interconnections or regulatory edges among genes. Moreover,
the maximum connectivity of each gene is restricted to N as it is observed that
real-life GRN is sparsely connected, i.e., few genes participate in regulations.
Before elaborating the proposed method, let us revisit some of the basic concepts
regarding ANN and CS.

Inference of Gene Regulatory Networks … 89



2.1 Preliminary of ANN and CS

Neural networks, specifically, are parallel processors, similar to the neurons in the
human body, which have the capability of being trained through a supervised
training or learning process. The common approach for networks is to accumulate
them into different layers. Nodes within layers are connected by weighing factors
called weights which denote the strength of the corresponding inputs. Layers of
ANN can be classified as input, hidden, and output layers, respectively. The input
layer is called as layer zero that stands for input attributes of the system. The output
layer is used as the holders of output variables. The hidden layer is the intermediate
layer between input and output layer to deal with nonlinearity of the training data.
However, there is no limit to the number of hidden layers or number of nodes of
those layers, although if the total number of nodes raises (and therefore number of
weighted edges), computational efficiency decreases. Nodes of hidden layers
accumulate the information flowing from previous layer and process these accu-
mulated weighted upstream with the help of activation and threshold function. This
processed information is sent to the next layer for further processing. During
learning, the goal is to optimize the value of weighted connections of ANN
structure such that for a particular set of input value, the corresponding pattern will
appear as the output layer providing minimum amount of errors between learned
and actual output. These networks are usually trained by different popular algo-
rithms like perceptron rule, delta rules, back-propagation method, etc.

On the other hand, X. Yang first proposed Cuckoo Search optimization [26, 27]
which is based on brood parasitism of cuckoo bird that reproduce their eggs by
utilizing nests of others host birds. These birds have the ability to use other birds for
raising their new generation. Cuckoo lay their eggs, one or more than one, in the
nest of host birds in the absence of them. When the host bird recognizes the alien
eggs, the host bird may destroy the eggs or can leave its nest and build a new nest
with a certain probability Pa. To avoid this, cuckoos learn to make eggs similar to
host bird’s egg. However, the highest quality nest with eggs (i.e., best solutions)
will be selected and move over to the next generation. This learning process may be
considered as an optimization method. Levy flight [28] is an important character-
istic of the Cuckoo search. Levy flight is defined as a random movement done by
the birds with a step value of distributed probability. Next section describes the
detailed process of the Neural-Cuckoo Hybrid.

2.2 Neural-Cuckoo Hybrid Approach

The Neural-Cuckoo search hybrid method which is proposed here combines a
Cuckoo Search (CS) optimization with a supervised single-layer Artificial Neural
Network (ANN) to create a ‘hybrid’ expert system that can find the genetic net-
work. Here, one egg (solution) in a nest of cuckoo denotes a small set of genes that
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are chosen from the original set of genes in the microarray data. This set of genes
comprise of the responsible regulatory genes that affect the target gene’s expression
value. The ANN is implemented to determine how fine the gene expression levels
of those genes at a particular time point affect the target gene’s expression value at
next time instance. Here, the regulatory gene set are the input layer of ANN; target
gene is the output node of ANN, and microarray dataset corresponding to these
regulatory and target genes are used as training data for learning. For simplicity,
each cuckoo place single egg at one of the randomly chosen nests whose number is
predetermined.

The CS initializes with a population of different solutions or eggs on different
random nest and the quality of each egg in host nest is calculated using ANN to
observe its impact of regulatory genes on others gene in the database as part of one
generation. By selecting proper CS parameters, the best quality solution can be
obtained after iteration. Better host nest with better quality eggs (which is evaluated
by the ANN) of each generation, will move in the next generations. After successful
completion of all iterations, we have a set of regulatory genes which can affect the
target gene most. The quality of host nest or fitness of a solution is simply pro-
portional to the objective function that is the resultant error of ANN for the set of
particular genes or nest. The overall GRN problem for all m genes is divided into
m subproblems for the individual gene to determine optimal combinations of
genetic interconnections of the network.

The proposed hybrid methodology is elaborated in detail below.

1. Let us consider that gene 1 (genej, where j = 1) is the first ‘output’ gene.
2. Apply the CS optimization to produce different combination of N input genes

(gene2; gene3; … ; geneN) that will influence the ‘output’ gene (genej). It is
considered that these selected set of N genes are only the responsible genes to
modify the expression value of output gene. Auto regulation is also avoided.
Each combination or set of genes is a host nest for the cuckoo, and all com-
binations of genes create the initial population of host nests. Each host nest of
Cuckoo is equivalent to the solution of the problem for inference of GRN.

3. For each nest, choose expression values from the microarray database for gene2;
gene3; … ; geneN and genej to generate a training dataset for ANN learning.
Each pair in the training dataset contain the gene expression values for gene2;…
; geneN from the normal stage of the microarray data to be the input values to the
Neural Network model, and the expression value for genej from the cancer stage
of the microarray data to be the target output of the Neural Network.

4. Use this training dataset to learn the ANN model with the help of the
perceptron-based learning algorithm. It helps to find the optimum weights
between the input layer (set of regulatory genes) and the output layer (target
gene) until some stopping criterion (maximum iteration or minimum error of
ANN) is achieved.

5. The final output error between calculated and experimental expression of ANN
is returned as the fitness value (objective function) for that particular set of
gene2; gene3;… ; geneN, i.e., host nest. Steps 3 and 4 are repeated for all nests in

Inference of Gene Regulatory Networks … 91



a similar way. CS chooses the best nest with minimum objective function and
returns the best solution.

6. Repeat Steps 2–5 as an ordinary CS iteration, using a standard parameter of
Cuckoo search optimization on all nests to change the set of chosen input genes
without varying the output gene.

7. CS ends after the stopping criterion (minimum value of error, i.e., objective
function or maximum iteration) is achieved. The best nest with the highest
quality of the egg (solution with the best set of genes that creates minimum error
during ANN learning process) is selected. Hence, a set of regulatory genes
corresponding to the target gene is obtained that affect the target gene most, and
each regulation linking with the regulatory genes leads to an incoming inter-
action in the network structure.

8. For all genes, repeat the Steps 1–7 one after another by updating the value of
j (genej).

After the completion of the NN-CS hybrid process, a set of regulatory genes for
each gene is obtained. The corresponding genetic network structure can be inferred
which contains a set of optimum incoming regulatory connections for each gene.
A restriction is imposed to simplify the GRN structure that maximum of N
incoming regulations is allowed for each gene of the network. This above stepwise
process of the proposed method can also be visualized in Fig. 1.

3 Experimental Result

In this paper, the proposed method is tested on the microarray dataset of the Lung
Adenocarcinoma (GEO Accession No.: GSE10072, which was obtained from
NCBI [29] website) which has the data of 22,284 genes of 107 different persons.
Therefore, finding the regulatory network between these huge numbers of genes is
almost impossible, and the regulations are hard to interpret. Thus, in spite of
developing a huge complex regulatory network, we should try to reconstruct
dominant biological significant GRN for a small number of most responsible genes
for Adenocarcinoma, and that will denote the major regulations during cancer.
Now, Rough Set Theory can be used for dimensionality reduction of a dataset
without losing important information. In earlier works [30, 31], Rule Reduction
process using Rough Set was successfully implemented to identify only 15 most
responsible genes for Lung Cancer from the huge database. Hence, prior knowledge
of the expression value of the responsible genes is already available. The reduced
dataset corresponding to the average value of the expression value for each of the
genes for each stage is shown in Table 1. This dataset is used for training of ANN,
where the average value of normal lungs and cancerous lungs is used as input and
output layer of ANN, respectively.
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We have implemented the proposed methodology to the following reduced
dataset of Table 1, which is used as training dataset using Matlab-7.6 on Windows 7
platform.

It is quite fascinating to find that average expression values of the maximum
genes are decreasing due to cancer. The parameters for the CS and ANN are given
in Tables 2 and 3, respectively. The resultant responsible gene set for each gene,
i.e., Gene Regulatory Network is shown in Table 4.

Now, we can easily construct a directed graph according to the above table
where each node or gene is connected to three other regulatory genes (shown in
Table 4) with incoming edges. By accumulating, all nodes and their interaction
GRN for Lung Adenocarcinoma is obtained which is shown in Fig. 2.

From the GRN, shown in Fig. 2, different direct or indirect influences can be
inferred without difficulty. The parent genes have a direct causal influence on others
genes. The intermediate genes particularly change the expression level of target
genes via indirect influences. These can be considered as transcription factors of the
gene network. The directed edges show the direction of regulations.

Fig. 1 A graphical illustration of the proposed Neural-Cuckoo hybrid execution
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The above results are verified using the publicly available websites, namely ‘The
Database for Annotation, Visualization and Integrated Discovery (DAVID)’ [32]
and ‘Gene Cards’ [33]. These offer a complete set of functional annotation tools for
scientist researchers to understand the biological significance of identified and
studied genes.

Here, it has been observed from the gene ontological websites that among the 15
genes investigated, six genes are found to be directly related to Lung
Adenocarcinoma (under investigation) and the remaining 10 genes are responsible
for other types of cancers or related genetic diseases. This result suggests that the
proposed methodology can extract biologically relevant information.

Table 2 CS parameter
settings

Parameter Value

Number of host nest/population 100

Discovery rate of alien eggs 0.25

Iteration 1500

Dimension/max interconnection 3

Table 3 ANN parameter
settings

Parameter Value

Learning parameter (α) 0.001

Minimum error 0.001

Maximum iteration 100

Table 1 The dataset used for learning neural network

Sl. no. Gene ID Average value of normal lungs Average value of cancerous lungs

Gene1 201591_s_at 10.00 9.59

Gene2 201772_at 7.18 8.59

Gene3 201938_at 10.00 10.3

Gene4 202295_s_a 11.45 10.43

Gene5 203065_s_at 11.40 8.98

Gene6 203091_at 7.98 8.59

Gene7 203249_at 8.93 8.26

Gene8 205261_at 10.60 8.30

Gene9 206068_s_at 7.20 5.38

Gene10 208056_s_at 6.88 6.00

Gene11 209072_a 6.45 6.24

Gene12 209613_s_at 10.00 6.12

Gene13 218918_at 8.08 7.38

Gene14 222313_at 6.05 6.24

Gene15 49452_a 7.10 6.07
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The pseudo code of this NN-CS hybrid is given as follows, where inputs are the
training data (Table 1), and the outputs are set of regulatory genes for an individual
gene.

Initialize the population with n = 100 host nests (solu-
tion) with dimension 3three (different gene number vary from
1 to 15);

While (t < max iteration (1500))
Randomly select a cuckoo (ith) by L´evy flights;
Calculate fitness value, i.e., quality of nest Fi of that

solution;
Initialize the weight and learning rate for single-layer

ANN; select input–output training data corresponding to
input genes (according to solution or nest of CS) and output
gene;

While (t1 < 100(max iteration) or error < 0.001 (stop
criterion))

Calculate error between target and calculated output gene
expression value;

Update weight according to Perceptron Learning rule;
End while;
Return error value as fitness value;
Randomly select another nest (jth) among others n host

nests;

Table 4 The output of
NN-CS hybrid approach for
Lung Adenocarcinoma

Sl. no. Set of regulatory genes obtained
from NN-CS hybrid

Gene1 14 11 6

Gene2 4 1 15

Gene3 5 3 13

Gene4 4 8 1

Gene5 7 5 4

Gene6 4 12 2

Gene7 5 13 8

Gene8 9 8 4

Gene9 14 11 2

Gene10 14 11 2

Gene11 2 14 11

Gene12 11 14 2

Gene13 6 5 12

Gene14 11 14 2

Gene15 11 14 2
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if (Fj < Fi),
j is replaced by the new solution;
End;
Discard worse nests with a fractional probability

(pa = 0.25);
Generate new solution or new locations of host nest with the

help of Levy flights;
Keep the highest quality nest, i.e., best solution with

best fitness value;
Rank the available solutions and locate the current best;
end while;
Post-process and visualization of GRN;

Fig. 2 Gene regulatory network by Neural-Cuckoo algorithm execution
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4 Conclusion

A new Neural-Cuckoo hybrid approach for finding of genetic networks from
microarray data has been illustrated throughout this paper. In addition to this, the
NN-CS algorithm has been used to model genetic network by searching the best
combination of regulatory genes that can affect a particular gene most. Moreover, as
Cuckoo search is better [34] than the existing metaheuristic like Artificial Bee
Colony (ABC), Differential Evolutionary (DE), and Particle Swarm Optimization
(PSO), therefore Cuckoo Search Optimization is introduced for optimization
problem of GRN structure. The method is applied to real-world microarray data of
Lung Adenocarcinoma and it has been shown that it can infer the GRN successfully
and efficiently so that it can precisely fit the training data by which it was already
trained. So far as this study is concerned, this investigation is limited to classifi-
cation of genes for a particular cause where input data is taken from microarray data
available from different websites.

Here, for the verification of the results obtained, information from biological
Ontological websites are used where investigation on the protein level functions of
these genes are explored, and many correct inferences for cancer are recorded there.
Though the biological significance of the interactions between genes for GRN of
Lung Adenocarcinoma are needed to be validated in laboratory, we believe that this
process has great potential in medical diagnosis, drug design, and soft computing
perspective.

However, this process describes only the different regulations or dependencies
among genes, but it does not specify the type (like activation or inhibition) and
amount of inference or regulation. Moreover, during this process, the value of N is
fixed and known, i.e., 3 but in practical cases, the number of regulations for a gene
is unknown and not fixed. Therefore, there is always a chance of inclusion of false
positive regulations in the network. Also, we neglect the self-regulation of genes for
the simplicity. Therefore, in future, we need to incorporate all these points to
improve the accuracy for the case of a real life network. Computational proficiency
is also a significant characteristic of the proposed algorithm with respect to the
number of genes in the microarray data. So, it is hoped that it can be easily
implemented in large-scale gene regulatory networks with good efficiency on a
standard computer.

One of the major problems in the inference of genetic network from microarray
data is the shortage of known and state-of-the-art networks to validate and compare
the proposed method. Therefore, this proposed method is needed to be applied to a
known benchmark problem for identifying large complex networks from time series
microarray to test its efficiency and accuracy. In the future, we shall try to modify
the algorithm to incorporate all the parameters for successful modelling and vali-
dation of complex GRN.
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Detection of Diabetic Retinopathy Using
the Wavelet Transform and Feedforward
Neural Network

Manas Saha, Mrinal Kanti Naskar and B.N. Chatterji

Abstract The early detection of diabetic retinopathy plays a significant role in
modern ophthalmology. This experimental work presents the detection of diabetic
retinopathy images by the implementation of the wavelet transform and feedfor-
ward neural network. The wavelet transform segments blood vessels from the
retinal images and the changes in retinal vasculature due to diabetic retinopathy are
characterized by the vessel features. The vessel features of all the input images are
evaluated by the wavelet-based retinal image analyzer to tabulate the input and
target databases. The input and target matrices are then fed to the neural network to
detect the diabetic retinopathy images from the set of normal and diabetic retina
images.
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1 Introduction

One of the alarming health concerns in today’s life is the diabetes. The different
complications arising from diabetes are diabetic retinopathy affecting the vision,
diabetic nephropathy troubling the kidney, and diabetic neuropathy distressing the
nervous system. The diabetic retinopathy does not give any sharp symptom during
its primitive stage. But often due to the high sugar level in the blood, it causes
unheralded loss of vision. Therefore, the patient suffering from diabetes should
undergo regular nonintrusive ophthalmic screening to check the occurrence and
depth of this vision threatening disease. Fortunately, with the advancement of
medical science it is found that the vasculature of the retinal blood vessels provide a
clear insight to the presence and extent of several optical problems like diabetic
retinopathy, glaucoma, hemorrhages, retinal artery occlusion, vein occlusion,
neovascularization, and so on [1, 2].

The segmentation of blood vessels from the retinal images and subsequent
investigation of their physical dimensions and arrangement pattern help to unearth a
lot of information about diabetic retinopathy. As the number of blood vessels in the
retina is very large and the image database of any clinic also contains too many
images, the manual measurements become tiring, time consuming, and an erro-
neous process. Thus, the automated computer analysis is introduced for the seg-
mentation and subsequent examination of the blood vessels from the retinal images.

In this paper, we extract the blood vessels of the input images consisting of the
normal and diabetic retinopathy images by the multiresolution mathematical tool
called the wavelet transform as shown in Fig. 1. The implementation of the wavelet
transform using the Automated Retinal Image Analyzer (ARIA) [3] helps to seg-
ment the blood vessels from which different parameters like the number of vessel
diameters (NVD), mean diameter (MD), standard deviation of diameter (SDD),
minimum diameter (MND), maximum diameter (MXD), segment length (SL),
diameter to length ratio (DLR), and tortuosity (TS) are obtained. Henceforth, these
parameters (NVD, MD, SDD, MND, MXD, SL, DLR, TS) will be collectively
considered as Parameters of Interest (POI). As will be discussed in Sect. 3, that
during the mild nonproliferative stage of diabetic retinopathy, the blood vessels get
swollen or balloon shaped resulting in the change of the physical dimensions of the
blood vessels and vasculature pattern. Thus, the POI can suitably sense the diabetic
retinopathy. The eight POIs of all the input images are computed by ARIA and two
databases called the input and target databases are created. The input and the target
databases are then fed to the classifier, the feedforward neural network. The input
database is randomly divided into independent training, validation, and test data-
sets. The neural network is trained by the training data, so that it can accurately
identify the diabetic retinopathy images from the mixed set of untrained test data.
A sample input image from the DRIVE database [4] is shown in Fig. 2a and the
wavelet segmented blood vessels of Fig. 2a is also shown in Fig. 2b for easy
reference. The core contribution of the work is to exploit the correlation of the
diabetic retinopathy with the corresponding retinal vascular morphology for the
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Fig. 1 Block diagram representation of the vessel extraction and identification of diabetic
retinopathy images

(a) (b)

Fig. 2 a Sample retinal image and b blood vessel extracted retinal image of (a)
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sake of retinal image discrimination using the wavelet transform and neural
network.

The remaining part of the paper is organized as follows. A review of vessel
segmentation techniques is presented in Sect. 2. Section 3 briefly discusses the
clinical aspects of diabetic retinopathy. Retinal vessel extraction and its image
discrimination are addressed in Sect. 4. Section 5 presents the experimental results.
The conclusion with the scope of future work is drawn in Sect. 6.

2 Related Works

Over the last two decades, there has been a keen exploration on the segmentation of
retinal blood vessels with numerous clinical objectives. Some of them as reported
by Mendonca et al. [5] are macular avascular region detection, hypertensive
retinopathy, diagnosis of cardiovascular diseases, etc. Chaudhuri et al. [6] proposed
the detection of the retinal blood vessels with the help of the 2-D operators based on
the spatial and optical features of the blood vessels. The ridge based retinal vessel
segmentation proposed by Staal et al. [4] emphasizes on the extraction of image
ridges coinciding closely with the centerlines of the blood vessels. Soares et al. [7]
also reported the automated segmentation of retinal blood vessels based on the 2-D
gabor wavelet and supervised classification. The graph cut technique used by
Gonzalez et al. [1] segmented the retinal vascular tree from the retina image which
was later used to trace the location of the optic disk. As the matched filter responds
equally to vessels and non vessel edges, leading to incorrect vessel detection, Zhang
et al. [2] suggested a novel matched filter approach for retinal vasculature extrac-
tion. A valuable algorithm combining the differential filters with the morphological
operators for the automated detection of retinal vascular tree is presented in [5]. The
curvelet transform was deployed by Esmaeili et al. [8] for the contrast enhancement
and edge detection of the poor contrasted retinal vessels.

The pixel-based classification for detecting retinal blood vessels was addressed
by Kharghanian et al. [9] where the classifiers, Bayesian and Support Vector
Machine are used to segregate each pixel of the retina as “vessel” pixel and “non
vessel” pixel. In [9], the response of both the gabor wavelet transform at different
scales and the orthogonal line operators together with the gray level of the green
channel constitute the image feature vector needed for the classification.

3 Diabetic Retinopathy

The diabetic retinopathy is an optical complication caused by diabetes. About 10 %
of diabetic patients have the probability of developing diabetic retinopathy [3]. It is
shocking to learn that about 347 million people are diabetic worldwide [10]. The
four stages of this ocular disease are mild nonproliferative retinopathy, moderate
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nonproliferative retinopathy, severe nonproliferative retinopathy, and proliferative
retinopathy [11]. Mild nonproliferative retinopathy is the first stage of diabetic
retinopathy and the patient may not notice the change in his vision until and unless
it is monitored by automated regular screening. The tiny retinal blood vessels swell
like balloons and are clinically known as microaneurysyms. During moderate
nonproliferative retinopathy, some blood vessels providing nourishment to the cells
of the retina get blocked. The severe nonproliferative retinopathy is marked by the
blockage of too many blood vessels. Therefore, a large portion of the retina gets
deprived from the blood supply. The under nourished areas of the retina activate the
growth of the new blood vessels. Proliferative retinopathy is the matured stage of
retinopathy. The blood vessels not only grow along the surface of the retina but also
through the vitreous gel to provide blood to the less nourished parts of the retina.
The walls of the newly grown blood vessels are thin and fragile. So, blood leaks
from the walls of the vessels into the center of the eye causing ultimate loss of
vision.

4 Retinal Vessel Extraction and Its Image Classification

The complete work represented by the block diagram of Fig. 1 is carried out in
Matlab environment with version: 7.14.0.739 (R2012a). The two major steps are
(a) vessel extraction by the wavelet transform and (b) detection of diabetic
retinopathy images by the feedforward neural network.

4.1 Vessel Extraction by the Wavelet Transform

Here, 20 normal and 12 diabetic retinopathy images are taken from the DRIVE [4]
and REVIEW [12] databases, respectively. These input images are passed through
the ARIA [3]. The ARIA is a software used for the automatic recognition and
quantification of blood vessels present in the retina. The input images are subjected
to histogram based masking for improving enhancement and accuracy. Then, the
blood vessels of the retina are segmented with the help of wavelet transform. The
wavelet transform used here is the Isotropic Undecimated Wavelet Transform
(IUWT). The ARIA with IUWT is selected here, because the working retinal
images are almost isotropic in nature. The wavelet coefficients, Wjþ 1 generated by
IUWT can be expressed from [3] as

Wjþ 1 ¼ Cj � Cjþ 1 ð1Þ

where Cj and Cjþ 1 are the side by side sets of the scaling coefficients. The group of
wavelet coefficients generated at each iteration is referred to as the wavelet level.
The blood vessels of the preprocessed retinal images are segmented by the addition

Detection of Diabetic Retinopathy … 105



of these wavelet levels which present the highest level of contrast and conditional
thresholding [3]. The wavelet function used here is determined as difference
between the two levels of resolution and can be expressed from [13] as
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where /1 xð Þ is the third order spline. The post wavelet filtering techniques like the
implementation of the connectivity constraint for edge detection are followed for
optimal image conditioning. Once the blood vessels are extracted, as shown in
Fig. 2b, the eight POIs are obtained to act as the feature vector of the input matrix.
The 8 × 32 input matrix represents the 32 (20 normal and 12 diabetic retinopathy)
image samples of 8-dimension feature vector. The 2 × 32 target matrix is used to
train the feedforward neural network with either diabetic retinopathy positive or
negative cases. After the creation of the two databases, the matrices are fed to the
neural network for classification.

4.2 Detection of the Diabetic Retinal Images
by the Feedforward Neural Network

The feedforward neural network based on conjugate gradient back propagation
algorithm is a classifier with three layers—the input layer, the hidden layer, and the
output layer.

The steps of classifying include the selection of the input and target matrices,
network creation with suitable number of neurons in the hidden layer, training the
created network, and finally the performance evaluation of the classifier based on
the mean square error (MSE) and confusion matrix.

Once the input and the target matrices are presented to the network as discussed
in Sect. 4.1, the input matrix is randomly divided by the feedforward neural net-
work into three distinct and independent datasets, namely the training, validation,
and testing datasets. The number of training, validation, and testing samples in each
dataset is obtained by considering 70, 15, and 15 % of the input samples. The
training samples are used to train the network while the validation and the testing
samples help to measure the network generalization and performance respectively.

Finally, the classification of the retinal images into normal and diabetic
retinopathy images is observed from the performance plot and the confusion
matrices as shown in Figs. 3 and 4 respectively.
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5 Result and Discussion

The performance plot as shown in Fig. 3 gives the training, validation, and test
performance. The best validation performance is 0.15314 at epoch 7. The different
confusion matrices: training, validation, and test, and All Confusion matrices are
shown together in Fig. 4. With 10 neurons present in the hidden layer, the All
Confusion matrix (not shown here) shows that 84.4 % of retinal images are cor-
rectly classified as normal and diabetic retinopathy images. In order to increase the
correct rate of classification, the number of neurons in the hidden layer is increased
from 10 to 15. With 15 neurons in the hidden layer, the percentage of correct
classification is increased from 84.4 to 87.5 % which is shown in Fig. 4. Similar
percentage of correct training, validation, and testing can be understood from the
training, validation, and testing confusion matrices as shown in Fig. 4.

6 Conclusion and Scope of Future Work

This investigation helps to detect this optical disease from the retinal images. Using
the ARIA, the blood vessels are extracted by the wavelet transform. The POI
constitutes of the feature vector for classification by the feedforward neural net-
work. The feedforward neural network with 10 neurons in the hidden layer screens
the input images and detects the diabetic retinopathy positive images with the
correct rate of classification of 84.4 %. Later on, by increasing the number of
neurons to 15, the correct rate of classification is improved to 87.5 %.

The present work deals with the first stage of diabetic retinopathy. However, the
most critical stage called the proliferative retinopathy can be identified by incor-
porating the concept of power spectral density of the retinal images as a feature
vector. This would definitely help the clinicians to detect the diabetic retinopathy at
both the early and later stages. This work can also be extended to screen the same in
children.
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Liver Fibrosis Diagnosis Support System
Using Machine Learning Methods

Tomasz Orczyk and Piotr Porwik

Abstract Liver fibrosis is a common disease of the European population (but not
only them). It may have many backgrounds and may develop with a different
rapidity—it may stay hidden for many years or rapidly develop into terminal stage
called cirrhosis, where liver can no longer fulfill its function. Unfortunately, current
methods of diagnosis are either connected with a potential risk for a patient and
require a hospitalization or are expensive and not very accurate. This paper presents
a comparative study of various feature selection algorithms combined with selected
machine learning algorithms which may be used to build an advanced liver fibrosis
diagnosis support system based on a nonexpensive and safe routine blood tests.
Experiments carried out on a dataset collected by authors, proved usability and
satisfactory accuracy of the presented algorithms.

Keywords Machine learning � Ensemble classifier � Hepatology � Liver fibrosis

1 Introduction

Liver diseases are one of the leading causes of death in many world countries. Most
common causes of chronic liver disease include: alcoholism, viral hepatitis,
metabolic, fatty liver diseases, etc. [1, 2]. A more serious form of liver disease may
progress to cirrhosis and finally lead to end-stage disease. This type of disease is
regarded as a civilization threat. Recognition of the disease severity/stage is difficult
even for experienced physicians. For this reason, reliable medical support systems,

T. Orczyk (&) � P. Porwik
University of Silesia in Katowice, Institute of Computer Science,
Bedzinska 39, Sosnowiec, Poland
e-mail: tomasz.orczyk@us.edu.pl

P. Porwik
e-mail: piotr.porwik@us.edu.pl

© Springer India 2016
R. Chaki et al. (eds.), Advanced Computing and Systems for Security,
Advances in Intelligent Systems and Computing 395,
DOI 10.1007/978-81-322-2650-5_8

111



which can support medical centers, are increasingly introduced in many domains of
medicine.

In liver diagnosis, clinicians use various medical data. One of them is the liver
biopsy. Unfortunately, liver biopsy is an invasive procedure, which may cause
severe health complications and its accuracy is limited by sampling heterogeneity
and observer experience. More convenient for patients are noninvasive alternatives,
including transient elastography and blood tests. These methods are relatively new
but extensively validated [3–6].

Evaluation of the liver fibrosis stage is crucial for the therapeutic decisions.
Therefore, we propose a basis for the new medical support system which makes a
decision of fibrosis stage on the basis of the patient’s blood parameters only.

The early stage of classifier-based medical diagnosis support system is currently
tested in daily clinical practice in hospital’s hepatology department with the
cooperation of physicians (see Fig. 1).

2 Data Characteristics

Data used in this experiment comes from the Gastroenterology and Hepatology
Department of the Independent Public Central Hospital of the Silesian Medical
University. It contains medical records of 290 patients infected with a hepatitis
virus type C. These records consist of patient’s age, routine blood test results, and
the liver biopsy result (see Table 2).

In the original database, the liver fibrosis stage was labeled according to the five
step (F0…F4) METAVIR scale [7], but due to overlapping of neighboring classes
and some level of uncertainty of biopsy results (subjective assessment of

Fig. 1 General concept of proposed medical diagnosis support system (dotted line represents
currently developed areas)
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histopathologist) [8, 9], after a medical consultation, the number of classes used in
the experiments has been narrowed to three (see Table 1). New classes represent
low, medium, and high advancement of the liver fibrosis.

3 Machine Learning

3.1 Feature Selection

Due to the high dimensionality of the input data, a preprocessing stage has been
introduced. In the first step, a feature selection is performed. Selection of data can
be carried out by different techniques, which will be explained later. Selected
features are treated as input data for various classification algorithms. It is a well
know fact that limiting the feature space before the classification stage may help to
gain the classification accuracy [10, 11], reduces the computational cost, and also
minimizes the effect of the curse of dimensionality. Seven different feature selection
algorithms (briefly described below) have been tested and compared with classifi-
cation made on a complete set of features (labeled as “All”) and on a subset of
features proposed by medical experts. Below is a list of tested feature selection
algorithms, together with a brief description of them

CFS evaluates the worth of a subset of attributes by considering the individual
predictive ability of each feature along with the degree of redundancy between
them. Subsets of features that are highly correlated with the class while having low
intercorrelation are preferred by this algorithm [12].

ReliefF evaluates the worth of an attribute by repeatedly sampling an instance
and considering the value of the given attribute for the nearest instance of the same
and different class. It can operate on both discrete and continuous class data [13–15].
Algorithm has been set to choose 10 attributes.

SVM evaluates the worth of an attribute by using an SVM classifier. Attributes
are ranked by the square of the weight assigned by the SVM. Attribute selection for
multiclass problems is handled by ranking attributes for each class separately using
a one-vs-all method and then taking from the top of each “pile” to give a final
ranking [16].

Genetic Wrapper (IBk and J48) evaluates attribute sets by using a learning
scheme. Cross-validation is used to estimate the accuracy of the learning scheme for
a set of attributes [17]. This method have been used together with the IBk (k-NN)

Table 1 Classes (re)
assignment

Class METAVIR score Count (%)

L F0, Fl 129 (44.5)

M F2, F3 102 (35.2)

H F4 59 (20.3)

Total 290 (100.0)
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and the J48 (C4.5) classification algorithms. For optimal subset selection, a genetic
search algorithm has been used [18].

SingleSeparate is an author proposed method that evaluates a worth of an
attribute by using tenfold cross-validation using IBk classifier operating on a single
attribute based on a one-vs-all validation method separately for each class and
finally selects four attributes that best distinguishes each of the classes.

SingleAccuracy evaluates a worth of an attribute by using tenfold
cross-validation using IBk classifier and evaluates classification overall accuracy
based on a single attribute. This method selects 10 attributes which individually
gives highest classification accuracy [19].

3.2 Classification

The object classification methods are valuable data analysis tools for multiparam-
eter data sets and complex problems. These methods may be used to build a medical
diagnosis support system [20].

A classifier is an algorithm that takes a set of parameters (features) that char-
acterize objects and uses them to determine the type (class) of each object. The
object together with its features can be represented as a data vector, f 2 F. The
classification algorithm Ω maps the feature space F of the class label C according to
the mapping

Xj : f
i ! C; ð1Þ

where i = 1,…,9 represents various feature selection methods and j = 1,…,5 means
number of classification algorithms used in experiments.

The mapping (1) is performed on the basis of a set of the learning examples
given by a domain expert. Our expert is a medical pathologist. Mentioned examples
consist of observed features which describe the object and its correct classification
given by the expert.

After the learning stage, a classifier is ready for recognition and classification of
objects. Objects, in our case, are the patients with different liver fibrosis stages (see
Table 2). Our task is to indentify patient’s liver fibrosis stage based on his/her blood
test analysis results.

For the purpose of this study, five most popular classification algorithms have
been tested for using them in the medical diagnosis support system

J48 Pruned C4.5 decision tree [21]. C4.5 is based on the “Top Down Induction
of Decision Tree.” The C4.5 algorithm belongs to the ID3 family which uses the
information gain that measures how well the given attribute separates the training
examples according to the target classification.

IBk k-nearest neighbors classifier [22]. The k-Nearest Neighbors classifier is
assuming membership of a new object to a class on the basis of comparing it against
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a set of sample (prototype) objects. During classification, a voting process of
k-nearest neighbors is used.

RandomForest forest (ensemble) of random tree classifiers [23]. Random
Forests are built up from the ensemble of Random Trees which, in contrary to
classic decision trees, are built using randomly selected subsets of features for each
node.

OneR uses the minimum error attribute for prediction, discretizing numeric
attributes [24]. OneR, short for “One Rule,” is a classification algorithm that gen-
erates one rule for each attribute in the data and then selects the rule with the

Table 2 Patients’ data
characteristics

No. Parameter (unit) Mean Std. deviation

1 Age (years) 57.4 14.15

2 Hemoglobin (g/l) 14.6 1.71

3 RBC (106/µl) 4.8 0.62

4 WBC (103/µl) 6.1 1.90

5 PLT (103/µl) 197.1 59.50

6 PT (s) 12.0 4.70

7 PTP (%) 99.6 15.75

8 APTT (s) 33.5 5.59

9 INR 1.0 0.11

10 ASPT (IU/l) 63.8 48.54

11 ALAT (IU/l) 82.5 64.26

12 ALP (IU/l) 80.3 29.99

13 Bilirubin (mg/dl) 1.0 0.64

14 GGTP (IU/l) 70.9 66.15

15 Creatinine (mg/dl) 1.0 0.35

16 Glucose (mg/dl) 96.4 19.83

17 Na (mmol/l) 138.3 3.10

18 K (mmol/l) 4.3 0.46

19 Cholesterol (mg/dl) 187.0 38.71

20 Total Protein (g/dl) 7.5 0.64

21 Albumins (g/dl) 0.5 0.25

22 Albumins (%) 60.9 5.92

23 α1 Globulins (%) 2.7 0.87

24 α2 Globulins (%) 9.2 1.53

25 β Globulins (%) 10.6 1.70

26 γ Globulins (%) 16.4 5.09

RBC red blood cells; WBC white blood cells; PTL platelets; PT
prothrombin time; PTP prothrombin ratio; APTT activated partial
thromboplastin time; INR international normalized ratio; AST
aspartate aminotransferase; ALT alanine aminotransferase; ALP
alkaline phosphatse; GGT 7-glutamyltransferase; Na natrium;
K kalium
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smallest total error as its “one rule.” It uses a frequency table for each attribute
against the target to create a rule for an attribute.

DecisionTable simple decision table majority classifier [25]. It is a decision
table with a default rule mapping to the majority class.

Each algorithm has been tested in its basic implementation as well as in
ensemble of single parameter classifiers proposed by authors. Division of the
original feature space into a single dimensional subspace has been made mainly due
to the fact that analyzed dataset contains a significant amount (*25 %) of randomly
missing attribute values within each patient’s record.

Ensemble architecture has been described in detail in [19]. It is an ensemble of
classifiers of the same type, working on a single feature. The decision of the
ensemble is achieved by summarizing support values for each class, returned by
each classifier in the ensemble. If there is a missing attribute in the input vector,
classifiers based on this attribute returns support value of 0 for all classes. In the
learning process, each of the classifiers from the ensemble is trained only on a real
data, if an attribute is missing, the training record is not formed for this classifier
and thus no artificially generated data needs to be induced. Finally, due to the fact
that each feature is analyzed separately, there is no need to normalize data prior to
training or classification.

In order to obtain most accurate results and use all available records of data,
classification accuracy has been measured in a leave-one-out cross-validation
process on the training set. The experiments have been done in the KNIME [26]
environment with the use of WEKA [27] components.

4 Results

Features selected by the feature selection algorithms for use in the classification
stage have been presented in Table 3.

Complete results of the experiment have been shown in Fig. 2. The three best
classifiers which are close to the accuracy of 70 % are: J48 using CFS feature
selection, Random Forest using ReliefF feature selection, and ensemble of single
parameter IBk classifiers using SingleSeparate feature selection method. It is worth
to notice that best results were obtained on the smallest feature sets (with the lowest
number of attributes).

Results may look comparative, but what’s significant for them is the fact that the
simple IBk has not obtained best overall accuracy for any feature selection method,
while ensemble of single feature-based IBk classifiers have improved overall
accuracy for all tested feature selection methods. So, it may be stated, that this
modification significantly improved the IBk classifier accuracy, what can be clearly
seen on Fig. 3.
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All of the tested classifiers tend to underestimate liver fibrosis stage, the most
balanced results were obtained for Random Forest classifier. Also, different clas-
sifiers deal differently with different classes, the ensemble IBk best recognizes the
class L, the class M is best recognized ex aequo by ensemble IBk and Random
Forest, while the class H is best recognized by the Random Forest. The J48
classifier which achieved the best overall accuracy was not best at recognizing any
class.

Table 4 presents confusion tables for the three best classifiers (a: J48 + CFS,
b: Random Forest + ReliefF, c: ensemble IBk + SingleSeparate).

Table 3 Attributes chosen by feature selection algorithms

No. Parameter CFS ReliefF SVM Gen IBk Gen C45 SS IBk SA IBk Phys

1 Age X X X X X X X

2 Hemoglobin X

3 RBC X X

4 WBC X X X

5 PLT X X X X X X X X

6 PT X

7 PTP X X X X X X

8 APTT X X X X

9 INR X X X X

10 ASPT X X X X X X X

11 ALAT X X X X X X X

12 ALP X X X X

13 Bilirubin X X X

14 GGTP X X X X X X

15 Creatinine X

16 Glucose

17 Na X X X X X

18 K X X

19 Cholesterol X X X

20 Total Protein X

21 Albumins

22 Albumins % X X X X

23 α1 Globulins X X

24 α2 Globulins X X

25 β Globulins X X

26 γ Globulins X X X

Total 7 10 10 14 14 9 9 15
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Fig. 2 Feature selection methods comparison

Fig. 3 Simple versus ensemble classifier
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5 Conclusions

Dividing a feature space into subspaces containing single attributes resulted in a
gain of classification accuracy, but only for the simplest k-nearest neighbors clas-
sifier. What is significant, ensemble based on this classifier became one of the best
classifiers in the comparison, while basic version of this classifier was the weakest
one. Additionally, as expected, feature reduction have gained the classification
accuracy in a vast majority of analyzed cases, but what is also important, there was
no best feature selection algorithm for all classifiers. From the confusion tables of
best tested classifiers, it can be seen that different classifiers, operating on different
subsets have a different best and worst distinguishable classes. Because of this fact,
it may be possible to further correct the classification accuracy by creating an
ensemble of different classifiers, and a combination rule that would use weights to
promote single classifiers decision in the respect of the recognized class and best
recognized class by this type of a classifier. Especially for k-NN based classifiers,
the unbalanced classes in the training set may be a problem, which needs to be
further examined. Also, the further tuning of the ensemble IBk is possible by the
introduction of additional weighting of classifiers’ decisions. Overall accuracy
results of proposed ensemble classifiers shows that it is possible to build a reliable
decision module of a medical diagnosis support system using presented feature
selection and classification algorithms.

Acknowledgments This work was supported by the Polish National Science Center under the
grant no. DEC-2013/09/B/ST6/02264.

Table 4 Confusion tables for
best classifiers

(a) Classified
L M H

Actual L 111 13 5

M 35 58 9

H 7 14 38

(b) Classified
L M H

Actual L 97 25 7

M 29 63 10

H 7 10 42

(c) Classified
L M H

Actual L 113 16 0

M 37 63 2

H 20 14 25
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Light-Weighted DNA-Based
Cryptographic Mechanism Against
Chosen Cipher Text Attacks

E. Suresh Babu, C. Nagaraju and M.H.M. Krishna Prasad

Abstract DNA cryptography is a new cryptographic paradigm from hastily
growing biomolecular computation, as its computational power will determine next
generation computing. As technology is growing much faster, data protection is
getting more important and it is necessary to design the unbreakable encryption
technology to protect the information. In this paper, we proposed a biotic
DNA-based secret key cryptographic mechanism, seeing as DNA computing had
made great strides in ultracompact information storage, vast parallelism, and
exceptional energy efficiency. This Biotic Pseudo DNA cryptography method is
based upon the genetic information on biological systems. This method makes use
of splicing system to improve security and random multiple key sequence to
increase the degree of diffusion and confusion, which makes resulting cipher texts
difficult to decipher and makes to realize a perfect secrecy system. Moreover, we
also modeled the DNA-assembled public key cryptography for effective storage of
public key as well as double binded encryption scheme for a given message. The
formal and experimental analysis not only shows that this method is powerful
against brute force attack and chosen cipher text attacks, but also it is very efficient
in storage, computation as well as transmission.
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1 Introduction

DNA computing is a biomolecular computation (BMC), which makes use of bio-
logical methods for performing massively parallel computation. As power of the
parallel processing is increasing day to day, modern cryptosystems can be easily
cryptanalyzed by the cryptanalyst, the world is looking for new ways of information
and network security in order to safeguard the data as it carries. The purpose of
using cryptography in the areas of biomolecular computation is to bring up a
promising technology for providing unbreakable algorithms. DNA cryptography is
a new cryptographic paradigm from hastily growing biomolecular computation, in
which its computational power will determine next generation computing. As
internet technology is growing much faster, which permits the users to access the
intellectual property that is being transferred over the internet can be easily acquired
and is vulnerable to many security attacks like wormhole attack, IP spoofing, black
hole attack, man in the middle attack, etc. Subsequently, securing all the infor-
mation passed through networked computers is primarily more important for any
application or system, already a great heap of effort had been put on the cryptol-
ogy’s, as a result, various security mechanisms have been designed such as DES,
RSA, ECC, and DSA, to achieve very high level of security. However, these
mechanisms require complex factorization of large prime numbers and the elliptic
curve problem, for which still a lot of investigation is required to find a proper
solution. Moreover, the RSA cryptosystem is based on the intractability of large
prime factorization, as there are no known efficient algorithms to find largest prime
factors. Hence, there is a necessity to design the unbreakable light-weighted
cryptosystem to protect the information. This paper addresses a biotic DNA-based
secret key cryptographic mechanism against chosen cipher attacks. Moreover, this
DNA-based cryptographic mechanism makes use of DNA computation that has
great strides of ultracompact information storage, vast parallelism, and exceptional
energy efficiency. More importantly, this pseudo DNA-based cryptographic tech-
nique is based on central dogmas (genetic information) of biological system,
similarly which is not same as original DNA-based cryptography [1–3]. In other
words, this proposed method only makes use of DNA mechanisms and terminology
of DNA function rather than actual biological DNA sequences (or oligos). To be
more specific, this technique makes use of splicing system and multiple random key
sequence to increase the degree of diffusion and confusion that provides resulting
cipher texts difficult to decipher and finally makes to realize a flawless secrecy
system. The experimental analysis not only shows that this method is powerful
against brute force attack and chosen cipher text attacks, but also efficient in
storage, computation as well as transmission.

The remainder of the paper is organized as follows. In Sect. 2 specifies the
related work. Sections 3 and 4 describe the scope of research and overview of
DNA. The proposed Pseudo DNA-based symmetric cryptosystem mechanism and
its security analysis are discussed in Sects. 5 and 6. Section 7 describes the sim-
ulation results. Finally, Sect. 8 concludes this paper with future work.
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2 Related Work

The domain of information and network security is persistently looking for
unbreakable cryptosystem to protect the information while transmitting on to the
network, but it seems that every cryptographic encryption technology comes across
its end game as the new computing technologies are evolving.

DNA is very potent and exciting study direction from a cryptographic point of
view which requires simple and effective algorithms, of late, many scientists have
projected a various DNA-based encryption algorithms, but it is too early to decide
the perfect complete model for some cryptographic functions, such as DNA
authentication methods, digital signature, and secure data storage, as these cryp-
tographic models are still in the initial phase. Adleman [4, 5] proposed the hypo-
thetical model of DNA computing for any biomolecular computational problem
which provides vast parallel computing. As his background stemmed from com-
puter encryption, he particularly envisioned DNA computing in helping to create
encryption and decryption algorithms in the area of cryptography. Gehani et al.
from Duke University had investigated the procedure of DNA-based cryptography
[3] for one-time pads (OTP). They proposed the large number short sequence of
message can be encrypted using one-time pads. These small sequences of DNA can
avail from massive one-time pad using public key infrastructure (PKI) [6]; Leier [2]
proposed the data hiding procedure predicated on DNA binary sequences to achieve
DNA encryption scheme. Applying DNA computation, Kazuo [7] resolved the
trouble for generation of key distribution, he also proposed DNA-based secret key
encryption system. Amin [8] proposed DNA YAEA encryption algorithm which is
a conventional secret key encryption algorithm. Ning [9] proposed pseudo
DNA-based cryptography along with the initial secret key to build DNA cryp-
tosystem which is also a symmetric encryption algorithm.

3 Scope of Research Work

As power of the parallel processing is increasing day to day, modern cryptosystems
can be easily cryptanalyzed by the cryptanalyst, the world is looking for new ways
of information and network security in order to safeguard the data as it carries. The
purpose of using cryptography in the areas of biomolecular computation is to bring
up a promising technology for providing of unbreakable algorithms. However, this
DNA cryptography lacks the related theory, which is nevertheless still an open
problem to model the good DNA cryptographic schemes.

Recently, researchers have been devised to break the cryptosystem using
DNA-based cryptography technique. In [4, 10, 11] proposed a self-assembly of
DNA tiles techniques, which is used to fully break RSA scheme. If these techniques
are able to break RSA, RSA will no more remain practical. Furthermore,
DNA-based methods had also been developed to break the cryptosystems based on
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elliptic curves [12]. These methods utilize a parallel multiplier to perform basic
biological operations and for adding the points on elliptic curves, it uses both
parallel divider and a parallel adder. Moreover, so far many researchers had con-
centrated on breaking the cryptosystem using several DNA-based methods, which
are presently being practiced.

4 Overview of DNA Computation

DNA computing is a BMC which makes use of biological methods for performing
massively parallel computation. This can be a lot quicker than a conventional
silicon chip computer, for which large quantities of hardware needed for performing
parallel computation. These DNA computers [5, 13–16] not only just makes use of
massively parallel computation, but also uses ultracompact information storage in
which large amount of information that can be stashed in a more compact away
with, which massively exceeds in conventional electronic media (i.e., a single gram
of DNA [5, 17, 18] comprises 1021 DNA bases which equals to 108 terabytes).
A hardly few grams of DNA possibly contain all stored data in the world.
Moreover, this cross-topical field of DNA computing [19] combines the ideas from
biological sciences, computer science, and chemistry. In 1994, Adleman [18]
designed a study to solve the travelling salesman problem that attempts to visit each
city exactly once and try to find every possible route using molecules of DNA.
Hence, this inspired model provides the potential ability of working out many
problems that were previously thought impossible or exceedingly difficult to solve
out with the traditional computing paradigm such as encryption breaking and game
strategy.

5 Background of DNA Cryptography

In order to understand the rudimentary principles of DNA cryptography in the
emerging area of DNA computing, it is necessary to address the background details
of central dogma of molecular biology. Indeed, deoxyribo nucleic acid (DNA) is the
fundamental hereditary material that stores genetic information found in almost
every living organisms ranging from very small viruses to complex human beings.
It is constituted by nucleotides which form polymer chains. These chains are also
known as DNA strands. Each DNA nucleotides contains a single base and usually
consists of four bases, specifically, thymine (T), cytosine(C), and guanine (G) and
adenine (A) represent genetic code. These bases read from the start promoter which
forms the structure of DNA strand by forming two strands of hydrogen bonds, one
is A with T and another is C with G; These DNA sequences are eventually tran-
script and interpreted into chains of amino acids, which constitute proteins, which is
depicted in Fig. 1. In other words, the encryption process is initiated with DNA
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transcription along with splicing system, RNA translation [9, 20] will be trans-
formed into a protein sequence. However, the decryption process is performed in
reverse order of encryption.

5.1 Transcription

Transcription is a process of newly prepared intermediary copy of DNA called
mRNA instructions that transpires the DNA sequence [21, 22], which comprises of
nucleotides A, G, C, and T. For instance, DNA sequences are transcript into mRNA
sequence, here mRNA is a single stranded that contains the nucleotides A, G, C,
and Uracil (U). Moreover, the transcript process of RNA undergoes the processing
step called splicing steps, in which expressed (Extron’s) are the coding regions that
are spliced and intervening (introns) which are noncoding regions are cut out to
form mRNA sequence. The intermediary mRNA polymerase (enzyme) which is
responsible for copying DNA into RNA.

5.2 Translation

Translation is another process that contains the RNA copy of DNA to make a
protein sequence. i.e., the mRNA copy of DNA sequence is translated into different
amino acids that can be bound to collect protein sequence. There are twenty dif-
ferent amino acids, which is a basic building block of a protein sequence.
Eventually, this mRNA translation process makes use of codons (collections of 3
nucleotides) [19, 23] that are translated into the amino acids, according to the
genetic code table [24].

Fig. 1 Central dogma of molecular biology
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6 Modeling a Pseudo DNA-Based Symmetric
Cryptosystem

The pseudo DNA cryptography [9, 25–27] method makes use of the standard
principle ideas of central dogmas (genetic information) of biological system.
Especially, the pseudo DNA (encryption/decryption) cryptosystem process is
similar to the DNA transcription process along with splicing system and RNA
translation process of the real organisms. However, it is different from existing
DNA-based cryptography [28–32], as this method only make use of DNA mech-
anisms and terminology of DNA function rather than actual biological DNA
sequences (or oligos); Hence, this proposed method is a kind of pseudo biotic
DNA-based cryptography method. The pseudo DNA cryptography technique
consists of transcription/splicing system and translation processes as specified
central dogma of molecular biology, which is depicted in Fig. 1. Moreover, In order
to make the statistics of the cipher text more difficult for the attacker to decipher, we
integrated multiple rounds of random keys into the encryption algorithm by mod-
ifying the original splicing system. Originally, the starting codes of the introns and
ending codes of the introns are very easy to guess. In this proposed work, we have
modified start codes and the pattern codes to specify the introns. The noncontinuous
pattern codes are used to confuse the adversary and hard to guess the introns, by
defining which parts of the DNA frame is to be removed, and which DNA frame is
to be kept. Furthermore, the no of the splices, the starting code of the frame, and
removed length of the pattern codes can be used to determine the key. However, the
ending codes of the DNA frame are not required in this case.

6.1 Symmetric Cryptography Principles

Generally, modern cryptography [33] solves many cryptographic algorithms with
the help a KEY. The cryptosystem which comprises of encryption and decryption
functions using the same key(K) that can be interpreted as symmetric cryptography,
which is represented with two functions: EK Mð Þ = C and DK Cð Þ = M. In this
cryptosystem, first, both the sender and receiver must agree on a key as well as
cryptosystem in order to communicate securely. Hence, the success of such sym-
metric cryptosystem is mainly depends upon its Key.

6.2 Communications Using Pseudo DNA Symmetric
cryptography

The conventional secret key encryption schemeP ¼ EK;DKð Þ is usually represented
with two algorithms; one is EK function which is a stateful encryption algorithm with
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k randomized key generation algorithm. It takes the plaintext ‘M’ along with random
key ‘K’ and returns a cipher text ‘C’; usually represented EK Mð Þ ¼ C and another is
DK function which is a deterministic decryption algorithm, which takes a string ‘C’
and the same random key ‘K’ and returns the equivalent plaintext ‘M’; usually
represented as DK Cð Þ ¼ M where M ε A;T;C;Gf g�; finally we perform that
Dk Ek Mð Þð Þ ¼ Mor all M ε A;T;C;G; 0; 1f g�

In order to perform above communications model using symmetric pseudo
DNA-based cryptography, the following steps can be described briefly as shown in
Fig. 2

1. Alice takes the plaintext and it converts into binary form which in turn converts
into DNA form

2. Alice will scan DNA form of information to generate the variable length ran-
dom key by generating the no of the splices from the specified DNA pattern, the
starting code of the DNA frame to find out the introns, introns places, and
removed length of the pattern codes i.e., introns are removed from the specified
DNA sequence as the first round of key generation

3. With the help of random key (splicing system), Alice will transcript the DNA
sequence into the mRNA strand

4. After Generating mRNA strand, Alice also generate the variable length random
subkey by generating the no of the splices from the specified mRNA pattern,
the starting code of the mRNA frame, introns places, and removed length of the
pattern codes as the second round of processing as depicted in Fig. 2

Fig. 2 Pseudo DNA symmetric cryptosystem
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5. Again, the spliced mRNA strand is translated into the amino acids, which forms
protein sequence, as shown in Algorithm-5 (Hint: The mapping of codons to
amino acids is done with the help of genetic code table. Usually table consists
of 61 codons, which are mapped 20 amino acids)

6. Next, the protein sequence (Cipher Text) will be sent to the Bob through public
channel.

7. The random variable length key is comprised number of splices, the starting
index, pattern codes length of the introns, the positions, and places of the
introns, and the cut out the introns; random mapping of codon-amino acids will
form the symmetric key to decrypt the cipher text (protein sequence), which is
also sent to the Bob through a secure channel as shown in Fig. 2.

8. On Bob’s (Receiver) side, when he receives random keys and protein form
(Cipher text) of data from Alice through the secure channel, then he can per-
form the decryption process.

9. Bob decrypts the cipher text message using the random key reversible trans-
lation to recover mRNA sequence from protein sequence, and then recover
DNA form of information, in the reverse order as Alice encrypt the information.

10. Bob can then recover then binary form of information and finally get what
Alice sent him.

The biotic DNA symmetric cryptosystem is designed in such way that the
adversary cannot decrypt the encryption algorithm without the information of the
key; Moreover, it is very difficult to find the random DNA secret key sequence and
random mRNA key sequence and random mapping of amino acids. To be more
specific, suppose, if the adversary applies brute force search for finding the random
key in order to decrypt the cipher text, then the attacker should spend numerous
time and resources. Because, DNA is known for enormously huge quantity of data
storage, which requires heaps of nucleotides to find the correct no of splices, cutoff
introns, starting position of DNA/mRNA strand, removed DNA/mRNA strand and
mapping of Amino acids. Hence, the algorithm is secure and safe enough against
Brute force attack and chosen cipher text (CCA) [34], which will be discussed in
next subsequent section

6.3 Key Generation Using Splicing Systems

Tom Head [35, 36] proposed the splicing system which captures mathematically
∑DNA = {A, C, G, T}. Where DNA strands are referred as strings over the finite
alphabet. However, these splicing systems were introduced more than 20 years ago,
that is when nobody spoke about DNA computing. In fact, only in 1995—thus,
after Adleman’s paper—splicing systems [37, 38] have been suggested to represent
DNA computations and their computational properties, by various authors. The
central operation of the splicing systems: given an alphabet S and two strings,
y εR�, it is defined the splicing of x and y, as indicated by the rule r. Formally, a
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splicing rule r defined on the alphabet ∑ is a word of the form a1#b1$ a2#b2,
where a1; b1; a2; b2 2 R�, while # and $ are special symbols that are part of ∑. If
we have x ¼ x1a1; b1; a

0
1 y ¼ y2 a2; b2; y

0
2 and r ¼ a1#b1$ a2# b2. we write:

x; yð Þ !r p; qð Þ to indicate that the strings p and q are obtained from the values of x
and y applying the splicing rule r.

6.3.1 Key Selection Using Splicing Systems

The security of any cryptosystem relies on key management. This proposed algo-
rithm improves the security levels that make use of random key generator, which is
based upon splicing system of central dogma. The key information will be selected
from DNA sequence, which can be generated randomly by the user. Similarly, the
subkey information will also be selected from mRNA sequence, which is generated
randomly by the pseudo random generator algorithm. Subsequently, these two
random keys will be XORed with random mapping of codon-amino acids. Finally,
resultant random key will be shared between Alice and Bob through private or
secure channel as shown in Fig. 2.

7 Modeling an Application (Public Key Cryptography)
Using Pseudo DNA Symmetric Cryptosystem

Definition of Public Key Cryptography: An Asymmetric Cryptosystem is
mathematical function with three-tuple

Q ¼ E;D;Kð Þ where E is the encryption
algorithm and D is the Decryption algorithm and K is a key generation algorithm. It
returns two keys in which one is a DNA public key denoted by K(Dpub, s) and
another DNA private key denoted by K(Dpri, s); we write a1  K Dpub;sð Þ and
a2  KðDpri;sÞ; EðM;KÞ is a stateful public key algorithm. The deterministic
encryption algorithm takes a plaintext ‘p’ along with the key ‘a1’ and returns a
cipher text ‘q’; we denote as q Ea pð Þ; D C; Kð Þ is a decryption algorithm which
takes the cipher text ‘q’ along with DNA private key ‘a2’ and returns the equivalent
plaintext ‘p’; we denote as p  Da qð Þ, where p ε 0; 1;A;G;T;Cf g�; finally we
represent the stateful public key algorithm with Da2 Ea1 pð Þð Þ ¼ p for all
p ε 0; 1;A;G;T;Cf g�.

We are using underlying RSA algorithm for encrypting the plain text message,
which is one of the public key cryptosystem. Before we discuss the working process
of DNA-based public key cryptosystem, let us outline and give a brief definition of
RSA algorithm. According to the definition, first step is to generate the key. To
achieve this, initially, choose the two largest and distinct prime numbers say p,
q. Usually these numbers should be in the order 10100 which makes the algorithm
very robust. Next step is to calculate N = P × Q to get the product. Here N is the
product of PQ. As RSA is known for public key and private key usage, therefore,
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next step to find the integer ‘e’ is a public key and ‘d’ is the private key.
Furthermore, to calculate ‘e’ and ‘d’. Indeed, e:d � ðmodðÞp� 1Þ:ðq� 1Þð Þ then
set the private key (d, N) and the public key (e, N). After the key generation, next
phase is encryption algorithms, whose output is usually represented as
ERSA m; ðe;NÞð Þ¼: me modN ¼ c, where ERSA is RSA encryption algorithm; m is
the plain text message; (e, N) is the public key and c is the cipher text. Final step is
decryption algorithm whose output is usually represented as
DRSA c; d;Nð Þð Þ¼: cd modN ¼ m ; here (d, N) is the private key used for decrypting
the cipher text.

7.1 DNA-Assembled Public Key Cryptography

A DNA-assembled public key encryption scheme makes use of asymmetric
encryption scheme for effective storage of cipher text and public key in the DNA
strand. For better understanding the communications of DNA-based symmetric
cryptography. Let us illustrate with an example as shown in Fig. 3

1. Let us assume the Alice wants to send the message to the Bob;
2. Both of them should agree on an asymmetric cryptosystem.
3. Next, Alice takes her plaintext message and encrypts the plain text using RSA

algorithm (procedure discussed above), which in turn generates cipher text and
the public key. Notice that cipher text is comprises of numerical values. For
instance the original message is “welcome to kl university” and after performing
RSA encryption we get cipher text “119101108991111091011161111071
081171101051181011141151 05116121” public key is “7E823AF77CA013E
AEDDB118077EF1A39EA0538E” .

Fig. 3 Communications using DNA-assembled public key cryptography
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4. Once again, Alice converts both the cipher text and public key into binary form. For
instance cipher text equivalent binary string “0110111101101100011
0110001100 10101100111100001110100101111001111110010110000111100
00110100011110011100001110001111100101111001111000011100” and pub-
lic key equivalent binary string “0111011101100100110110000100000
011000110110111101101101 01011001010010000001110100011011110010
00100000111000001100001011000101101111011011000110110001100101011
00111011001010010000001100011011100110110010100100000011001000110
010111000011011001010110111001110100000101.”

5. Next, she transforms both the binary forms into DNA form (A for 00, C for 01,
G for 10, T for 11) cipher text equivalent DNA form “CGTTCGTGTACG
TACGCC CGCTTAATGGCCTGCTTGCCGACTGACGGACTGCTGCTAA
TGATTGCCTGCTGACTA” and public key equivalent DNA form “CTCT
CGCCCGTAA GAACGATCGTTCGTCCCGCCAGAACTCACGTTAGAGA
ATGAATAAGTACCGTTCGTACGTACGCCCGCTCGCAGAACGATCTAT
CGCCAGAACGCACGCCTAATCGCCCGTGCTCAACC.”

6. Finally, Alice takes the DNA form and performs pseudo DNA-based symmetric
cryptography(discussed in section) that convert the cipher text message and
sends to Bob through the network;

The main advantages of this method, first, it provides double encryption, which
is very difficult for adversary to break the cryptosystem. Second, it provides more
compact storage space, which is more suitable for public key encryption. In our
case, RSA public keys require huge storage for storing large prime numbers, while
DNA-assembled public key cryptography takes less storage than public encryption
algorithm as shown in Table 1.

8 Security Analysis

The main objective of any security technique is to strengthen and to protect the
network and information from any malicious activities. Subsequently, time and
computational complexity are the two important parameters need to compute for

Table 1 Comparison of key length of public key length and symmetric key length versus
DNA-based symmetric key length and DNA-based symmetric key length

Public key
length

Symmetric key
length

DNA-based symmetric
key length

DNA-based symmetric
key length

56 bits 384 bits 14 bits 96 bits

64 bits 512 bits 16 bits 128 bits

80 bits 768 bits 20 bits 192 bits

112 bits 1792 bits 28 bits 448 bits

128 bits 2304 bits 32 bits 576 bits
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any sort of cryptographic schemes. Particularly, semantic security and message
indistinguishability are the two fundamental computational complexity analog of
Shannon’s definition of perfect privacy [39]. Former one represents the infeasibility
to learn anything about the plaintext from the cipher text and the later one repre-
sents the infeasibility of distinguishing between the given pair of messages.

8.1 Formal Definitions of Semantic Security
(SS) and Message Indistinguishability (MI)

Definition 1 Semantic security ensures that nothing can be learned just by looking
at a cipher text. i.e., cipher text reveals no information about the message. For every
distribution X over 0; 1f gn and for every partial information h: 0; 1f gn! 0; 1f gn for
every interesting information f: 0; 1f gn! 0; 1f gn. For every attacking algorithm A,
running time complexity t0 � t nð Þ [t(n) is a polynomial in n], \there exists algorithm
S such that:

Prm X; Pk ;Skð Þ G nð Þ A E m; pkð Þ; pk; h mð Þð Þ ¼ f mð Þ½ � � Prm X S h mð Þð Þ ¼ f mð Þ½ � þ e nð Þ;
ð1Þ

where e nð Þ is a negligible quantity which depends upon value of n. Ex. e nð Þ may be
1

P nð Þ ; where p(n) is a polynomial in ‘n’ of a large degree.

Definition 2 Given two encryptions of messages m0 and m1, the probability of
guessing the message is very close to the random probability of guessing the correct
message 1

2

� �
. The security of message indistinguishability states that the inability to

distinguish two plaintexts (of the same length) i.e., the cipher texts are computa-
tionally indistinguishable. For every two messages m0, m1 2 0; 1f gn; for every
algorithm A that runs within time � t nð Þ

Pr i 2 0; 1f g;
Pk; Skð Þ  G nð Þ

A E mi; pkð Þ; pkð Þ ¼ i½ � � �� 1
2
þ � nð Þ ð2Þ

The theoretical result of symmetric DNA-based encryption function gives a
diffusion cipher text, which is hard to compute plaintext without random key.
Therefore, security analysis of symmetric DNA-based cryptography is efficient and
very powerful against certain cryptographic attacks.

Definition 3 A polynomial time-computable predicate b is called a hard-core of a
function f, if every efficient algorithm, given f(x), can guess b(x) with success
probability that is only negligibly better than one-half. Formally speaking, we
define a hard-core predicate as follows: a polynomial time-computable predicate
b : 0,1,G,T,A,Cf g�! 0,1,G,T,A,Cf g is called a hard-core of a function f if for
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every probabilistic polynomial time algorithm A
0
, every positive polynomial p(.),

and all sufficiently large n’s,

Pr A
0
f Unð Þð Þ ¼ b Unð Þ

h i
\

1
2
þ 1

p nð Þ : ð3Þ

Note that, for every b : 0,1,G,T,A,Cf g�! 0,1,G,T,A,Cf g and f : G,T,A,Cf g�!
G,T,A,Cf g; there exist obvious algorithms that guess b Unð Þ from f Unð Þ with suc-

cess probability at least one-half, e.g., the algorithm that obliviously of its input
outputs uniformly chosen DNA strand. Also if b is a hard-core predicate for any
function, then b Unð Þ must be almost unbiased (i.e., Pr b Unð Þ ¼ 0½ � � b Unð Þ ¼ 1½ �j
must be a negligible function of n). Now our encryption scheme make use hard-core
predicate (hp) and we analyze the security of the scheme.

8.2 Encryption Algorithm

Assume the encryption function (Fbin, Fdna Frna, Fpro) and a hard-core predicate
B(X,k) for FKEY. Here we want to encrypt a plaintext p and b is a key, which is the
secret information.
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Since A
0
is a PPT algorithm just as A. So B is not a hard-core predicate

(hp) according to definition. This is a contradiction. Hence, the primary assumption
was wrong. Hence SCHEME ((Fbin, Fdna Frna, Fpro),B,b) FKey is MI secure.
Hence proved”

9 Cipher Text Indistinguishability

Cipher text indistinguishability is a one of the important security property for
numerous encryption schemes. Instinctively, if a cryptosystem has the property of
indistinguishability, then an opponent will be not able to distinguish pairs of cipher
texts focused around the message they encrypt. The property of indistinguishability
is viewed as an essential requirement for most of the provably secure key cryp-
tosystems under chosen cipher text attack, chosen plaintext attack, and adaptive
chosen cipher text attack. A cryptosystem is viewed as “secure in terms of indis-
tinguishability” if no opponent A, given an encryption of a message haphazardly
chosen from a two-component message space controlled by the opponent, can
distinguish the message decision with likelihood better than that of random
guessing (1/2). If any opponent can succeed in recognizing the chosen cipher text
with likelihood fundamentally more noteworthy than ½. There are numerous
security definitions in terms of indistinguishability, depending on presumptions
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made about the abilities of the attacker. At this point, when the cryptosystem is
viewed as secure, if no opponent can guess randomly with significantly probability
more prominent better than half. The most well-known definitions used in cryp-
tography are indistinguishability with various attacks [34] such as (nonadaptive)
chosen cipher text attack (IND-CCA), chosen plaintext attack (IND-CPA), adaptive
chosen cipher text attack (IND-CCA2). The convenient way to sort out above
definitions to secure DNA-based Encryption is by considering different conceivable
objectives and attacks models. The objective here is to make an opponent’s pow-
erlessness to realize any data about plaintext underlying a challenge cipher text. In
this conception, the adversary cannot determine from which plaintext the challenge
cipher text came from.

The attack models are considered here are adaptive chosen cipher text attack,
nonadaptive chosen cipher text attack, and chosen Plain text Attack (CPA). In
IND-CPA is characterized between an opponent and a challenger. For schemes
focused around computational security, the adversary is modeled in such a way; he
must finish inside a polynomial number of time steps to guess. In IND-CCA1, the
adversary has a right to access to unscrambling oracle O. Nevertheless, the oppo-
nent can utilize this oracle only before it gets the challenge cipher text y. Finally, In
IND-CCA2, adversary has a right to gain the access of oracle O and his inquiry to
the oracle may rely on upon the challenge cipher text y. However, the only
restriction with this attack is that the opponent can not query the oracle to the
challenger to decrypt the cipher text y . In formalizing IND-Atk, an opponent ‘A’ as
a pair of probabilistic polynomial time algorithm Α = (Α_1, Α_2). Here, A runs in
two stages. Whereas A1 generates a message pair, encrypts one of them, and sends
to A2 as challenge cipher text. We say A2 is successful depending on its goal; the
goal is here to tell which message is in encrypted form.

9.1 Indistinguishability of IND-CCA1 or IND-CCA2

Definition 4 Let
Q ¼ E;D;Kf g be a secret key encryption scheme. For an

opponent A and b = {0;1} characterize the experiment
Experitment:

Expind�ccap A; bð Þ
a K; x1; x2; sð Þ  AEaDa Findð Þ;
y Ea xbð Þ; d  AEaDa Guess ; y; sð Þ
Return d;

It is assigned that x0j j ¼ x1j j above and that opponent A does not query for
decryption oracle Da �ð Þ on cipher text y in the supposition phase. Characterize the
advantage between opponent A and function π respectfully, takes as follows:
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Advind�ccap Að Þ ¼ Pr Expind�ccap A; 0ð Þ ¼ 0
� �� Pr Expind�ccap A; 1ð Þ ¼ 1

� � ð4Þ

Advind�ccap t; qe; qd; l; vð Þ ¼MAX
A Advind�ccap Að Þ ð5Þ

The maximum time complexity t with at most qe and qd encryption and
decryption oracle queries and totaling these queries with at most µ bits and finally
choosing x0j j ¼ x1j j = v bits. Hence, the worst-case time complexity for this
experiment is Expind�ccap Að Þ plus the total size of the code of opponent A.”

The analogy of the above definition E (PK, “M”) which represents the encrypted
message “M” under the random key “PK”: The challenger produces encrypts
arbitrary cipher texts, and the opponent is offered to access the decryption oracle,
which decrypts self-assertive cipher texts at the opponent’s request, retaining the
plaintext. The opponent may keep on query the decryption oracle significantly even
after it has received a challenge cipher text, but it may not pass the cipher text for
further processing
Step-1: The challenger generates a key “PK” in multiple rounds of transcription

(first key), spicing system (second key) and translation process (third key)
(e.g., a key size in Kdna, Kmrna, Kmap) which produces cipher text and
given to the opponent

Step-2: The opponent calls to the decryption function based on haphazard cipher
texts

Step-3: The challenger selects the key Pk = {Kb, Kd, Kpdna} randomly and sends
the challenge cipher text C ¼ E Pk; Mð Þ back to the opponent

Step-4: The opponent is free to execute any number of encryptions or
computations

Step-5: Once again, the opponent may further calls to the decryption function, but
this time he may not submit the cipher text “C”

Step-6: Finally, the opponent generates the outputs by guessing for the value of
message “M”. This scheme is secure against IND-CCA2 if no opponent
can guess with nonnegligible time

A DNA-based private key scheme ((Fbin, Fdna Frna, Fpro,FKey),B, b) is t; q;�ð Þ
secure in IND-Atk sense. If for all pair of different messages of same length and any
opponent A that runs within given time t and performs at most q queries to the
decryption oracle O, � nð Þ denotes the advantage of the algorithm over a random
guess.

Pr Pk ;Skð Þ G nð Þ A0 PkEpk m1ð Þ� � ¼ 1
� �� Pr Pk ;Skð Þ G nð Þ A0 PkEpk m0ð Þ� � ¼ 1

� �� 2 nð Þ;
ð6Þ

where the oracle is
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O ¼
� if IND� CPA

Dsk if IND� CCA2

(

and the adversary cannot query the decryption oracle at EPk (mi). Therefore,
informally an pseudo DNA-based encryption scheme is secure if for each adversary
A and for every polynomial P(.), there exist a ‘N’ such that

A succeeds in the attackð Þ\ 1
PðnÞ 8n[N: ð7Þ

From the definition of semantic security, for all distributions over A,T,G,Cf g;
for All Partial informations h: Proteinsf gn! Proteinsf gn; for all interesting infor-
mations f : 0,1,A,T,C,Gf g ! O; 1; digits;DNA Strandsf g; adversary A with time
complexity t

0
\t nð Þ; t nð Þ ¼P

tdnd; 9 simulating algorithm S such that

P r Pk ;Skð Þ G nð Þ
X U G;T;A;Cf gn

A E m; pkÞ; pk; h mð Þð Þð Þ ¼ f mð Þ½ � �

P r Pk ;Skð Þ G nð Þ
X U 0;1;G;T;A;Cf gn

S hðmÞð Þ ¼ f mð Þ½ � þ e nð Þ ð8Þ

where “e nð Þ is a negligible quantity; then E(.) is called semantically (t, e)” is secure
From the definition of message indistinguishability; for all messages

m0m1 2 0; 1f gn; for all adversary A with time complexity t
0
\t nð Þ; t nð Þ ¼P

tdnd

Pr i 2 0; 1f g;
Pk; Skð Þ  G nð Þ

A E mi; pkÞ; pkð Þð Þ ¼ i½ � � 1
2
þ 2 nð Þ; ð9Þ

where ε(n) is a negligible quantity: then E(.) is called (t; ε) MI secure; n is the
security parameter such as key length; ε(n) is a negligible quantity.

10 Results and Simulations Analysis

To study the feasibility of our theoretical work, we have implemented and evaluated
the pseudo Biotic DNA cryptography method in C++ and conducted a series of
experiments in a network simulator [NS2] to evaluate its effectiveness. The
experiment results show that this method is more efficient and its increase the power
against certain adaptive cryptographic attacks. The experimental values were
obtained by evaluating the multiple running times of the pseudo biotic DNA
cryptography on a software program running Uduntu-13.04. Our simulations are
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based on sender and receiver programs. On the sender side, the sender first converts
the plaintext into the binary sequence, which in turn translated into the DNA strand.
Indeed, necessary padding is performed at the time of translation in order to have
the compatibility DNA strand. After translation, the sender will generate the ran-
dom variable length key using the splicing system process of the central dogma. In
other words, the sender will generate the random key with a mixture of binary
sequence, decimal digit, and DNA Strand, which makes the adversary hard to guess
the key and translates into mRNA sequence. Next, the subkey generation is chosen
at mRNA sequence using pseudo random key generator. Subsequently, these two
random keys will be XORed with random mapping of codon-amino acids to pro-
duce the protein sequence. To put in another way, the mRNA is translated into the
amino acid sequence called codons, which produces the proteins sequence.
Eventually, the whole transcription and translation process of central dogma creates
enciphered information. These enciphered information and random key are trans-
ferred to receiver through different channels i.e., enciphered information through
public channel, and random key through secure channel.

On the destination side, the receiver receives the enciphered information and
random key from different channels. Consequently, the receiver uses decryption
algorithm and the same key information to decipher the enciphered information. To
be more specific, first, the receiver performs reverse translation process to recover
from protein sequence into mRNA form using same subkey with the help of pseudo
random generator. Next, reverse transcription process is performed using reverse
splicing process to recover from mRNA to DNA form. Finally, he recovers the
plaintext using the recovery translator that the sender had sent him.

Let us exhibit the proposed biotic cryptography method with an example;
Alice creates a cipher text and public key converts into the DNA Strand.
“CGTTCGTGTAC GTACGCCCGCTTAATGGCCTGCTTGCCGACTGACGGA
CTGCTGCTAATGATTGCCTGCTGACTA” and “CTCTCGCCCGTAAGAACG
ATCGTTCGTCCCGCCAGAACTCAC GTTAGAGAATGAATAAGTACCGTTC
GCCCGCTCGCAGAACGATCTATCGCCAGAACGCACATCGCCCGTGCTCA
ACC,” respectively. Moreover, she also generates the variable length random key
(splicing system) “00011001003CGT011113TGC101113GAC” fromDNAStrandof
cipher text. However, DNA form of public key will be converted into equivalent
numerical form for clear understanding of the key. The main specific reason of con-
verting the public key into DNA form is to have optimized key size. Subsequently, the
subkey “00011000113CTG011013CTT10 1013GAT” is chosen from mRNA
sequence “GUAGGUAAUGAUCUGCUUCAUC UUGC UUGCCGACUGACGG
AUUA” using pseudo random key generator. Finally, these mRNA Strand is translate
into amino acid sequence (codons), which produces proteins sequence
“ValGlyAsnAspLevHisLevAlaCysArgLevThrAspTALev.” This encoded proteins
sequence will be sent to the Bob. Bob decrypts the cipher text using the same random
key to recover the plain text. We verified experimentally that the encryption and
decryption can be performed effectively a given key. Moreover, different plaintexts
with the combination of alphabets, digits, and few special characters are chosen with
increasing size that includes short-text, average-text and long-text. Indeed, each
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plaintext is stored in ASCII format and number of bits are calculated to that of 8 or 16
times that of the length of the plaintext. The original plaintext size is calculated with
different 64, 128, 256, 512, 1024, and 2048 bits random key and the resulting cipher
text size are examined. These random key are used to examine the efficiency of the
algorithm in terms of computation, storage, and transmission. Furthermore, we also
investigated that the proposed algorithmneeds the 264, 310, 410 and575chosen cipher
texts to find the message without key for different key size.

As shown in Fig. 4. The length of cipher texts is proportional to that of the
corresponding plaintexts lengths with varying key length. However, this method
requires less storage space than that of the plaintext, thus, it is more efficient in the
storage capacity. Another reflection is that the size of the random key length
increase as the size of the plaintext increase, which greatly reduces size of the key
length. Moreover, key as well cipher text can be transmitted much faster through
the secure channel and public channel, respectively. Therefore, the method is also
more efficient interms of storage and transmission.

As shown in the above Fig. 5. The adversary requires more than 65 % of chosen
cipher texts for the corresponding plaintexts to recover 78 % of the random key
length. Hence, it requires more chosen cipher text to retrieve the key. Figure also
shows that different tests are performed to experiment the robustness of this pro-
posed method. Therefore, it is more efficient and effective method.

The above Fig. 6 indicates, for the same plaintext length, it generates different
cipher text, namely cipher text-1 and cipher text-2 with different random key. Thus,

Fig. 4 Performance analysis
between plaintext, cipher text,
and key length

Fig. 5 Performance analysis
between plaintext, chosen
cipher text, and its deduction
of key
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this method satisfies the message indistinguishability (MI) because the probability
of guessing these two cipher text is more than half of the random probability of
guessing the right message.

The above Fig. 7 shows that the adversary requires more chosen cipher text for a
given plaintext, which takes more than half of the time to retrieve the key.
Therefore, PPT algorithm satisfies message indistinguishability (MI), according to
the definition.

11 Conclusion

In this paper, we addressed a biotic DNA-based secret key cryptographic mecha-
nism, which is based upon the genetic information of biological system. Moreover,
this cryptographic prototype is motivated from biomolecular computation, which is
rapidly growing field that has made great strides of ultracompact information
storage, vast parallelism, and exceptional energy efficiency. Over the last two
decades, Internet technology is growing much faster, which permits the users to
access the intellectual property that is being transferred over the internet can be
easily acquired and is vulnerable to many security attacks. Hence, network security
is looking for unbreakable encryption technology to protect the data. This moti-
vated us to propose biotic pseudo DNA cryptography method, which makes use of
splicing system to improve security and random multiple key sequence to increase

Fig. 6 Analysis of message
indistinguishability (MI) of
plaintext cipher text with
different random keys

Fig. 7 Percentage of chosen
cipher text w.r.t. PPT
algorithm
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the degree of diffusion and confusion that makes resulting cipher texts difficult to
decipher and to realize a secure system. Furthermore, we also modeled
DNA-assembled public key cryptography for effective storage of public key as well
as double encryption scheme for a given message. The formal and experimental
analysis not only shows that this method is powerful against chosen cipher text
attacks, but also very effective and efficient in storage, computation as well as
transmission. To conclude, DNA cryptography is a new emerge area and extremely
guaranteeing field, where research is possible in incredible development and
improvement.
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Genetic Algorithm Using Guide Tree
in Mutation Operator for Solving Multiple
Sequence Alignment

Rohit Kumar Yadav and Haider Banka

Abstract An improved mutation operator in genetic algorithm for solving multiple
sequence alignment problems is proposed. In this step, the UPGMA method is used
to generate the guide tree where two different matrices such as edit distance or
dynamic distance have been used. The performance of the proposed method has
been tested on Bali base with some of the existing methods such as, HMMT,
DIALIGN, ML–PIMA, and PILEUP8. It has been observed that the proposed
method perform better in most of the cases.

Keywords Multiple sequence alignment (MSA) � Genetic algorithm (GA) �
Dynamic distance � Edit distance � UPGMA

1 Introduction

MSA is one of the most crucial mechanism for inspecting biological properties. It is
very important and challenging task to solve MSA problem in an efficient manner.
MSA of amino acid sequence or protein sequence helps to find primary or sec-
ondary structure of molecular biology. MSA can also be used to predict functions
and molecular structures [1] of same family. Everyone knows that MSA problem
can be solved in O(nk) time complexity, where n is the number of sequences and
k is length of sequence using dynamic programming (DP) [2, 3]. Even DP can solve
problem in optimal way. But it is useful for only 2 or 3 sequences. In biology,
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molecular sequences are very rich in terms of numbers and lengths. Due to this
property of molecular sequence, MSA problems lead to NP-hard [4]. So we have to
align multiple sequences within limited time complexity. There are many methods
have been developed to solve MSA problem in limited resources. Genetic algorithm
(GA) is most important tool to solve NP-hard problem. In past, many of them use
GA to find good alignments but it is not necessary to give optimal alignment [2].

There are several methods such as classical, progressive, and iterative used to
solve MSA problems. Global or local alignment strategies are used in all methods
such as classical, progressive, and iterative. These two methods have different
properties. In global alignment, sequences are aligned over full length. But in the
local alignment, first we have to find the region of similarity then aligned this part
of sequences [5]. Both global and local alignments have some advantage and
disadvantage. As example local alignment is preferable but sometimes it is more
difficult to find the region of similarity. Needleman and Wunsch [6] algorithm is
based on global alignment technique which is used dynamic programming (DP).
The Smith-Waterman algorithm [7] is based on local alignment technique which is
also used dynamic programming (DP). Dynamic programming method [6] gives
optimal alignment but it is limited for two or three sequences only. When the
number of sequences increases in the alignment process complexity of dynamic
programming grows exponentially [8]. Since MSA has more number of sequences
to be aligned. Hence MSA is NP-hard problem [9]. The progressive alignment
method [10] is iteratively use of Needleman and Wunsch algorithm to find a
phylogenetic tree to represent the relationship between two sequences. In the
progressive alignment method, we use guide tree for finding initial alignment. The
problem behind this method is if we aligned more divergent sequence in initial
stage, we cannot improve in later stage. So that difficulty with this method is
generally converging to local optima [11]. To overcome such situations researchers
switch to iterative or stochastic process [12–14].

In this paper, we introduce a new mechanism in GA, it uses guide tree method in
mutation operator. To maximize the matching of protein sequence in MSA, we use
well-known PAM [15] score matrix for finding the fitness value of particular
solution. To prove the quality of our algorithm, we compare some other
well-known existence methods such as DIALI, ML-PIMA, HMMT, and PILEUP-8.
For comparison, we use Bali base benchmark dataset. We use PAM matrix for
fitness evaluation. For comparing with other well-known existence methods, we
calculate corresponding Baliscore of best score.

This paper is organized as follows. In Sect. 2, we discuss about propose method.
A concise presentation of test dataset and experimental analysis of propose method
is discussed in Sects. 3 and 4, respectively. In the last section, conclusions are
provided.
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2 Proposed Algorithm

There are various steps in our proposed method. Initial generation, generates new
generation using genetic operators and the stopping criteria. All steps of our pro-
posed method are describe below.

2.1 Initial Generation

The aim of this step is to generate initial solutions. In this step, we generate initial
solution by putting the gap between residues. Each individual in the population is a
candidate solution of MSA problem. Each alignment is represented as
two-dimensional matrix of binary strings with each row representing an input
sequence and each column representing a position in the alignment. The value of 1
in a bit indicates an inserted gap and the value of 0 indicates a character in the
original sequence. For each row in the matrix, we allow 20 % gap. Figure 1 is an
example of an individual solution. Simply according to Fig. 1, first is the initial
input of MSA problem. After that we put gap randomly in these sequences. This is
the initial alignment of given MSA. In Encoding scheme, we simply put the 0
where protein element and put 1 where gap. In chromosome representation, we take
binary value of each column from top to bottom. As in our figure 000 is the first
column. Binary value of this quantity is 0. Hence, the value of first column is 0.
Similarly in fourth column from top to bottom 100 and the binary value of this
quantity is 4. Hence, the value of fourth column is 4. According to this method,

Fig. 1 An example of individuals and chromosome representation of individual solution of MSA
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chromosome is 0 1 0 4 2 0 0. Hence, the number of elements in chromosome is
equal to the number of column presents in encoding scheme.

2.2 Fitness

The SPM is commonly used as a fitness measure for multiple sequence alignments.
Here each column is scored by summing the scores of each pair of symbols. The
score of the entire alignment is then summed over all columns score using Eq. 1

S ¼
XL

l¼1

SlWhere Sl ¼
XN�1

i¼1

XN

j¼iþ 1

WijCost ðAi;AjÞ ð1Þ

Here, S is the cost of multiple alignments. L is the length (columns) of the
alignment. Sl is the cost of lth column of L length. N is the number of sequences.Wij

is the weight of sequence i and j. It defines diversity between two sequences.

Wij ¼ Number of Mismatch character in the alignmentð Þ= Total align lengthð Þ

Cost (Ai, Aj) is the alignment score between the two aligned sequences Ai and Aj.
When Ai ≠ - and Aj ≠ - then Cost (Ai, Aj) is determined from the PAM matrix. Also
when Ai = - and Aj = - then Cost (Ai, Aj) = 0. Finally, when Ai = - and Aj ≠ - or Ai ≠ -
and Aj = - then Cost (Ai, Aj) = 1.

2.3 Child Generation

For each individual in the initial population, the SPM score is calculated. To
generate a child population of 100 individual solutions in next generation, the
following genetic operators are used.

2.3.1 Selection

In this selection, we used tournament selection and the size of this selection is two.
First choose two individual solution randomly after that we choose one individ-
ual solution according to SPM score of individuals.
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2.3.2 Crossover

Two individuals are selected through selection process for crossover. This is
implemented [16] in Fig. 2. In this process, first we choose randomly one point in a
solution. In Fig. 2 a, “*” is shown in column 3 of parent a. We divide parent “a”
from this point. We can also divide parent b into such a way each row of the first
piece has the same number of elements as the first piece of the first parent. Now we
can interchange of these two pieces of parents to generate child. The whole process
of crossover is shown in Fig. 2.

2.3.3 Mutation

In the mutation process, one individual is selected randomly from whole popula-
tion. After that we find two distance matrix dynamic distance and edit distance.

(A) Dynamic distance—This distance calculates between two sequences.
Distance is calculated ratio of number of mismatch elements in these sequences and
total length of these aligned sequences.

Dynamic distance = Number of mismatch element/ total align length
We are taking one example of MSA problem to show how we calculate dynamic

distance matrix.

ABCD–

–BCDE
CDEF–
–DEFG

Fig. 2 An example of one point crossover
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First, we find pair wise alignment of each pair. According to this alignment, we
can find distance between these two sequences. Then first pair (1, 2) is

ABCD–

–BCDE

Since the number of mismatch element (first and last column) in these sequences
is 2 and total alignment length is 5. So distance between sequence first pair is 2/5.

Similarly, the second pair (1, 3) is

ABCD– –

– –CDEF
Distance between second pair is 4/6.
Similarly, we can find distance between all pairs of this given MSA
Distance between third pair is 6/7.
Distance between fourth pair is 2/5.
Distance between fifth pair is 4/6.
Distance between sixth pair is 2/5. It is shown in Fig. 3.

(B) Edit distance—The minimum Edit distance between two sequences is the
minimum number of editing operations (insertion, deletion, and substitution) nee-
ded to transform one into other sequences. We are taking same example of MSA
problem to show how we calculate edit distance matrix.

ABCD–

–BCDE
CDEF–
–DEFG

First, we find pair wise alignment of each pair. According to this alignment, we
can find distance between these two sequences. Then first pair (1, 2) is

ABCD–

– BCDE
I D

Here, I stand for insertion and D stand for deletion. Then two minimum edit
operations need for transform first sequence to second sequence. Then the mini-
mum edit distance between pair (1, 2) is 2.

 1 2 3 

2 2/5   
3 4/6 2/5  
4 6/7 4/6 2/5 

Fig. 3 Dynamic distance matrix
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Similarly, we can find edit distance between pair (1, 3) is

ABCD– –

– – CDEF
I I DD

Hence minimum edit distance between pair (1, 3) is 4.
Similarly, we can find distance between all pairs of given MSA.
Distance between third pair (1, 4) is 6.

ABCD– – –

– – – DEFG

Distance between fourth pair (2, 3) is 2.

BCDE–

–CDEF

Distance between fifth pair (2, 4) is 4.

BCDE– –

– –DEFG

Distance between sixth pair (3, 4) is 2.

CDEF–
–DEFG

It is shown in Fig. 4.
First Cycle:
We choose randomly dynamic distance matrix or edit distance matrix. After that

we use distance matrix, we constructed guide tree with the help of UPGMA [17].
According to the edit distance matrix, we can find guide tree. Since distance

between pairs (1, 2) (2, 3), and (3, 4) is small. So we take any of these pairs. In this
particular, we are taking pair (1, 2)

1
2

The Alignment of pair (1, 2) is

ABCD_
_BCDE

 1 2 3 

2 2   
3 4 2  
4 6 4 2 

Fig. 4 Edit Distance Matrix
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Now new distance is
Dist (1, 2), 3 = (dist13 + dist23) / 2 = 3
Dist (1, 2), 4 = (dist14 + dist24) / 2 = 5
Second Cycle:

1, 2 3

3 3

4 5 2

3 
4 

The Alignment of pair (3, 4) is

CDEF_
_DEFG

Third Cycle:

1, 2

3, 4 4

Now combined all sequences

ROOT
1
2
3
4

Then complete alignment is

ABCD–

–BCDE
CDEF–
–DEFG

For a valid solution, we put gap in all vacant places. Then complete alignment is

ABCD– – –

_BCDE– –

– –CDEF–
– – –DEFG

The Flow chart of this mutation process is given in Fig. 5.
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2.4 Termination Condition

The best solution in each generation is recorded. If the best solution remains
unchanged in next 50 consecutive generations, then stop this algorithm. This
observation is based on experimental review. We tested our algorithm up to 200
generations after getting best solution. We saw that the best solution hardly change
and the variation of average solution per generation also very low.

3 Test Dataset

We have taken a huge number of datasets from Bali base benchmark datasets for
comparison between propose and other existing methods. There are two versions of
Bali base benchmark datasets. Bali base version 1.0 [18] contains 142 different types
of datasets. Bali base version 1.0 contains 1000 sequences for 142 datasets. Bali base
version 2.0 [19] is an extended version of Bali base version 1.0. In the Bali base
version 2.0 contains 167 different varieties of datasets over 2100 sequences. There
are eight different types of reference set in Bali base version 2.0. Small number of
innermost sequences is contained in the reference set 1. Orphan or distinct sequences
are containing in reference set 2. A pair of dissimilar subfamily are contain in
reference set 3. Long-terminal extensions and large internal insertions and deletions
are containing in reference set 4 and reference set 5, respectively. Last, references 6–
8 contain test case problems where the sequences are repeated and the domains are
inverted. Bali score is a score which lies between 0 and 1. Bali score is an open
source program which measures the accuracy of our alignment. It is available on

Fig. 5 An example of mutation process
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BALIBASE VERSION 2.0. It compares between two alignments. First one is Bali
base Dataset which is manually aligned and second one is alignment of this dataset
which is come from our method. If the manually alignment file and our output file is
same, then score is 1. If the manually alignment file and our output file is totally
different, then score is 0. It gives the value between 0 and 1 according to similarity
between Bali base manually alignment file and our output file.

4 Experimental Study

We examine the performance of our propose method. Then we compare our result
with other well-known existence methods. In this proposed method, first runs the
algorithm ten times and takes best results out of these ten runs. After that we find
corresponding Bali score of the best result.

4.1 Effect of Operators and Fitness Function

The proposed approach uses a modified mutation operator and fitness function. This
is helpful for getting good results. We design two set of experiments to examine the
reaction of constituent. Proposed method runs with improve mutation operator and
fitness function in the first set and in the second set we run our proposed approach
with simple mutation and fitness function. We have taken randomly 5 datasets for
these experiments 3 from reference set 2 and 2 from reference set 3. Each dataset
run with proposed approach with two different configurations. First one is proposed
with improve mutation operator and second one is proposed with simple mutation
operator. Each datasets run ten times with this proposed algorithm. Corresponding
Bali score of the best SPM solution found, proposed method with improved
mutation operator and improved fitness function performs better than proposed
method with simple operator for all datasets. These experiments prove the domi-
nance of our proposed fitness function and the improved mutation operator. The
details of these experiments are reported in Table 1.

Table 1 Performance test
GA with simple and improved
mutation operator

Datasets Proposed with improved
operator

Proposed with simple
operator

1aboA 0.399 0.208

1csy 0.509 0.272

1wit 0.288 0.235

1idy 0.423 0.250

1uky 0.207 0.159

Avg
score

0.365 0.224
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4.2 Comparing Proposed Method with Existence Methods

We have considered 15 datasets from reference 2 and 5 datasets from reference set
3 [20]. We take the results of other well-known existence methods from RBT-GA
which is presented in paper [20]. Tables 2 and 3 show that experimental results of
reference set 2 and reference set 3, respectively.

Performance of Proposed method in reference 2: We have taken 15 datasets from
reference set 2 which are significantly different in terms of length and number of
sequence. Proposed method performs better with different type of datasets. We
compare proposed method with well-known existence methods such as DIALIGN,
HMMT, PILEUP-8, and ML-PIMA with respect to Bali score to determine the
performance of proposed method. Proposed method has found better 9 test cases
and 6 test cases where proposed method not perform well close to the best solution.

Table 2 Experimental results on reference 2 datasets of Bali Base 2.0

Name of datasets DIALI HMMT ML-PIMA PILEUP-8 Proposed

1aboA 0.384 0.724 0.22 0.000 0.399

1idy 0.000 0.353 0.000 0.000 0.559
1csy 0.000 0.000 0.000 0.114 0.509
1r69 0.675 0.000 0.675 0.45 0.251

1tvxA 0.000 0.276 0.241 0.345 0.534
1tgxA 0.63 0.622 0.543 0.318 0.705
1ubi 0.000 0.053 0.129 0.000 0.624

1wit 0.724 0.641 0.463 0.476 0.288

2trx 0.734 0.739 0.702 0.87 0.787

1sbp 0.043 0.214 0.054 0.177 0.221
1havA 0.000 0.194 0.238 0.493 0.495
1uky 0.216 0.395 0.306 0.562 0.243

2pia 0.612 0.647 0.695 0.766 0.179

3grs 0.350 0.141 0.211 0.159 0.395
kinase 0.692 0.749 0.651 0.799 0.898
Avg score 0.337 0.383 0.351 0.368 0.458

Table 3 Experimental results on reference 3 datasets of Bali Base 2.0

Name of datasets DIALI HMMT ML-PIMA PILEUP-8 PROPOSED

1idy 0.000 0.227 0.000 0.000 0.423
1r69 0.524 0.000 0.905 0.000 0.425

1ubi 0.000 0.366 0.000 0.268 0.598
1wit 0.500 0.323 0.323 0.210 0.290

1uky 0.139 0.037 0.148 0.083 0.207
Avg score 0.232 0.190 0.275 0.112 0.388
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Table 2 shows that overall performance of proposed method achieves better than
other existence methods. Finally, we can say that proposed method perform better
than all other methods.

Performance of Proposed method in reference 3: Reference 3 contains dissimilar
type of datasets where the residue identities between sequences are less than 25 %.
We consider only 5 dataset out of 12. Table 3 shows that in 3 test cases out of 5 test
cases proposed method perform better than other existence methods. Although the
proposed method did not achieve high-accuracy solutions in two test cases, the
average performance of this method was clearly better than the others as shown in
Table 3.

5 Conclusion

In this paper, we use an improved mutation operator in GA for solving MSA
problem. This mutation operator has been generated using of guide tree.
A significant number of experiments have been done to prove the quality of our
proposed method. The proposed method was run with simple mutation operator as
define in simple GA to prove the superiority of our proposed mutation operator and
improved fitness function. The proposed method was optimized based on the sum
of pair score, and this is used as a fitness function. A number of benchmark datasets
from Balibse 2.0 is used in this paper. Therefore, the corresponding Bali score of
best score out of ten runs was used to compare with other methods. The experi-
mental results show that proposed method performs better and/or competitive most
of time. Although the solution of proposed method was not always the best for
some test cases. However, it is always close to the best. The improved mutation
operator is reason behind the proposed method is better than other existence
methods. Hence after the experimental analysis, we can say that the proposed
method is better than other existence method.
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A Comparative Analysis of Image
Segmentation Techniques Toward
Automatic Risk Prediction of Solitary
Pulmonary Nodules
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Abstract Lung cancer is considered as a leading cause of death throughout the
globe. Manual interpretation of cancer detection is time consuming and thus
increases the death rate. With the help of improvement in medical imaging tech-
nology, a computer-aided diagnostics system could be an aid to combat this disease.
Automatic segmentation of a region of interest is one of the most challenging
problem in medical image analysis. An inaccurate segmentation of solitary pul-
monary nodule may lead to an erroneous prediction of the disease. In this paper, we
perform a comparative study among the available segmentation techniques, which
can automatically segment the solitary pulmonary nodules from high-resolution
computed tomography (CT) images and then we propose a computerized lung
nodule risk prediction model based on the best segmentation technique.
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1 Introduction

Lung cancer is basically of two types, primary lung cancer and metastasis lung
cancer. Primary lung cancer reveals itself as solitary pulmonary nodule (SPN),
which can be found in CT scans. They are little bright spots enclosed by lung
parenchyma, with gray-values very similar to those of blood vessels in the lungs
and normally spherical in shape as illustrated in Fig. 1. Those that are bound to the
pleural surface are known as juxtapleural nodule, which are roughly hemispherical
and responsible for metastasis lung cancer. These wounds can be discovered on CT
images even if they are only a few millimeters in diameter. Although the immense
majority of pulmonary nodules is nonmalignant and do not require treatment,
detection of such nodules is the first significant step in predicting risk in lung
nodules at an early point.

The sensing and diagnosis of suspicious lung nodules in CT images is one of the
main challenges in medical image analysis. In recent days, early detection and
diagnosis of solitary pulmonary nodule has received massive attention. With the
improvement of CT imaging techniques, nowadays a thin-section CT scan can
generate almost 400 images with 1-mm thickness. The radiologists spend a huge
time to decide about the appropriate image slice required for diagnosis and that
could lead to a time consuming process and thus increases variability in mea-
surement. A computer-aided diagnostic procedure can be involved to bring down
the workload of a radiologist and to increase the precision of detection with high
sensitivity and low false positive rate.

The rest of the paper is organized as follows, in Sect. 2 we discuss the relevant
existing research works. Section 3 points out the detailed methodology used in this
study. Section 4 reveals the outcome of this study. Section 5 concludes the paper
with a brief on the future scope of this study.

Fig. 1 Solitary pulmonary
nodule [8]
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2 Related Work

It has been seen that lung nodules have greater intensity value than lung par-
enchyma. This difference in intensity value can easily separate it from its sur-
rounding structure. Various researchers have proposed various nodule detection
methodologies using this intensity difference. A successful attempt of
intensity-based approach is designed by Sousa et al. [1]. This scheme is imple-
mented by simulating seven successive steps of image processing techniques.
Region grow algorithm is used for artifacts removal and to extract the lung region.
A rolling ball algorithm is used to reconstruct the lung wall. Nodules are classified
using support vector machine (SVM) followed by a bifurcation procedure to
remove the blood vessels. Lung nodule detection using K-means clustering tech-
nique has been proposed by Gurcan et al. [2]. After successful clustering of lung
nodules, they have used rule base classifier to classify lung nodules followed by a
false positive reduction procedure using linear discriminating analysis.

An autonomous lung nodule detection is proposed by [3] using 3D template
matching. Spiral CT images are prepared for template matching after image
thresholding and edge enhancement process. Authors have created eight templates
of diameter from 3 to 20 mm and trained them using different lung nodule features.
3D template matching procedure is executed using 3D-sum of squared differences
(SSD) algorithm and the results are marked as the nodule candidates. Sensitivity of
this system is 85.71 % and FPR is 5.4 %. A three phase lung nodule detection
methodology is presented in [4]. In first phase, authors have extracted ROI using
maximal and minimal density thresholding concept using Hournsfield Unit value
which is X-ray attenuation constant used in CT scan procedure. In nodule detection
phase, 3D template matching using convolution-based filtering technique. Finally,
false positive rate elimination procedure is implemented using a labeling algorithm
and the density threshold of surrounding structure gives 0.46/slice. This algorithm
is capable to achieve 100 % sensitivity.

A proposal for autonomous lung nodule detection is formulated by Netto et al.
[5] using growing natural gas (GNG). At first, the authors selected four seed points
and region growing algorithm is applied to extract chest and lung and followed by a
lung reconstruction using rolling ball algorithm. In the next step, lung nodules are
extracted using GNG algorithm. Lastly, detected structures are classified into
nodules and non-nodules using SVM. Average sensitivity reaches to 86 % and FPR
is 0.138/scan, but the number of test cases restricted to 39 patients. Another novel
lung nodule detection scheme has been recommended by [6]. In this method,
nodules are detected using iris filter and LDA to reduce false positive rate.

2.1 Contributions

In this paper, we represent an evaluation of state-of-the-art image segmentation
techniques to find out the best option for the prediction of risk of a lung nodule
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from high-resolution CT images. We have used risk prediction model as stated in
[7] for this purpose. Our contributions in this paper are as follows:

• A comparative analysis among different image segmentation techniques and
identification of the best technique for lung nodule segmentation from lung CT
images.

• Risk prediction of the segmented nodules using multiclass support vector
machine classifier.

3 Methodology

At first, a comparative study is performed over collected CT images from hospital
[8] for the various segmentation techniques. Risk prediction of lung nodules is
performed using multiclass SVM based on the extracted features from the seg-
mented images obtained through the best segmentation technique as described in
Fig. 2.

3.1 Image Segmentation

Image Segmentation using Thresholding Technique There exists some intensity
difference between lung parenchyma and SPN, hence an appropriate image
thresholding technique can easily separate the SPN from its surrounding structures.
Otsu global thresholding technique [9] is applied on the input images to create a
binary image, which separates the background and lung parenchyma from fat and
muscles. Black region of the binarized images indicates intensity value 0 and white
region as 1. The binary image may contain air, vessels other than the lung nodules.
A morphological operator is used to remove all vessels and air surrounding the

Fig. 2 Work flow of the lung nodule risk quantification system
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lung. As a result, a hollow, free binary mask is obtained as output. Lastly, the
segmented image is obtained by multiplying the original image with the binary
mask. Figure 3 and Algorithm 1 describe how binarization and thresholding
techniques are used to segment lung nodule from images.

Image Segmentation Using Fast Global Minimization Active Contour
Although, active contour model or snake is one of the most successful model used
in image segmentation but one of the drawback of this model is the existence of
local minima in active contour energy, which makes initial guess to get satisfactory
results. Bresson et al. [10] combines working principle of Rudin–Osher–Fatemi
denoising model [11] and Mumford-shah’s segmentation model [12], with
Geodesic active contour model [13] to overcome this problem.

Algorithm 1 Thresholding and Binarization
Input: HRCT image of Human Lung in DICOM format
Output: Segmented lung image containing only SPN.

1: Image threshold value is selected using Otsu’s thresholding.
2: Selected threshold value is applied on the input image to obtain a binary image.
3: Mathematical morphology is applied on the binary image to obtain a hallow free mask.
4: Nodule segmented images are obtained by multiplying mask with the input image.

Caselles et al. [13] modifies some pitfalls of Kass’s original Snake model [14] and
proposed a new methodology called geodesic active contour (GAC). The energy
minimization of Geodesic active contour is defined as:

min
C

EGACðCÞ ¼
ZLðCÞ

0

g jr I0ðCðsÞÞjð Þds

8><
>:

9>=
>; ð1Þ

Fig. 3 Segmentation using thresholding techniques
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where ds is the Euclidean element of length and LðCÞ is the length of the curve C

and LðCÞ ¼ R LðCÞ
0 ds. g is an edge indicator function that vanishes at object

boundaries such that gðjr I0jÞ ¼ 1
bjrI0j2, where I0 is the original image, b is an

arbitrary positive constant. This provides the calculus variation of Euler–Lagrange
equation of energy functional EGAC and gradient descent method gives the flow that
minimizes as fast as possible.

Global minimization of Active contour using ROF model In this algorithm, the
authors combine the principle of snake algorithm with Rudin, Osher, and Fatemi’s
model. The minimization problem associated with ROF model is defined as:

min
u

EROFðu; kÞ ¼
Z
X

jr ujdxþ k
Z
X

ðu� f Þ2dx
8<
:

9=
; ð2Þ

where f is given image, X � RN is a set representing image domain, TVðuÞ is the
total variation norm of the function u, and k[ 0 is an arbitrary parameter.
A convex energy was defined for any observed image f 2 L1ðXÞ and any positive
parameter k as

E1ðu; kÞ ¼
Z
X

gðxÞjr ujdxþ k
Z
X

ju� f jdx ð3Þ

The difference between the energy (7) and ROF model are known as weighted
TV-norm, TVgðuÞ with a weight function gðxÞ and a replacement of L2-norm by L1-
norm. Introduction of a weight function g, in the TV-norm gives the link between
the snake of Geometric active contour model and the proposed functional model, as
the energy defined in geometric active contour is equal to the TV-norm. g is an edge
indicator function, u is a characteristics function. 1XC of a closed set XC � X in
which C denotes the boundaries of XC

TVgðu ¼ 1XC Þ ¼
Z
X

gðxÞjr 1XC jdx
Z
C

gðxÞds ¼ EGACðCÞ: ð4Þ

Global Minimization of Active Contour Model Using Mumford Shah Model
Modified segmentation model described in previous subsection is applicable for
binary images. To overcome this constraints, the energy function of
geodesic/geometric active contour model is fused with global minimization prin-
cipal of active contour detection without edge (ACWE) model [15].
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For an input image f , Energy minimization of ACWE can be described as
follows:

min
XC;c1;c2

(
EACWEðXC;c1;c2; kÞ ¼ PerðXCÞ:

þ k
Z
XC

ðc1� f ðxÞÞ2dx

þ k
Z

XXC

ðc1� f ðxÞÞ2dxg
)

ð5Þ

where XC is a closed subset of image domain X PerðXCÞ is the perimeter of set X, k
is an arbitrary constant that controls the trade off between the regularization process
and the fidelity of solution with respect to the original image f and c1; c2 2 R.

As the minimization problem described in equation is nonconvex and leads to
local minima, then the energy of ACWE can be written according to level set
function / as:

E2
ACWEðU; c1; c2; kÞ ¼

Z
X

jrH�ðUÞj þ k
Z
X

ðH�ðUÞðc1� f ðxÞÞ2 þH��ðUÞðc2

� f ðxÞÞ2Þdx ð6Þ

Energy minimization for any input image f 2 L1ðXÞ and for any arbitrary
constant k > 0 can be expressed as:

E2ðu; c1; c2; kÞ :¼ TVgðuÞþ k
Z
X

r1ðx; c1; c2Þ/dx ð7Þ

Above equation represents the global minimization of energy required for the
segmentation. Where u and g are the characteristics and edge indicator function.
Figure 4 describes how fast global minimization of active contour algorithm is used
to segment lung nodule from images.

Region Grow In region grow algorithm [16], objects are segmented based on a
selected points known as seed points. These seed points form a region using some
similarity properties like intensity values of neighboring pixels. As dissimilarity
appears, growth is ended and a segmented region is obtained. The seed points check
the similarity properties along with 8-connected or 4-connected properties of that
neighboring pixels. The region is grown iteratively using a threshold value unless
there is a mismatch when it stops growing and gives a distinct region. Higher
intensity threshold, yields higher region.

A Comparative Analysis of Image Segmentation Techniques … 165



Figure 5 and Algorithm 2 describes how region grow algorithm is used to
segment lung nodule from images.

Algorithm 2 Region Grow
Input: HRCT image of Human Lung in DICOM format
Output: Segmented lung image containing only SPN.

1: Select seed points on region
2: Region grows according to the intensity threshold of surrounding seed points using 8-

connected properties of the pixels.
3: Mean region is calculated.
4: A segmented algorithm is obtained.

Watershed Transform In the watershed transform [16], the edge information
separates the region of interest from its background. In this algorithm, gradient
length represents height. Each local minima considered as sink. Watersheds are the
boundaries, which separate regions to drain into sink. Let us consider

Fig. 4 Segmentation using fast global minimization of active contour

Fig. 5 Segmentation using region grow
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N1;N2; . . .;NR are set of points of local minima of an image Iðx; yÞ. The surface will
be flooded using an integer increment, which varies from n ¼ min þ 1 to
n ¼ max � 1. Set of coordinate points of catchment basin is represented by CðNiÞ
and T½n� is the points ðs; tÞ for which Iðs; tÞ\n.

T ½n� ¼ fðs; tÞjIðs; tÞ\ng ð8Þ

At any step of flood process, algorithm calculates number of points below the
flood path. All the coordinating point below the flood path marked as 0 and vice
versa.

CnðNiÞ is a set of point of catchment basin are at flooded stage n represents a
binary image as

CnðNiÞ ¼ CðNiÞ \ T½n� ð9Þ

Union of flooded catchment basins at stage n are represented as,

C½n� ¼
[R
i¼1

CnðNiÞ ð10Þ

Let C½max þ 1� is the union of all catchment basins and,

C½max þ 1� ¼
[R
i¼1

ðNiÞ ð11Þ

Number of elements of sets CnðNiÞ and T[n] either increases or remains same as
the flooding stage increases. Then C½n� 1� can be represented as a subset of C½n�
and formed iteratively if the following conditions are satisfied,

1. q\C½n� 1� is empty
2. q\C½n� 1� contains one connected components of C½n� 1�
3. q\C½n� 1� contains more than one connected components of C½n� 1�
where q 2 Q½n� and Q is a set of connected components of T ½n�.

Condition 1 holds if a new minimum occurs. Condition 2 is possible if q lies on
catchment basins. Condition 3 occurs when a crisp separating more than one
catchments basin. Figure 6 describes how watershed is used to segment lung nodule
from images.
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3.2 Risk Prediction Using Multiclass SVM

According to specialist oncologist, the risk of a lung nodule is divided into three
categories namely, benign, malignant, and suspicious. An appropriate pattern
classification algorithm can classify the risk of a lung nodule into these three
classes. Risk of a lung nodule depends on several features viz., shape, size, calci-
fication, and growth rate. Shape of a lung nodule depends on circularity, moments,
and aspect ratio. In this study, we have considered only size and shape to predict the
risk of a lung nodule. These feature values are considered as a training set (Figs. 7
and 8).

Standard SVM is designed for a two-class classifier problem. It is a supervised
learning tool that classifies the dataset using machine learning theory. In training
phase, it takes a data matrix as a input and marks each entity into any one of the two
classes. But it cannot classify a data having classes more than two.

Fig. 6 Segmentation using watershed transform

(a) (b) (c)

(d) (e) (f)

Fig. 7 Visual verification
result in coronal [8], a input
image, b ground truth image,
c thresholding, d ACM,
e region grow, f watershed
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Our problem is a three-class problem and it cannot be handled efficiently by
SVM. This problem can be handled using multiclass support vector machine. One
against all approach is the most used techniques to contrast multiclass SVM [17]. In
this method, we need to construct k-SVM Model where k denotes number of class,
k = 3 for our case. The ith SVM are trained with positive label and others with
negative label. Each data are trained considering malignant as positive level and
suspicious and benign as negative level. Then for l training data x1; y1ð Þ; . . .; xl; ylð Þ
where xi 2 Rn and yi 2 fi; . . .; kg is the class of xi. Hence ith SVM solves following
problem.

min
wi;bi;ni

1
2
ðwiÞTwi þC

Xl

j¼1

ni

ðwiÞT/ðxjÞþ bi � 1� nij; if yj ¼ i

ðwiÞT/ðxjÞþ bi � � 1þ nij; if yj 6¼ i

nij � 0; j ¼ 1; . . .; l

where C is the regulatory parameter that controls the misclassification error of the
training data, n is slack variable that reduces the constraints of inequalities of a
nonseparable case. Training data xi are mapped to a higher dimension subspace by
function /. Minimization of 1

2 ðwiÞTwi means maximizing the margins of two group

of data. If the data are not linearly separable, then a penalty term C
Pl

j¼1 n
i is used

to reduce number of training errors. xi is the pattern among which the problem is
classified. Here i ¼ 3 and the value of xi are malignant, benign, and suspicious. yi is
the feature vectors or training data. We have used 20 nodule feature data as a
training set and each feature vector contain five individual features value namely

(a) (b) (c)

(d) (e) (f)

Fig. 8 Visual verification
result in sagittal view [8],
a input image, b ground truth
image, c thresholding,
d ACM, e region grow,
f watershed
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size, aspect ratio, circularity, and moments. On the other hand, rest of 20 nodule
features are tested for classification. In both cases, the dimensionality of feature
vector and training set are same.

Solving Eq. 3.2 we get k decisions functions as, ðw1ÞT/ðxÞþ b1..
.ðwkÞT/ðxÞþ bk

x belong to a class which contains maximum decision functions.

classo fx ¼ argmaxi¼1;...;kððwiÞT/ðxÞþ biÞ ð12Þ

4 Results and Discussions

4.1 Experimental Dataset

The images used in this study were provided by Peerless Hospitex Hospital,
Kolkata [8]. These 25 patient images were obtained from 25 different real cancer
patients consisting of 40 nodules. The images were acquired through a 16-row
multidetector CT scanner under the following conditions: a single-breath hold with
tube voltage 120 kVp, tube current 100 mA, and 0.5 mm collimated during sus-
pended full inspiration. Average number of slices is 415. Image matrix size 512�
512 in DICOM (Digital Image COmmunication in Medicine) format. In this
research, we have selected coronal and sagittal view of CT data.

4.2 Ground Truth Image Creation

We have created ground truth images using majority voting algorithm, as described
in [18] for data validation purposes. We have considered all images of the three
views of a CT images. These ground truth images are throughly verified by a
specialist oncologist and a radiologist who are actively engaged in this project.

4.3 Comparative Study of Image Segmentation

In this section, we represent the result of different image segmentation techniques
viz., thresholding, fast global minimization of active contour (ACM), region Grow,
and watershed transform (WST). Some standard metrics like misclassification error
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(ME), relative area error (RAE) [19], and correlation coefficient (CoC) [20] have
been carried out to select best image segmentation technique for risk prediction of
lung nodule from CT images.

• Misclassification Error: Misclassification Error represents percentage of back-
ground pixels incorrectly allocate to foreground and vice versa, can be
expressed as

ME ¼ 1� jBO \BT j þ jFO \FT j
jBO \FOj ð13Þ

where BO, FO are the background and foreground of the ground truth image and
BT , FT are the background and foreground of the test image. j:j is the cardinality
of the set. ME value 0 denotes perfectly segmented image and 1 represents
totally different image.

• Relative Foreground Area Error: This measurement is quantified using area
feature of test image and ground-truth image.

RAE ¼
AO�AT
AO

if AT\AO
AT�AO
AO

if AT �AO

(
ð14Þ

where AO and AT are the area of ground-truth image and test image. Then, for a
perfectly segmented region RAE is 0 and vice versa.

• Correlation Coefficient: It is a measurement of identity between two images,
value lies between 0 and 1.1 represents an identical image and vice versa.
Mathematically, CoC can be defined as,

CoC ¼
Px

i¼1ðAðiÞ � AðiÞÞðBðiÞ � BðiÞÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPx
i¼1ðAðiÞ � AðiÞÞðBðiÞ � BðiÞÞ

q ð15Þ

where AðiÞ and BðiÞ are ground truth image and segmented images and AðiÞ and
BðiÞ are respected mean of this images.

Confidence Interval Confidence level is a statistical measurement that describes
the range of a sample parameter with a predefined confidence. Confidence interval
of a sample can be calculated as,
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As, the intensity value of a lung nodule is very similar to blood vessels, then
some times an image segmentation algorithm also segment blood vessels along with
lung nodule and erroneously classified it into malignancy and benignity. To
overcome this problem, researchers have to select an appropriate image segmen-
tation algorithm that can segment only lung nodule and not other irrelevant objects
of lung parenchyma. Table 1 shows that binarization and thresholding techniques
and region grow algorithm segments object is similar to number of object present in
ground truth image and watershed algorithm behaves worst. In Fig. 9, the plot of
image binarization and thresholding technique and region grow algorithm coincides
with plot of ground truth image, which clearly indicates that these two algorithms in
case of object detection, but in region grow algorithm, a seed point is selected
manually. This means this algorithm is in contradiction to the concept of
automation.

According to the definition of ME, a good image segmentation algorithm yields
less ME value. Table 2 and Fig. 10 depicts that thresholding and binarization gives
less ME value, then thresholding, region grow, and watershed algorithm. This
measurement also concludes the effectiveness of thresholding and binarization over
other segmentation techniques toward automatic segmentation of lung nodule from
CT images.
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An output of a good segmentation algorithm is very much identical with its
ground truth image and gives correlation coefficient value very near to one.
According to Table 4 image binarization and thresholding techniques gives CoC
value very near to one and indicates best segmentation algorithm among four.

Table 1 Object detection by each techniques

Image name Ground truth ACM Thresholding Watershed Region grow

Image1 1 2 1 5 1

Image2 3 5 3 8 3

Image3 1 2 1 4 1

Image4 3 4 3 9 3

Image5 2 3 2 5 2

Image6 1 1 1 1 1

Image7 1 1 1 1 1

Image8 2 2 2 4 2

Fig. 9 Object detection by
segmentation techniques

Table 2 Misclassification
error

Image
name

ACM Thresholding Watershed Region
grow

Image1 0.0700 0.0651 0.0584 0.0618

Image2 0.0387 0.0356 0.0444 0.0544

Image3 0.1851 0.1687 0.1806 0.1749

Image4 0.1246 0.1026 0.1244 0.1205

Image5 0.0873 0.0845 0.1007 0.1009

Image6 0.1603 0.1304 0.1314 0.1326

Image7 0.2290 0.2009 0.2406 0.2044

Image8 0.1733 0.1671 0.1955 0.1713
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In this study, we have considered Confidence Interval as, 95 % and we have
applied the above algorithm to get confidence interval for misclassification error
between 0:1085 and 0:1490, relative area error between 0:1085 and 0:1490, cor-
relation coefficient between 0:9984 and 0:9990.

Figures 7 and 8 shows segmentation results of different techniques. From this
diagram, it is clear that region grow algorithm segments less number of nodule
candidates and this may mislead to erroneous prediction of the disease. Table 1 and
Fig. 9 shows that number of object detection by image binarization and thresh-
olding techniques gives nearly same as given in case of ground truth images, which
clearly indicates the efficiency of this algorithm. Misclassification error and relative
area error define that the value of these two metrics will be equal to zero in a
perfectly identical image. Tables 2, 3 and Figs. 10, 11 show that thresholding and
binarization gives these metrics value near to 0. On the other hand, correlation
coefficient value near to 1 denotes identical images. Table 4 also shows that image
binarization and thresholding techniques gives better result. From the above results,
we can conclude that image binarization and thresholding techniques is the best

Fig. 10 Misclassification
error

Table 3 Relative area error Image
name

ACM Thresholding Watershed Region
grow

Image1 0.0700 0.0651 0.0584 0.0618

Image2 0.0387 0.0356 0.0444 0.0544

Image3 0.1851 0.1687 0.1806 0.1749

Image4 0.1246 0.1026 0.1244 0.1205

Image5 0.0873 0.0845 0.1007 0.1009

Image6 0.1603 0.1304 0.1314 0.1326

Image7 0.2290 0.2009 0.2406 0.2044

Image8 0.1733 0.1671 0.1955 0.1713
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technique for automatic segmentation of lung nodule. We have used image bina-
rization and thresholding techniques to extract all the required features of the lung
nodules in Sect. 4.4 and we have predicted its risk using multiclass SVM.

4.4 Feature Extraction

The risk factor of a lung nodule depends on size, shape, growth rate, presence, and
nature of calcification. In this study, we considered only size (radius) and shape of a
lung nodule. Shape of a lung nodule depends on four parameters namely, size,
aspect ratio, moments, and circularity [21]. We have selected a set of 15 candidate
nodules from 40 detected solitary pulmonary nodule and tabulated their features in
Table 5. In this study, we are not classified shape of lung nodule but we have
considered all the values for classification procedure as shown in Table 6.

Fig. 11 Relative area error

Table 4 Correlation
coefficient

Image
name

ACM Thresholding Watershed Region
grow

Image1 0.9992 0.9996 0.9994 0.9979

Image2 0.9993 0.9995 0.9990 0.9981

Image3 0.9994 0.9997 0.9989 0.9975

Image4 0.9990 0.9990 0.9985 0.9970

Image5 0.9992 0.9995 0.9975 0.9972

Image6 0.9993 0.9996 0.9980 0.9970

Image7 0.9995 0.9999 0.9987 0.9972

Image8 0.9994 0.9998 0.9986 0.9971

A Comparative Analysis of Image Segmentation Techniques … 175



4.5 Result of Classification

According to LUNG-RADS [22], risk of a lung nodule can be categorized as
benign, suspicious and malignant. Risk of a lung nodule depends on four features
viz., size, shape, calcification, growth rate. In this study, we are considering only
size and shape features of lung nodules. In [23], we find categorization SPN shape
into seven groups viz., round, lobulated, tentacular, polygonal, speculated, ragged,
and irregular; described in Table 6.

Nearly, 40 nodules are found from these images and are classified using mul-
ticlass SVM shown in Table 7.

Table 5 Geometric features of nodules

Nodule Maxl Minl Diameter Eccentricity Circularity Aspect ratio

1 6.98 4.62 5.41 0.7496 0.9835 0.6618

2 13.33 8.19 10.02 0.7889 0.6948 0.6145

3 8.24 4.69 5.29 0.8221 0.6086 0.5693

4 7.25 4.71 5.41 0.7603 0.9021 0.6495

5 9.33 5.10 6.77 0.8372 0.9959 0.5469

6 6.49 6.05 6.07 0.3630 0.9689 0.9317

7 11.29 9.51 10.21 0.5380 0.9151 0.8429

8 4.69 3.27 3.74 0.6847 0.9597 0.7288

9 20.11 9.57 13.58 0.8793 0.7450 0.4761

10 27.30 16.62 18.40 0.7933 0.2364 0.6088

Table 6 Feature value of different shapes

shape Size (mm) Aspect ratio Circularity Second moments

Round 10.1 0.885 0.886 0.162

Lobulated 17.5 0.823 0.727 0.168

Polygonal 13.3 0.785 0.742 0.165

Tentacular 12.1 0.768 0.523 0.186

Spiculated 20.7 0.804 0.526 0.171

Ragged 21.1 0.860 0.514 0.170

Irregular 19.4 0.755 0.423 0.185

Table 7 Categorization of
malignancy

No. of nodules Risk

4 Benign

6 Suspicious

30 Malignant

40
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4.6 Data Validation

In this section, we have calculated the specificity and sensitivity [1] of our algo-
rithm to establish our algorithm.

1. Sensitivity

Sensitivity ¼ TP
P

¼ TP
TPþ FN

ð22Þ

2. Specificity is a metric that excluded a condition correctly, i.e., proportion of
healthy people not to have the disease, who will test negative for it.
Mathematically, it can be defined as,

Specificity ¼ TN
N

¼ TN
TNþ FP

ð23Þ

3. Accuracy

Accuracy ¼ TPþTN
NþP

ð24Þ

where TP denotes true positive rates, means correctly identified, i.e., sick people
correctly diagnosed as sick.

FP or false positives means correctly identified, i.e., healthy people incorrectly
identified as sick.

TN or correctly rejected, i.e., healthy people correctly identified as healthy.
FN or false negative denotes incorrectly rejected, i.e., healthy people incorrectly

identified as healthy.
P denotes the total number of population that have positive value and N denotes

total number of population that have negative value.
Specificity and sensitivity of our algorithm are 75 and 72 % and FP are 11/scan.

5 Conclusion

Our experimental results illustrate an elaborate view of different image segmenta-
tion techniques that can automatically detect lung nodules from high-resolution CT
images. We conclude that fast global minimization of active contour is the best
image segmentation technique for lung nodule from thoracic CT images. Further,
we have used the multiclass SVM for efficient risk prediction of lung nodule. In
future, we will incorporate more segmentation techniques and also validate our test
results with biopsy or cytology or bronchoscopy report of lung nodules.
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Safe Cloud: Secure and Usable
Authentication Framework for Cloud
Environment

Binu Sumitra, Pethuru Raj and M. Misbahuddin

Abstract Cloud computing an emerging computing model having its roots in grid
and utility computing is gaining increasing attention of both the industry and lay-
men. The ready availability of storage, compute, and infrastructure services provides
a potentially attractive option for business enterprises to process and store data
without investing on computing infrastructure. The attractions of Cloud are
accompanied by many concerns among which Data Security is the one that requires
immediate attention. Strong user authentication mechanisms which prevent illegal
access to Cloud services and resources are one of the core requirements to ensure
secure access. This paper proposes a user authentication framework for Cloud which
facilitates authentication by individual service providers as well as by a third party
identity provider. The proposed two-factor authentication protocols uses password
as the first factor and a Smart card or Mobile Phone as the second factor. The
protocols are resistant to various known security attacks.
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1 Introduction

The advent of Web 2.0 has contributed to an exponential growth in the users of
Internet and related technologies. Cloud computing, an Internet-based distributed
computing model offering computing resources as a service, is a fast growing
technology slowly being embraced both by corporate sector as well as by laymen.
With the advancements in IT, this technology has evolved through a number of
different services such as software applications (SaaS), computing platform, (PaaS),
and infrastructure (IaaS). Thus Cloud computing refers to both the applications
delivered as services over the Internet and the hardware and system software in the
data centers that provide those services [1]. The primary objective of Cloud com-
puting is to provide great flexibility to users, by allowing the users to process, store
and access their data using Cloud services, anytime, anywhere using the Internet
without investing on Computing Infrastructure.

The fast growing utility-based Cloud computing technology offers many
advantages such as resource sharing dynamic scalability, rapid elasticity, efficient
software/platform/infrastructure utilization, and many more [2]. However, this
technology has a lot of concerns including performance, resiliency, interoperability,
data migration and transition from legacy systems, preventing the whole hearted
adoption of Cloud services. Among the many issues, one of the most relevant is
security, which involves virtualization security, distributed computing, application
security, identity management, access control and authentication [3–5].
Furthermore in [6, 7] authors have pointed out that the identity and access control
management is a core requirement for Cloud computing. Hence, strong user
authentication which thwarts illegal access of Cloud servers becomes the funda-
mental requirement in the Cloud computing environment.

Over the last few years, significant research has happened in the security-related
areas of Cloud computing with the objective of arriving at mechanisms that provide
adequate security to Cloud environment and its users [2, 8–10]. However, these
existing security mechanisms are susceptible to certain security attacks, when
examined from the perspective of practical implementation. Many existing public
Clouds such as Amazon Web Services, Dropbox, Salesforce.com, and Google App
Engine, etc., have been victimized to various security attacks [11–14]. Hence it is
possible for illegal users to exploit these security flaws and either steal secret
information or disturb the normal operation of Cloud service providers by
launching various attacks. This points out to the requirement for securing Cloud
with a strong user authentication mechanism that prevents illegal users from per-
forming various nefarious activities in the Cloud.

Authenticating the identity of remote users is a preliminary requirement in a
public Cloud environment before they can access a secure resource. Service pro-
viders (SP) should ensure that only authorized users are accessing services provided
by the application system and password authentication is one of the simplest and
most convenient user authentication mechanism. Unfortunately, users tend to choose
low entropy passwords which are easy to remember rendering the authentication
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system susceptible to various attacks. Strong authentication mechanisms address this
issue by authenticating users based on a combination of two or more factors, viz.,
what you know, what you have, and what you are.

Taking into consideration, the security issues faced by Cloud, the discussed
work proposes a strong and reliable two-factor user authentication framework for
Cloud environment. The rest of the paper is organized as follows. Section 2 dis-
cusses the related work. Section 3 discusses novelty of our contribution, Sect. 4
explains the authentication framework, Sects. 5 and 6 elaborate the authentication
architectures and protocols respectively and Sect. 7 concludes the work done.

2 Related Work

Choudhary et al. proposed a user authentication framework for Cloud environment
[2] using password, Smart Card, and out-of-band (OOB) authentication token.
Cloud environment comprises of multiple service providing servers and users may
access services from servers belonging to different domains. The single sign-on
(SSO) functionality which provides convenient user authentication in such a sce-
nario was not considered by Choudhary et al. In 2013 Jiang [10] proved that the
scheme [2] was prone to masquerade user attack, the OOB attack, and the password
change flaw and proposed a modified scheme. The scheme addresses the security
issues of [2], but uses time stamps which can lead to time synchronization prob-
lems. The protocol [15] stores a variant of the user password in the server which
makes it susceptible to stolen verifier attack.

Sanjeet et al. [16] proposed a user authentication scheme using symmetric keys
for Cloud services. The protocol uses a one-time token which is sent to the reg-
istered users e-mail ID. This scheme requires the user to login to two accounts
during the authentication process which may cause user inconvenience. As in the
case of [2], the authentication schemes proposed by Rui Jiang and Sanjeet et al.
does not provide the SSO functionality which enhances user convenience in a
multi-server Cloud environment.

3 Novelty of Our Contribution

Primary objective of the work is to design an authentication framework for cloud
services encompassing authenticationmodels and authentication protocols, which can
be used by two categories of organizations, namely collaborative organizations and
financial institutions. The two-factor authentication protocols are designed to over-
come the limitations of currently prevalent mechanisms and be capable of operating in
a traditional environment as well as in a Smart environment. The authenticationmodel
addresses the issues related to storing passwords at the cloud service provider’s end.
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The proposed lightweight authentication protocols are designed to have minimum
processing overhead and to be resistant to the common attacks on authentication.

4 User Authentication Framework for Cloud

This section provides an overview of the proposed authentication framework for
Cloud and discusses some approaches to address its components. The overall
authentication framework and the key components required to integrate and provide
services in a secure manner are depicted in Fig. 1. The proposed framework
comprises of three major entities, viz., the users, the cloud brokers (CBs), and the
cloud service providers (CSPs). The CBs act as an identity provider (IdP) and as an
intermediary between the users and CSPs. They work with the users to understand
the work processes, provisioning needs, budgeting, data management requirements,
etc. The CBs then discover services from different CSPs or other brokers, carry out
negotiations, integrate the services to form a group of collaborating services and
recommend the concerned CSPs to the user. Each CB has components that are
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responsible for ensuring security and establishing trust between local provider
domains and between the providers and users as well as generating global policies.
In a Cloud environment, users should have some level of trust on each other.

4.1 Components of the Framework

This section details the functionality of the various components of Cloud Brokers
and the CSPs of the framework.

Service Management This component of CB is responsible for secure service
discovery by interacting with the CSPs, integrating the services, composing new
desirable services, and establishing the link between the user and the CSPs [17].
Discovery of services, integrating the services, and connecting the users and CSPs
are done by the service discovery module, service composition module and the
customer–CSP connectivity module respectively. The Service Management com-
ponent of the CSP is responsible for provisioning the services to the user. To support
multi-tenancy and resource sharing, the CSP uses Virtualization technology.

Security Management The Security Management component comprises of the
modules whose functionality aids in enforcing security and trust. The identity
management module of CB is responsible for issuing and managing the identifi-
cation credentials of the users registered with the CB. The authentication module is
responsible for authenticating users and CSPs based on the credentials. The
authentication module of CB executes a two-factor authentication protocol and uses
SAML to provide user convenience through Single Sign-On functionality. The
CSPs may have conflicting interests regarding the policies they adopt to provide
services to their users and this may be a matter of concern when multiple CSPs
collaborate to provide a customized service. Specification frameworks are needed to
ensure that the cross domain accesses are properly specified and enforced [17].
SAML, XACML, and WS standards are viable solutions toward these needs and the
proposed framework uses to address this requirement. The policy evaluation and
integration module examines the policies of various CSPs whose services need to
be integrated. The module then addresses security challenges such as semantic
heterogeneity, secure interoperability, and integrate access policies of different
CSPs and define global policies to accommodate the requirements of all the col-
laborating CSPs. These global policies are available in the global policy repository.
The security management component also includes a global customer repository
that stores the details of the registered CSPs and users.

Authentication Engine The functionality of the authentication engine is accessed
by the authentication module of both the CBs and the CSPs to authenticate the users
prior to providing access to the services provided by the CSPs. The proposed
authentication protocols verify user authenticity by a two-factor authentication
mechanism, and do not require the authentication server to maintain a verification
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table. The scheme uses password as the first factor and a Smart Card/Crypto
Card/Audio Pass/Mobile Phone as the second factor. The advantage of using an
Audio Pass is that it can be used with smart phones and hence do not require an
additional device (Card reader) to read the stored data as in the case of Smart
Cards/Crypto Cards. The paper proposes two different authentication architectures,
one in which the IdP/CB authenticates the users prior to accessing the services of CSP
and thus provides a SSO facility. In the second authentication the users are authen-
ticated by the CSPs whose service they wish to access. In both the architectures both
the users and the CSPs need to first register with the IdP/CB. The authentication
protocols supported by both the architectures provide two-factor authentication by
using password as the first factor and Smart Card/Crypto Card/Audio Pass/Mobile
Phone as the second authentication factor. Smart Card/Crypto Card/Audio Pass/USB
Token is primarily meant to be used in the case of those departments/
organizations/users for which security is the top priority and hence the additional
hardware cost and the extra inconvenience is acceptable. Mobile phone as a second
authentication factor is targeting on those departments/organizations who would like
to ensure security by making use of a commodity that the user already owns rather
than burdening the user with an additional hardware [18].

5 Authentication Architectures

The following sections give a brief overview of the authentication architectures
proposed in this work.

5.1 Broker-Based Authentication Architecture

The Coca-Cola company is collaborating with Heinz to use their bottling factory to
make PET bottles using 100 % plant-derived materials and plant residues. To
effectively reuse the used bottles, the Coca-Cola Company and furniture company
Emeco have entered into a collaboration to make Emeco 111 navy chair, a chair
made of 111 recycled bottles. Similarly, Biotherm, a skin care company and the
automobile manufacture Renault has collaborated to invent the new concept in cars,
‘The Spa Car.’ These collaborative organizations can offer their services via the
public cloud which offers the advantages of resource sharing, standardization of
operations, increased reusability, reduced capital expenditure, etc. These collabo-
rative organizations will be having a common customer base who would like to
access the services and information from all these organizations. When these indi-
vidual organizations offer their services from a cloud environment, each of them will
have their own applications server to provide the services and the information. In a
conventional environment, a customer who wants to access services of all these
collaborating organizations will be required to create individual accounts with each
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service provider. This contributes to multiple accounts, multiple passwords and
multiple authentication to access multiple services. Nevertheless these organizations
would prefer to provide their customers with a user-friendly procedure that enables
them to access information from all the collaborating partners with ease. The work
proposes the use of a single account to access the services of multiple service
providers and a user-friendly login process that allows the user to authenticate once
and access multiple services during a single login session, termed as single sign-on.
To support single account and single sign-on, we propose a broker-based architec-
ture comprising of a centralized registration authority alias identity provider
(IdP) and the multiple service providers. All the service providers and the users
accessing the services of these service providers should be registered with the reg-
istration server of the centralized registration authority alias IdP. The users can
register once and create an account at the IdP to get the services of all the registered
collaborating service providers. Once registration is done user is issued an authen-
tication token such as a Smart Card/Crypto Card/Audio Pass or he is given an option
to download a secret file into his Mobile Phone if he is using Mobile Phone as the
second authentication factor. To facilitate single sign-on, the authentication of users
is also done by the authentication module of IdP who is trusted by the collaborating
service providers. During login process, the service providers will redirect the users
to the IdP who will authenticate the users using the proposed two-factor authenti-
cation protocol and send the response (token/assertion) to the service provider.
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Thus user can access the services seamlessly and the services providers having
handed over the responsibility of authenticating their customers to the IdP can
concentrate on providing their core services. The registration and authentication
process is depicted in Fig. 2. The registration phase includes registration server (RS),
CSP, and users’. The RS and AS are in the same trusted domain and together they
provide the functionality of the identity provider (IdP/CB). The CSPs and IdP work
in a trust-based environment. The proposed architecture inherits all the desired
features of a MSE and uses Security Assertion Markup Language (SAML) to pro-
vide user convenience through SSO [19].

5.2 Direct Authentication-Based Architecture

Financial institutions including commercial banks, investment banks, brokerages,
insurance companies, etc., deal with highly sensitive data and hence reliable cus-
tomer authentication is imperative for engaging in any form of electronic banking.
These organizations when they move into the cloud would like to be assured that
their data and information stored in the cloud is completely secure from unauthorized
access. A strong and effective authentication system can help financial institutions to
reduce fraud, to enforce anti-money laundering practices, and detect and reduce
identity theft. The risk of engaging in business with unauthorized individual in a
money-issuing environment could result in financial loss and reputation damage
through fraud, disclosure of confidential information, corruption of data, etc.
Considering these risks, these financial institutions when they operate from the cloud
will not be willing to trust anybody regarding the authenticity of the users attempting
to access their data and services and would prefer to have an internal mechanism for
authentication. To address such a scenario, the work proposes a direct authentication
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architecture as shown in Fig. 3, where we place an authentication server in front of
each service providing server belonging to the category of financial institutions. In
this architecture, the users register themselves at the Identity Provider who issues
them with an authentication token as in the case of broker-based architecture. After
registering, a user who wants to access the services would attempt to login to the
server of the financial institution and these servers will be independently authenti-
cating their users using the proposed two-factor authentication protocol.

6 Authentication Protocols

The authentication protocols of the proposed work are categorized into two broad
categories, viz., protocol for broker-based authentication architecture and protocol
for Direct Authentication-based architecture. Again the two broad categories are
subdivided into the sub categories (i) Protocol for broker-based authentication using
password as the first factor and Smart Card/Crypto Card/Audio Pass as the second
factor (ii) Protocol for broker-based authentication using mobile phone as the
second factor (iii) Protocol for direct authentication using password as the first
factor and Smart Card/Crypto Card/Audio Pass as the second factor (iv) Protocol
for direct authentication using mobile phone as the second factor. This section
discusses the various phases of the first three categories.

6.1 Protocol for Broker-Based Authentication Using
Password as the First Factor and Smart Card
as the Second Factor

Phases of the Protocol The proposed scheme consists of four phases, viz.,
Initialization phase, User registration phase, Login and Authentication phase, and
Password change phase. The notations used in the protocol are listed in Table 1.

Table 1 Notations used in broker-based authentication using smart cards

AP, SC Audio pass, smart card

Ua, IdP, SP User ‘a’, identity provider, service provider

IDa, Pa Identity, password of user Ua

SID, y Server ID of IdP, secret key of IdP

G Additive cyclic group of prime order

g0 Generator of additive cyclic group

r Random number generated by audi pass unique to each session

h(.), ⊕, || Hash function, XOR operation, concatenation operation

⇒ Secure communication channel
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Initialization Phase During this phase, User Ua generates a finite additive cyclic
group ‘G’ of prime order ‘n’ and selects an element ‘g0’ from the group. ‘g0’ is one
of the generators of ‘G’ and is used by Ua to modify the password to be used for
secure user registration and authentication.

User Registration Phase If user wants to register for the services of a Service
Provider SP, the user Ua clicks the ‘Create Account’ link at SPs web site. SP
redirects Ua to the registration page of the IdP. IdP prompts Ua to submit the
Identity and Password of the user. Ua chooses her identity IDa and Password Pa and
the phase proceeds as illustrated in Fig. 4, which can be explained as follows.
UR1: Ua Computes b = h(Pa), k = g0

b and submits h(IDa), k to IdP through a secure
channel. IdP checks whether the submitted h(IDa) already exists in its user table and
if so prompts Ua to submit a new ID, otherwise IdP proceeds as follows:

IdP computes Ei = Bi ⊕ h (SID||h(y)) where ‘y’ is a secret key of IdP and h(.) is a
one way hash function. Bi = h(h(IDa)||h(SID)); Ji = h(SID||h(y))⊕ k; Ci = h(h(IDa) ||
h(SID||h(y))|| k);

UR2: IdP personalizes the smart card (SC) with the parameters Ci, Ei, Ji, h(.). IdP
sends the SC to Ua via a secure channel.

UR3: On receiving the device, Ua stores g0 into the Audio Pass/Smart Card/USB
token which now contains {Ci, Ei, Ji, h(.), g0}.

Login and Authentication Phase This section discusses the Cloud Service Provider
initiated authentication and Fig. 5 gives a pictorial representation of the same.

IDP

Ua Selects IDa, Pa

,g0 and
computes b= h( Pa

) , k = g0 b

Registration request

IdP selects master
secret ‘y’

IdP computes
Bi = h(h(IDa)||h(SID)) ;
Ji = h(SID||h(y))

h(IDa) ||
h(SID||h(y))|| k) ;

Ei = Bi h(SID||h(y))

IdP sends AP to U a

IdP stores {C i, E i ,J i,
h(.)}

into AP

SP

Ua submits (h(IDa), k)

Redirect Registration
request to IdP

U a keys in
g0 into AP

Fig. 4 Registration phase of broker-based authentication protocol using smart card/audio pass
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Whenever a registered user wants to login to access the services of the Service
Provider ‘SP’, she attaches the Smart Card or Audio Pass token to the system and
proceeds as follows:
UL1: Ua requests for login to the SP
UL2: SP checks for an existing session with Ua and if there is no valid session,

SP redirects Ua to IdP with a SAML authentication request
UL3: Ua keys in her IDa and Pa

UL4: SC/AP computes, b = h(Pa), k* = g0
b

UL5: SC/AP computes h(SID|h(y))* = Ji ⊕ k*
UL6: SC/AP computes Ci * = h(h(IDa) || h(SID||h(y))*|| k*) and compares with

Ci stored in the AP. If invalid, AP terminates the session. Otherwise
generates the login message as follows:

UL7: AP generates a random number ‘r’ and computes nonce n1 = g0
r

SSP IdP

Ua tries to access a protected resource by clicking the URL

SC/AP
inserted?

Terminate Session

Y

Prompt Ua to insert SC/AP

(CCIDi , M1 , Pij , t, Zi )

Compute MM1
*

M1
*= MM1

Terminate Session

N

Ua Successfully
authenticated

Authentication
FailedLogin Rejected

Generate SAML
request for

authentication
SAML Request to IdP
for authenticating Ua

SAML Request to IdP for authenticating Ua

Check for valid session.
If not ask for login.Display Login form

N

Not a
registered

user

Redirect
to

Registration
page of IdP

Enter ID, PW

Ci = Ci*
N Y

Generate ‘r’. Compute
CIDi , M1 , Pij , t, Zi

Login Accepted

BROWSER

Fig. 5 Login and authentication phase of broker-based authentication protocol using smart card
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UL8: AP computes Pij = Ei ⊕ h(h(SID|h(y))||n1); Bi = Ei ⊕ h(SID||h(y));
CIDi = Ci ⊕ h(Bi||n1||SID); M1 = h(Pij |Ci ||Bi||n1); t = g0 ⊕ h(SID||h(y));
Zi = (r − CIDi) ⊕ h(SID||h(y))

UL9: AP sends (CIDi, M1, Pij, t, Zi) to IdP
UL10: Upon receipt of the login message the IdP performs the authentication

process using her own SID and h(y) values
UL11: IdP computes, r = (Zi + CIDi) ⊕ h(SID||h(y)); g0 = t ⊕ h(SID||h(y));

n1* = g0
r , Ei = Pij ⊕ h(h(SID||h(y))||n1); Bi* = Ei ⊕ h(SID||h(y)); Ci* =

CIDi ⊕ h(Bi*||n1*||SID);
UL12: IdP computes M1 * = h(Pij ||Ci* ||Bi*||n1*) and compares with the M1 in the

login message received from Ua. If valid, IdP considers the authentication
as successful and creates a SAML authentication response message
containing the result of the authentication process and redirects it to the
SP. The Service Provider permits or denies access to the services after
verifying the response from the IdP.

Password Change Phase A registered user can change her password by selecting
the change password option and the password can be modified at the client side
without the intervention of IdP and SP. The change password request is processed
only if the keyed in ID and password are valid. This phase proceeds as follows:

UP1: Ua attaches his SC or AP into the system and keys in his IDa and Pa

UP2: SC/AP computes, b = h (Pa), k = g0
b

UP3: SC/AP computes h(SID||h(y)) = Ji ⊕ k
UP4: SC/AP computes Ci * = h(h (IDa) || h(SID||h(y))*|| k*) and compares with Ci

stored in the SC/AP. If invalid, SC/AP terminates the session. Otherwise
prompts Ua to enter the new password

UP5: Ua enters Panew

UP6: SC/AP computes bnew = h(Panew); knew = g0
bnew; Jinew = Ji ⊕ k ⊕ knew; Cinew

= h(h(IDa) || (Ji ⊕ k)|| knew);
UP7: SC/AP replaces Ci and Ji in the AP/SC with Cinew and Jinew respectively.

Security Analysis of the Protocol This section analyzes the security of the proposed
protocol against various attacks.

Security Against Guessing Attack The proposed protocol is secure against guessing
attack as it is impossible within polynomial time, for an adversary to retrieve user’s
passwordPa or IdP’s secret key ‘from the intercepted parameters (CIDi,M1,Pij, t,Zi).’

Security Against Malicious Insider Attack In the proposed scheme, user submits
k = g0

h(Pa) to IdP rather than the plain text form of the password. This guards the
password from being revealed to IdP and hence even if the user uses the same pass-
word to login to other servers, her credentials will not be susceptible to insider attack.

Security Against Replay Attack A replay attack is launched by the adversary by
capturing a message exchanged between the Client and Server and replaying at a
later point in time. The scheme is resistant to replay attack since nonce values used
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to in each authentication message is unique and varies for each session. Hence the
IdP will be able to identify a replayed login message (CIDi, M1, Pij, t, Zi) by
checking the freshness of nonce, n1 = g0

r where ‘r’ is a random number generated by
user and is unique to a session.

Security Against Stolen Verifier Attack The fact that the proposed scheme does not
require the Server to maintain a verifier/password table makes it resistant to Stolen
Verifier attack.

Security Against User Impersonation Attack If an adversary attempts to imper-
sonate a valid user, he should be able to forge a valid login request on behalf of the
user. In the proposed scheme if an adversary intercepts the login message (CIDi,
M1, Pij, t, Zi) and attempts to generate a similar message, he will fail since the value
of nonce ‘n1’ as well as the server’s secret key ‘y’ is unknown to him.

Security Against Denial-of-Service (DoS) Attack A DoS attack can be launched by
an adversary by creating invalid login request messages and bombarding the server
with the same. This attack can also be launched by an adversary who has got
control over the server and is able to modify the user information stored in the
server’s database which in turn prevents the valid user from accessing the resources.

The first scenario will not work in the case of the proposed scheme, since it is
impossible for the adversary to create valid login request messages without
knowing the password. The validity of the password is checked at the client side
before creating a login request. The second scenario is also not applicable in the
proposed scheme since the server does not maintain a verifier/password table.

Security Against Smart Card Lost Attack If the adversary steals the Smart Card
containing the parameters (Ci, Ei, Ji, h(.), g0), he can neither retrieve the user’s
password nor the IdP’s master secret ‘y’ from the stored value. To extract the
password from k = g0

h(Pa), the adversary needs to solve the discrete logarithm
problem. Again the password is used in the hashed form which is irreversible. Also,
retrieving the IdP’s master secret, ‘y’ is not possible without knowing the password
of the user which is unknown to the adversary.

6.2 Protocol for Broker-Based Authentication Using
Password as the First Factor and Mobile Phone
as the Second Factor

This protocol consists of a registration phase, login and authentication phase, and a
password change phase as elaborated in the following subsections. Here, it is assumed
that the CSP who wants to be a part of the framework is registered with the IdP.

Phases of the Proposed Protocol The proposed scheme consists of three phases,
viz., User registration phase, Login and Authentication phase, and Password change
phase. The notations used are listed in Table 2.
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Registration Phase The registration process illustrated in Fig. 6 can be explained as
follows:

UR1. The user Ua clicks the ‘Create Account’ link at SPs web site. SP redirects
Ua to the registration page of the IdP. RS prompts Ua to submit her identity IDa and
PWa.

Table 2 Notations used in broker-based authentication using mobile phone

IDa, Pa Identity, password of user Ua

s, rand Secret key, random number of RS

r, Keya, Va, m Random number generated by AS unique to each session, master secret
key of user, parameter used for verifying the password, parameter used
for changing the password

h(.), ⊕, || Hash function, XOR operation, concatenation operation

⇒ Secure communication channel

User Mobile Service Provider Identity Provider
IDa, PWa

IDa, PWa,

Validate IDa

Generate and Encrypt
Secret File

QR encoding {provider,
user name, rand}User is Prompted to Download Mobile App

User Sees Generated QR Code

“Set Account” Action

Enter IDa, PWa

Password Based
Decryption

File
Decrypted

?N
Terminate session

Y
User Prompted to Scan QR code

Scans QR code

{provider, user
name, rand}

Registration Successful

Y

NTerminate session

Browser

Password
Based Encryption

Va = Va’

Fig. 6 Registration phase of broker-based authentication protocol using mobile phones
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RS checks whether IDa already exists in its user table. If so Ua is prompted to
select a new IDa.

UR2. RS generates a secret key ‘S’ and selects a random number ‘rand’. RS
creates a file containing the authentication parameters Va, Keya, m and the file is
encrypted using password of Ua and a salt value. ‘Va’ is used only during
the registration and installation of mobile application. ‘Keya’ is used during the
authentication phase and ‘m’ is used during the password change phase. The values
of Va, Keya, m are generated by performing hash and XOR operations on IDa, PWa,
S, and rand.

UR3. The RS generates a QR code embedding ‘rand’, Service Provider Name
and User Name and the QR code will be displayed on the web application screen
and the user will be prompted to download the mobile application. Along with the
app, the secret file will also be imported and stored in a safe location within the
user’s phone in the form of a mobile token. When the user touches the register
button in the mobile app, the user will be prompted to enter his IDa, PWa. The app
attempts to decrypt the file using password given as input by the user and the salt
value attached to the file.

UR4. If the decryption is successful, the app invokes the scanning application,
and the user can scan the code. The mobile app retrieves ‘rand’ from QR code,
calculates Va′ using password and ‘rand’. Va′ is compared with Va stored in the
mobile token and if equal, the registration process is considered successful and the
account is created. RS stores the user identity in its user table.

Login and Authentication Phase As shown in Fig. 7, the user via his browser
attempts to access a protected resource of a Service Provider (SP). It is assumed
that, the browser at this point does not have an established session with the SP. On
receiving the request from the user, SP redirects the user to the login page of IdP
and requests IdP to authenticate the user. The authentication request contains the
URL of the SP who initiated the request. Also the request should contain the URL
to which the response should be sent. IdP checks for a valid session with the
browser. If there is no existing session between the browser and the IdP, then IdP
generates a login session and authenticates the user by executing the authentication
phase, as illustrated in Fig. 7. The procedure can be explained as follows:

UA1. Authentication server (AS) displays the login page and prompts the user to
enter user’s identity (IDa) and Password (PWa). AS calculates Keya and a challenge
‘B’ using server’s secret key ‘S’, random number ‘r’ and the ID and PW of Ua. The
random number r, B is send to the user via a secure communication channel. The
mobile app computes B′ using Keya and the received random number ‘r’, where
Keya is the master secret key stored in the mobile token within the phone.

UA2. Mobile app checks whether B′ = Challenge B, received from AS. If so,
mobile app considers the message as being received from an authenticated source.
Mobile app sends K = HMAC(Keya, B′) to IdP. IdP on receiving the message K,
computes K′ = HMAC(Keya, B) and checks whether it is equal to the received K. If
equal IdP considers the user as authenticated and that the integrity of message is
maintained.
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UA3. IdP creates an assertion token containing the result of the authentication
process. IdP sends the token to the SP. The SP verifies the token issued by the
IdP. It is assumed that the IdP and SP works in a trust-based environment. If the
authentication is successful and the token is valid then SP notifies the user’s
browser of a successful login. Otherwise the login request is rejected.

Password Change Phase The password change phase is invoked when the user
wishes to change his password without the intervention of the IdP or the SP is
carried out as follows:

UP1. User enters his identity (IDa) and Password (PWa) and executes the
‘Password Change’ request. The mobile app computes m′ = Keya ⊕ h(IDa || PWa)
and checks whether it is equal to stored ‘m’. If equal, the mobile app prompts the
user to enter the new password ‘PWa new’. Otherwise the ‘password change’ request
is rejected.

UP2. The app calculates h(IDa || h(s)) = Keya ⊕ h(PWa). Then the app computes
Keya new = h(PWa new)⊕ Keya ⊕ h(PWa) and mnew = Keya new ⊕ h(IDa || PWa new)
and replaces the existing values in the file with the new values.

User Mobile Service Provider Identity Provider
Click URL for Web Page

Authentication Request

Generate Challenge

QR encoding {provider,
user name,

challenge,random
number, respond to}

User Sees Generated QR Code

“Login” Action (Mobile APP)

NTerminate session
B’ = B ?

Scans QR code

{provider,
user name,
challenge,
random
number,

respond to}

Login Not Successful

N
Login Successful

Browser

New Session
Request

Computes B’

Y Establish Connection With “Respond to” URL

K = HMAC(Keya, B’)

Computes K’

K’ = K?
Session

Authenticated

Y

Session Failed To
Authenticate

Fig. 7 Login and authentication phase of broker-based protocol using mobile phones
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6.3 Protocol for Direct Authentication Using Smart
Card/Crypto Card/Audio Pass as the Second Factor

Phases of the Protocol The proposed scheme consists of four phases, viz.,
Initialization, Registration, Login and Mutual Authentication, and the Password
change phase as explained in the following paragraphs. The notations used are
listed in Table 3.

Initialization Phase RA selects two prime numbers p and q. RA computes n = p *
q where n is public and p and q are secrets. RA chooses a master secret key ‘x’ and
a secret number ‘d’. The keys of RA should be generated and managed using
standard hardware security management (HSM) module.

Registration Phase In this scheme every server and user has to first register with
RA. This phase is divided into two subphases: (1) Service provider integration with
RA and (2) User registration phase.

Service Provider Integration with RA Sj selects its identity SIDj and submits the
registration request to RA. RA after verifying Sj, computes SSj and sends {SSj, h(d),
n} to Sj via a secure channel. It is assumed that RA and Sj communicates using
signed messages and thus works in a trusted environment.

User Registration Phase The registration process as shown in Fig. 8 can be
explained as follows. Ui chooses his identity IDi, a PIN number ‘S’ and submits
{h(IDi), S}to RA. RA generates a random number ‘r’ and computes the Initial
secret of Ui as Ii. RA selects a random password PWi for Ui and computes Vi, Bi, Ci,
Di, Ei, Yi. RA stores {Ci, Di, Ei, Yi, n, h(.)} into the smart card which is issued to
Ui via a secure channel. RA sends PWi to Ui via an SMS and updates the user table.

Login and Authentication Phase Login and authentication phase runs indepen-
dently on each SP and is executed once for each session. When Ui wants to access
the services of Sj, he carries out the login process, which can be explained as
follows.
Ui requests for a protected resource of Sj by typing the URL or by clicking the link
for logging in. The login page is displayed. User is prompted to swipe the smart
card and click ‘proceed’ button. The rest of this phase will be executed on the basis

Table 3 Notations used in direct authentication using smart cards

RA, SP, SC Registration authority, service provider, smart card

Ui, Sj, SIDj ith user, jth service provider, ID of jth service provider

IDi, PWi, S Unique identification of Ui, password of user Ui, pin number chosen by Ui

p, q, n, x, d Prime numbers, public parameter, master secret, secret number of RA

Ii Initial secret unique to Ui generated by RA

r, k, N1, N2 Random number generated by RA, SC respectively, nonce values

h(.), ⊕, ||, ⇒ Hash function, XOR, concatenation, secure communication channel

Safe Cloud: Secure and Usable Authentication Framework … 199



of the following three possible scenarios. (i) User is not a registered user: Ui has
not registered with RA and hence does not have a smart card to swipe. In this case
the user is directed to the registration page of RA and the registration phase is
carried out (ii) User has entered the smart card but is an invalid user: Ui inserts
his smart card into the reader. Ui is prompted to enter his IDi and PWi. SC computes
Vi′, Ii′, Di′ and compares Di′ with Di stored in the smart card. They are not equal and
SC terminates the session. (iii) User has entered the smart card and is a valid
user: Ui inserts his smart card into the reader. Ui is prompted to enter his IDi and
PWi. SC computes Vi′, Ii′, Di′ and compares Di′ with Di stored in the SC. If they are
equal, the system checks whether Ui is accessing any SP for the first time. If so the
system prompts Ui to change his password and the values in the smart card
are modified accordingly. In this manner, the true password of the user is neither
stored at the RA or nor does it travel across the network. Then SC proceeds to
generate the login request message.

SC generates a random number ‘k’ and computes the parameters N1, Bi, Ki, Qj,
Pij, CIDi, Zi. SC sends {h(IDi), Pij, CIDi, M1, Zi}. On receiving the request from Ui,
server Sj checks whether there is an entry corresponding to h(IDi) in its database. If
it exists then the corresponding init-secret, Ii is retrieved from the local database.
Otherwise a request for init-secret, is sent to RA along with the h(IDi). RA retrieves
the same from its database and sends init-secret Ii to Sj. Sj updates its user table with
username and Init-Secret. Server Sj computes k and N1. Sj checks the freshness of
the nonce N1 and computes Qj′, Yi, Ei, Bi′, Di′, Pij, CIDi, M1′. Sj compares M1′ with
the M1 in the login request. If the equality does not hold Sj rejects the request.
Otherwise Sj generates a nonce N2 and computes M2, Ei′, M3. Sj sends {M2, M3} to
Ui. On receiving {M2, M3}, Ui computes N2 and M3*. Ui compares M3* with M3 in
the response message from Sj. If equal Ui authenticates Sj successfully and

RA

1.User Ui selects IDi , S.

2. Ui submits {h(IDi) , S} to RA

3.RA validates Ui and generates
‘r’.

4. RA computes Init-Secret of Ui

5.RA generates a random
password PWi and computes Vi ,
Bi, Ci ,Di, Ei , Yi

6. RA stores {Ci ,Di, Ei , Yi , n ,
h(.)} into SC

7. RA sends SC , PWi to Ui

Data Base
Server

8. RA stores h(IDi ), Ii of Ui in
the database

Fig. 8 Registration phase of direct authentication-based protocol using smart card
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generates a mutual authentication message M4 and sends {h(N2 + 1), M4} to Sj. If
M3* is not equal to M3, Ui terminates the session. On receiving {h(N2 + 1), M4}, Sj
computes h(N2 + 1) and checks the freshness of the nonce. Then Sj computes M4′
and compares with the received M4. If equal then mutual authentication holds.
Otherwise Sj terminates the session. After mutual authentication, both Ui and Sj
compute the session key SKeyij.

7 Conclusion and Future Work

This work proposes a user authentication framework for Cloud environment, which
attempts to address the authentication issues in Cloud. The authentication archi-
tecture and protocols of the proposed scheme addresses the issue of maintaining
multiple authentication credentials in a multi-server environment by adopting
SAML Single Sign-on functionality. The framework also caters to the requirements
of those departments/organizations that prefer to independently authenticate their
customers and this is made feasible by providing the option of executing the
authentication protocol by the CSPs. The authentication protocols use two-factor
authentication where password is the first factor and Smart Card/Crypto Card/Audio
Pass/USB Token/Mobile Phone is the second factor. Security analysis of the pro-
tocols has been done and the protocols are resistant to user impersonation attack,
server impersonation attack, replay attack, insider attack, parallel session attack,
smart card lost attack, and the like.
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KPS: A Fermat Point Based Energy
Efficient Data Aggregating Routing
Protocol for Multi-sink Wireless Sensor
Networks

Kaushik Ghosh, Pradip K. Das and Sarmistha Neogy

Abstract Lifetime of a multi-sink wireless sensor network (WSN) may increase
considerably when data aggregation is introduced in a Fermat point based routing
protocol. However, data aggregation should come with a cost of delay in packet
forwarding time. It has been seen that increasing the transmission distance could
increase the network lifetime. However, our observation shows that after a certain
point, lifetime readings of the network would dip for a distance vector type of
protocol. Thus, it becomes necessary to choose an appropriate aggregation factor
and transmission radius depending upon the requirement of the application for
which the WSN has been installed. In this paper we have presented a Fermat point
based data aggregating protocol which is distance vector protocol in nature. We
have compared its lifetime with some other Fermat point based protocols and
studied the effect of aggregation factor on cumulative delay for packet forwarding.
Moreover, effect of increased transmission radius on the lifetime of the proposed
protocol too was studied.

Keywords Multi-sink WSN � Aggregation factor � Network lifetime � Fermat
point based routing protocols � Cumulative delay

K. Ghosh (&)
Mody University of Science and Technology, Rajasthan, India
e-mail: kaushikghosh.fet@modyuniversity.ac.in

P.K. Das
RCCIIT, Kolkata, India
e-mail: pkdas@ieee.org

S. Neogy
Jadavpur University, Kolkata, India
e-mail: sneogy@gmail.com

© Springer India 2016
R. Chaki et al. (eds.), Advanced Computing and Systems for Security,
Advances in Intelligent Systems and Computing 395,
DOI 10.1007/978-81-322-2650-5_13

203



1 Introduction

Due to the inherent hardware constraint of the sensor nodes, energy efficiency is the
most talked about area for wireless sensor networks (WSN). A WSN comprises of
large number of sensor nodes placed over a sensor field whose number may be several
orders of magnitude higher than that of traditional ad hoc networks. The data trans-
ferred by the sensor nodes are collected through gateway nodes in the sink(s). It is at
the sink(s) where the data gathered by the nodes are analyzed and appropriate action is
taken thereafter. The sinks are generally proper nodes with adequate computation and
communication facility, memory space and connected with a power socket. Sensor
nodes (along with gateway nodes) on the other hand, however, differ from the sinks in
computation, communication, primary memory size, and nature of the power source.

Each sensor node comprises of four basic units—(i) a sensing unit, (ii) a pro-
cessing unit, (iii) a transceiver unit, and (iv) a power unit—in a package of around
one cubic centimeter [1]. This size limitation of the sensor nodes put constraints on
its computing power, energy expenditure, and memory units. Of these three units
again, the constraint on power is the greatest constraint. Because for certain
applications like military surveillance and environment monitoring [2], hazardous
deployment environment have limited/eliminated the scope for battery replacement.
These factors have thus motivated researchers to come out with means of
prolonging network lifetime to waive out the cost of network deployment for a
particular application.

Although most of the energy efficient routing protocols for WSNs are designed
keeping a single sink in mind only, yet a number of protocols for multiple sinks too
are coming up. A major drawback of a single sink WSN is single point failure. If
the sink goes down for some reason, the entire exercise of data collection and
transfer by the sensors becomes fruitless. Moreover, there are certain applications
where presence of multiple sinks is a matter of necessity and not of redundancy.
Other than single point failure, following factors too lead to place multiple sinks in
a WSN as a replacement of single sink:

(i) issues in data acquisition with a single sink
(ii) load balancing
(iii) reduction in sink hole problem
(iv) reduction in total number of hops encountered by a packet
(v) providing infrastructure support over multiple interfaces and
(vi) increase in overall network lifetime

Of the different application areas of WSNs, precision agriculture has been the
one among the applications in the forefront. It demands intensive field data
acquisition where the nodes in WSN report their measurements to a collector point
[3]. In some of the cases the collector point is the sink. In many other cases, a sensor
node is used for data aggregation and the aggregated data is then transmitted to the
sinks [4]. In both the cases, however, the presence of multiple sinks may turn out to
be a necessity.
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To reduce the energy consumption in a WSN, it is first required to know the major
factor that consumes the major chunk of energy there. Different works [5, 6] confirm
that all of the factors, transmitting distance is the one which affects network lifetime
more than any other factors present. This is due to the fact that with increase in
transmitting distance, energy consumption increases superlinearly [7–10].

A Fermat point based routing protocol fits into address the presence of multiple
sinks [11] along with reducing the energy consumption in a WSN by reducing
overall transmitting distance [12]. Other than transmission distance, volume of data
transferred too plays an important role in the lifetime of a WSN—it is directly
proportional to the amount of energy consumed [6]. Data aggregation is a technique
which can reduce energy consumption in a WSN by controlling the total number of
transmissions [13]. Combining the concepts of both data aggregation and Fermat
point can thus enhance network lifetime to a considerable extent by attacking these
two major components of energy consumption [11, 14, 15].

In this paper we have introduced a Fermat point based data aggregating protocol
—the KPS protocol, named by taking the initials of the authors. Here we have tried
to understand the effect of cumulative delay in the network due to enhanced degree
of aggregation along with effect of increased transmission radius on the lifetime of a
multi-sink WSN.

The rest of the paper has been organized as follows: Sect. 2 contains related
works. In Sect. 3 we introduce our protocol. Section 4 contains results and finally
we conclude in Sect. 5.

2 Related Works

As mentioned in the previous section, a Fermat point based data aggregating
routing protocol would surely reduce energy consumption and thereby enhance
lifetime of a WSN. The Fermat point is a point within a triangle or polygon, such
that the sum of the distances of the point from all the vertices of the triangle or
polygon is minimum, when compared to the sum of any other point within the
boundary of that triangle/polygon to all the vertices. Motivated by this, researchers
have designed Fermat point based routing protocols for multiple target
regions/sinks to reduce the overall transmission distance [7, 8, 11, 12, 16]. The node
closest to the theoretical Fermat point has been marked as the Fermat node (FN) and
all transmissions to the sinks have been made through FN only [11].

Data aggregating schemes too has helped in energy conservation in WSNs [13].
Here, the authors have proposed a data centric approach of routing to remove the
energy constraints of WSNs. The impact of source–destination placement and
network density on the energy costs and delay associated with data aggregation was
examined in [17].

Contrary to the traditional approach, [18] proposes multiple initiators for each
data-gathering iteration and claims that their proposed approach will consume energy
in a uniform way when compared with serial data aggregation schemes [19, 20].
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In [21] the authors present an exact as well as approximate algorithm to find the
minimum number of aggregation points for maximizing the network lifetime.

He et al. [22] proposed an adaptive application-independent data aggregation
scheme. The aggregation decisions are kept in a module between network and data
link layer. The protocol reduces end-to-end delay by 80 % and transmission energy
consumption by 50 %. Privacy preserving data aggregation schemes for additive
aggregation functions was proposed in [23] to bridge the gap between collaborative
data collection by WSN and data privacy.

Combining therefore the concepts of both Fermat point and data aggregation is
going to reduce overall network energy consumption till a great extent. It is very
natural to think of selecting the Fermat point as the aggregation point [24].
Although certain schemes have followed a tree-based approach [12], authors in [24]
showed that it does not require any tree to be constructed for aggregation. Son et al.
[25] too is a good example of a Fermat point based data aggregation scheme for
data forwarding. In both [24, 25] the authors have compared their results with a
greedy incremental tree (GIT) forwarding. In both the cases the Fermat point based
scheme recorded higher lifetime as compared to the tree-based scheme.

Authors in [26–31] have discussed about placing multiple sinks in a WSN and
their effect on network lifetime. Some of the algorithms here bank upon optimum
sink placement for increasing network lifetime. Although optimal sink placement is
a special case and cannot be proposed for any application whatsoever, yet it is
worth discussing their effects on lifetime of multi-sink WSNs.

Kim et al. [26] finds the optimal position of multiple sink nodes and the optimal
traffic flow from the different sensors to the sinks. The scheme proposed outper-
forms the multi-sink aware minimum depth tree (m-MDT) scheme in terms of
network lifetime. Authors in [27] have shown that with lapse of time (i) the number
of disconnected regions in a network increases and (ii) the failure of nodes close to
the sink also increases. They prove that reconstruction of the minimum energy tree
after the occurrence of energy failures can prolong network lifetime. The results in
the paper show a decrease in the percentage of exhausted nodes for an increase in
the number of sink nodes. Flathagen et al. [28] shows that in comparison between
topology aware and geo-aware placement strategies for sinks, the topology-aware
placement outperforms the geo-aware placement with lifetime as the performance
parameter. The use of routing metric placement (RMP) results in lifetime increases
of 60 % for two sinks and 25 % for three sinks compared to the use of K-means
placement based on the K-means clustering algorithm. Carels et al. [29] proposes
employing a virtual root for coordination between multiple sinks. This paper shows
that the concept of a virtual root can work and can be implemented with a minimal
complexity. Authors here have shown that for an increase in the number of sinks
from 1 to 4, maximum energy decreased by 45 % and average energy decreased by
more than 30 %. For the real-life tests, the average energy consumption decreased
with more than 30 % and with more than 50 % for the maximal energy consumption
when the number of sinks was increased from 1 to 2. [30] uses a mathematical
model to determine the optimal position of the sink nodes in a WSN and thus
minimizes the sensors’ average distance to the nearest sink. The paper presented
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two positioning algorithms: global algorithm and 1hop algorithm. In the global
algorithm, the information of all the nodes in the network is used and in the 1hop
algorithm only information of the neighboring nodes is used. To balance the traffic
load and to prevent energy depletion of nodes close to the sink, the paper presents
the 1hop relocation algorithm. Through simulations it was shown that the network
lifetime may be doubled as compared to the static or random deployment. A genetic
algorithm is used in [31] for sensor-sink binding in multi-sink WSNs. The work
kept overloading of sinks in mind for cases where sensors tend to bind to a par-
ticular sink to reduce communication distance. Through a genetic algorithm-based
approach authors have solved the problem of balancing the load of sensors amongst
sinks in a multi-sink WSN, while ensuring that the best routes to sinks are found for
the sensors that cannot directly reach a sink.

3 Proposed Protocol

In this paper we propose a Fermat point based data aggregating routing protocol.
We name the protocol as KPS, taking the initials of the authors. In this protocol, the
nodes are either deployed in a grid fashion (see Fig. 1) or in a random fashion. After
deployment, a node is supposed to find out the theoretical Fermat point for the
logical polygon/triangle formed by sender node and the sinks. For this paper, we
have considered the sinks to be located at three vertices of a rectangular sensor field.
After the theoretical Fermat point has been found, the node closest to theoretical
Fermat point is marked as FN by the source node. Figure 2, redrawn from our
previous work [11], depicts the same. The algorithm for finding the Fermat point is
the Minima algorithm, proposed in one of our earlier works [7]. Figure 3, redrawn
from [7] gives the steps of Minima algorithm. The Minima algorithm was proposed
for finding the Fermat point for multiple geocast regions, but may be extended for
multiple sinks/target regions. Table 1 gives the description of variables used in the
algorithm and Table 2 describes the functions used there. Both the tables are taken
from [7].

After a source comes to know about its immediate neighbors and the FN, the
transmission phase may start. Transmission from a source to a sink would go on in
multiple hops. The transmission phase may again be divided into two parts:
(i) transmission from sender to FN and (ii) from FN to sinks. In either phase, before
a node can forward packet to one of its 1-hop neighbors, it calculates the forwarding
potential κ, of all its 1-hop neighbors [11]. The forwarding potential of a neighbor is
calculated as

j ¼ res energy=dist ð1Þ
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where,

res_energy = residual battery power of a node in millijoules.
dist = distance of a node from a particular sink.

The neighbor with highest value of κ is selected for forwarding a packet. Since
after every transmission/forwarding, residual energy of a node is going to change,
the value of κ thus has to be calculated for neighbors for every transmission/
forwarding.

This is important in WSNs, where the topology remains fixed due to immobility
of nodes. If a node keeps choosing the same neighbor over and over again for
packet forwarding, energy depletion would be fast and lifetime of a network would
thus reduce. For neighbor discovery, a node will transmit neighbor_beacon control
packets. A neighbor_beacon packet would contain node ID of source and coordi-
nates of its FN. In reply to those neighbor_beacons, the neighbors would reply with

Fig. 1 A sensor field with sinks placed at its extreme corners

Fig. 2 Source node, Fermat
node, and sinks
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their node ID, distance from the FN and their individual residual energies. This way
κ for all the neighbors would be calculated by a source node.

In the second phase of transmission, the FN would take one sink at a time for
transmission and would calculate forwarding potential in the same way as discussed
for the previous step. Before FN could start forwarding data packets, it would have
to look for the value of aggregation factor (AGFACT) decided upon.

The value of AGFACT determines the number of packets FN is supposed to
aggregate since we have considered FN as the aggregation point. In fact more the
value of AGFACT, more is the reduction in transmission and thereby more would
be the lifetime of the network concerned. However, a trade-off between lifetime
enhanced and the incurred delay due to aggregation has to be made.

Another matter of concern with a Fermat point/Fermat node-based routing
protocol is the extra burden of computation and communication incurred on a node
while it acts as Fermat node for one or multiple source node(s). This extra burden
would thus lead to deplete energy in nodes acting as Fermat nodes at a much faster

Fig. 3 Minima algorithm for finding Fermat point of a triangular/polygonal region
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rate as compared to other nodes. As a result, lifetime of a network would get
affected. As a remedy to this problem we introduce a new parameter δ, which keeps
the measure of percentage of energy depleted in a node acting as Fermat node.
When the value of δ reaches 100 % for a node, it is understood to be depleted out of
its entire energy. And according to the definition of network lifetime selected by us,
that is, the point of time when we declare the network to be dead.

We thus recommend to relieve a Fermat node of its extra duties when its residual
energy comes below a certain threshold fraction/percentage, τ, in order to maximize
network lifetime. When δ equals to τ, we propose to choose a second Fermat node—a
node that is second closest to the theoretical Fermat point—for data aggregation and

Table 1 Variables used in Minima algorithm
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Table 2 Functions used in Minima algorithm
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forwarding. The second Fermat node may again be deselected for a third Fermat node
if its percentage of depleted residual energy, δ, falls below the prescribed value of τ.

Radio Model The radio model discussed here is same as in [11]. The different
sources of energy consumption considered here are: (i) sensing (ESensing),
(ii) computation (Ecomputation), (iii) forwarding (Eforwarding), (iv) receiving (Ereceiving),
and (v) listening (Elistening). Energy consumed by the source node for transmission
(ETX) requires a node to sense the physical parameter (ESensing), do necessary
computation for converting the physical parameter into transmissible form
(Ecomputation), and then forward it to the next hop forwarder (Eforwarding). Relay
nodes on the other hand consumes energy to receive a packet (Ereceiving) and then
forward it further (Eforwarding). Again, when a node neither acts as a sender nor is
relaying any packet for any sender, then too it is consuming energy while listening
to the transmissions of its neighbors (Elistening).

A node is considered to be in on state, while it acts as either sender or relay and
in off state while listening to transmission of other nodes. The ‘‘on’’ period of a
node (ton) is thus defined as the time it is engaged in either transmitting (Ttx) or
forwarding (Tfwd) data. The time for which a node is in listening mode (Tlst) is
considered as its ‘‘off’’ period (toff). The duty cycle D of a node is given as

D ¼ ton= ton þ toffð Þ ð2Þ

Now, more the number of 1-hop neighbors, greater are the chance of KPS
selecting different neighbors for subsequent transmissions (see Eq. 1). Selecting
different neighbors for different transmission/forwarding one way is helpful in
increasing the network lifetime—no single node is overtaxed for data forwarding.

In [30] the authors have shown how lifetime of a WSN may increase with
increase in transmission range (TXR). It happens due to reason stated above. But
increasing number of neighbors that come due to increase in TXR would have an
adverse effect too on the network lifetime—a node has to transmit/forward data
over a greater distance. Considering the value of path loss exponent as 3, increase in
transmitting distance beyond a certain point surely is going to take a toll on lifetime
of the network. This observation could be seen in the next section.

From [32], we have taken the value of Ecomputation as 117 nJ/bit. Similarly,
Esensing is taken as 1.7 µJ/bit [33]. Elistening on the other hand is not a function of
number of bits transmitted. Rather, it depends upon the number of seconds spent in
listening mode and its value is taken as 570 µJ/s [34].

The radio model thus can finally be expressed as

ETX ¼ m � 117 � 10�9 þm � 1:7 � 10�6 þD � m � e � dn ð3Þ

Eforwarding ¼ D m � Eþm � e � dnð Þ ð4Þ

Elistening ¼ 1� Dð Þ � 570 � 10�6 ð5Þ
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where
m Packet size in number of bits
n Path loss exponent
D Duty cycle
E 50 nJ/bit
Ε 8.854 pJ/bit/m2
D Internodal distance

The values of E and ε are taken from [6]. ε stands for permittivity, and E is the
minimum start-up energy required for any communication.

4 Results

The simulation has been done in C (gcc compiler). Assuming, one transmission per
hour, we present the performance of our proposed protocol compared to some other
Fermat point based protocols, in this section.

As discussed in [11], deployment pattern, source selection mode, and aggrega-
tion scheme play a considerable effect on the lifetime of a WSN. Lifetime of a
network has been considered as defined in . It is the time recorded from network
deployment till the time the first node goes out of energy. As reference, we take
Fig. 4a, b from our previous work [11], which shows the performance of our
protocol with Fermat point based variants of Greedy forwarding (F-Greedy),
Compass routing (F-Compass), and Residual energy-based forwarding (F-residual).
In a nutshell, F-Greedy, F-Compass, and F-Residual follows the basic postulates of
the parent algorithms and add on the concept of Fermat point based data for-
warding. Just like KPS, F-Greedy, F-Compass, and F-Residual too transmit data to
sinks in two phases: first, to Fermat node and then to the sinks. For all four
protocols, we considered the nodes to be deployed in a random fashion. Table 3
gives the parameters used for readings in Fig. 4a, b. As an extension of work for
results obtained in Fig. 4a, b, we have compared our protocol with the same
protocols for transmission ranges 90 and 100 m in Fig. 4c, d respectively.

Figure 4c, d shows the result for the same. Network parameters for Fig. 4c, d (other
than transmission range (TXR)) are same as given in Table 3.We can see that F-greedy
and F-residual protocols have record comparable lifetimes for TXR 80, 90, and 100 m
and have been outperformed bybothKPS and F-compass routing.Narrowing down our
discussion to KPS and F-compass routing, we see that for TXR value of 80 m, lifetime
recorded for KPS protocol was higher as compared to F-compass routing. At
TXR = 90 m, F-compass routing started showing better results at higher degrees of
aggregation and at TXR = 100 m, it completely outperformed KPS.

The reason behind this appears to be due to the fact that, KPS is basically a
distance vector routing—lesser the distance of a node from a particular sink, greater
is the chance of getting selected as the forwarder. Therefore, with increase in TXR,
a node has more and more option of neighbors for data forwarding and this
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increases the possibility of selecting a “far away” neighbor as compared to
neighbors residing nearby. According to us, having choice of a greater number of
neighbors due to increase in TXR would have twofold effect on the lifetime of a
WSN. Now, more the number of 1-hop neighbors, greater are the chance of KPS
selecting different neighbors for subsequent transmissions (see Eq. 1). Selecting
different neighbors for different transmission/forwarding one way is helpful in
increasing the network lifetime—no single node is overtaxed for data forwarding.

In [36] the authors have shown how lifetime of a WSN may increase with
increase in TXR. It happens due to reason stated above. But increasing number of
neighbors that come due to increase in TXR would have an adverse effect too on the
network lifetime—a node has to transmit/forward data over a greater distance. With
the value of path loss exponent as 3, increase in transmitting distance beyond a
certain point surely is going to take a toll on lifetime of the network.

For KPS with network parameters as in Table 3, we could see that 100 m is that
point where the advantage of traffic distribution among different neighbors is

(b)

(a)

Fig. 4 a, b Lifetime comparison between different forwarding techniques (TXR = 80 m). c,
d Performance of KPS protocol compared to other Fermat point based protocols (TXR = 90 and
100 m)
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outplayed by energy consumption due to transmission over a greater distance, in
case the nodes are deployed randomly. However, for grid deployment, KPS out-
performs F-Compass Routing at TXR value as high as 100 m (Fig. 5). As it had
been seen in [11] that lifetime of a WSN would vary for random and grid
deployment, in Fig. 5 we show the performance of the discussed protocols for grid
deployment as well. The network parameters changed for results of Fig. 5 are as
Table 4, rest of the parameters is same as in Table 3. According to our observation,
random deployment of nodes cannot give a conclusive report on the performance of
a protocol when lifetime has been taken as the evaluating parameter.

However, grid deployment and round robin source selection being too ideal an
assumption for many applications, it is to be noted that random node deployment
and random source selection may be considered for most of the practical cases.

Figure 6 shows how network lifetime may be increased by judiciously selecting
the threshold point at which a Fermat node may be relieved of its duties. For results
of Fig. 6, we have considered random node deployment and random source
selection mechanism. The value for AGFACT was kept as 2. All other parameters
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Table 3 Different network parameters for random node deployment

Parameters Values

Nodes 100

Area 150 m × 150 m

Number of sinks 3

Deployment pattern Random

Transmission range (TXR) 80 m

Data rate 38.4 kbps

Packet size (p) 36 bytes

Initial energy of nodes 1 J

Source selection mode Random

Aggregation scheme Converts n input packets to one packet of size n × p
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Table 4 New/changed
parameters changed for grid
deployment

New/changed parameters Values

Deployment pattern Grid

Individual grid size 30 × 15

Number of nodes 50

Transmission range (TXR) 100 m
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Fig. 6 a Lifetime recorded for different values of δ. b Lifetime comparison with τ at two-third of
the depleted energy
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remain same as before. Figure 6a shows that choosing τ as 80 % maximizes
network lifetime of a multi-sink WSN when TXR = 80 m. Whereas, when TXR is
90 m, maximum network lifetime is recorded when we deselect a Fermat node at its
60 % energy depletion. Again for TXR = 100 %, maximum lifetime was recorded at
τ equals to 70 %. Thus, as a rule of thumb, we consider shedding off the respon-
sibility of a Fermat node when two-third of its energy gets depleted. Figure 6b
ensures us that when we deselect a Fermat node at τ equals to 2/3, we record a
higher lifetime as compared to the scenario where we let the Fermat node to
perform its duties till it depletes its 100 % energy reserve.

Another obvious observation for all the protocols is—lifetime is bound to
increase with increased degree of aggregation. But as the value of AGFACT would
keep on increasing, the aggregating node (FN in our case) would have to wait more
for all the packets to arrive, before it can aggregate and forward them to different
sinks. Moreover, with increase in the value of AGFACT, more would be the time
consumed for computation. This in turn would increase the cumulative delay in the
network. Cumulative delay is the summation of total delay experienced by all the
nodes in the network.

In Fig. 7 we can see how the cumulative delay of the network increases with
increase in AGFACT.

5 Conclusions and Future Work

Lifetime of a multi-sink WSN is bound to increase with increased degree of
aggregation. The result would be even more impressive if we could reduce the total
transmission distance by using a Fermat point based routing protocol on top of data
aggregation. However, improvement in network lifetime reflected due to aggrega-
tion would come at the cost of increased cumulative delay in the network. It is thus

Fig. 7 Lifetime and cumulative delay for KPS protocol
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important to understand the network requirement before selecting a value for
AGFACT. For delay sensitive networks, it is advisable to select value for AGFACT
as low as possible.

One important observation in this paper is—increased number of neighbors due
to increase in transmission radius may come with a cost along with its obvious
advantage. More number of neighbors is good in a way as a node would have more
options to choose for the next hop forwarder. Moreover, due to the parameters in
forwarding potential in KPS, a node would end up choosing a different forwarder for
subsequent transmissions or forwarding. This way, disadvantages of protocols fol-
lowing greedy forwarding are eliminated, where the same neighbor is used over and
over again for packet forwarding. But the flip side is—selecting a neighbor far away
is going to deplete residual energy of a node to such a degree that the advantage
discussed earlier may get nullified. Thus, selecting appropriate transmission radius
for a node is both required and important for network lifetime enhancement.

Another finding of importance is—random deployment of nodes cannot remark
conclusivelyon the performance of a protocolwhen lifetime is the evaluatingparameter.
With change in transmission distance and aggregation factor, comparative performance
graphs for lifetime between two or more protocols would change positions and thereby
it becomes impossible to give any conclusive statement. Grid deployment on the other
hand gives consistent results for lifetime between different protocols. However, for a
major set of applications in WSNs both grid deployment and round robin source
selectionmay not be either feasible or desirable. Thus, randomdeployment and random
source selection may not be ignored for many practical purposes.

As future work we would carry on some more comparison of the proposed work
with protocols involving optimum sink placement for lifetime enhancement.
A detailed experimentation on selecting a proper value of τ for lifetime maxi-
mization has to be carried out as well. Moreover, an optimum transmission range
for the proposed protocol has to be found out, for which it would generate maxi-
mum network lifetime.
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The Design of Hierarchical Routing
Protocol for Wireless Sensor Network

Ayan Kumar Das, Rituparna Chaki and Kashi Nath Dey

Abstract Energy efficiency is the main challenge for wireless sensor networks.
Power-aware schemes send the same data through multiple paths, which causes data
redundancy and a huge amount of energy drainage within the network. Use of a
head node for a cluster can be a better solution. The proposed algorithm creates
several clusters, selects a cluster head, aggregates the data, and sends that to base
station through other cluster heads. Simulation result shows that it helps to increase
network longevity.

Keywords Wireless sensor network � Cluster head � Network lifetime � Energy
efficiency � Data aggregation

1 Introduction

The wireless sensor network is composed of a large number of sensor nodes that are
densely deployed in a remote area and the base station or the access point. The
sensor nodes produce some measurable responses to the changes in physical or
chemical conditions. The main task of the sensor nodes is to sense those conditions
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or a particular event and send the sensed data or the response to the base station or
sink. It is quite difficult to recharge the battery of the nodes in this type of network
as the nodes are deployed in a remote place. On the other hand, to fulfill the
application requirements, the network lifetime should be long enough. Thus,
energy-efficient routing is the main research area in wireless sensor network. The
routing method followed by flat protocols like directed diffusion [1], rumor routing
[2], minimum cost forwarding [3] etc. or the multipath-based routing protocols like
GEAR [4], MERCC [5] wastes a huge amount of energy in data routing to the base
station. Researches has shown that hierarchical protocols like LEACH [6],
LEACH-C [7], PEGASIS [8] etc. are more energy efficient in this regard. Thus, the
proposed protocol, can be abbreviated as HRP, takes a hierarchical approach in
meeting the demand of energy-efficient routing and prolonging the network life-
time. In HRP, the cluster formation in done by the base station. This is followed by
cluster head selection, sensing of data, and routing of data. The role of cluster head
is rotated among the nodes of a cluster to distribute the load evenly among all the
nodes in the cluster. Only the cluster heads of a particular round can take part in
routing the data to the base station.

2 Related Work

Energy efficiency and increasing network longevity is the main research area in
wireless sensor network for the last few years. Many algorithms are designed to
form clusters and select the cluster head which has the responsibility to send the
aggregated data to the base station to reduce the energy drainage. Some of them are
discussed below.

Low energy adaptive clustering hierarchy (LEACH) [6] is a homogeneous
clustering algorithm. It treats all the nodes without discrimination and forms
clusters with only single-hop nodes based on the received signal strength and
cluster heads are selected randomly. The role of cluster head is rotated among the
nodes of the cluster to increase the network lifetime. Aggregated data is directly
sent to the base station by each cluster head. In energy-efficient clustering algorithm
for data aggregation in WSN (EECA) [9] two phases of clustering are mentioned.
Formation of cluster is the first phase. It includes the broadcasting of messages to
the neighbor nodes, advertising the radius of each node, residual energy and
coordinates. The cluster head selection is based on competition bids calculated by
each node. The selected cluster head broadcasts message of itself being the head.
The next phase is data aggregation and tree construction. This phase includes
calculation of weight on the basis of distance from the base station and then
broadcasting of that weight thereby bringing energy efficiency, prolonged lifetime
and reduced overhead. Clustering algorithm based on cell combination
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(CACC) [10] proposed a clustering algorithm in which the monitoring region is
divided into hexagonal cells. The division is done on the basis of geographical
location of the nodes. Nodes in each cluster are given a particular cluster identity.
Each cluster is divided into at least seven hexagonal cells with the cluster head
selected from the central cell of each cluster such that the cluster head can easily
communicate with nodes of any cell of the cluster. Clustering and multi-hop routing
with power control in wireless sensor network [11] provides clustering together
with power control. In set-up phase, the node with the maximum residual energy
and maximum intracluster broadcast power, is chosen as the cluster head. In steady
state phase, packets of request are sent by the base station confirming that those
packets never appear twice for a node. On receiving the request, the sensor nodes
send sensed data to the cluster head in a single hop. The nodes in turn follow a
reverse way to send the aggregated data to the base station. The intracluster
communication process of the algorithms is same as LEACH whereas intercluster
communication takes place only between two cluster heads. The base station fol-
lows a power-efficient path to send requests to the cluster head. However, following
the reverse path by the cluster heads leads to the consideration of the same nodes,
which reduces their energy considerably. Maximum expected covering location
problem (MXCLP) [12] points the necessity of uniform distribution of cluster heads
throughout the network. This saves communication cost as well as prolongs the
network lifetime. This algorithm uses a math programming approach which is based
on the variation of a maximal expected covering location model. In this algorithm,
the service failure of links are taken into account and the cluster heads are con-
sidered to be reliable. The mobile sensors form overlapping clusters with each node
being assigned a particular cluster head. HEED [13] is the modified version of
LEACH [6]. It is a distributed clustering scheme in which cluster head is selected
on the basis of high residual energy. In this protocol, the probability of two nodes
within each other’s transmission range to become cluster head is small. The energy
consumption for all the nodes in the network is not considered as same. In HEED,
each node is mapped to exactly one cluster and can directly communicate with its
cluster head. Proper energy dissipation is obtained in HEED. However, ignoring the
network structure brings about uneven energy consumption throughout the net-
work. Mobility-resistant efficient clustering approach (MRECA) [14] functions in a
similar manner as that of HEED, with minimal complexities. Nodes are unaware of
their locations in this algorithm. The local information and the respective score
value in the network are broadcasted by the cluster heads. The score is used to
calculate the delay for cluster head announcement. This algorithm is based on the
mobility-resistant technique involving deterministic time without iterations. Better
energy efficiency is ensured by this approach. The main feature is increased speed
of clustering and robustness of the network. MRECA determines when the routing
decision is made by the nodes. However, it does not focus on how it is performed.
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The intercluster communication is not considered in this algorithm which adds to
the drawback of this algorithm. In energy-efficient heterogeneous clustered scheme
for wireless sensor network [15] it is assumed that a percentage of sensor nodes are
equipped with more energy and are immobile with known geographical locations.
The introduction of computational heterogeneity, which includes the presence of
more powerful microprocessor, more energy and complex data processing ability
together with longer term storage, added a lot of advantages to this model. The link
heterogeneity is introduced with the inclusion of high bandwidth and long-distance
network transceiver which prolonged the lifetime of the network together with
reliable data transmission. The energy heterogeneity brought about the energy
efficiency to the network, however increasing the implementation cost. In PEGASIS
[8] nodes are arranged into chains and the communication takes place only with
their closest neighbor. This kind of communication minimizes the power require-
ment for transmission of data. However, failure of any intermediate node can cut off
the link between other nodes. Maximizing network lifetime through varying
transmission radii with energy-efficient cluster routing algorithm in wireless sensor
networks [16] proposes an improved LEACH [6] protocol for data gathering and
aggregation. In the set-up phase of the algorithm, the sensor nodes identify the
cluster to which they belong on the basis of the strength of the radio signal they
receive from the cluster heads of that round. The cluster heads are selected on the
basis of probability and required percentage of cluster heads of the network.
A homogeneous network is assumed here and each noncluster head node send the
data to the cluster head which in turn forward the data to the EECL node or the
energy-efficient cluster head node of the network. The EECL node is the cluster
head nearest to the base station. The node being closer to the base station dissipates
less energy in transmitting the data to the base station thereby increasing the net-
work lifetime. However, the residual energy of the EECL node is reduced con-
siderably due to receiving of data from all the cluster head nodes and performing
data aggregation. QOS supporting and optimal energy allocation for a cluster-based
wireless sensor network [16] states that together with energy efficiency, the quality
of service, which includes source to link delay, data pass rate, data loss rate etc.
must also be taken under consideration. The algorithm states that each cluster is
controlled by a cluster head having a finite capacity called single fixed rate. The
relaying of traffic from cluster to cluster till the sink to minimize the data congestion
and increase network lifetime, makes the cluster heads to depend on total relaying
data rate from its own cluster as well as other clusters. Optimal energy allocation in
heterogeneous wireless sensor network [17] mentions about sensors having dif-
ferent sensing range, different battery capacities. In this algorithm, nodes near the
base station are equipped with more energy, and deployed in an arbitrary topology
in an area such that they are connected. The paper provides calculation of proba-
bility distribution and expectation of the number of data transmitted in the lifetime
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of a sensor together with the probability distribution and expectation of the lifetime
of the network. It also provides an algorithm design for optimal initial energy
allocation to the sensors for prolonging the network lifetime coupled with the
derivation of expected number of working sensors at each time. The algorithm takes
into account the energy consumption during both sensing and transmitting data. The
authors of [18] states that sensors within a cluster report their sensed data to their
cluster head. That cluster head sends the aggregated data to higher level cluster head
and so on until the data reaches the sink. The closer nodes from a cluster head is
selected as next-level nodes by the sending cluster head. This selection procedure
continues till the base station is reached. TEEN offers energy-efficient routing with
better accuracy and dynamic response time. It combines hierarchical routing with
data centric mechanism.

3 Proposed Work

3.1 Basic Method

In the proposed protocol HRP, it is assumed that the network is a static network,
that is after deployment the nodes are motionless and contents of same initial
energy. The base station or the sink node is assumed to be of high configuration. It
is also assumed that all sensor nodes are capable of data aggregation, computing
their own residual energy and finding their geographic location.

All the sensor nodes obtain their geographic location and send that to the base
station. The base station groups the sensor nodes into different clusters based on
their geographic location. Every cluster should have a cluster head to gather data
from the other nodes of that region (cluster), aggregate that and send the aggregated
data to the sink node. A huge amount of energy is needed for this type of trans-
mission which may cause early death of the cluster head. Thus for every round,
change of cluster head is required. The algorithm helps to select the new cluster
head and route the aggregated data to the base station.

The energy required to send data from one node to another is proportional to
distance and the total number of sent messages. Thus, energy consumed for a node
i after sending some messages can be written as

Eci ¼
Xn
j¼1

k� distij � Nm þEa ð1Þ

where, distij is distance between nodes i and j, Nm is total number of sent messages
from node i to j, k is a constant value, Ea is the energy required for data aggregation.

The Design of Hierarchical Routing Protocol … 227



The residual energy for node i will be

ERes ¼ Ei � Eci ð2Þ

where Ei is the initial energy.
If the residual energy ERes of node i is greater than the threshold value, then it

becomes a candidate node of cluster head selection process. Threshold value can be
defined as energy required in accepting data from all nodes, aggregate that, and
send that to neighbor nodes.

Every candidate node will calculate the selection probability Probi value for
itself. The probability value is given as

probi ¼ ERes=Di ð3Þ

where

Di ¼
Xn
j¼1

distij
�
n ð4Þ

where n is the number of neighbor nodes of node i.
Now all the nodes broadcast their probability value Probi to the neighbors. Every

node checks their own value, compares that with the others, and finds the maxi-
mum. The node containing the maximum Probi value will send the success message
to all its neighbors.

After selection of the cluster head, the aggregated data should reach to the base
station in an energy-efficient way. The algorithm takes care of this by selecting a
leader node among the cluster heads. To choose a leader, every cluster head will
calculate a weight value by

Wi ¼ k � ERes

Db

� �
ð5Þ

where, ERes is the residual energy of cluster head i and Db is the distance of that
cluster head from the base station.

Each cluster head will broadcast its weight value to other cluster heads. The
cluster heads compare the received weight values and the cluster head having the
maximum weight value is considered as leader node. The leader aggregates all data
coming from different cluster heads before sending it to the base station.
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3.2 Algorithm

4 Simulation Result

A network with 100 nodes is created to analyze the performance of HRP. The list of
parameters is given in Table 1.

The initial power of every node is considered 500 J. The size of each packet of
data is taken as 1 kB. EECA [9] is chosen for comparison of performance.
In EECA, one node can be a member of more than one cluster as shown in Fig. 1,
which causes data redundancy and leads to more energy drainage. In HRP, base
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station has formed the cluster so that no node can be there in common areas, thus
reducing data redundancy and energy wastage.

In EECA, distance from the source node is not measured at the time of weight
calculation. The energy depletion depends on distance and to get the optimized
weight value both the distance, from the base station and from the source node
should be measured. Consider Fig. 2 for example.

Here the values along with edges are representing the distance and by two paths
aggregated data can be sent to the base station. Now we calculate the weight value
according to Eq. (5) considering the fixed value K = 5 and ERes = 20 for both the
path.

Table 1 Parameter list Parameters Description

MAC protocol IEEE 802.15.4

Network size 100 nodes

Initial energy 500 J per node

Number of rounds At least 6

Power consumption Equivalent to packet size and distance

Fig. 1 Nodes in common field of two different cluster

Sink 

node

35

4
9

Fig. 2 Sending aggregated
data to base station through
different path

230 A.K. Das et al.



The weight value for the path with dotted line is 3.703 and that with the solid
line is 5.00. Though the distance from the base station for the first one is smaller, it
has the lower weight value due to the greater distance from the source node.
Thus HRP makes uniform load distribution among the cluster heads and increases
network lifetime by considering both the distance from the source node and from
the base station.

In Fig. 3, it is observed that after completion of six rounds more nodes are dead
for EECA than HRP.

Again after each round, the average residual energy of the network is calculated
and plotted for EECA [9] and HRP as follows.

Figure 4, shows that after sixth round the algorithm EECA lost more energy than
HRP. Thus, HRP is more energy aware than EECA.
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5 Conclusion

The main concern of researchers in the domain of WSN is to provide
energy-efficient routing due to the restrictions on battery power of the sensors. In
this paper, an attempt has been made to provide efficient power utilization during
routing of information in WSN. The proposed algorithm divides the network into
several clusters, selects a cluster head, aggregates the data of that cluster, and sends
that to the base station through other cluster heads. The proposed HRP logic has
been compared against EECA, and the simulation result shows that network
longevity is increased in case of HRP.
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Network Selection Using AHP for Fast
Moving Vehicles in Heterogeneous
Networks

Raman Kumar Goyal and Sakshi Kaushal

Abstract In today’s world, there are various means of accessing the Internet such
as cellular, wireless local area network (WLAN) and worldwide interoperability for
microwave access (WiMAX), etc., for the mobile users. Also, various applications
demand different quality of service (QoS) parameters. But for seamless connectivity
in the case of fast moving vehicles, velocity of vehicle becomes an important issue.
Traditional schemes trigger the handover process based on signal strength. These
schemes do not incorporate the network parameters and user preferences required
for optimal vertical handover. In this paper, analytic hierarchy process
(AHP) method has been used for network selection in heterogeneous environments
for moving vehicles. The method has been applied for various types of applications
like conversational, streaming, interactive, and background applications. From the
results, it has been found that WLAN’s performance degrades significantly when
the vehicles are moving at higher velocities while Universal Mobile
Telecommunication Systems (UMTS) performs best for fast moving vehicles.

Keywords Mobility � Heterogeneous networks � AHP � Vertical handover �
Network selection

1 Introduction

With the growth of wireless technology, Internet can be accessed by small hosts.
Therefore, the demand of maintaining the Internet connectivity on move is arising.
When a user moves from one place to another, there may be signal or other QoS
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degradation. So, user wants to connect to another network that provides better
services. The process of switching from one network to another network is called
handover. When this switching happens in same type of networks, it is called
horizontal handover. Mobile devices have multiple interfaces to access the different
technologies which tends the heterogeneous network system toward convergence.
Vertical handover can be defined as the process of maintaining the connection while
moving from one technology network to another [1]. Vertical handover occurs in
heterogeneous networks. Selecting the network for vertical handover for different
types of applications like streaming, interactive video conferencing, Voice over IP
(VOIP), and background (browsing, etc.) require different set of network parameter
values. When users are traveling in a moving vehicle, they may be in the range of
different types of networks as presented in Fig. 1. While making vertical handover
decision in a moving vehicle, velocity of the vehicle should be considered as an
important decision criteria, as small range networks like WLAN do not support
high velocities. In this paper, AHP-based network selection technique for hetero-
geneous networks is analyzed for various applications with having velocity of
vehicle as the critical attribute, i.e., while assigning the weights using AHP, it has
the maximum importance.

There may be different technologies available to the user for wireless connec-
tivity and choosing the best alternative is the main objective of this paper. This
selection procedure requires different parameters like data rate, delay, jitter, and the
cost of network. In case of connectivity inside a vehicle, velocity also becomes a
crucial parameter. As when the velocity increases, the performance of the handover
procedure gets affected [2].

The rest of the paper is organized as follows. Section 2 presents the related
works. The AHP technique for network selection is discussed in Sect. 3. Results of
the approach are shown in Sect. 4. Finally, the conclusion is presented in Sect. 5.

UMTS

WiMax

WLAN
MN V m/s

Fig. 1 Vertical handover scenario in a moving vehicle
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2 Related Works

This section gives an overview of various multiple attribute decision-making
(MADM) selection techniques used for network selection in heterogeneous net-
works. Many MADM techniques for decision making have been presented in [3].
Various researchers have conducted various studies for applying MADM tech-
niques for network selection. Falwo et al. [4] presented technique for order pref-
erence by similarity to ideal solution (TOPSIS)-based network solution considering
maximum data rate, security, delay, battery power consumption, and cost. This
method selects the network based on single application or multiple applications.
Song et al. [5] presented an AHP and Gray rational analysis (GRA)-based technique
where AHP is used for selection criteria and GRA evaluates heterogeneous net-
works. Mohamed Lahby et al. [6] have proposed an enhanced TOPSIS method by
calculating the relative closeness to the ideal solution by considering both the
relative importance values of anti-ideal solution and ideal solution respectively. Liu
et al. [7] projected fuzzy TOPSIS-based network selection for heterogeneous net-
works based on connection numbers. Lahby et al. [8] also presented the novel
validation approach for network selection by considering the group weighting
techniques for MADM methods. Zhang et al. [9] have applied MADM for network
selection using AHP and synergetic theory. First, weights are calculated using AHP
method and then the subsystem order degree is obtained. Four subsystems are
considered, i.e., timeliness (delay and jitter), throughput (available data rate,
maximum data rate), reliability (packet loss) and cost. Then entropy for the whole
system is calculated. Based on this system entropy network is selected.

All the above-mentioned techniques considered various attributes like data rate,
delay, jitter, cost, security, battery consumption, or energy, etc. But these methods
ignore mobility of mobile device which is an important attribute while accessing
Internet inside vehicles. Some researchers have tried to incorporate velocity of the
device while taking network selection decision. Abolfazi et al. [10] have incor-
porated velocity in fuzzy extension to VIKOR for network selection. But velocity
of the device has been varied for 0–10 m/s, which is not appropriate for fast moving
vehicles. Dhar et al. [11] have also discussed mobility-based AHP method for
selecting the network. Also, an intelligent system based on neural networks has
been presented.

In this paper, we have demonstrated the affect of mobility in four traffic classes.
Mobility is calculated as 10-point scalability based on the different ranges that a
specific network can support. Detailed network selection scheme is presented in
Sect. 3.
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3 Proposed AHP Based Network Selection Method

AHP method was proposed by Saaty [12]. We have used AHP for network
selection in fast moving vehicles. The network selection is based on five attributes
namely data rate, mobility, cost, delay and jitter. Three networks are considered for
network selection, i.e., WLAN, WiMAX and UMTS. Four types of applications are
considered namely, conversational, interactive, streaming, and background. We
assumed that the maximum mobility that a network can provide is 15, 60 and
100 m/s for WLAN, WiMAX and UMTS, respectively. Mobility is calculated on
10-point scale as follows 10–9*(velocity/maximum mobility of network). The AHP
process for the network selection process is as follows.

Step 1: Determine the objective and evaluation parameters. Select the attributes and
alternatives. In our problem following are the attribute values correspond to dif-
ferent types of networks as shown in Table 1.
Obtain the normalized matrix by dividing with the value of beneficial attribute (data
rate, mobility) and dividing the non-beneficial attribute (cost, delay, and jitter) with
the value of attribute.
Step 2: Construct a paired comparison matrix using a scale of relative importance.
An attribute compared with itself is given a value of 1 and the values 3, 5, 7, and 9
corresponds to moderate importance, strong importance, very strong importance,
and absolute importance. While, 2, 4, 6, and 8 compromise between these values.
Relative importance matrices for different type of applications are shown in
Tables 2, 3, 4 and 5 respectively. We name the matrix as B15�5 where bij denotes
the relative importance of ith attribute with jth attribute. For conversational appli-
cations, bandwidth and cost requires less data rate as compared to delay and jitter.
Interactive applications like video conferencing require higher data rate and lower
delay. For video streaming and background applications, data rate has given more
importance than delay a jitter. Delay attribute is more important to video streaming
than in background applications.
Step 3: Find the relative normalized weight (w) for each attribute by calculating the
geometric mean (GM) of the each row in the comparison matrix and normalize the
geometric means of rows as follows

GMj ¼
YM

j¼1

bij

" #1=M

Table 1 Network selection metrics for candidate networks

Network Data rate (Mbps) Mobility (m/s) Cost Delay (ms) Jitter (ms)

WLAN 50 10–9*(v/15) 1 110 10

WiMAX 25 10–9*(v/60) 3 100 3

UMTS 2 10–9*(v/100) 5 35 5
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and

wj ¼ GMj=
XM

j¼1

GMj

where M is the order of matrix. We name the wT matrix as B3. GM and B3 matrices
are shown in Tables 6 and 7 respectively.

Table 2 Relative importance
of different attributes in
conversational applications

Data rate Mobility Cost Delay Jitter

Data rate 1 0.11 1 0.14 0.20

Mobility 9 1 9 3 5

Cost 1 0.11 1 0.33 0.33

Delay 7 0.33 5 1 2

Jitter 5 0.2 5 0.5 1

Table 3 Relative importance
of different attributes in
interactive applications

Data rate Mobility Cost Delay Jitter

Data rate 1 0.33 5 1 2

Mobility 3 1 9 3 5

Cost 0.20 0.11 1 0.2 0.33

Delay 1 0.33 5 1 2

Jitter 0.50 0.2 5 0.5 1

Table 4 Relative importance
of different attributes in
streaming applications

Data rate Mobility Cost Delay Jitter

Data rate 1 0.33 7 2 3

Mobility 3 1 9 5 7

Cost 0.14 0.11 1 0.33 0.5

Delay 0.5 0.20 5 1 2

Jitter 0.33 0.14 3 0.5 1

Table 5 Relative importance
of different attributes in
background applications

Data rate Mobility Cost Delay Jitter

Data rate 1 0.33 7 3 3

Mobility 3 1 9 5 5

Cost 0.14 0.11 1 0.33 0.33

Delay 0.33 0.20 5 1 1

Jitter 0.33 0.2 5 1 1
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Table 6 GM of each attribute for different applications

Conversational Interactive Streaming Background

Data rate 0.315838 1.269705 1.691814 1.834725

Mobility 4.139189 3.32269 3.936283 3.68011

Cost 0.413578 0.27115 0.303301 0.279115

Delay 1.873796 1.269705 1 0.80113

Jitter 1.201124 0.757858 0.586336 0.80113

Table 7 Relative normalized weight (wT ) for specific applications of each attribute

Conversational Interactive Streaming Background

Data rate 0.03976 0.184251 0.225043 0.248063

Mobility 0.521077 0.482169 0.5236 0.497567

Cost 0.052065 0.039353 0.040345 0.037738

Delay 0.23589 0.184251 0.133019 0.108316

Jitter 0.151208 0.109976 0.077994 0.108316

Table 8 B3 matrix for specific applications

Conversational Interactive Streaming Background

Data rate 0.213084 0.944333 1.180263 1.32632

Mobility 2.811213 2.49173 2.772882 2.664556

Cost 0.277465 0.20292 0.212922 0.19924

Delay 1.248908 0.944333 0.707971 0.586694

Jitter 0.832494 0.587424 0.413106 0.586694

Table 9 B4 matrix for specific applications

Conversational Interactive Streaming Background

Data rate 5.359187 5.125241 5.244609 5.34671

Mobility 5.395005 5.167753 5.295805 5.35517

Cost 5.329228 5.156433 5.277555 5.279632

Delay 5.294457 5.125241 5.322341 5.416494

Jitter 5.505625 5.341407 5.296651 5.416494

Table 10 kmax for specific applications

Conversational Interactive Streaming Background

kmax 5.3767 5.183215 5.287392 5.3629
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Step 4: Calculate B3 = B1*B2 and B4 = B3/B2 as shown in Tables 8 and 9
respectively.
Step 5: Calculate the maximum Eigen value kmax of B4 matrix as shown in
Table 10.
Step 6: Calculate the consistency index CI = ðkmax �MÞ=ðM � 1Þ.
Step 7: Obtain the Random Index (RI) for the number of attributes used in decision
making. For five attributes RI = 1.11.
Step 8: Calculate the consistency ratio CR = CI/RI. A CR of 0.1 or less is
acceptable. From Table 11, it is evident that all the considered matrices are
consistent.
Step 9: Calculate the overall AHP score by multiplying the normalized weight of
the attribute calculated in Step 1 by wj calculated in Step 3.

4 Results and Discussion

AHP score is calculated as discussed in Sect. 3. If this score becomes negative, the
value is assumed to be zero. When the vehicle is stationary, WLAN provides
maximum data rate and the attribute mobility has zero value. Therefore, it out-
performs UMTS and WiMAX networks in case of interactive, streaming and
background applications. While for conversational applications, UMTS network is
selected as it provides lowest delay and jitter. Performance of these three networks
for all the applications are shown in Fig. 2a.

As the vehicle’s speed starts increasing, the value of mobility attribute becomes
lesser. For WLAN, it has declined much earlier, as it can support maximum
mobility up to 15 m/s. AHP score has become negative after 20 m/s, but it is
represented as zero. The performance of WiMAX is also hampered in case of fast
moving vehicles. AHP scores of WiMax are relatively good for velocities below
50 m/s. After 50 m/s, these scores start declining. Therefore, when the vehicles are
moving fast, it is not considered as a good option. Apart from the conversational
applications, UMTS is the last ranked choice for stationary users. This is due to the
fact that UMTS provides least data rate among the three networks. But the mobility
attribute’s value in the normalized matrix obtained in Step 1 of the applied tech-
nique is always one. As it is the attribute having most relative importance, AHP
scores for UMTS remain consistent. Performance of these networks for back-
ground, streaming, conversational and interactive applications are shown in
Fig. 2b–e respectively.

Table 11 CR values for different applications

Application Conversational Interactive Streaming Background

CR 0.084842 0.041265 0.084842 0.081734
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5 Conclusion

Seamless connectivity is the major concern while accessing Internet in moving
vehicles. Short-range networks provide greater data rate but supports lesser
mobility. In this paper, AHP has been used for network selection in case of fast
moving vehicles for three different networks, i.e., WLAN, WiMAX, and UMTS.
WLAN performs best for stationary vehicles, but as the vehicles start moving its
performance degrades considerably. While performance of WiMAX is affected at
high speeds, it performs well at lower and moderate speeds. UMTS is the most
preferred choice when the Internet has to be accessed in fast moving vehicles.
Further, work can be extended to anlayze the various other MADM methods on
network selection and to optimize the weights given to the attributes for network
selection criteria.
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Context-Aware Graph-Based Visualized
Clustering Approach (CAVCA)

K. Rajendra Prasad and B. Eswara Reddy

Abstract The Clustering algorithms cannot detect the number of clusters for
unlabeled data. The visual access tendency (VAT) is recognized as the best
approach for cluster detection. However, context-aware-based graphs (CAG) give
more informative cluster assessment for VAT. Hence, we extend the VAT using
CAG, known as CAVAT. This paper investigates the existing cluster detection
methods and proposes a data clustering method for the CAVAT for archiving the
efficient clustering results.

Keywords Clustering � VAT � Clustering tendency � Hypergraph

1 Introduction

Clustering techniques are widely used in many data mining applications such as data
clustering, image segmentation, pattern recognition, video motion segmentation, etc.
The fundamental nature of clustering is unsupervised because it classifies the
unlabeled data without the knowledge of prior labels of data objects. Many of
clustering algorithms such as k-means [1], hierarchical clustering concept [2],
density-based clustering concept [3], and graph-based clustering [4] are investigated
for cluster analysis. In such algorithms, the quality of clusters depends on the number
of clusters (i.e., k value in k-means); hence, determining the number of clusters is
required. The user poses a value to the variable of ‘k’; however, it may be unsuitable
in some practical cases. Therefore, finding the number of clusters (i.e., the clustering
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tendency) is an emerging need for such clustering algorithms. After going the
thorough survey of literature, we address the clustering tendency using visual access
tendency (VAT) method [5] for improving the quality of clusters. Other VAT
algorithms such as SpecVAT [6] and iVAT [7] are described for the better assess-
ment of clustering tendency. The VAT is an automatic cluster detection tool, and it
determines the number of clusters in a visual form; hence, it is known as a visual
procedure.

The present clustering algorithms (such as k-means or any traditional clustering
algorithms) require the clustering tendency (i.e., number of clusters as input) for the
effective clustering. It uses two procedures for achieving the accurate clustering.
These are as follows: (1) It is required to use VAT for determining the number of
clusters, i.e., to determine ‘k’ value in k-means; and (2) It is needed to run the
classical k-means for clustering results. However, it is expensive from execution
point of view. Hence, this paper is to address this problem in the proposed method.
This proposed method uses two vital steps for improving the clustering method,
which are as follows: (1) improve the VAT method using context-aware dissimi-
larity features (it is called as a ‘CAVAT’), since the context-aware dissimilarity
features are useful for better assessment of clustering tendency, (2) to use visualized
clustering approach (VCA) [8, 9] for retrieving the explicit clustering results
directly from ‘CAVAT.’ This proposed clustering method is known as a
context-aware-based visualized clustering approach (CAVCA).

The key steps of the proposed CAVCA are described as follows:

1. Construct the pairwise hypergraph and kNN hypergraphs for a set of objects.
2. Compute the context-aware-based dissimilarity matrix (CAD) using pairwise

and kNN (k-nearest neighbors) hypergraphs [10].
3. Use CAD matrix in VAT for developing the CAVAT and to extract the clus-

tering tendency effectively from CAVAT.
4. Develop the CAVCA using CAVAT for discovering the clustering results.

The procedure for context-aware-based dissimilarity matrix computation is
described in [10]; it uses the k-nearest neighbor’s concept for hyperedges detection,
and it finds the dissimilarity matrix with respect to hyperedges [11]. The proposed
CAVCA is an efficient method for clusters generation.

The rest of the paper is organized as follows: Sect. 2 presents the related work.
Section 3 discusses visualized clustering approach (VCA). Section 4 presents the
proposed method. Section 5 discusses the experimental study and results, and
Sect. 6 presents the conclusion and future scope.

2 Related Work

Determining the number of clusters is one of the pre-clustering issues because the
data is unlabeled. The clustering methods require the prior knowledge about the
number of clusters ‘c,’ for achieving the quality of clusters, since the quality of
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clusters depends on the number of clusters. Determining the number of clusters of
unlabeled data is known as the clustering tendency. The statistically based tech-
nique is developed in [12] for the assessment of clustering tendency. Mean shift
(MS) [13] is a successful method in the area of speech clustering, and it also finds
the modes (or the number of clusters) of unlabeled data in a nonparametric form.
This procedure is also known as a mode-seeking procedure. The basic idea of MS is
as follows. Let take ‘S,’ where ‘S’ denotes the unlabeled data, i.e., S = {x1, x2,….
xn}, where ‘n’ refers the total number of object and to select the subset ShðxÞ of nx
samples based on the following Eq. (1) [14]:

ShðxÞ � fxi : xi � xk k� hg ð1Þ

The clustering results of MS are implicitly depends on bandwidth ‘h.’ The
selection of the h in MS is a critical task because ‘h’ is not a static variable and the
value of ‘h’ depends on spread of the data. This is a key limitation of the MS
procedure. A Bayesian information criterion (BIC) [15] is another modern approach
for data segmentation. It is possible to estimate the number of clusters by BIC, but it
is sensitive to a large dataset. The visual methods such as VAT, SpecVAT, and iVAT
are investigated from [16] to the assessment of clustering tendency. The VAT is a
clustering tendency tool and it is used for extracting the cluster count [17]. It is useful
in exploratory data analysis. It aims to generate the potential clusters or groups in a
visual manner. The VAT uses the pairwise dissimilarity information as the input and
it reorders the indices of dissimilarity matrix by Prim’s logic for obtaining of reor-
dered dissimilarity matrix ‘RDM.’ The image of RDM is the output of VAT method
and this image is known as a VAT Image. VAT Image [16] shows the hidden clusters
in the form of square-shaped dark blocks along the diagonal. Figure 1 shows the
example of VAT. The basic VAT algorithm is proposed by Bezdek [5].

The scalable VAT algorithm (sVAT) is implemented in [18] and it addresses the
clustering assessment problems for large datasets. The coVAT [19] algorithm per-
forms the assessment of clustering tendency for the co-clustering problem. For large
datasets, bigVAT [20] is used for assessment of clustering tendency and it is another
improved scalable version. It addresses the scalability problem of big datasets using
distinguished features (DFs) of objects. The DFs are used for deriving the best sample
data of ‘Bigdata.’Most of the clustering applications involve complex datasets; so it is
required to determine the clustering tendency for complex datasets. Wang et al. [21]
have proposed the SpecVAT for determining the clustering tendency of complex

Fig. 1 VAT illustrative images. a Dissimilarity image ‘I’ (before applying the VAT) [16]. b After
applying VAT [16]
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datasets. The specVAT uses a spectral concept for reliable estimation of clusters. An
improved VAT (iVAT) is recently proposed by Havens et al. [7]. The iVAT deter-
mines the clustering tendency for path-based datasets. The existing VAT algorithms
cannot consider the influence of nearest neighbors during assessment of clustering
tendency. Therefore, this paper addresses this issue in the proposed CAVAT.Another
limitation of VAT methods is that they determine the clustering tendency; however,
they cannot discover the clustering results. The CAVCA is proposed for addressing
this issue. Hence, two key issues are addressed in this paper, which are as follows: to
address that how to assess the clustering tendency of unlabeled data using
context-aware dissimilarity-based VAT (CAVAT) and to address that how to extract
the clustering results using VCA. The details of VCA are discussed in next section.

3 Visualized Clustering Approach (VCA)

The VCA [8] extends the VAT method for discovering the clustering results.
The VCA consists of three vital steps and are described as follows: (1) Detect the
clustering tendency from the VAT Image; (2) Obtain the crisp partition matrix from
the VAT Image and this matrix defines the cluster labels of objects; and (3) Find the
clustering results using crisp partition matrix. The current labels of objects are
compared with ground truth labels for the purpose of finding clustering tendency.
Algorithm 1 illustrates the VCA procedure [8].

Algorithm 1: VCA 
Input  : D-Dissimilarity Matrix 
    N- Number of objects 
Output :  k- Number of Clusters 

Method : 
Step 1: 

[RD] =VAT(D) 
 VAT_Im=Image(RD); 
 k=No_of_Square_Shaped_Dark_Blocks(VAT_Im); 
Step 2:   

For  i = 1: k 
Find data objects at each partition i using crisp- partition matrix 
End for 

Step 3:  
Map the data objects and find the ground truth labels using Khun-munkres function [27] 
for finding of clustering accuracy 

The VCA is an enhanced visualized clustering approach; it is an extended
version of VAT. The primary objective of the VAT is that it accesses the number of
clusters from the VAT Image, for example, to obtain the number of clusters as two
by counting the square-shaped dark blocks of VAT image in Table 1. However, the
VAT detects only the number of clusters and may not discover the clustering
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results. For this aspect, the VAT is extended as VCA in [8] for retrieving the best
clustering results instead of using the traditional clustering approaches. The VCA
determines the crisp partition matrix [8] from the RDI of VAT. The VCA deter-
mines the cluster labels of data objects from the crisp partition matrix. The fol-
lowing table illustrates the examples for VAT and extended VAT (known as
visualized clustering approach—VCA) procedures.

The spectral concept is very familiar and robust approach to clustering because it
used the graph analysis in various applications such as dimensionality reduction
[22], video segmentation [23], and data clustering [23]. The spectral-based VAT
algorithm was described in [21], known as SpecVAT. After the thorough analysis
of SpecVAT, it is recommended to retrieve the data partitioning results using
‘SpecVAT Image’ instead of ‘VAT image’ in step 1 of Algorithm 2. Since the
clarity of SpecVAT Image is better than VAT Image, the quality of clustering
depends on the contrast of square-shaped block blocks. Figure 2 shows the clarity
of block structures for both VAT and SpecVAT images for synthetic data. It is
observed that the clarity of SpecVAT image is high. Hence, the SpecVAT is
extended as SpecVCA for achieving the best clustering results.

The SpecVAT image shows more clarity of square-shaped dark blocks than
VAT image. Based on the observation of spectral concept, it is strongly recommend
to embed the dissimilarity features of objects into a k-dimensional spectral space,
where ‘k’ refers to the number of Eigenvectors. The noteworthy steps of the
SpecVAT [24] are as follows:

Table 1 Illustration of VAT and VCA procedures

Input variable VAT VCA

D—Sample
dissimilarity
matrix
D = [0 0.73
0.19 0.71
0.16;
0.73 0 0.59
0.12 0.78;
0.19 0.59 0
0.55 0.19;
0.71 0.12
0.55 0 0.74;
0.16 0.78
0.19 0.74 0];

Reordered dissimilarity matrix
RD = VAT(D)
//*We obtain the RD from VAT
algorithm*/
RD = [0 0.12 0.59 0.73 0.78;
0.12 0 0.55 0.71 0.74;
0.59 0.55 0 0.19 0.19;
0.73 0.71 0.19 0 0.16;
0.78 0.74 0.19 0.16 0];
The image of RD (known as
VAT Image) is shown as

It is extended VAT i.e., it uses the steps
of VAT and it extended by the following
steps
/* find k (number of clusters)
and crisp partition matrix of VAT Image
*/
k = count_number_of_square_
shaped_dark_blocks(VAT Image);
cp = crisp_partition_matrix
(VAT_Image);For the given example,
k = 3, and cp = [1 1 0 0 0; 0 0 1 1 1];
Therefore, the data objects of clusters
are
C1 = {o1*,o2*};
C2 = {o3*,o4*,o5*};
where * indicates the reordering

VAT detects the clustering
tendency (number of clusters)

VCA discovers the clustering results
along with known clustering tendency
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1. Compute the distance matrix ‘W’ for a set of objects using the local statistics of
k-nearest neighbors, which results in maximum affinities within clusters and
minimum affinities across clusters.

2. Construct the normalized Laplacian matrix ‘L’ as follows:

L ¼ Mð�1=2ÞðM �WÞMð�1=2Þ

3. Choose the k largest eigenvectors of L and to form the eigen matrix
V ¼ v1v2. . .. . .vK½ � 2 Rn2k

4. Normalize the ‘V’ by Euclidean norm and this normalized V is denoted as ‘V1,’
Find a new dissimilarity matrix ‘Dnew’ of V1 with respect to n objects (of
k-eigen dimensions).

5. Apply the VAT for the input ‘Dnew,’ to obtain the SpecVAT image.

The data visualized methods such as VAT, SpecVAT, and iVAT perform the
assessment of clustering tendency without considering the nearest-neighbor influ-
ence. There is a scope to improve the existing VAT method with kNN hypergraph.
In kNN hypergraph, the dissimilarity matrix is computed by the context of nearest
neighbors; this idea is borrowed from [10].

4 Proposed Method

Similar objects share the common properties or common contexts. The existing
clustering algorithms focused on the pairwise similarity between the vertices. If any
one of the vertices is changed or removed, then the pairwise similarity for a set of
vertices is significantly changed. Therefore, it may not be able to define a real
affinity matrix. This is key issue of VAT (or SpecVAT). For handling this critical
issue, context-aware dissimilarity-based VAT (CAVAT) is proposed for finding the
stable clustering tendency and we extracting the clustering results from CAVAT
image.

Fig. 2 VAT image and
SpecVAT image for synthetic
data [24]
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4.1 Context-Aware-Based Hypergraph Similarity Measures
(CAHSM)

The CAHSM [10] explores the robust affinity relationships among vertices. The
steps of CAHSM are given here: (1) construct a pairwise hypergraphs, and (2) find
the k-nearest neighbor (kNN) hypergraph. Let the dataset D ¼ fdigNi¼1, with ‘N’
data objects. Create the ‘N’ number of vertices (is the set ‘V’) for a set of ‘N’ data
objects of ‘D.’ Let the graph ‘G’ is denoted mathematically as G ¼ ðV ;E;WÞ,
E 2 V � V denotes an edge set, and ‘W’ returns the affinity value between two
vertices. The weighted similarity matrix of graph ‘G’ is defined by Eq. (2), and it is
A ¼ ðaijÞN�N

aij ¼
Wðva; vbÞ if ðva; vbÞ 2 E

0; otherwise

(
ð2Þ

In [11], the hypergraph analysis is introduced for capturing the underlying
affinities among the vertices; it successfully solves the pre-clustering issues. The
hypergraph is obtained from a generalized pairwise graph by composing hyper-
edges. Each hyperedge defines a set of vertices that share some common properties.
A set of hyperedges associated with the hypergraph incidence matrix ‘H’ and the
values of H ¼ ðhðva;; ekÞÞ V j�jEj j can be derived from Eq. (3)

hðva;; ekÞ ¼
1; va 2 ek
0; otherwise

(
ð3Þ

The pairwise similarity for a set of objects (for hypergraph) is computed from
Eq. (4) [10]

uij ¼
X
e2E

weightðeÞhðvi; eÞhðvj; eÞ ¼ aij ð4Þ

Further, to construct the kNN hypergraph based on the nearest-neighboring
information of vertices, i.e., to search the best k-neighbors of each vertex in kNN
hypergraph construction, the nearest neighbors form the kNN hyperedge; it is
denoted as E ¼ fen‘gN‘¼1, where ‘N’ is the number of nearest neighbors, and ‘N’ may
probably be a small value (3 in our experiments). Use the equations (Eqs. 5–8 in this
paper) of [10] for computing the kNN hypergraph similarity between two vertices.

Iðvi; e‘Þ ¼
1; vi 2 e‘
0; otherwise

(
ð5Þ
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d‘ ¼ 1
etj j

X
j2fr=vr2etg

atj ð6Þ

hðvi; e‘Þ ¼
a
‘i

ffiffiffiffiffiffiffiffiffiffi
Iðvi;e‘Þ

p
vffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

t¼1 dtðvi; e‘Þa2ti
q ð7Þ

bij ¼
X
e2E

d‘hðvi; eÞhðvj; eÞ ð8Þ

4.2 Context-Aware Dissimilarity Matrix-Based Visualized
Clustering Procedure (CAVCA)

The CAVAT is the best data visualization method because it uses the
context-aware-based dissimilarity matrix (i.e., it considers the pairwise dissimilarity
matrix of hypergraph, and kNN hypergraph) for finding the effective similarity
features (or dissimilarity features), whereas the VAT uses the Euclidean-based
dissimilarity matrix as the input. The CAVAT finds the dissimilarity matrix from
two graphs, namely, pairwise hypergraph and kNN hypergraph. These two graphs
calculate the dissimilarity features of ‘n’ objects using the local statistical infor-
mation of k-nearest neighbors. The proposed CAVCA is a visualized clustering
procedure and it extends the CAVAT. The algorithm of CAVCA is as follows.

Step 1 :  Define hyperedges for a set of objects using k-nearest neighbor concept. Each hyperedge 
is a set of edges; those edges have connected toward to k-nearest neighbors from the 
source vertex 

Step 2 :   Hypergraph incidence matrix (H) is computed using the Eqn. (2) 

Step 3 :   S1=pairwise hypergraph similarity matrix using Eqn. (3) 

Step 4 :   D1=pairwise hypergraph dissimilarity matrix=1-S1; 

Step 5 :   S2= pairwise kNN hypergrah similarity matrix (from Eqn. (7)) 

Step 6 :   D2=pairwise kNN hypergraph dissimilarity matrix=1-S2; 

Step 7 :   D= avg(D1,D2) 

Step 8 :   Clustering_Results_for_CAVCA=VCA(D) 

Algorithm 2: CAVCA

The Algorithm 2 explains the steps for finding the context-based dissimilarity
matrix using both pairwise hypergraph and kNN hypergraphs. It improves the
clustering results by the contexts of nearest neighbors. The proposed CAVAT
considers the contexts of k-nearest neighbors in dissimilarity matrix computation,
which is an enhanced version of VAT. The proposed CAVCA discovers the
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clustering results effectively from CAVAT image. The CAVCA is outperformed
than VCA because the CAVCA considers the local statistics of k-nearest neighbors.

5 Experimental Study and Results and Discussion

In this paper, various experiments are conducted for evaluating the CAVCA using
various datasets such as synthetic dataset, real dataset, and audio dataset. The
performance measures such as clustering accuracy (CA) and normalized mutual
information (NMI) are used in the experimental study for demonstrating the
effectiveness of proposed method.

5.1 Datasets Description

During the evaluation of our methods, this paper uses the comprehensive datasets.
The datasets are as follows: four synthetic datasets (S-1 to S-4 in Fig. 3), and eight
real datasets (R-1 to R-8) [25], including iris, voting, wine, and seeds, and speech
datasets (R-5 to R-8) from [26]. The details of these datasets are presented in
Table 2.

Fig. 3 Synthetic datasets (S-1 to S-4)
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5.2 Results and Discussion

The results of VAT images for the proposed methods are shown in Fig. 4a for S-4
synthetic data and Fig. 4b for speech data. From Fig. 4, it is investigated that only
CAVAT image is appeared with more clarity than other VAT images; so it is more
robust for determining the number of clusters. Each square-shaped dark block
indicates a separate cluster. The size of the square-shaped dark block determines the

Table 2 Description of the
datasets

Real dataset Name of the dataset No of clusters
(or classes)

R-1 Iris 3 (No of classes)

R-2 Voting 2 (No of classes)

R-3 Wine 3

R-4 Seeds 3

R-5 Speech data from TSP 2 Speakers data

R-6 Speech data from TSP 3 Speakers data

R-7 Speech data from TSP 4 Speakers data

R-8 Speech data from TSP 5 Speakers data

Fig. 4 Results comparison for R4 dataset and S-4 synthetic dataset
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size of the cluster. The CAVAT uses the effective dissimilarity features, so that it
enriches the clarity of square-shaped dark blocks. Excellent clarity and block
structure of square-shaped dark blocks indicates the well-separated clusters. Hence,
it is noted that the CAVAT is the best in practical assessment of clusters. In Fig. 4b,
both VAT and SpecVAT (exiting algorithms) are unable to assess the clusters
because the invisible square-shaped dark blocks are appeared. However, the
CAVAT displays the visible and good contrasted square-shaped blocks along the
diagonal. Therefore, it is easier to assess the clusters from CAVAT Image rather
than VAT image (or SpecVAT).

5.3 Performance Evaluation and Comparison

The proposed methods are evaluated using three performance measures. These
measures are clustering accuracy (CA) [27], goodness by OTSU, and normalized
mutual information (NMI). Themetrics ofCAandNMI arewidely used for evaluating
the clustering performance. Assume that ‘xgi ’ is ground truth label and ‘f gi ’ is the
clustering label, and then CA is defined as follows: maxmap

Pn
i¼1 dðxgi ;mapðf gi ÞÞ=n1,

where n1 is the total number of objects. The function dðxgi ;mapðf gi ÞÞ ¼ 1 if and only if
xgi ¼ mapðf gi Þ, otherwise the value is 0. The sub-function ‘map’ permutes the clus-
tering labels that match the equivalent labels given by the labels of ground truth. For
finding this mapping, we use the Khun–Munkres algorithm to obtain a best mapping;
the steps are described in [28].

The value of goodness is measured by OTSU concept [29], and Table 3 shows
the ‘goodness’ of existing and proposed methods. The clustering accuracy and
normalized mutual information are shown in Tables 4 and 5, respectively.

From the investigation of experimental results from Tables 3, 4 and 5, it is
observed that CAVCA performs as the best, because the clustering accuracy and
normalized mutual information values of CAVCA are high when compared to the
existing VCA-VAT and VCA-SpecVAT methods.

Table 3 Performance
measure: Goodness (by
OTSU)

Real dataset VCA-VAT VCA-SpecVAT CAVCA

S-1 0.9867 0.9961 0.9956
S-2 0.7622 0.8886 0.8886
S-3 0.7100 0.8145 0.8234
S-4 0.7100 0.9980 0.9976

R-1 0.8667 0.8511 0.8733
R-2 0.6345 0.6121 0.6453
R-3 0.4264 0.3251 0.3254

R-4 0.7135 0.7111 0.7444
Bold values indicate a maximum goodness
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6 Conclusion and Future Scope

The VAT is the data visualization method and it is used for the assessment of
clustering tendency. The quality of clusters depends on the estimated value of
clustering tendency. For this fact, this paper is mainly focused on VAT methods for
finding the clustering tendency. The VCA is an existing clustering method; it
discovers the clusters from VAT method. This paper improves the VAT as CAVAT
using context-aware hypergraphs for the purpose of better assessment of clustering
tendency. The VCA is also enhanced as CAVCA. The CAVCA extracts the clusters
from the CAVAT. This CAVCA is an efficient clustering method and the effec-
tiveness of proposed CAVCA clustering method is demonstrated in the experi-
mental study. The scalability and processing time are challenging issues in Big Data
clustering. Therefore, it needs to extend the proposed method in future for handing
the Big Data issues using parallel processing approaches.

Table 4 Clustering accuracy (CA)

Real dataset VCA-VAT VCA-SpecVAT CAVCA

S-1 0.4959 0.9384 0.9444
S-2 0.4981 0.9028 0.9123
S-3 0.4976 0.8625 0.9222
S-4 0.4986 0.8688 0.8881
R-1 0.3969 0.4060 0.6401
R-2 0.2931 0.7107 0.7901
R-3 0.4899 0.4058 0.4355

R-4 0.4581 0.4089 0.6446
Bold values indicate a maximum CA

Table 5 Normalized mutual information (NMI)

Real dataset VCA-VAT VCA-cVAT VCA-SpecVAT VCA-cSpecVAT

S-1 0.8978 0.0253 0.9666 0.9678
S-2 0.5249 0.3721 0.7641 0.7644
S-3 0.5934 0.5214 0.7081 0.7092
S-4 0.9505 0.5675 0.9922 0.9922

R-1 0.6563 0.6963 0.6265 0.6665

R-2 0.091 0.1563 0.0726 0.0856

R-3 0.1529 0.063 0.0113 0.0123

R-4 0.3197 0.1978 0.3214 0.3215
Bold values indicate a maximum NMI
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Materialized View Construction Using
Linearizable Nonlinear Regression

Soumya Sen, Partha Ghosh and Agostino Cortesi

Abstract Query processing at runtime is an important issue for data-centric
applications. A faster query execution is highly required which means searching
and returning the appropriate data of database. Different techniques have been
proposed over the time and materialized view construction is one of them. The
efficiency of a materialized view (MV) is measured based on hit ratio, which
indicates the ratio of number of successful search to total numbers of accesses.
Literature survey shows that few research works has been carried out to analyze the
relationship between the attributes based on nonlinear equations for materialized
view creation. However, as nonlinear regression is slower, in this research work
they are mapped into linear equations to keep the benefit of both the approaches.
This approach is applied to recently executed query set to analyze the attribute
affinity and then the materialized view is formed based on the result of attribute
affinity.
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1 Introduction

Materialized view creation technique is used to create permanent views those are
often used to answer the queries instead of using the base tables of the system.
Materialized views are small in size compared to actual table and consist of
important data; hence, faster query execution is possible. When the queries are
generated in the system, materialized views are accessed first. If the results are not
found in materialized views, then the actual tables of the system are searched. If
data is available in materialized views, it is called hit and the failure is known as
miss. The performance of a materialized view is measured in terms of hit ratio,
which is computed as: hit/total access. Total access is computed as the sum of hit
and miss. Materialized view is differentiated from ordinary view in terms of
volatility. Views are not permanent in nature. Once the machines are switched off,
the data is erased from the views, and again the data is loaded into it when it is
called. Whereas materialized views are permanent in nature like tables. Hence no
time is wasted in reloading the data every time. Thus materialized view is used
mostly in large data-centric applications compared to other views.

Statistical analysis is a major approach to build materialized views. The result of
the statistical analysis is presented in terms of a quantitative metric, which is used
further to generate the materialized views. In this paper, the statistical analysis is
performed using nonlinear regression. The theoretical benefits of nonlinear
regression over linear regression are explained later in this paper. Moreover, the
experimental results show better hit–miss ratio using nonlinear regression.

2 Related Work

The research on materialized views [1, 2] has been practiced over the years and all
major database systems now support materialized views. Query Optimization [3] is
one of the main focuses of creating materialized view. Materialized view is suitable
for any data-related applications both large and small. Irrespective of the applica-
tions, materialized views focus on answering the users query directly from it. Even
for the same application, the types of queries may be different for different types of
users, hence based on the users requirements different materialized view can be
created. A user-oriented approach SOMES [4] exactly meets this requirement. In
order to support the dynamic nature of users’ queries, dynamic materialized view
creation methods are adopted in [5, 6]. These methods minimize the storage
requirements and maintenance costs. Moreover it reduces searching time within the
views, hence reduces the query answering time. Clustering-based dynamic mate-
rialized views [7, 8] techniques are another way of generating MVs. These methods
at first define the clusters on MV and thereafter adjust the materialized view set
dynamically. Automated selection [9] of materialized views is preferable to ensure
dynamic changes. Popular algorithmic methods such as heuristic approach and
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genetic algorithms are also used in materialized views generation process. Greedy
algorithm [2] based approaches were applied on “data cubes” to generate materi-
alized views to optimize the query evaluation cost. Multiple view processing plan
(MVPP) was proposed using heuristic algorithm [1, 10] to define an optimal
materialized view selection scheme. The major focus of [1, 10] were (i) to achieve
good performance and (ii) to ensure low maintenance cost. However, constraints
related to storage were not considered. While creating the materialized views
consideration of maintenance cost is important, AND-OR graph [11] based method
helps to satisfy this consideration. Different constraints associated with materialized
view creation are resolved using genetic algorithms [12, 13]. Storage space con-
straint is resolved in [13] using a genetic algorithm based solution, whereas [12]
considers the materialized view creation for OLAP [14] applications under the
storage space constraint and maintenance overhead. Outer join [15] helps higher
query execution speed, and foreign key or referential integrity constraints reduce
the maintenance cost. This survey work covers various techniques of materialized
view creations. Some of the approaches directly work with the SQL queries to
improve the searching capability in materialized view. Data warehouse based
applications considers group by (roll-up) as an important operation. An approach
for OLAP applications known as group query based on materialized view (GQMV)
[6] enhance the searching speed by creating the materialized view for data ware-
house applications which follows star schema.

Statistical analysis based on the attribute dependencies are analyzed for dis-
tributing the data in different locations in the case of distributed database. In order
to incorporate the statistical analysis in materialized view creation process, a
numeric scale [16] was proposed to analyze the dependencies between the attributes
in a query set. The relationship among the attributes was identified using standard
deviation [16]. However, in [16], materialized view creation process was not
defined. In another approach these association among attributes are measured using
linear regression [17]. The work also describes a methodology to create the
materialized views. Although according to mathematical interpretation linear
regression is stronger than standard deviation, both [16, 17] are linear by nature.
However, the scientific or physical processes/data are generally nonlinear. The use
of nonlinear approaches hence correlates the data or process in a more robust way
than linear approaches. This motivates the researchers to apply nonlinear approach
to create MVs.

The contribution can be seen as:

(a) To incorporate the concept of nonlinear equations to identify the association
between the attributes.

(b) Construction of a quantitative metric based on nonlinear mathematical model.
(c) Based on this new quantitative metric, the materialized view is finally con-

structed according to available space for the application. The concept of
nonlinearity is achieved by curve fitting algorithm.
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3 Why Is Nonlinear Regression Required in This Context?

Linear regression method [17] calculates attribute affinity on the every participating
attribute through the equation Y = a + bX.

Y denotes the total appearance of attribute i.
X identifies the mutual dependency of other attributes on attribute i.

As mentioned earlier scientific or physical processes/data are in general inher-
ently nonlinear. Hence Linear Regression performs poorly to identify relationships
among attributes. Moreover in [17] modular difference is calculated to find the
difference between two attributes. Hence if two attributes differ by +d and –d,
respectively, then the result would be the same and both the attributes are equally
fitted with that attributes, while the attribute with +d is more important.

In fact, the functions used in real-world modeling are often inherently nonlinear
in nature. This shortcoming motivates the researchers to use nonlinear method to
overcome this problem. Another major advantage of using nonlinear regression is
that different mathematical or statistical functions could be used here. Moreover, it
has the additional benefit of computing (i) prediction (ii) confidence, and (iii) cali-
bration intervals. Although the probabilistic interpretation of the intervals, generally,
is only approximately correct, still these intervals are suitable for real-life cases.

However, the complexity of nonlinear regression is higher than linear regression.
Thus a useful interpretation of this could be identifying a nonlinear equation that
could be linearized. Hence a nonlinear regression which has the features of linear
regression is important in this context. Thus identification of a nonlinear regression
that can be linearized and computing unknown parameters with good precision
from the input data set is suitable here. Linearizable curves require fewer numbers
of parameters for calculation of values than the polynomials. Hence these types of
linearizable curves are theoretically more suitable than the polynomials. Thus
proper choice of the curve to fit the data can lead to identifying better relationship
among the data member of the data set.

The above requirement is represented here in terms of the following nonlinear
regression (curve fitting) equation

y ¼ axb ð1Þ

y denotes the specific attribute (for every attribute this equation separately
executed)

x identifies the corresponding correlation with respect to attribute y.
Equation (1) can be linearized by taking log on both sides

log10 y ¼ log10 a þ b log10 x ð2Þ

Let us assume y ¼ log10 y; A ¼ log10 a; X ¼ log10 x
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The required equation now takes the form

Y ¼ Aþ bX ð3Þ

The proposed methodology uses nonlinear regression, which is more suitable
and closely related with the real-world data. Moreover, as described in this section,
the proposed methodology does not consider the modular difference between two
attributes as done in the work like [17].

4 Proposal of Linearizable Nonlinear Regression

The contribution of this research work is classified into two parts. Initially, attribute
relationship scale is formed which comprises of five steps. Attribute relationship
scale is a metric to measure the association among the attributes quantitatively. In
the next part materialized view is created from that scale. This view construction
process is a two-stage process.

(a) Construction of Attribute Relationship Scale This process is started on a set
of queries. We assume ‘N’ and ‘M’ as numbers of queries and numbers of attributes
respectively. Using this input query set a (N × M) attribute query required matrix
(AQRM) is formed. Whenever an attribute appears in the query, the corresponding
cell of AQRM is 1, otherwise 0. The sum is taken from the 1 to Nth rows of each
attribute and is stored in the newly inserted (N + 1)th row of AQRM. This (N + 1)th
row of AQRM is also termed as one-dimensional array ‘Total_use’. Hence modified
AQRM is now ((N + 1) × M) matrix.

In the next step based on the mutual dependencies of the attribute a
(M × M) matrix is computed and termed as attribute interrelation matrix (AIM).

Next a nonlinear regression (curve fitting) method (Eq. (1)) is separately applied
to each of the M attributes. Further this nonlinear regression is linearized using
Eq. (2). The required equation takes the form of (3) as shown in previous section.
The normal equations are expressed as

X
Y ¼ n A þ b

X
X ð4Þ

X
XY ¼ A

X
X þ b

X
X2 ð5Þ

In the above equations, ‘n’ represents total number of attributes and the constants
‘A’ and ‘b’ are dependent on the regression curve. Solving the values of ‘A’ and ‘b’,
‘a’ is computed as

a ¼ antilog10 Að Þ
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In the next step, best fit curve matrix (BFCM) is constructed. This is computed
by applying the equation to each attribute to store the result of dependencies of
other attributes. Thereafter, using the BFCM matrix, for each attribute, the deviation
of other attributes is computed and finally the result is stored in attribute rela-
tionship matrix (ARM). A new column is inserted in attribute relationship matrix
(ARM) to store the total deviation of each attribute. This overall method is
described using the algorithm Attribute_Relationship_Scale.

Function AQRM_Calculation (M, N)
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Function AIM_Calculation (AQRM)

Function CFE_Calculation (AIM)
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Function BFCM_Calculation (Curve Fitting Equations)
/* This function uses the all curve fitting equations of the previous step to find out
how all other attributes are to be fitted. */

Function ARM_Computation (BFCM)

(b) Generation of materialized views In this stage materialized view is con-
structed using the one-dimensional array ‘Total_use’ and the matrix attribute
relationship matrix (ARM). ‘Total_use’ helps to find the important attributes
whereas ARM helps to identify the mutual dependency of attributes. A (2 × M)
matrix named ranked attribute and relationship matrix (RARM) is generated.
Initially the attributes are ordered/sorted according to the descending order of use
from ‘Total_use’. If tie occurs between some attributes, then it has to be resolved
as follows: The attributes are sorted in the ascending order from ARM according to
the attribute affinity. In RARM the attributes are organized from left to right as the
importance reduces. Hence the attribute at extreme left is the most important one
and at the extreme right is the least important. These above-mentioned steps are
depicted in an algorithm named MV_Creation, which is described below.
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Algorithm MV_Creation

Function RARM_Computation(ARM, Total_Use)

Function View_Construction (V, S, C)
/* Sizeof function finds the size of the view. Attr denotes the attribute selected for
clubbing with the existing view*/
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5 Illustration by Example

The proposed method is illustrated here in terms of a simple example. We start with
the same example of [17], a query set consisting of 10 queries. The numbers of
attributes in this query set is also 10, they are namely A1, A2, …, A10.

Execution of Algorithm Attribute_Relationship_Scale
Step 1: Attribute query required matrix (AQRM) is given in Table 1 along with

the (N + 1)th row Total_Use.
Step 2: Attribute Interrelation Matrix (AIM) is constructed using the method

AIM_Computation. It is shown in Table 2.

Table 1 AQRM

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10

q1 1 1 1 1 1 0 0 0 1 0

q2 1 0 0 1 0 1 1 0 0 0

q3 0 0 1 0 1 1 1 1 0 0

q4 1 0 0 0 1 1 0 0 1 1

q5 0 1 0 0 0 0 1 1 1 1

q6 0 0 1 1 0 1 0 0 0 1

q7 1 1 1 0 0 1 0 1 1 0

q8 1 1 1 0 1 0 0 0 0 1

q9 0 1 1 0 1 0 0 1 1 1

q10 1 0 0 1 0 1 1 0 1 1

Total_Use 6 5 6 4 5 6 4 4 6 6

Table 2 AIM

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10

A1 6 3 3 3 2 3 2 1 4 3

A2 3 5 4 1 3 2 1 3 4 3

A3 3 4 6 2 4 3 2 3 3 2

A4 3 1 2 4 1 3 2 0 2 2

A5 3 2 4 1 5 2 1 2 3 3

A6 3 2 3 3 2 6 3 2 3 3

A7 2 1 2 2 1 3 4 2 2 2

A8 1 3 3 0 2 2 2 4 3 2

A9 4 4 3 2 3 3 2 3 6 4

A10 3 3 2 2 3 3 2 2 4 6
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Step 3: CFE_Calculation is performed in this step. Here the calculation of A1 is
shown
Y = 6 for A1 (obtained from Total_Use). CFE is computed for A1 and is
shown in Table 3.
Solving ‘A’ and ‘b’ we get b = 1.16129, A = 2.6129
Therefore a = antilog10(2.6129) = 410.1097
Ai = (410.1097). (AIM (A1, Ai))

1.16129

Similarly solving others,

Ai ¼ 554:498ð Þ � AIM A2; Aið Þð Þ0:7317

Ai ¼ 134:555ð Þ � AIM A3; Aið Þð Þ1:2581

Ai ¼ 412:472ð Þ � AIM A4; Aið Þð Þ0:6154

Ai ¼ 617:5897ð Þ � AIM A5; Aið Þð Þ0:814

Ai ¼ 19:3062ð Þ � AIM A6; Aið Þð Þ1:7143

Ai ¼ 50:687ð Þ � AIM A7; Aið Þð Þ1:1148

Ai ¼ 303:8785ð Þ � AIM A8; Aið Þð Þ0:6207

Ai ¼ 87:337ð Þ � AIM A9; Aið Þð Þ1:2353

Ai ¼ 119:371ð Þ � AIM A10; Aið Þð Þ1:3846:

Step 4: Using the above equation for each attribute how other attributes are fitted
on it is computed, and this result is stored in best fit curve matrix (BFCM)
as shown in Table 4.

Step 5: Calculating the deviation of each attribute with respect to others, the final
result is stored in a matrix called attribute relationship matrix (ARM) as
shown in Table 5.

Table 3 CFE calculation for
A1

X Y XY X2

3 6 18 9

3 6 18 9

3 6 18 9

2 6 12 4

3 6 18 9

2 6 12 4

1 6 6 1

4 6 24 16

3 6 18 9

∑X = 24 ∑Y = 54 ∑XY = 144 ∑X2 = 70
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ARM is the final output of the algorithm Attribute_Relationship_Scale. Now
algorithm MV_Creation would be executed.

Execution of Algorithm MV_Creation
Step 1: Here the function RARM_Computation is executed to construct the table

ranked attribute and relationship matrix (RARM) as shown in Table 6.
Step 2: View_construction is executed in this step to finally create the desirable

materialized views. Say user specifies 2 materialized views V1 and V2 of
size S1 and S2, respectively. V1 would be created based on A6 as it is the
most important attribute of RARM. Now we need to check ARM to
construct V1. In the A6 row of ARM it is found that A1, A3, A4, A7, A9, and
A10 all have the minimum deviation. Then we look at AQRM to check the
Total_use. The value is found 6 for A1, A3, A9, and A10. In order to break
the tie, we again check ARM to look at the Total_Deviation column. We
find A9 has the smallest value hence it is clubbed with A6. If the size of V1

is less than S1, we proceed to include further attributes. Now according to
the logic A3 is the next best attribute and hence it is clubbed in V1. If the
size of V1 is less then S1, then we continue further and hence combine A10

with V1 and again compare with S1. Say at this point it is found the size of
V1 is more than S1. Hence A10 is discarded and finally V1 is constructed
with A6, A9, and A3.

Now the materialized view V2 would be constructed. It would be based on A9, as
this one is the second most important attribute in RARM.

6 Performance

In this section a comparative study is presented between this methodology and the
linear methodology of [17]. A software has been implemented using both the
methodology. The implementation was carried out using .Net (visual Studio 2012)
as front end and SQL Server 7.0 for the database and the operating system is
Windows 7. For the experimental result we used an Intel core i3 3.1 GHz with the
hard disk of 500 GB and RAM of 4 GB.

In Fig. 1, a comparative study is depicted based on the hit ratio of the proposed
nonlinear methodology with [17]. The software was tested on a large student

Table 6 RARM

A6 A9 A3 A10 A1 A2 A5 A7 A8 A4

Totalocc. 6 6 6 6 6 5 5 4 4 4

Total dev. 2797.8 3968.5 6889 8594 17926.8 6159.3 9669.3 1206.9 2489.8 3737.6
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database. Three separate query sets were considered and each time it ran on the
same database. Every test case showed better result in the proposed nonlinear
methodology.

7 Conclusion

The materialized view creation process is based on attribute. Attribute is the most
granular element in relational database. This methodology is designed such that it
can be applied in any application domain irrespective of the size, as the number of
views and their size are given by the users. The idea of using nonlinear method-
ology is a new concept in materialized view creation. Other nonlinear method-
ologies could be exercised further for better result.

The further extension of the work is exploiting materialized view maintenance
schemes like full maintenance and incremental maintenance. When the performance
of materialized view degrades, maintenance policy is required to avoid the con-
struction of materialized view from scratch. This is an interesting area of research
and can also be incorporated in this proposed work.
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