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Foreword

Advancing Research in Organizations
through Learning Communities

Andrew H. Van de Ven, University of Minnesota

The primary purpose of this book is to advance research in organizations. As dis-
cussed throughout its chapters, research in organizations presents a milieu of
challenges and opportunities that are unique. The challenge that this book con-
fronts is to introduce organizational scholars to the vast landscape of methods of
inquiry and research that can be utilized to advance research in organizations.
Two overarching themes of this book are (1) that conducting research in organi-
zational contexts demands that traditional research methods be adapted and ad-
justed to fit organizational realities, and (2) that researchers’ toolkits must
include the entire array of quantitative and qualitative methods. In doing so, I
suggest that it lays the foundation for inquiry that can build what I (Van de Ven,
2002) and Herbert Simon (1976) have advocated as learning communities to sig-
nificantly advance organizational research and practice.

THE UNIQUE CHALLENGE OF
ORGANIZATIONAL RESEARCH

Scholarship is the creation and dissemination of knowledge about research, teach-
ing, and practice. In his 1996 Academy of Management Presidential Address, Rick
Mowday (1997) called for us to reaffirm our scholarly values by adopting Ernest
Boyer’s (1997) engaged view of “scholarship” as the scholarship of discovery,
teaching, practice, and integration. Just as the development and testing of new re-
search knowledge are central to informing our teaching and practice, so also the
discovery of new questions and ideas from teaching and practice should nourish
and guide our research.
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It is vain to think that researchers have a monopoly on knowledge creation.
Practitioners and consultants discover anomalies and insights from their prac-
tices, as teachers do with their students and scientists do with their research. The
knowledge that researchers, teachers, consultants, and practitioners learn by
themselves is different and partial. If it could be coproduced and combined in
some novel ways, the results could produce a dazzling synthesis that might pro-
foundly advance theory, teaching, and practice.

Rynes, Bartunek, and Dalt (2001), along with many others, claim that aca-
demic research has become less useful for solving the practical problems in or-
ganizations. The gulf between science and practice in organizations is widening.
There is growing criticism that findings from academic and consulting studies
are not useful for practitioners and do not get implemented (Beer, 2001). There
is also growing debate between advocates of normal science and action science
methods (Beer & Nohria, 2000). In short, academic researchers are being criti-
cized for not adequately putting their organizational knowledge into practice.
But this criticism goes both ways. Managers and consultants are not doing
enough to put their practice into theory. As a result, organizations are not learn-
ing fast enough to keep up with the changing times.

I do not believe this gulf is due to a lack of interest or commitment. On
the contrary, in our interactions with students and managers, we struggle each
day with the challenges of developing and applying management principles in
practice. This is no longer a luxury of time—it is a necessity. In this knowledge-
intensive economy, it is incumbent on managers, consultants, and academics to
develop valid knowledge.

BUILDING LEARNING COMMUNITIES
FOR RESEARCH AND PRACTICE

The gap between research and practice of organizational knowledge is a complex
and controversial subject. As he did on so many topics, Herbert Simon (1976)
provided a useful way to frame this problem. He proposed that a basic challenge
for scholars in professional schools is to contribute to both organizational science
and practice—not either/or. The information and skills relevant to accomplish-
ing this came from the social system of practitioners and the social system of sci-
entists in the relevant disciplines. These social systems have elaborate institutions
and procedures for storing, transmitting, developing, and applying knowledge.
Each represents a different community of practice, and the main way to under-
stand each community is to participate in it.

Simon (1976) points out that a social system, if left to itself, gravitates toward
an equilibrium position of maximum entropy. One segment gets absorbed in the
applied culture of managers and organizations. It is dependent on the world of
practice as its sole source of knowledge inputs. Instead of creating new knowl-
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edge that can advance the profession, this segment becomes a slightly out-of-date
purveyor of almost current organizational practices.

The other segment, often trained intensively in a basic discipline, gets ab-
sorbed in the culture of that discipline and is largely dependent on it for goals,
values, and approval. For the most part sealed off from the practitioner’s com-
munity, these disciplinary scientists begin to view organizational practice as an
irrelevant source for generating, developing, or applying new knowledge. If left
unchecked, this evolutionary drift breeds intolerance and polarized conflicts.

Simon cautions that building a culture that respects and tolerates diversity
among researchers and practitioners is very much like mixing oil with water. It
is easy to describe the intended product but less easy to produce it. And the task
is not finished when the goal has been achieved. Left to themselves, the oil
and water will separate again. This natural separation occurs not only between
practitioner-oriented and discipline-oriented members but also between scholars
from different disciplines.

I may be dreaming, but wouldn’t it be nice if professional learning commu-
nities could be created that nurtured the coproduction of organizational knowl-
edge? These learning communities could be gathering places and forums where
academics, consultants, and practitioners would view each other as equals and
complements. Through frequent interactions, these individuals could come to
know and respect each other and could share their common interests and dif-
ferent perspectives about problems and topics. They could push one another to
appreciate issues in ways that are richer and more penetrating than we under-
stood before.

As you know, all kinds of basic and applied scholarship go on, and you might
think that I am advocating that more applied and less basic research should be
conducted. That is clearly not my intention. On the contrary, following Simon, I
am arguing that the quality and impact of fundamental research can improve
substantially when scholars do three things: (1) confront questions and anom-
alies arising in organizational practice, (2) conduct research that is designed in
appropriate and rigorous ways to examine these questions, and (3) analyze and
translate research findings not only to contribute knowledge to a scientific disci-
pline but also to advance organizational practices (Van de Ven, 2005).

Simon points out that significant invention stems from two different kinds
of knowledge: (1) applied knowledge about practical issues or needs of a profes-
sion and (2) scientific knowledge about new ideas and processes that are poten-
tially possible. Invention is easiest and likely to be incremental, when it operates
in one extreme of the continuum. For example, applied researchers tend to im-
merse themselves in information about problems of the end users, and they then
apply known knowledge and technology to provide solutions to their clients.
Such transfer and application of knowledge to solve practical business problems
often does not result in creating new knowledge that advances the discipline and
the profession.
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At the other end of the range, pure scientists immerse themselves in their
disciplines to discover what questions have not been answered, and they then
apply research techniques to answer these questions. If scientists cannot answer
their initial questions, they modify and simplify them until they can be answered.
If this process repeats itself, as is customary, the research questions and answers
become increasingly trivial contributions to science and even more irrelevant to
practice.

But if scholars are equally exposed to the social systems of practice and sci-
ence, they are likely to be confronted with the real-life questions at the forefront
of knowledge creation—a setting that increases the chance of significant inven-
tion and research. As Louis Pasteur stated, “Chance favors the prepared mind.”
Research in this context is also more demanding because scholars do not have the
option of substituting more simple questions if they cannot solve the real-life
problems. But if research becomes more challenging when it is undertaken to an-
swer questions posed from outside science, it also acquires the potential to become
more significant and fruitful.

The history of science and technology demonstrates that many of the extra-
ordinary developments in the pure sciences have been initiated by problems or
questions posed from outside. Necessity is indeed the mother of important in-
ventions. Thus, a professional learning community, as proposed here, can be an
exceedingly productive and challenging environment for making significant ad-
vances to organizational disciplines and practices.
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Preface

Researchers from many disciplines are interested in conducting research in or-
ganizations. The context of organizations dominates most societies and serves to
mediate the majority of human activity. The complexity of organizations and the
people who create them and function in them are fodder for important questions
posed by researchers and practitioners.

PURPOSE OF THIS BOOK

The purpose of this book is to help beginning and expanding scholars learn
about research in organizations. It is a textbook to learn about the foundations
and methods of inquiry from multiple perspectives. There is no one-approach-
fits-all when it comes to research in organizations. This book embraces multiple
approaches to research and includes perspectives from distinguished scholars
who are grounded in a wide variety of disciplines—human resource develop-
ment, management, anthropology, psychology, organizational behavior, educa-
tion, leadership, history, and more.

The origin of this book is rooted in an earlier complementary book that we
edited, Human Resource Development Research Handbook: Linking Research and
Practice. The purpose of that book was to speak to both practitioners and schol-
ars about research, whereas this book strives to speak to scholars across multiple
disciplines.

We asked the authors to do two things in their chapters. First, we asked them
to provide a conceptual overview and introduction to each research method ap-
propriate for beginning researchers. The chapters are not designed to be a com-
plete guide to all the technical issues involved in using each method. Thus, the
second thing we asked each author to do was to provide references to the key
sources to which researchers should turn if they plan to use a particular method-
ology. As a result, this book provides a broad introduction to the full array of re-
search methods an organizational researcher needs and connections to critical
resources for the method(s) he or she plans to utilize.

xiii
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OVERVIEW OF THE CONTENTS

Research in Organizations: Foundations and Methods of Inquiry is organized into
four major parts. The two chapters in Part I, Research in Organizations, set the
stage for organizational research and the important process of the framing re-
search. The ten chapters in Part I, Quantitative Research Methods, provide an
orientation to quantitative research and specific methods. The five chapters in
Part 1T, Qualitative Research Methods, discuss qualitative research and specific
methods. The four chapters in Part IV, Mixed Methods Research, describe mixed
methods research and specific methods. The concluding two chapters in Part V,
Research Resources, highlight the use of contemporary information sources and
the management of research projects.
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The title of this book, Research in Organizations, was purposeful. It is not simply
about research on organizations. The context of the organization is fundamen-
tally interesting to most people. Without any obvious initiation, organizational
questions arise about leaders, purposes, strategies, processes, effectiveness, trends,
workers, customers, and more.

Organizations are human-made entities. There are for-profit and nonprofit
organizations, global and small locally held organizations, organizations having
multiple purposes, and organizations producing a mind-boggling range of goods
or services. As human-made entities, organizations engage all kinds of human be-
ings. No wonder organizations and the functioning of human beings in relation to
organizations are of such great interest to so many fields of applied endeavor.

Applied disciplines, by their very nature, require that theory and practice
come together (Dubin, 1978; Lynham, 2002; Van de Ven, 2002). When they do not
come together, there is angst. This angst of not knowing is a signal to both prac-
titioners and scholars that there is work to be done. Clearly, scholars from disci-
plines such as human resources, business, organizational behavior, education.
sociology, and economics see organizations as meaningful contexts for their inquiry.

DEFINITION OF RESEARCH

Research is often thought of in terms of a job or a task. Actually, research is a
process having a specific type of outcome. Research is an orderly investigative
process for the purpose of creating new knowledge. Furthermore, the simple dictionary
definition portrays research as “1. Scholarly or scientific investigation or inquiry; 2.
Close and careful study” (American Heritage College Dictionary, 2002, p. 1182).

Each of you reading this chapter has most likely done research and may even
do research on a regular basis in certain arenas of your work and personal lives.
You may not call it research. Even so, the psychological barriers to officially doing
research remain and are typified by (1) the pressures of time limitations and/or
(2) the concern over being criticized as to the significance, method, or conclu-
sions. They are part of the human side of the research process.

In balancing the two barriers, researchers talk about the importance of hu-
mility and skepticism as attributes of a scholar. Certainly the press of time and
the potential of criticism help keep the researcher humble. Internal skepticism
keeps the researcher motivated. Researchers are skeptics extraordinaire. When
somebody says, “I know everything will turn out well,” the researcher will retort,
“Not necessarily.” When somebody says, “I know everything will go badly,” the re-
searcher will similarly retort, “Not necessarily.” Unverified generalizations do not
satisfy the researcher. They are the beginnings of research, not the conclusions.

THE RESEARCH PROCESS

While the general research process typically starts with a problem and ends with
a conclusion, research is not just a problem-solving method. Problem solving is

4
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situational and is judged by the results, with or without a theoretical explanation.
If through trial and error you learn to kick the lawn mower engine that will not
start, and then it starts, the problem of getting the mower engine running is
solved without any theoretical understanding. Yet, there is a point when prob-
lem solving and the generation of new knowledge touch or overlap. Very thor-
ough and systematic problem solving that purposefully retains and reports data
can move into the realm of research. Many people involved with research in or-
ganizations talk about action research. For example, action research is not con-
sidered research by some scholars. They would classify action research as
a formalized method of problem solving relevant to a particular organization
or setting.

As scholars in applied disciplines, the theory—practice dilemma is of particu-
lar importance. Most scholars in applied disciplines recognize practice-to-theory
to be as true as theory-to-practice. Scholars are respectful of the fact that theory
often has to catch up to sound practice in that practitioners can be ahead of re-
searchers. Thoughtful practitioners often do things that work, and scholars learn
how to explain the successes at a later time. For applied research in functioning
organizations, the concept of the practitioner being a research partner is legiti-
mate and crucial to the maturity of related applied disciplines.

From my experience in the profession, it is clear that thoughtful and expert
practitioners do indeed apply research findings in their day-to-day work deci-
sions. Whether they are advancing theory and practice is another matter. It is crit-
ical to the profession that numerous thoughtful practitioners recognize that they
are in a perfect position to help advance the scholarship related to organizations
(Swanson & Holton, 1997).

RATIONALE FOR CONDUCTING RESEARCH
IN ORGANIZATIONS

Organizations are messy entities. Just studying people within organizations is
challenging. Studying the information flow in organizations is challenging as well
as studying power in organizations. Studying the external economic forces and
their impact on an organization adds another challenge. The list goes on.

Although scholars from many applied disciplines are drawn to the organiza-
tion as the ultimate context of their scholarly focus, it is not always easy to con-
duct research in organizations. Organizations are worth studying, yet it is
important to recognize that they are

m complex systems
® open systems

m dynamic systems
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These system realities are the source of many scholarly and practitioner ques-
tions and the need for research-based answers. Such inquiry is for the sake of
understanding of the organization itself, a phenomenon operating within a host
organization, or the behavior of the phenomenon in the context of the organiza-
tional and its external environment.

While scholars from many applied disciplines are drawn to the organization
as the ultimate context of their scholarly focus, it is not always easy to conduct re-
search in organizations. It is the very attractiveness and complexity of organiza-
tions that stimulate this book focused on the principles and methods of inquiry
for conducting research in organizations.

GENERAL STRATEGIES FOR CONDUCTING
RESEARCH IN ORGANIZATIONS

Specific disciplines and individual scholars tend to rely on favored research meth-
ods. This condition will not likely change, and if there is change, it will likely be
evolutionary. An important message of this book is that there are alternative in-
quiry methods that allow scholars to investigate a wider range of phenomena and
to ask a wider range of important questions that exceeds any single research
method.

This book is not intended to fuel epistemological discord among philoso-
phers of research. Our position is that to bombard beginning scholars with this
issue is counterproductive to the advancement of sound research in most applied
disciplines. Most professions are complex enough that they deserve scholarship
from all corners. Our role is to be rational and inclusive. Our simple overarching
paradigm for research in organizations is to classify research into

® quantitative methods of research
m qualitative methods of research

m mixed methods of research

Quantitative research relies on methods based on “cause and effect thinking, re-
duction to specific variables and hypotheses and questions, use of measurement
and observation, and the test of theories” (Creswell, 2003, p. 18). Qualitative re-
search relies on methods based on “multiple meanings of individual experiences,
meanings socially and historically constructed, and with the intent of developing
a theory or pattern” (Creswell, 2003, p. 18). Mixed methods research relies on
both quantitative and qualitative methods that are “consequence-oriented, prob-
lem-centered, and pluralistic” (Creswell, 2003, p. 18).

Readers wanting greater familiarity with these three approaches to research
at this time may want to jump ahead and read the introductory chapters in each
of these sections of the book (i.e., chapters 3, 13, and 18).
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THE THEORY-RESEARCH-DEVELOPMENT-
PRACTICE CYCLE

Theory, research, development, and practice together compose a vital cycle that
allows ideas to be progressively refined as they evolve from concepts to practices
and from practices to concepts. The theory-research-development-practice
cycle illustrates the systematic application of inquiry methods working to ad-
vance the knowledge used by both organizational researchers and practitioners
(see Swanson, 1997).

Although we find no historical evidence in the philosophy of science that an
a priori linkage among theory, research, development, and practice was ever es-
tablished, a relationship among these elements has emerged within and across
professional disciplines. The call to inform practice with theory, research, and de-
velopment has come relatively recently in such fields as human resource develop-
ment and management (Passmore, 1990; Torraco, 1994; Swanson, 1997; Van de
Ven, 2002; Wilson, 1998). Other fields of study, such as medicine, have had a
longer tradition of pursuing research, development, practice, and theory in ways
that are mutually beneficial to each element.

However, there are those who caution us in constructing the relationships
among research, development, practice, and theory. In offering the notion of a
scientific paradigm, Kuhn (1970) compelled philosophers and researchers to re-
think the assumptions underlying the scientific method and paved the way for
alternative, postpositivistic approaches to research in the behavioral sciences.
Ethnography and naturalistic inquiry allow theory to emerge from data derived
from practice and experience; theory does not necessarily precede research, as the-
ory can be generated through it. The model of theory, research, development,
and practice for applied disciplines embraces these cautions (see Figure 1.1).

The cyclical model brings theory, research, development, and practice to-
gether in the same forum for research in organizations. The union of these do-
mains is itself an important purpose of the model. Two other purposes also exist.
First, each of the four domains makes a necessary contribution to effective prac-
tices in organizations. There is no presumption about the importance to the pro-
fession of contributions from practice versus theory. The model demonstrates
the need for all domains to inform each other in order to enrich the profession as
a whole. Second, exchange among the domains is multidirectional. Any of the
domains can serve as an appropriate starting point for proceeding through the
cycle. Improvements in the profession can occur whether one begins with theory,
research, development, or practice. The multidirectional flow of the model is ex-
amined next.

The process of working through the theory-research-development-practice
cycle demonstrates how any of the four domains can be used as a starting point
for knowledge generation. As one starting point of the cycle, research is under-
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Figure 1.1 Theory-Research-Development-Practice Cycle
Source: R. A. Swanson (1997), “HRD Research: Don’t Go to Work without It,” in R. A. Swanson & E. F. Holton IIT
(Eds.), Human Resource Development Research Handbook (San Francisco: Berrett-Koehler), pp. 3-20.

taken to expand our professional knowledge base and frequently yields recom-
mendations for the development of new systems or the improvement of practice.
This link from research to practice is illustrated by influential research that has
yielded innovative models of job design, work motivation, performance analysis,
organizational change, and other products of research that have led directly to
improvements in the profession.

Research can also proceed along the cycle to produce theory. Theory building
is an important function of research that will be addressed in later chapters. Al-
though applied disciplines focused on organizations have benefited from a rich
foundation of theories, many have originated in related fields of study. Additional
theories are needed for greater understanding of a wide range of human and or-
ganizational phenomena. Thus, research serves a dual role in advancing organi-
zational knowledge. Research provides knowledge that can be directly applied to
the improvement of practice, and it is used to develop core theories.

Organizational development efforts offer a unique opportunity to enter the
cycle. The demands of practice and the need for fundamental change establish
the conditions for the creation of fundamentally new organizational models and
methods. An organization intervention is viewed as a subsystem within a larger
system. The subsystem and system influence one another to the point that inno-
vative and practical new developments often become bold starting points of ac-
tivity and inquiry.

lustrations of development efforts that have stimulated advances in the
profession (theory, research, and practice) have come from large-scale change ef-
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forts, military training challenges, global economy issues facing multinational
corporations, and the introduction of new information technologies. In this
realm of research, a rigorous development process that embraces the organiza-
tion’s quality requirements is as important, or more important, than the evalua-
tion of the effectiveness of the end product. For example, Sayre’s (1990) research
on the development and evaluation of a computer-based system for managing
the design and pilot testing of interactive videos necessarily invested much more
effort in development than in summative evaluation.

When starting with practice, there is no shortage of problems and challenges
facing functioning organizations. These challenges provide an inexhaustible
source of researchable problems. Proceeding from practice to research or practice
to development along the cycle traces the familiar path between the problems
that continuously arise in organizations and the research and development ef-
forts they stimulate. For example, research is often stimulated by the need for or-
ganizations to improve core processes and their effectiveness. New methods, new
process techniques, and alternative providers of services are just some of the re-
curring practice options. Other problems occur when new technical systems are
acquired before personnel have the expertise to use them. Research continues to
identify effective ways of developing the expertise to take advantage of emerging
technologies. Scores of other practical research projects are undertaken to ad-
dress pressing problems of practice.

Each of the domains of the theory-research-development-practice cycle
serves to advance research in organizations. Each can be a catalyst to inquiry and
a source of verification.

The cycle frequently starts with theory when it is used to guide and inform
the processes of research, development, or practice. The variables and relation-
ships to be considered are identified by reviewing the literature, which includes
relevant theory. For example, if we wish to examine the influence of recent
changes in work design on work motivation, we might start with existing theories
of work motivation and identify variables from these theories that are relevant to
our question. In the realm of work analysis, Torraco (1994) challenged this large
area of professional activity as being highly researched but essentially atheoreti-
cal given the contemporary conditions under which organizations may function.

In summary, the process of knowledge generation can begin at any point
along the theory-research-development-practice cycle, and flow along the cycle
is multidirectional. The researcher or practitioner can start at any point and
proceed in any direction. Thus, each of the cycle’s domains both informs and is
informed by each of the other domains.

This continuum provides a context for theory that helps explain why theory
has so many important roles. Whether one is an organizational researcher or
practitioner, theory serves several roles that can greatly enhance the effectiveness
of our work.
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CONCLUSION

As human-made entities, organizations engage all kinds of phenomena. No won-
der organizations and the functioning of human beings in relation to organiza-
tions are of such great interest to so many fields of applied endeavor. All forms of
research and all forms of researchers are needed to take on the challenge. The
purpose of this book is to provide the basic principles and methods needed to
take up this challenge.
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This chapter focuses on the task of identifying important research problems and
connecting them to appropriate research questions, paradigms, and methods.
This is viewed as the process of framing research in organizations (see Figure
2.1). To accomplish this, the chapter aims to move from valuing the idea that re-
search and the generation of new knowledge is important (chapter 1) to learning
about specific research approaches and methodologies (remainder of the book).
Although this transition sounds easy enough, it is indeed a thorny patch. Three
hurdles are standing in the way:

m Identifying important problems from the milieu of existing knowledge
® Understanding the philosophy of research

m Choosing the most appropriate research question and method

The process of framing research in organizations begins with an initial prob-
lem area and ends up with specific research-planning decisions. The three hur-
dles in this process serve as organizers for the remainder of the chapter.

IDENTIFYING IMPORTANT PROBLEMS

Almost everyone reading this book on research in organizations has an applied
orientation. Applied disciplines, and the organizational contexts that they pur-
port to focus on, are almost always messy—messy in the sense that research-
based theories and practices must ultimately be verified in practice. A problem
can be thought of as “a situation, matter, or person that presents perplexity or
difficulty” (American Heritage Dictionary, 2002, p. 1110). Problems generally lead
researchers to questions that search for solutions, meaning, or for both meaning
and solutions.

In chapter 1, the case was made for the synergy among research, develop-
ment, practice, and theory. Scholars focused on research in organizations are
clear about the prerequisite need to have studied or experienced organizations in
order to be able to identify important problems. Research provides two kinds of
knowledge: outcome knowledge, usually in the form of explanatory and predictive
knowledge, and process knowledge, in the form of understanding how something
works and what it means (Dubin, 1978; Lynham, 2002). To these ends, Van de
Ven (2002) carefully instructs those conducting research in organizations to
“ground the research problem and question in reality.” He goes on to prod the re-
searcher to observe the problem or issue by talking to people who know the
problem, giving examples from experience, presenting evidence for the problem’s
existence, and reviewing the literature on the problem (p. 20). This advice is con-
sistent with my methodology (Swanson, 1996) for analyzing knowledge tasks in
organizations, which involves conducting direct observation and interviews, re-
viewing the relevant literature on the phenomenon, as well as providing eight
knowledge synthesis methods for gaining understanding.

12



PROBLEM AREA
DECISION

CONTENT
CONSIDERATIONS

PROBLEM
DECISION

METHODOLOGICAL
CONSIDERATIONS

PLANNING
DECISIONS

Initial Problem Area

.................................

Mental Models

Literature and Experience

Process and Outcomes

Research Question

Research Paradigm

Research Method

Research Context

Research Plan
* Problem
e Question
* Paradigm
* Method

Figure 2.1 Process of Framing Research in Organizations

13



14 RESEARCH IN ORGANIZATIONS

Far too many research problems are grounded solely in the researcher’s su-
perficial interest or the researcher’s preferred research paradigm. These are im-
portant considerations, but they should not rule the problem selection decision.
It is highly unlikely that researchers will choose a problem they have no interest
in or follow a research paradigm or method they feel ill equipped to carry out.
Thus, it is not fruitful to spend inordinate amounts of time reflecting on one’s
full range of interest areas or the philosophical underpinnings of various research
paradigms.

Researchers searching for a research problem are better advised to gain addi-
tional knowledge and experience related to a problem area as the basis for select-
ing a problem to study. Once done, the specific research question, research
paradigm, and research method will follow. The following three strategies con-
tributing to identifying research problems are portrayed as content considera-
tions in Figure 2.1: (1) mental models of organizations, (2) literature and
experience, and (3) processes and outcomes.

Mental Models

We all have mental models of organizations and of phenomena related to organi-
zations. For some people, the models are conscious and well defined. For others,
they are subconscious and ill defined. Along the consciousness continuum, the
mental models can be either simple or complex. For example, Rummler and
Brache (1998) present a complex and well-defined model of organizations as a sys-
tem (Figure 2.2), and Morgan (1996) presents a simple and well-defined model of
organizations as matching one of the following metaphors:

Organizations as machines

Organizations as organisms

Organizations as brains

Organizations as cultures

Organizations as political systems

Organizations as psychic prisons

Organizations as instruments of domination

Making our own model of organizations explicit helps us identify research-
able problems. It also helps us understand our view of the organization, to
understand the limitations of our view, and to expand on our view(s). Figure 2.3
presents a worldview mental model focused on performance improvement that
organizational researchers could find useful in thinking about research problems.

This presentation is an open systems model that situates the organization as the

focal point. The overall features of the organization (mission and strategy, organiza-
tion structure, technology, and human resources) are presented. The systemic
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perspective of the organization itself (inputs, processes, outputs, and their con-
nections) are also portrayed. In addition, the external environment in which the
organization functions is specified (economic, political, and cultural forces). Also
portrayed in Figure 2.3 is one selected organizational subsystem (subprocess):
performance improvement and its interactions. Numerous other parallel
processes are working to achieve the goals of the organization that can be in-
serted in the model.

This model, and similar mental models of organizations, can help re-
searchers think about and locate research problems. One way a model like this
helps is in its ability to reveal the complexities surrounding the problem. Having an
organizational worldview mental model can also help in refining or redefining prob-
lems from the milieu of existing knowledge. In addition, an organizational mental
model can help to identify important and relevant problems more accurately.
One vivid example has been the long-suffering topic of improving learning
transfer in organizations. So much of this research has been tightly focused
through a mental model of the learner and the content to be learned. The larger
transfer problem was actually investigated years ago by organizational practitioners
who demonstrated the need to first focus on the system and its required outcomes
(Dooley, 1944). Yet, the psychology—learning worldview has focused on the inter-
nal processes of the learner. Recent work by Holton and Baldwin (2003) attempts
to modify that narrow transfer mental model by taking an organization view.

The criticism of having defined mental models is that they can become so
technical and rigid that they can blind the researcher to important problems. The
original premise was that we have these models at either the conscious or uncon-
scious levels. Thus, I argue that mental models should be conscious, with the cau-
tion that having mental models that are either too simplistic or too complex can
be limiting. I also contend that having a mental model of phenomena with no re-
lated personal experience with that phenomena can be very limiting.

Literature and Experience

The case was made earlier for the importance of collecting information from lit-
erature and experience (firsthand or observation) to help identifying important
research problems. Research in organizations by people who have no firsthand
work or observational experience comes off lacking credibility. The naive ques-
tions and simplistic “connection of the organizational dots” often reveals the lack
of direct experience.

In terms of literature, it is easy to see that much of the business research lit-
erature opens with examples from experience to gain credibility with the reader
before presenting the research and results. In contrast, the business practitioner
literature often claims results, with or without actual evidence beyond self-report
perceptions and a text of homilies.

Those wanting to conduct research in organizations should rigorously follow
both the literature and experience tracks as important steps in verifying an im-
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portant research problem area and in fine-tuning the focus of the research prob-
lem. And, these efforts, combined with mental models, will enhance the quality
of the research focus.

Processes and Outcomes

Those interested in conducting research in organizations need to be keenly aware
of the perspectives of processes and outcomes. People who feel responsibility for
organizations have a pragmatic view of outcomes. They ask big performance out-
come questions (Swanson, 1996):

m Will the organization perform better?
m Will the process perform better?
m Will the individuals perform better?

And, they ask questions about results from multiple perspectives (Swanson &
Holton, 1999):

m Has performance increased (system level and financial performance)?
m Have people learned (knowledge and expertise learning)?

m Are people satisfied (participant and stakeholder satisfaction)?

This does not mean that they do not ask questions about specific sub-
processes or the state of a narrow element in the organization. Scholars and or-
ganizational decision makers may value a specific factor (e.g., employee
satisfaction) and value gains in that factor (e.g., significant gains in employee sat-
isfaction), but at some point the question of costs and benefits to the organiza-
tion will arise. It is best to think about the direct and extended connections
between processes and outcomes when identifying a research problem. One ex-
ample here is when a researcher started with a need to improve leadership devel-
opment as the initial problem, which then led to a need to better define
leadership, and then finally the realization that the important problem was a
need to fill the void of research-based leadership theory having any direct con-
nection to performance (Lynham, 2002). The assumption that leadership was
connected to enduring results was missing from reports of practice and theory.

In summary, the three strategies for identifying research problems include
(1) mental models, (2) literature and experience, and (3) processes and out-
comes. These three strategies assist in leading the scholar to a defensible research
problem.

PHILOSOPHY OF RESEARCH

Sometimes it feels like too much has been written and said about the ideology and
philosophy of research by those who have done very little research. Passmore’s



18 RESEARCH IN ORGANIZATIONS

(1990) sage advice is to choose a paradigm, any paradigm. In the end, researchers
need to conduct rigorous research and let time test the ultimate integrity of the
inquiry. Ultimately, research rigor and impact, not philosophical debate as to
worthiness of various research paradigms, comprise the true grist of active schol-
ars (unless you are in the discipline of philosophy).

Even though I have taken the stance described here, it is important to under-
stand the philosophical discord that does exist among some scholars (Geddes,
2003; Ghoshal, 2005; Wilson, 1998a, 1998b). The position taken here is that un-
derstanding the rival philosophical views can allow for expansion, tolerance, and
inclusion in research thinking and methodology instead of rivalry and exclusiv-
ity. It is deemed shallow and immature to justify one’s research question and
methodology by discounting an alternative research paradigm. The arguments
supporting a chosen research question and methodology should stand on their
own two legs.

The rival philosophical views around research are focused on overarching
philosophical research paradigms. A paradigm, according to Kuhn (1970), is the
dominant understanding of a particular class of phenomena at a particular time.
This book is structured around the apolitical research paradigm of

® quantitative research,
m qualitative research, and
m mixed methods research.

Alternative Paradigms and Research Methods

Gephart (1999) has discussed succinctly the rivalry among research paradigms;
the essence of his essay is presented here. He discusses the alternative philosoph-
ical paradigm of positivistic, interpretative, and critical science research.

Recently there has been interest in the role of philosophical assumptions and
paradigms in conducting research. During the late 1900s, concerns about the
dominant positivistic research paradigm and the limits of quantitative data and
methods connected with positivism have been raised. Positivism assumes that an
objective world exists and that scientific methods can mirror and measure while
seeking to predict and explain causal relations among variables. Conversely, crit-
ics take the position that positivistic methods remove meaning from contexts in
the pursuit of quantifying phenomena (Guba & Lincoln, 1994, p. 106). The ex-
clusion of meanings and interpretations from quantitative data is seen as a fun-
damental shortcoming in that contrived quantitative methods are believed to
impose meanings and ultimately their interpretation. “And they require statisti-
cal samples that often do not represent specific intact groups and which do not
allow generalization to or understanding of individual cases. Finally, quantitative
and positivistic methods tend to exclude discovery from the domain of scientific
inquiry” (Gephart, 1999, 1).
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It is fair to say that positivism dominates research in organizations. Even so,
scholars regularly challenge this dominance from two alternative interpretive and
critical science approaches (Hatch, 1997). Both raise philosophical challenges for
positivism and offer alternative methodological approaches to research in organi-
zations. These philosophical perspectives are believed by advocates to address
issues that positivistic or quantitative researchers have tended to overlook.

Interpretive scholars have challenged the positivistic approach to uncover
truths and facts using quantitative methods. They contend that these methods
impose a view of the world rather than grasping and describing these world-
views. Critical scientists go further in saying that these imposed views implicitly
support forms of positivistic knowledge and advance capitalist organizations and
inequality.

This brief discussion summarizes the three philosophical views—positivism,
interpretivism, and critical science (postmodernism)—presented by some orga-
nizational researchers. Interpretivism and critical science are present in organiza-
tional scholarship, though they are still outliers compared to quantitative
research. The core features, such as assumptions and goals, for of each of the
three paradigms are summarized in Figure 2.4 (based on Gephart, 1999).

The abbreviated comparisons are intended to highlight different ways of
thinking and researching so that the various philosophical perspectives can be
understood and potentially combined for the advancement of new and impor-
tant understandings.

Positivism

Positivism assumes that the world is objective. Therefore, positivist researchers
generally seek out facts in terms of relationships among variables. They focus on
quantitative methods used to test and verify hypotheses. Logically, then there is
also a focus on falsification rather than verification given the complexity of orga-
nizational phenomena. The challenge is to assess all essential variables to verify
that a relationship is consistent in like conditions. Effort is made to establish the
generalizability of findings based on careful sampling.

Interpretivism
Interpretive research is concerned with meaning; it seeks to understand organiza-
tional members’ meaning of a situation (Schwandt, 1994, p. 118). Interpretive re-
searchers assume that knowledge and meaning are individual interpretations.
Thus, there is no objective knowledge apart from individual interpretations by
reasoning humans. Although there are numerous interpretivist perspectives, they
all are focused on subjective meanings as to how individuals or members appre-
hend, understand, and make sense of events and settings and how this sense
making produces features of the very settings to which sense making is responsive.
One form of interpretive research is social constructionism, which seeks to
understand the social construction dialectic, involving objective, intersubjective,
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and subjective knowledge (Berger & Luckmann, 1967; Knorr-Cetina, 1981;
Gephart, 1978). This philosophical view investigates how the objective features of
society (e.g., organizations, social classes, technology, and scientific facts) emerge
from, depend on, and are constituted by subjective meanings of individuals and
intersubjective processes such as discourses or discussions in groups (Gephart,
1993, 1999).

Critical Science

The third philosophical paradigm, critical science, is a combination of critical the-
ory and postmodernism. Critical theory was developed by the Frankfurt School
(Germany) and is based on the politics and philosophy from Marx, Kant, Hegel,
and Weber (Kincheloe & McLaren, 1994, p. 138). Critical theorists separate from
Marxism on numerous points, but they retain a focus on challenging capitalism
along with the domination, injustice, and subjugation that they believe capital-
ism produces.

Critical science can take various forms, including historical essays, field re-
search, and case studies (Boje, Gephart, & Thatchenkery, 1996). Philosophically,
critical postmodern research is consistent with Marxist, critical, and postmod-
ern concepts (e.g., commodification, alienation, and contradictions). Critical
science also seeks to provide historical understandings through the reexamina-
tion of important events to surface unacknowledged forms of exploitation and
domination.

Alternative Paradigms Conclusions

Positivism continues to dominate research in organizations and those specific
disciplines doing organizationally related research. However, challenges to the
limits of positivism and the rise of alternatives to positivism challenge the land-
scape of research (Ghoshal, 2005). Interpretive research offers ways to understand
members’ own meanings and theories of the world, a fundamental challenge for
any scholarly inquiry seeking to have practical relevance. Critical science chal-
lenges the value-neutral nature of positivism and interpretive research.

CHOOSING THE MOST APPROPRIATE QUESTION,
PARADIGM, AND METHOD

There are two intense focal points in the process getting to the point of specify-
ing the planning decisions (research question, paradigm, and method). These
points are the content considerations and the methodological considerations.

Content Considerations Revisited

Mental models, literature and observations, and processes and outcomes are the
content considerations leading to the identification of a research problem. While
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the content considerations (as presented earlier) serve in making the problem de-
cision, they are also helpful in dealing with the methodological considerations and
making the planning decisions (choosing the most appropriate question, para-
digm, and method).

The content considerations provide a lens for the researcher when entertain-
ing the research questions, paradigms, and methods considerations. In other
words, content consideration information moves forward and is added to the
methodological consideration information, and both ultimately help shape the
planning decisions.

Methodological Considerations

The process of framing research in organizations (see Figure 2.1) is the primary
focal point of this chapter. It is worth repeating that this process is different than
the processes commonly followed by many beginning scholars. They will often
follow inappropriate or inadequate processes such as the following:

Research Paradigm — Research Question — Research Plan
Research Method — Research Question — Research Plan
Research Question — Research Method — Research Plan

By engaging in all three of the content consideration strategies, the research
problem can be identified, and there then will be a focus on a limited range of ra-
tional research question, paradigm, method, and contextual options. (Note that the
research problem is missing from all three of the inadequate processes cited above.)

It is important to note that when it comes to methodological considerations,
phenomena that are not well understood will likely give rise to specific research
questions of meaning or contradictions. These questions would more naturally
move into qualitative methods. In contrast, well-understood phenomena will
likely give rise to specific research questions of action and verification. These
questions would more naturally move into quantitative methods.

It is important for the researcher not to have the specific research question,
paradigm, methodology, or context firmly established before identifying the re-
search problem. Not following this advice will find the researcher arguing about
the significance of the question (which should have been clearly established) and
the philosophy of research (usually deriding alternative research paradigms and
methods).

Research Questions

Once you have identified a research problem in the form of a knowledge void,
numerous valid research questions can be asked, not just one. This is a simple
and critical point often misunderstood. Research questions develop out of the re-
search problem previously framed by content considerations, including a deep
knowledge of the literature and experience with the phenomenon, and consider-
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ation of the mental models, processes, and outcomes operating within the initial
problem area (see Figure 2.1).

A common mistake is to focus on the formulation of research questions be-
fore gaining a deep understanding the phenomenon through experience and the
literature. The research questions develop and evolve from a deeper understand-
ing of the phenomenon through an iterative process of formulating a question
that drives one back to experience and the literature, which then brings one back
to refine the question, and so forth. This iterative process between developing re-
search questions and the other steps in framing research continues forward into
the planning decisions.

Research questions have an interactive relationship with the other method-
ological considerations—the research paradigm, the research method, and the re-
search context. Typical research methodology tells us that the research method
and context are derived from the research question. However, the method and
context also shape the question making the entire process more coherent. It is
critical first to identify the initial problem area, then to consider the content of
the problem area and decide on the frame of the research problem before refin-
ing research questions.

Developing research questions is an ongoing activity throughout the entire
process of framing the research. For example, Boeker (1992) identified a problem
of not knowing who controls the process of chief executive succession. Depend-
ing on how much is known about chief executive succession, the research ques-
tions could range from how succession is handled in a particular organization to
surveying the top 500 corporations in the United States to determine which of
the preestablished methods they use and why. Clearly, the research question
being entertained should first be judged as appropriate through the lens of the
content considerations that justified the research problem. The key is to deter-
mine whether there is anything illogical about the proposed research question
based on the substance of the content considerations.

Research Paradigms

The apolitical research paradigm of quantitative, qualitative, and mixed methods
research has been adopted for this book. Although ideological differences under-
gird many research paradigms, the intent here is to be aware of those differences
and to be intellectually agile enough to move across paradigms logically, not
ideologically.

An example of this logical agility would be Danielson’s (2004) work related
to organizational socialization. Her theory development research recognized that
there was extensive empirical research related to organizational socialization and
that it focused on the individual being socialized into a static organization. Her
research problem was that contemporary organizations keep changing and that
the present theory is of minimal use. She went on to pose the research question
“Can an alternative theory of organizational socialization be developed to facilitate
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continuous organizational renewal and agility?” (p. 357). Her research question
was justified by the content considerations and was aligned to her mixed methods
research paradigm of theory-building research.

Research Methods

The bulk of this text covers numerous research methods within the paradigms of
quantitative, qualitative, and mixed-methods research. Choosing a research
method requires logic and judgment.

For example, a researcher drawn toward qualitative research methods and,
more specifically, phenomenology needs to reach back logically to the research
problem decision and the tentative research question. Although the problem area
is of high interest to the researcher, if the researcher does not bring forward the
content considerations, he or she may naively choose a favored methodology (e.g.,
phenomenology) when a great deal is already known related to the research ques-
tion by the way of self-report and storytelling data. An extreme case could be the
availability of extensive quantitative research on the topic as to justify a meta-
analysis.

Research Context

The most pragmatic and powerful methodological consideration for doing re-
search in organizations has to do with the research context. The context of re-
search in organizations almost always offers opportunities and constraints.
Opportunities entice and constraints redirect efforts. Organizations collect data,
address questions and problems, experience processes and events within estab-
lished time frames, and have people and resources with particular characteristics
and varying accessibility.

For example, one time I was consulting with a VP of a Fortune 50 firm in the
realm of plant startups. He began to agonize about the fact that he believed that
spending money on training associated with organizational performance require-
ments had a great return on investment but that his organization had no research
or substantiated rules of thumb about such investments. The agonizing turned
into a funded experimental research study (Swanson & Sawzin, 1976). The oppor-
tunity caused me to reprioritize my research agenda (new problem), and the con-
straints caused the firm to accept an off-site experimental research study with
high-fidelity organizational simulation so as to honor the ability to answer the
causal research questions they wanted answered.

In the end, there must be harmony or logical trade-offs among the chosen
research question, research paradigm, research method, and research context.
These considerations are not linear, and tentative decisions in one realm will in-
fluence the other three realms. For example, the pragmatic impact of using a
survey method with a particular population and sample may modify the re-
search questions as it becomes apparent that particular data will or will not be
available.
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CONCLUSION

The process of framing research in organizations (Figure 2.1) focuses on the task
of identifying important research problems and connecting them to appropriate
research questions, paradigms, and methods. In order to do this work well,
researchers need to be knowledgeable of a variety of specific research methods
within research paradigms. The next 19 chapters of this book cover specific
research methods that are categorized into the three sections: “Quantitative
Research Methods,” “Qualitative Research Methods,” and “Mixed Methods
Research.”

REFERENCES

The American Heritage collegiate dictionary. (2002). 4th ed. Boston: Houghton Mifflin.

Berger, P, & Luckmann, T. J. (1966). The social construction of reality. New York: Doubleday.

Boeker, W. (1992). Power and managerial dismal: Scapegoating at the top. Administrative
Science Quarterly, 37,400—421.

Boje, D., Gephart, R., & Thatchenkery, T. (1996). Postmodern management and organiza-
tion theory. Newbury Park, CA: Sage.

Danielson, M. M. (2004). A theory of continuous socialization for organizational renewal.
Human Resource Development Review, 3(4) 354—384.

Dooley, C. R. (1944). The training within industry report, 1910—1945. Washington, DC:
War Manpower Commission Bureau of Training, Training within Industry Service.

Dubin, R. (1978). Theory building (rev. ed). New York: Free Press.

Geddes, B. (2003). Paradigms and sand castles: Theory building research design in compara-
tive politics. Ann Arbor: University of Michigan Press.

Gephart, R. P. (1978). Status degradation and organizational succession: An ethno-
methodological approach. Administrative Science Quarterly, 23(4), 553—-581.

Gephart, R. P. (1993). The textual approach: Risk and blame in disaster sensemaking.
Academy of Management Journal, 36(6), 1465-1514.

Gephart, R. P. (1999). Paradigms and research methods. Academy of Management Research
Methods Forum, 4, 1-12.

Ghoshal, S. (2005). Bad management theories are destroying good management practices.
Academy of Management Learning ¢& Education, 4(1), 75-91.

Guba, E. G., & Lincoln, Y. S. (1994). Competing paradigms in qualitative research. In
N. K. Denzin &Y. S. Lincoln (Eds.), Handbook of qualitative research (pp. 105-117).
Newbury Park, CA: Sage.

Hatch, M. J. (1997). Organization theory: Modern symbolic and postmodern perspectives.
Oxford: Oxford University Press.

Holton, E. E, & Baldwin, T. T. (Eds.). (2003). Improving learning transfer in organizations.
San Francisco: Jossey-Bass.

Kincheloe, J. L., & McLaren, P. L. (1994). Rethinking critical theory and qualitative re-
search. In N. K. Denzin &Y. S. Lincoln (Eds.), Handbook of qualitative research (pp.
138-157). Newbury Park, CA: Sage.



26 RESEARCH IN ORGANIZATIONS

Knorr-Cetina, K. D. (1981). The manufacture of knowledge: An essay on the constructivist
and contextual nature of science. Oxford: Pergamon.

Kuhn, T. (1970). The structure of scientific revolutions (2nd ed.). Chicago: University of
Chicago Press.

Lynham, S. A. (2002). The general method of theory building research in applied disci-
plines. Advances in Developing Human Resources, 5(4), 221-241.

Morgan, G. (1996). Images of organizations (2nd ed.). Thousand Oaks, CA: Sage.

Passmore, D. L. (1990). Pick a paradigm, any paradigm. Human Resource Development
Quarterly, 1(1), 25-27.

Rummler, G., & Brache, A. P. (1995). Improving performance: Managing the white space in
organizations. San Francisco: Jossey-Bass.

Schwandt, T. A. (1994). Constructivist, interpretivist approaches to human inquiry. In
N. K. Denzin & Y. S. Lincoln (Eds.), Handbook of qualitative research (pp. 118—137).
Newbury Park, CA: Sage.

Swanson, R. A. (1996). Analysis for improving performance: Tools for diagnosing organiza-
tions and documenting workplace expertise. San Francisco: Berrett-Koehler.

Swanson, R. A. (1997). HRD research: Don’t go to work without it. In R. A. Swanson &
E. F. Holton III (Eds.), Human resource development research handbook: Linking re-
search and practice (pp. 3-20). San Francisco: Berrett-Koehler.

Swanson, R. A., & Holton, E. E, II1. (1999). Results: How to assess performance, learning,
and satisfaction in organizations. San Francisco: Berrett-Koehler.

Swanson, R. A,, & Sawzin, S. A. (1975). Industrial training research project. Bowling Green,
OH: Bowling Green State University.

Wilson, E. O. (1998a). Back from chaos. Atlantic Monthly, 281(3), 41.

Wilson, E. O. (1998b). Consilience: The unity of knowledge. New York: Knopf.

Van de Ven, A. H. (2002). Professional science. Thousand Oaks, CA: Sage.



—
=

P A R T T W O Eginul

Quantitative Research Methods

CHAPTER
3.

© 0o N o g

10.
. Factor Analysis Methods
12.

The Basics of Quantitative Research

Sampling Strategies and Power Analysis
Effects Sizes versus Statistical Significance
Experimental and Quasi-experimental Designs
Survey Research in Organizations
Multivariate Research Methods

Structural Equation Modeling Methods

Scale Development Principles and Practices

Meta-analysis Methods

27



This page intentionally left blank



=

CHAPTTETR 3 =/

The Basics of Quantitative Research

Elwood F. Holton W, Louisiana State University
Michael F. Burnett, Louisiana State University

CHAPTER OUTLINE
Why Use Quantitative Research?
Quality Considerations
Overview of Quantitative Research Process
Conclusion
References
For Further Reading

29



Quantitative methods and the scientific method are the foundation of modern
science. This approach to research usually starts with a specific theory, either
proposed or previously developed, which leads to specific hypotheses that are
then measured quantitatively and rigorously analyzed and evaluated according
to established research procedures. This approach has a rich tradition and has
contributed a substantial portion of the knowledge in human resource develop-
ment (HRD).

This chapter attempts to demystify the quantitative research process and
tools that HRD researchers use. It is not a statistics chapter, though we will dis-
cuss statistical tools. The purpose of this chapter is to give you a basic overview of
quantitative research so you can do two things: (1) read research reports more eas-
ily and (2) understand choices made by researchers. It is not complete in describ-
ing every statistical tool or in explaining all the nuances of the various methods.
The chapters that follow in this section will explain each of the concepts in more
detail. Rather, this chapter should provide a frame of reference to feel comfort-
able in the world of quantitative research.

WHY USE QUANTITATIVE RESEARCH?

HRD researchers use both quantitative and qualitative methods (see Part III,
“Qualitative Research Methods”). This book’s basic premise is that both research
methods are valuable; in fact, they are often quite powerful when used together.
Researchers collect data for two basic reasons: to better understand phenomena
in a specific group being studied, and to make inferences about broader groups
beyond those being studied. We’ll say more about these two concepts later. Quan-
titative techniques are particularly strong at studying large groups of people and
making generalizations from the sample being studied to broader groups beyond
that sample. Qualitative methods are particularly strong at attaining deep and de-
tailed understandings about a specific group or sample, but at the expense of
generalizability. Each approach has unique strengths and weaknesses; each is
valuable depending on the purpose of the research.

QUALITY CONSIDERATIONS

The area of greatest misunderstanding between researchers and practitioners
about quantitative methods probably lies in issues of quality. It is quite common
for researchers to want to use procedures that seem like excessive work to practi-
tioners. Researchers and their methods then may be labeled as “unrealistic” or as
working in an “ivory tower.” As discussed earlier in the book, research has a dif-
ferent purpose than practice. Whereas “seat of the pants” methods might be quite
acceptable for certain organizational decisions, research has a higher quality stan-
dard that is quite necessary.

30
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How Much Quality Is Needed?

Most research is not conducted solely for the purpose of understanding a single
event occurring for a single group of people. Research is almost always used to
draw some conclusions beyond the group being studied. For example, if evalua-
tion research is conducted on the first two training programs offered in a new
supervisory training program, it will likely be used to make decisions about how
well it will work for other groups of supervisors who will complete the program.
Researchers call this generalization. Depending on the level of generalization, the
research procedures may need to be quite complex or quite simple. If all we care
about is understanding the results for these two groups of supervisors—and
nothing more—the procedures will be much simpler than if we want to know
whether the results will likely be the same for any group of supervisors from any
of the organization’s facilities in the United States. The procedures will be even
more complex if we want to know whether it will work at any of the company’s
facilities in the world. They will grow even more complex if the organization con-
ducting the research is a consulting firm that wants to know whether the pro-
gram will work not only anywhere in the world but with any type of company.

The other parameter that affects the complexity of the procedures is the de-
gree of certainty required from the research. If the stakes are very high (e.g., a
huge amount of money is being invested in the intervention, lives depend on the
outcomes, etc.), then the researcher needs to have a very high degree of certainty
that there is no error in the research results. This will require very strict and com-
plex research procedures. On the other hand, if the stakes are much lower, then a
lower degree of certainty may be acceptable.

Researchers are concerned about breadth of generalization and the degree of
certainty they have in the findings because the implications of the research can-
not exceed the scope of what was studied and how it was studied. However, prac-
titioners under pressure to make quick business decisions often want only
narrow generalization and will accept lower degrees of certainty. This usually
presents a challenge when researchers and practitioners create partnerships be-
cause their goals may differ. What is most important in partnerships is that both
parties negotiate and agree to the goal of the research. If the goal is simply to pro-
vide one organization with data it needs to make appropriate decisions, then the
organization should make that clear; and the researchers, if they choose to accept
the project, must design the research procedures accordingly. However, if the or-
ganization also wants to contribute to the growth of the HRD profession through
research, then they should be prepared to accept more complex research proce-
dures than necessary for their own short-term needs.

OVERVIEW OF QUANTITATIVE RESEARCH PROCESS

The quantitative research process can be viewed as a five-step process as outlined
here and detailed in the follow-up sections:
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1. Determining basic questions to be answered by study
2. Determining participants in the study (population and sample)

3. Selecting the methods needed to answer questions
a. Variables
b. Measures of the variables
c. Overall design

4. Selecting analysis tools

5. Understanding and interpreting the results

Step 1: Determining Basic Questions
to Be Answered by Study

Formulating the research question is perhaps the most important step in any re-
search effort (see chapter 2). Without a clear understanding of the outcomes ex-
pected from the study and the questions to be answered, there is a high likelihood
of error.

Quantitative research is generally experimental, quasi-experimental, correla-
tional, or descriptive. In experimental research, researchers deliberately set out to
create specific conditions to test a theory or proposition. Specific hypotheses are
created from theory that are then tested by the experiment. For example, you
might randomly select and assign trainees to two different types of training
methods to see whether it affects their performance because you believe training
method will affect the outcomes. In experimental research, the researcher has
control over many of the factors that influence the phenomenon of interest to
isolate relationship between conditions or behaviors we can change and the out-
comes they seek.

Nonexperimental research, on the other hand, uses existing situations in the
field to study phenomena. It is used when it is impractical to conduct a true ex-
periment or to study more variables than can be controlled in an experiment, or
when there is a need for descriptive quantitative data. However, the researcher
does not take control of variables as in experimental research. For example,
through quasi-experimental research, you could also test the proposition that
training method affects performance, but you would be using existing training
classes and methods, rather than deliberately creating the training and training
situation. Quasi-experimental research to test theory is a very common type of
quantitative research in HRD because of the difficulties in creating true experi-
ments in organizational settings.

The other forms of nonexperimental research can be thought of as causal-
comparative, correlational, and descriptive (survey) research (Ary, Jacobs, &
Razavieh, 1996). Causal-comparative research is similar to an experiment except
that the researcher does not manipulate the variable(s) being studied. Re-
searchers attempt to find subjects who differ on some variable of interest and
then attempt to discover other variables that explain the difference in order to
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infer causality. Correlational research seeks to determine relationships among two
or more variables without necessarily inferring causality. Both causal-comparative
and correlational research generally begin with hypotheses generated from
theory. Descriptive research uses surveys to gather information about people,
groups, organizations, and so forth. Its purpose is simply to describe characteris-
tics of the domain.

An overlooked role for quantitative methods is their role in discovering the-
ory (McCall & Bobko, 1990). Quantitative research can also be exploratory—that
is, used to discover relationships, interpretations, and characteristics of subjects
that suggest new theory and define new problems. When used for this purpose,
research questions are used instead of specific hypotheses. Thus, a “loose-tight”
approach to the application of quantitative methods is advocated, depending on
the overriding goal of the research. If the purpose is to test theory for broad gen-
eralization to many audiences, then rigorous application of quantitative method-
ology is needed. If the purpose is to discover theoretical propositions or define
problems in need of theory, then looser application of these techniques is per-
fectly acceptable. It is in the later arena that quantitative and qualitative tech-
niques are most similar.

Step 2: Determining Participants in the Study

One of the real advantages of quantitative methods is their ability to use smaller
groups of people to make inferences about larger groups that would be prohibi-
tively expensive to study. For example, can you imagine the cost of establishing
the effectiveness of a particular supervisory development tool if researchers had
to study every supervisor in the company throughout the country!

The research term for all the supervisors in this example is the population. In
any study there is usually a population—the larger group to which the results
from the research being conducted are believed to be applicable. It is very impor-
tant to define the degree to which the results will need to be generalized beyond
the study because that is one of the factors that determines the rigor of the study.
Statistical tools let us use smaller groups, called samples, in our studies. However,
in order to make generalizations from the study, researchers prefer to choose that
sample randomly. By doing so, they can have much greater confidence that their
findings are not due to some special characteristic of the sample but, rather, are
truly representative of the whole population.

Obtaining random samples is often a difficult issue in HRD research because
much research is conducted inside organizations. Sometimes organizational con-
ditions, such as production schedules or the requirement to work with intact
groups simply won’t accommodate it. Other times ethical issues preclude it, such
as giving one group of employees tools that enable them to perform better than
their peers. Sometimes the nature of the intervention itself precludes it, such as
when developing teams. Other times economics limit it because it simply is not
good business. Despite these limitations, HRD researchers need sites willing to
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accommodate strict sampling procedures to advance the field. Chapter 4 will dis-
cuss sampling strategies in more detail.

Step 3: Selecting the Methods
Needed to Answer Questions

Once the researcher has identified the research questions and the participants in
the study, the specific methods to be used in the study can be determined. These
include identifying the variables, measures, and research design.

Variables

Variables are the phenomena that varies depending on the conditions affecting it.
Researchers talk about two types of variables: dependent and independent. A de-
pendent variable is the variable that is the object of the study or the studied out-
come. Examples might include learning, job performance, or company market
share. An independent variable is a measure that is believed to be related in some
way to the dependent variable. For example, supervisor support for training (in-
dependent variable) is widely believed to influence the use of training on the job
(dependent variable). A further extension here would be that the use of training
(independent variable) is widely believed to influence the quantity and quality of
work (dependent variable).

Measures

Both independent and dependent variables can be measured by categorical, con-
tinuous, or ordinal data. Categorical, or nominal, data come from measures that
have no inherent numeric value to them; they are simply categories such as gen-
der, department, teaching method used, and so forth. Although researchers may
assign a coding number to these categories for ease of computer analysis (e.g., fe-
male = 1; male = 2), the number has no real meaning. The codes could have just
as easily been “A” or “B.”

Continuous, or interval, data, on the other hand, are data that have an intrin-
sic numeric value. Examples might include a person’s salary, output in units,
scrap or rework rates, performance rating, test score, or rating in a simulation ex-
ercise. Ordinal, or rank order, data are less descriptive than interval data. For ex-
ample, five people could be rank ordered in height as 1, 2, and 3. While this
approach lets you know that 1 is taller than 2—one rank order position apart—
stating that the tallest person is 76 inches tall, the second tallest is 66 inches, and
the third tallest is 65 inches is much more descriptive of the true heights and dif-
ferences. It is important never to collect ordinal data when interval data can be
just as easily obtained. One common example of HRD research data is that ob-
tained from survey data asking for responses on a Likert scale (1-4; 1-5; 1-9).
Statistically these data can be handled as continuous data.

The result is that measures can be viewed in a 3 X 2 matrix. As shown
in Figure 3.1, independent variable data may be categorical, continuous (inter-
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Independent Variable Dependent Variable

Categorical

Continuous
(Interval)

Ordinal

Figure 3.1 Types of Variables

val), or ordinal. Similarly, dependent variable data may be either categorical or
continuous.

Constructing Measurement Tools. So far we have been talking about “mea-
sures” as if they were easy to come by. In fact, a large part of conducting good re-
search is obtaining or building good measures of the variables in a research study.
The quality of the research results is as much dependent on good measures as any
thing else researchers do. The best analysis in the world can’t make up for poorly
constructed measures.

Four basic types of measures are used in HRD studies:

m Observational measures—measures recorded by a person observing some-
thing. Performance ratings, 360° feedback, and checklists are examples.

m Self-report measures—a person in the study’s own report. Examples in-
clude a trainee’s report of use of training on the job or knowledge gained.

m Objective measures—measures taken by instruments or highly accurate
measuring devices. Examples might include cost data, quality measures
from equipment, or knowledge tests.

m Estimates—estimates of measures, usually by subject matter experts

To evaluate any of these, researchers must be clear on two concepts: validity
and reliability. Measures are said to be valid if they measure what they are sup-
posed to measure. Thus, self-report measures of performance on the job tend to
not be very valid because people tend to overrate themselves. A reliable measure
is one that yields consistent results. A measure can be very reliable (consistent)
but not valid (measure inaccurately or the wrong thing). For example, self-ratings
are very often reliable but not valid.

These concepts are significant ones for practitioners. For one thing, you will
see both of them discussed at length in most research articles. And, before you
accept research findings, you want to be sure valid and reliable measures are used.
If you are conducting or sponsoring research in your organization, you want to
be sure that you have valid and reliable measures so the conclusions you report to
your boss are the correct ones. Finally, if you create research partnerships, you
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may spend considerable time discussing these concepts and need resources de-
voted to developing valid and reliable measures.

There are three common types of validity. Content validity, the minimum re-
quirement for acceptable research, means that the content of your measure
matches the content of what you are trying to measure. For example, a perfor-
mance rating instrument is content-valid if the items on the instrument match
what is really required to do the job. This is usually established by subject matter
experts and is done logically, not statistically.

Criterion validity asks whether the measure really predicts the dependent
variable it is supposed to predict. Thus, we would expect our performance rating
instrument to be able to predict, or distinguish, high performers from low per-
formers. If we find that successful people in an organization have widely varying
scores on the performance rating instrument, then it would not have good crite-
rion validity. An instrument could have good content validity (appear to have the
right content) but not good criterion validity, probably because important things
were left off the instrument.

The third type of validity is construct validity. A construct is something that
cannot be directly observed or measured. Job commitment or motivation is an
example. We can measure behaviors that are believed to represent commitment
or motivation, but we cannot directly measure them like we can scrap or sales.
Because indirect measures must be used, researchers have to establish that what
they actually measure is really the construct they believe they are measuring. This
is usually done by comparing the measure to similar or related measures.

Building Valid Scales. Some measures are obtained from single objective and
numerical data. For example, the number of sales made in a day, scrap rate, or
age are all single numbers that are relatively easy to obtain. Other variables need to
be measured more indirectly. Examples might include a supervisor performance
rating, personality type, job commitment, or motivation. In these cases, re-
searchers develop scales that consist of multiple questions that are mathemati-
cally grouped together to measure a variable. Chapter 10 discusses scale
development in detail.

The development and testing of valid measurement scales is a special type of
research. Researchers use a tool called factor analysis to build valid measurement
scales. In this approach, researchers generate items for instruments, usually with
the help of subject matter experts. A group of people then respond to the instru-
ment, and factor analysis is used to look at the relationship between the items. By
looking at the results, researchers can tell which items seem to be measuring the
same thing so they can then be grouped into scales for further analysis. Chapter
11 will discuss factor analysis methods.

Research Designs
The design of an experimental or quasi-experimental research study refers to the
way in which the data will be collected. There are really three basic design deci-
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sions to be made, though they are often combined into many different variations.
These three design tools are pretests, control groups, and time series. Each of
them enables researchers to answer additional questions from the data.

Question 1: Is what we are observing now a change? Suppose we have mea-
sured individual performance after learning and find that it is at acceptable levels.
Was the money invested in learning worthwhile? It could have been completely
wasted because performance was just fine before the learning! The only way to be
sure is to use a pretest. A pretest does not necessarily mean a traditional classroom
test; it simply means taking a measure of whatever we are interested in before our
intervention. These are sometimes referred to as baseline measures.

Question 2: Is a change due to our intervention? Continuing this example, let’s
suppose that we include a pretest and find that yes, performance did go up, and
our statistics tell us that it was a significant change. Can we now say that our
learning intervention worked? No, not yet. It could have been that everyone got a
raise or a new supervisor at the same time as the intervention. If we want to con-
trol for the possibility that something else caused what we observe, we have to use
a control group. A control group is nothing more than a group who is as close as
possible to being the same as the people we are studying, but who do not get the
learning intervention. The idea is that anything else that might affect our study
group will affect the control group similarly. We won’t know what it is, but we
will know that the difference between the control group and our study group
should be just the learning. Of course, it is often hard work to get a control group
that is the “same” as our study group. Sometime we have a control group that is
almost the same (trainees who come on Wednesday vs. those coming in 2 weeks)
or similar but not identical (two plant sites). In HRD research, it is often hard to
get a true control group, so researchers spend a great deal of time measuring and
establishing the degree to which two groups are similar.

Question 3: Are the changes consistent over time? If your work performance is
measured today, will it be the same as tomorrow, or 1 month from now, given the
same task? Probably not. Often researchers are not satisfied with just one mea-
sure before or after the learning. Measures taken at a single point in time tend to
be somewhat suspect. When measuring performance, for example, a person
could be ill or simply have a bad day. If we took a measure once a week and aver-
aged them, it might be more valid. Or, it might be easy to implement the same
new process when we measure performance one month after learning it. How-
ever, will the employee continue to do it 3 months or 6 months after the learning?
These are all applications for time series or repeated measures.

Creating the Design. Researchers combine these three basic building blocks to
create many different designs for research, depending on the purpose of the re-
search (see chapter 6 for further discussion of research designs). The combina-
tions are many: control group with pretest, single-group pretest with time series,
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and so on. By knowing these three basic components, you can understand just
about any design.

Step 4: Selecting Analysis Tools

Many statistical analysis tools are available. This section will orient you to the
most common ones that you will encounter when reading research or working
with researchers.

Beginning researchers often equate certain analytical tools with the different
types of research studies. Although there is some relationship, data analysis tools
can be used for different purposes and in different types of studies. For example,
analysis of variance might be used in an experimental or nonexperimental study.
Insights into the decisions researchers make about quantitative analysis tools can
be gained by understanding two things: what the basic questions being asked by
the researcher are and whether the data from the measures being used are contin-
uous (interval), ordinal, or categorical.

It is convenient to think of quantitative tools as being used to answer one of
five core questions:

Description: What are the characteristics of some group or groups of people?

Comparison of groups: Are two or more groups the same or different on some
characteristic?

Association: Are two variables related and, if so, what is the strength of their
relationship?

Prediction: Can measures be used to predict something in the future?

Explanation: Given some outcome or phenomenon, why does it occur?

Purpose: To Describe

At least part of most studies is simply to describe certain aspects of a group of
people. If it is the entire purpose, the study is called a descriptive study (see chap-
ter 7 on survey research methods). Consider, for example, a researcher who con-
ducts a mail survey to investigate training needs of HRD professionals in a
particular area. The survey might include certain demographics such as age, gen-
der, and type of company. These data are categorical data. They would be ana-
lyzed using frequencies, which are simply percentages. Along with these data, the
researcher might list six different training needs and ask people responding to in-
dicate on a scale from 1 to 5 how badly they need each training program. These
responses are continuous data, so the researcher would first report simple means
or averages to describe the average level of need. These two tools are the basic
measures used to describe a group of people.

Suppose that the mean response to the need for training in instructional de-
sign is “3.3.” We know that the average level of need is a little above the midpoint,
but it raises another question: Was everyone about at that level, or did some peo-
ple answer with a 5 and others 1? Researchers look at another measure called a
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standard deviation to answer this question. A standard deviation tells you how
widely the responses vary around the mean. In this case, a standard deviation of
.2 would indicate that everyone responded pretty close to 3.3, whereas a standard
deviation of .8 would indicate that answers varied much more widely. It turns
out that, on average, about 66% of the responses will be within £1 standard de-
viation of a mean, and 95% will be within +2 standard deviations.

Purpose: To Compare

Once people see the means, they inevitably want to compare them between
groups. For example, we might want to compare the mean responses of males
and females to the earlier question. If males had an average response of 3.2 and
females 3.25, we might be satisfied to “eyeball it” and say there is no real differ-
ence. Similarly, if males responded 3.2 and females 4.2, we would be fairly confi-
dent there is a real difference. But suppose males had an average response of 3.2
and females an average response of 3.5. Is that difference a real difference or close
enough to say they are about the same? Researchers use a statistical tool called a
t-test to compare means between two groups. This is simply a tool to indicate
whether the difference is likely to be a “real” difference.

Now, suppose that instead of comparing the means between males and fe-
males we want to compare the means between three groups such as those in three
different departments. For example, suppose that Department A’s mean response
is 3.2, Department B’s is 3.5, and Department C’s is 3.7.

A t-test will not work because it only works with two groups, so instead re-
searchers use a technique called analysis of variance, or more commonly ANOVA.
This technique tells you the same thing as a ¢-test, but with more than two
groups. If the result is “significant” (a statistical concept explained later), the re-
searcher knows that there is a difference among the three scores.

In this case, the dependent variable is the mean response that is continuous.
The independent variable is the department because we are asking whether de-
partment predicts the mean response. It is a categorical variable. Analysis of vari-
ance always has categorical independent and continuous dependent variables. If
the independent variable is continuous, you have to use regression, which is ex-
plained later. Analysis of variance is a very commonly used technique in HRD.
Comparisons among different teaching methods, departments, or types of inter-
ventions would all require ANOVA as an analysis tool.

You will see other variations of ANOVA. One is called factorial ANOVA,
which simply means that instead of one category as an independent variable,
there are two or more. This is quite common because usually at least two cate-
gorical variables are involved as independent variables in a study. For example,
when comparing three different training methods, we might also include job
level as another independent variable because it could affect trainees’ response to
the teaching method. Analysis of covariance, or ANCOVA, is a close cousin that al-
lows for one of the independent variables to be continuous. For example, we
might use ANCOVA if we were comparing three departments using two different
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teaching methods in each one and wanted to include age (a continuous variable)
in the study. Multiple analysis of variance (MANOVA) is used if there are more
than one dependent variable (see chapter 8 for further discussion of MANOVA).
All help us answer the same question: Are there differences among groups or
categories?

Purpose: To Associate

Suppose now that instead of looking at different groups, we are more interested
in the association between measures. For example, suppose that you want to
know whether salary level is associated with test scores. Note the question is not
whether one causes the other but whether there is some association between
them. The tool researchers use to investigate association between two measures is
correlation. A correlation will always range from —1.0 to +1.0 and tells us two
things: the direction of the association and the strength of the association. The
sign of the correlation tells us whether it is a positive association (e.g., when one
variable goes up, the other one does, too) or negative (when one goes up, the
other one goes down). The strength of the association is indicated by the actual
number and how close it is to £1.0, which is a perfect correlation. Suppose the
correlation between salary and test scores is —.50. This tells you that people with
higher salaries tend to score lower on the tests (a negative relationship) and that
this association is moderately strong (.5 is halfway between 0 and 1.0). The
graphs in Figures 3.2 and 3.3 show examples of a high positive correlation (Fig-
ure 3.2) and a low negative correlation (Figure 3.3).

Correlations do not tell us anything about causation, which is a mistake fre-
quently made when interpreting them. In our example, does the —.50 correlation
mean that making more money makes you less smart so you do worse on tests?
Or, conversely, that doing well on tests causes you to make less money? No to
both. Some other variable (time available to study, relevance of the material to

° L] "’—
oo o _o"
o o PR
° .- °
o o ——,— .o .' o . o o
-7 «®* | mmemeeall '__: o o o
e oot TV
e o o o o© ® e,
High Positive Correlation Low Negative Correlation

Figure 3.2 High Positive Correlation Figure 3.3 Low Negative Correlation



The Basics of Quantitative Research 41

their job, etc.) probably explains the relationship. Correlation only tells us that a
relationship exists, not whether it is a causal relationship.

The correlation just described can only be used with two continuous vari-
ables. Other correlations can be used with categorical variables, though they are
less common in HRD research. Some you might see include Spearman’s rho, the
phi coefficient, and the point-biserial correlation. They do the same thing as the
Pearson correlation (described earlier—i.e., determine the correlation of the re-
lationship between two variables) but with different types of categorical data.

Purpose: To Predict

The logical extension of correlation is to try to predict some dependent variable,
such as performance or learning. Instead of examining simple correlations be-
tween two variables, the next step researchers take is to combine multiple inde-
pendent variables together to examine their joint association with the dependent
variable. The analysis tool they use is regression or, more specifically, multiple re-
gression when there is more than one independent variable. It turns out that the
output from this analysis is an equation that can be used to predict the outcome
given a new set of values for the independent variables. For example, we might
investigate whether a combination of measures of job commitment, supervisor
support for training, and salary level could be used to predict test scores, and, if
it does, how strong that relationship is. This is an example of multiple regression
analysis. Chapter 8 discusses multivariate research methods, including multiple
regression, in more detail.

Regression analysis is typically used when most of the independent variables
are continuous variables, although techniques exist (called dummy coding) that
allow some categorical variables to be included. Actually, correlation, ANOVA,
and regression are essentially the same mathematical process, but ANOVA works
best when most of the independent variables are categorical, whereas correlation
and regression works best when most of them are continuous.

A note of caution: Prediction still does not imply a causal relationship. That
is, we might have measures that successfully predict a dependent variable but do
not cause it. A simple example illustrates this. We can probably predict salary
level by measuring square footage of people’s houses, the neighborhood they live
in, and the price of the cars they own, but these factors do not cause the salary.
They are merely associated with it and will probably mathematically predict it.

Purpose: To Explain

The highest level of research is explanation, or establishing causality. This is very
demanding and often costly research. Research for the purpose of explanation
seeks to understand why some phenomenon occurs. If we want to intervene and
affect outcomes, it is not enough to say that it does or that it can be predicted. We
need to explain why something occurs. Continuing the example about house size
and salary, we have no idea from that research what factors lead to higher salaries,
so we have no idea how to help young people develop their careers. If we are in
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advertising and simply want to know who to mail our ads to, that doesn’t matter,
but if we are educators wanting to help young people, it matters a great deal.

The tools discussed can be used to suggest possible causal relationships, but
researchers seeking explanations have to use much more sophisticated tools. The
best approach to determine causality is to conduct experimental research (see
chapter 6). Nonexperimental research can be used to strongly infer causal rela-
tionships if tools such as structural equation modeling (e.g., LISREL) or path
analysis are used (see chapter 9). Hierarchical regression is a more simple but
useful approach. These tools typically require larger samples and more rigorous
methodology.

Research for explanation is an area that practitioners tend to be less tolerant
of when partnering with researchers. In business, intuitive understandings are
often sufficient for decisions. Thus, when faced with the time and cost demands
for explanatory research, practitioners tend not to want to support it. However,
to advance the field of HRD and to provide solid theoretical foundations for
practice, it is essential that organizations invest in explanatory research. Re-
searchers need field sites that understand the long-term value of this research and are
willing to do more than is required for their immediate decision-making purposes.

Step 5: Understanding and Interpreting the Results

The concept of significance is critical in understanding and interpreting results.
Research never really “proves” anything. What researchers do is use elaborate sets
of procedures to reduce the probability of an error to a small enough amount
that one can be extremely confident that the answer is the real answer and not
just a fluke occurrence. That is why researchers talk and write a lot about “p val-
ues.” When reading research studies, you will see many references to “p <.05” or
“p <.01” This is the standard way that researchers examine results. What they
mean is that the researcher is 95% or 99% confident that whatever was found is real,
and not just a chance occurrence. By convention, “p <.05” is the level at which a
finding is considered significant. This is a very important concept because find-
ings may look meaningful but not be statistically significant (and vice versa).

For example, suppose that one class has an average test score of 85% and an-
other has an average score of 89.3%. You would like to know whether the one
group really learned more than the other. The question that researchers have to
answer is whether they can be certain that the difference is “real” or just a chance
occurrence. It looks real, but is it? Statistical procedures actually approach this
task backward by starting with the hypothesis that the difference is really equal to
zero and try to disprove it. If the appropriate test results in p < .05, this means
that there is less than a 5% chance that the difference is zero. Said differently,
there is a 95% chance that the group with an average test score of 89.2% actually
learned more than the group with an 85% average score.

More recently, researchers have emphasized the importance of calculating
effect sizes in addition to or instead of using statistical significance. Chapter 5
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elaborates on why effect sizes are so important. Basically, statistical significance
does not tell us anything about the magnitude of the finding. For example, con-
sider two groups whose mean responses on a scale are 3.4 and 3.5. The problem
with significance tests is that they are highly sensitive to sample size. With a sam-
ple size of 1,000, this difference of .1 would likely be statistically significant, but
with a sample size of only 100, it might not be statistically significant. This is due
to the difference in statistical power between the two tests (see chapter 4 for fur-
ther discussion of statistical power). With a large enough sample, even tiny dif-
ferences between groups can be found to be statistically significant. Thus,
statistical significance tests don’t tell us anything about the magnitude of the dif-
ference and therefore how meaningful the difference is. Effect sizes tell us how
meaningful the difference is.

CONCLUSION

While the tools and methodologies available for research continue to expand to
embrace new paradigms and approaches, quantitative approaches to research will
always remain a core approach to HRD research. Without them, the ability of re-
searchers to provide guidance across multiple organizations and groups of em-
ployees would be limited. Together with qualitative tools, they enable research to
advance HRD practice.

Reading and understanding quantitative approaches is much like learning a
foreign language. At first, these methods can be intimidating and confusing, but
with a little persistence and some help translating unfamiliar words, they become
quite a bit more clear. Subsequent chapters will elaborate on all the concepts in-
troduced in this chapter.
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Sampling in research is a tightrope act that requires a fine balance between infor-
mation and its costs. Information from a complete enumeration of a population
seems desirable. For example, managers might require feedback to improve the
quality of a trust-building workshop from all 10,000 of the company’s workshop
participants. Yet, each piece of information collected, organized, analyzed, and re-
ported exacts costs. The available budget might support obtaining feedback only
from far fewer than all workshop participants. Sampling—selection of some ele-
ments from a population containing all elements—helps obtain information
within budget. Using a sampling strategy, perhaps managers can afford to obtain
feedback about workshop improvement from a sample of 300 of the population
of 10,000 participants.

Sampling can contain costs for obtaining information, but often at the ex-
pense of the quality of the information obtained. Information about the entire
population inferred from the sample contains error because a sample does not
contain all members of a population. Consider estimating the feedback of all
10,000 participants in the trust-building workshop gained from the survey re-
sponses of 300 sampled participants. One survey item could apply a Likert-type
format (with, let’s say, “strongly agree” to “strong disagree” scale points) to ob-
tain respondents’ agreement with the statement “I enjoyed the workshop
exercise that required each participant to handle live snakes.” Suppose that the
most common response to this item by sampled workshop participants is “dis-
agree.” Does this mean that all 10,000 participants would respond most com-
monly with “disagree”? Not necessarily. Differences could exist between the
responses of the particular sample of 300 workshop participants and all
10,000 company participants because the sample does not contain every
member of the population.

One way to improve the quality (i.e., reduce the error) of the estimate of all
10,000 workshop participants’ response to the “live snakes” statement is to in-
crease the number of workshop participants sampled beyond 300. However, a
larger sample size increases costs. Just how much accuracy in estimating all work-
shop participants’ reactions to handling live snakes can the company afford? This
trade-off between information and costs is the balance on which sampling deci-
sions teeter in research in organizations.

In this chapter, we review briefly sampling theory and methods applicable to
research in organizations to answer the practical question “How can I select a
sample to produce the information I need for decision making?” A related ques-
tion asks, “How large must my sample be to obtain the information I need accu-
rately enough to make decisions?” This related question falls under the technical
topic in statistics called power analysis.

We provide, first, an overview of terminology used in sampling and power
analysis. Next, we consider sampling strategies that researchers in organiza-
tions could apply. Then, we consider practical recommendations for power
analysis. Although these topics are quite technical, our approach is to provide
a largely nontechnical discussion of sampling and power concepts, methods,
and issues.

46
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FUNDAMENTAL TERMINOLOGY

The acquisition of technical vocabulary is part of mastering methods useful
in research on organizations. Technical jargon is efficient and useful because it
allows rapid and precise communication with other researchers.

Population/Sample

Formally, a population is “any collection of objects or entities that have at least
one common characteristic” (Jaeger, 1990, p. 138). We generally think of people
as comprising populations, but populations of, for example, books, houses, work
units, teams, quality circles, or products are identified easily, too. Researchers typ-
ically do not have access to data about entire populations, except in rare circum-
stances. However, most researchers want to generalize their research findings
beyond the focus of their studies to the entire population of interest, which
includes generalization to other people, places, and times.

Researchers ordinarily do not have access to data about entire populations
because resources are limited. Instead, samples from populations are selected. Ac-
cording to Jaeger (1990), “A sample is . . . just a part of a population” (p. 139). The
special case in which a sample that includes the entire population is called a cen-
sus. A variety of sampling strategies are possible to select a sample that represents
a population well and stays within budget.

Parameter/Statistic

A parameter is a characteristic of a population. For example, the average number
of protégés guided by all mentors assigned in an organization is a parameter. A
statistic, on the other hand, is a characteristic of a sample. The average number of
protégés guided calculated from a sample of 10% of all mentors assigned in an
organization is a statistic. Samples from populations offer several potential ad-
vantages over a complete enumeration of all sample members: greater economy,
shorter time lags between conduct and reports of research, and higher quality of
work by virtue of spending available resources only on obtaining data from a sample.

We often speak of population parameters and sample statistics. Exact calcula-
tion of population parameters is possible because information about all mem-
bers of a population is known. A population parameter is what it is. It is a
constant, not a variable—no guesswork required. However, we describe sample
statistics as estimating population parameters because information only about
some members of a population is known. We must infer population parameters
from sample statistics.

Error in Estimation

Statistics are based on information from samples, not from populations about
which most analysts actually are interested. Therefore, inferring population
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parameters from sample statistics usually involves some degree of error. For in-
stance, error of inference certainly is made by using the responses to a 360° feed-
back questionnaire from a sample of 5% of all employees in an organization to
estimate the level of job satisfaction among all employees. Only some employees
are used to represent all employees. There undoubtedly is error in inferring the
job satisfaction of all employees from just some employees.

Error in estimation of population parameters from sample statistics always
will exist. The practical analyst knows that there is no way to eliminate error in
estimation. At best, error in estimation is kept to a minimum. The question,
though, is, How much error is tolerable and affordable in the decision processes
that the data collected are meant to serve?

Decision Processes

Estimation

At times, an analyst might wish to estimate some value of a population parame-
ter using data from a sample of population members. For instance, a planner of
organizational development outreach programs might wish to estimate the pro-
portion of employees who will register for a diabetes management seminar. The
planner desires a point estimate of the population proportion (a parameter)
based on a sample of employees to decide whether to invest resources design, de-
velop, implement, and evaluate the seminar.

The program planner obtains a point estimate of the population proportion.
However, the point estimate is calculated from a subset of the population, not the
entire population. Therefore, there is error in estimation of the population pro-
portion. The planner needs to know how precise the estimate is.

The planner can calculate an interval estimate of the population parameter.
First, the planner might obtain a point estimate from a sample of surveyed em-
ployees that 7% of employees would register for a diabetes management pro-
gram. Then, the planner could calculate a confidence interval indicating a range of
values within which the population parameter might reside.

The planner might calculate a confidence interval from the data showing
that she is 95% confident that the population parameter is between 4% and 10%.
This interval means that the planner is 95% confident that the population pa-
rameter actually is between 4% and 10%. The lower confidence limit is 4%, and
the upper confidence limit is 10%. In other words, the proportion of employees
who will register for the diabetes management program is 7% = 3%. If asked, the
planner could say that her best guess based on the data is the 7% of employees
would register for the seminar but add that she was pretty sure that the figure is
between 4% and 10%.

Decision makers might not find that interval between 4% and 10% tight
enough because they believe, based on financial models, that the break-even
point course enrollment is 6% of employees. They want to be sure. The chance
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that the true population parameter might be lower than 6% adds uncertainty to
the decision to continue with seminar planning.

The decision makers might require a more precise estimate about the level of
interest in the diabetes management seminar. One way to generate a more precise
estimate—that is, to reduce the width of the confidence interval—is to sample
additional workers. Of course, the need for reducing risks of making decisions by
adding more employees to the same needs to be balanced by the added costs of
increasing the sample size. Everything has its price.

Hypothesis Testing

Another approach to decision making with data sampled from populations is
through hypothesis testing. A hypothesis is a proposition. For example, the re-
searcher might hypothesize that an organization’s diversity training reduces tort
liability for employment discrimination. The researcher sets up a null hypothesis
that asserts that completing diversity training is no better than doing without di-
versity training.

The researcher collects data about employees who have completed diversity
training and those who have not. Deciding how the employees are assigned to receive
the training or not to receive it requires special knowledge and skills in research
design to ensure that a fair comparison is made. Then, the organization’s legal
records are followed to determine the incidence, consequence, and losses from
discrimination cases associated with each trainee.

The data are analyzed to attempt to reject the null hypothesis of no effect of
diversity training on tort liability. If the null hypothesis is rejected, an alternative
hypothesis is accepted to conclude that tort liability differs between people who
have and have not received diversity training. Failure to reject the null hypothesis
means that tort liability is the same, no matter whether the employee received di-
versity training.

The organization cannot afford to conduct research to determine the efficacy
of diversity training for reducing tort liability with data from all employees. In re-
sponse, the researcher selects a sample of employees for the research. As a result,
data about tort liability among research participants are sample statistics and do
not represent population parameters. Calculating the simple difference in point
estimates of tort liability between employees with and without diversity training
would show the effects of diversity training. However, such an approach would
fail to account for the error in estimating these point estimates. A formal statisti-
cal test would provide the rigor for deciding whether to reject the null hypothe-
sis of no effect of diversity training and to accept the alternative hypothesis that
employees with and without diversity training differ in tort liability. Such formal
statistical tests take into account the error in estimating population parameters
from sample statistics. However, the best way to reduce the decision error in hy-
pothesis testing is to increase the size of the sample of employees used in the
study so that error in estimating population parameters is minimized.
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SAMPLING STRATEGIES

The roles of sampling strategies and power analysis are to obtain estimates
of population parameters from sample statistics that are as accurate as necessary
for decision making, while remaining within budget constraints placed on avail-
able resources. In this section, we describe simple sampling strategies that are
common in organizational contexts. We stick with discussion of sampling strate-
gies already evident in the published literature under the twin assumptions that
(1) these strategies are a good fit with practical research in organizations and
(2) researchers should consider benefits and limitations of strategies that are in
so much favor in the literature.

Note that sampling involves financial risks and opportunities, too. The costs
of research can rise when researchers fail to implement optimal sampling strate-
gies. If sampling strategies are suboptimal, more members of a population are in-
cluded in research than are really required to answer research questions
competently, adding to the direct costs of carrying out research and potentially
exposing more members of the population to lost work time, foregone produc-
tivity, or other risks of allocating their time and effort to research. Or, selection of
too few sample members means that more noise than information influences the
decisions made from data, thus making the entire effort nothing more than a
useless pantomime of research.

Sampling strategies are highly technical matters. More prescriptive, detailed,
and technical sampling approaches than we review in this chapter are provided
by Cochran (1977); Kalton (1983); Kish (1995); Levy and Lemeshow (1999);
Lohr (1998); and Schaeffer, Mendenhall, and Ott (1986). Seek the advice of a
professional statistician if the stakes associated with a study are high—that is, if
high costs will accompany decisions based on the research outcomes, or if risks to
research participants, individuals as well as organizations, are high.

Dooley and Lindner (2003, Table 1) observed that 51% of 158 articles ap-
pearing in Human Resource Development Quarterly between 1990 and 1999 used
some form of sampling strategy. None of these sampling strategies was highly
complex. Over 80% of the 81 empirical articles appearing in print during this pe-
riod applied one of three simple sampling strategies: convenience sampling
(37%), purposive sampling (30.9%), and some form of simple random sampling
(17.2%). Cluster sampling and stratified sampling were applied in fewer empiri-
cal articles (6.2%) than complete censuses of populations (7.4%). One of the 81
articles failed to report a sampling strategy at all. Certainly, the choice of sam-
pling strategies was limited during the period covered by the decade of published
work that Dooley and Lindner reviewed.

Convenience Sampling

Convenience sampling involves the selection of sample members based on easy
availability or accessibility. For example, an analyst might go to the organization’s
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cafeteria and select employees to interview about reaction to a benefits and com-
pensation package just because the cafeteria is a short walk down the hall from
the analyst’s office. Such a sampling plan almost guarantees that the cafeteria
sample selected will not represent the population of employees. Perhaps admin-
istrative and executive employees never use the cafeteria. Perhaps employees with
the most interest, greatest knowledge, and strongest opinions about the organiza-
tion’s benefits and compensation package never leave their desks during the
working day to sit in the cafeteria.

Information obtained from a convenience sample could still provide some
fairly significant insights, and even could represent a useful source of data in
exploratory research. However, the major disadvantage of this technique is that
we have no idea how representative the information collected about the sample
is about the population as a whole. It is interesting that convenience sampling, a
sampling strategy with perhaps the least usefulness for generalizability of find-
ings, was the most common sampling method in the empirical articles in Human
Resource Development Quarterly reviewed by Dooley and Lindner (2003).

Perhaps the best-known example how a convenience sample can lead to bi-
ased findings is provided by the 1936 Literary Digest poll (Bryson, 1976). The
1936 U.S. presidential election pitted Alf Landon (a Republican) against Franklin
D. Roosevelt (a Democrat). The Literary Digest, a popular periodical, sent out 10
million ballots to subscribers, people in the phone book, people based on auto
registry records, and people listed in voter registration records. The Literary Di-
gest sent so many ballots out under the assumption that more data are better data
(by way of comparison, a modern Gallup poll samples about 1,000 people).

The return rate for the Literary Digest ballots was 23% (quite high for a vol-
unteer survey), meaning 2.3 million ballets were returned. For reference, the U.S.
Census counted 123 million Americans in 1930 and 132 million in 1940. The poll
predicted Roosevelt would get 43% of the vote. However, Roosevelt won by a
landslide, getting 62% of the vote.

Why was the Literary Digest poll so wrong? The sample selected was a sample
of convenience, and the sample was not representative of the target population
(American adults). In short, their sample overrepresented wealthier Americans
(people with phones and cars) who, even then, tended to be Republicans.

Purposive Sampling

Purposive sampling targets a particular group of sample members. When the
desired population for the study is rare or very difficult to locate and recruit for
a study, purposive sampling may be the only option. Patton (1990) identifies the
following types of purposive sampling, especially in the context of qualitative
research designs:

m Extreme or deviant case—learning from highly unusual manifestations of
the phenomenon of interest, such as outstanding success/notable failures,
top of the class/dropouts, exotic events, crises, and so forth
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m [ntensity—studying information-rich cases that manifest the phenome-
non intensely, but not extremely, such as good students/poor students and
above average/below average

m Maximum variation—purposefully picking a wide range of variation on
dimensions of interest; documents unique or diverse variations that have
emerged in adapting to different conditions; identifies important com-
mon patterns that cut across variations

m Homogeneous—focusing, reducing variation, simplifying analysis, and fa-
cilitating group interviewing

m Typical case—illustrating or highlighting what is typical, normal, or average

m Critical case—permitting logical generalization and maximum application
of information to other cases because if a phenomenon is true of one case,
it is likely to be true of all other cases

m Snowball or chain—identifying cases of interest from people who know
people who know people who know what cases are information-rich—
that is, good examples for study or good interview subjects

m Criterion—picking all cases that meet some criterion, such as all children
abused in a treatment facility

m Theory-based or operational construct—finding manifestations of a theo-
retical construct of interest so as to elaborate and examine the construct

m Confirming or disconfirming—elaborating and deepening initial analysis,
seeking exceptions, and testing variation

m Opportunistic—following new leads during fieldwork, taking advantage of
the unexpected, and demonstrating flexibility

m Politically important cases—attempting to select prominent cases that will
resonate with political leaders who must make or ratify decisions. Of
course, sample members could be not selected based on their political im-
portance, thus avoiding attracting undesired attention.

Purposive sampling can be an obvious source of bias. Unscrupulous groups
or individuals may wish to make a particular point and may choose their sample
with this purpose in mind. Yet, if a researcher requires information from particu-
lar groups (e.g., only broadband network users in the organization), the purpo-
sive sampling has, well, a purpose.

Simple Random Sampling

Under a simple random sampling strategy, “Each member of a population has an
equal chance of being selected for a sample. Also, the chance that any member of
the population is sampled doesn’t depend at all on what other members of the
population have been or will be sampled” (Jaeger, 1990, p. 143).
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Drawing a random sample is not the same as selecting sample members
from a population in a haphazard, arbitrary fashion. The process for selecting a
random sample is simple, but requires the use of a random number table. Scheaf-
fer et al. (1986, p. 43) provide a full description of the random sampling process.
A random number table is a set of integers generated so that in the long run the
table will contain all 10 integers {0, 1, 2, ... 9} in approximately equal propor-
tions with no trends in the pattern in which the digits were generated (see, e.g.,
Beyer, 1968). Choosing the numbers is analogous to drawing a number out of a hat.

Selection of a random sample does not necessarily guarantee that the sample
represents the characteristics of the population faithfully. Consider, for example,
a population defined as all employees in a firm, 43% of whom are women. A ran-
dom sample of employees probably will not yield 43% women. Rather, random
sampling merely ensures that no systematic process was used to sample from a
population.

Cluster Sampling

A cluster sample is a random sample in which members of the population sam-
pled are embedded in a collection—that is, a cluster—of elements. For instance,
instead of sampling employees, a researcher might sample work teams, which are
composed of employees. A questionnaire could be sent to a work team instead of
sent to individuals within work teams, which reduces the resources required. In
many cases, cluster sampling is the only feasible sampling strategy when individual
members of the population are not available. Cluster sampling typically is used
when researchers cannot get a complete list of the members of a population they
wish to study but can get a complete list of groups or clusters of the population.

Stratified Sampling

A stratified sample is obtained by dividing the population into nonoverlapping
groups called strata and then selecting a sample (usually a random sample) from
within strata. For instance, a study of job satisfaction might sample within strata
such as administrative workers and technical workers. Stratified sampling tech-
niques generally are used when the population is heterogeneous, or dissimilar,
where certain homogeneous, or similar, subpopulations can be isolated (strata).
Stratification is useful when it is necessary to obtain a sample that is representa-
tive of the population (e.g., when the same proportion by sex, race, or national
origin is desirable in the sample as in the population).

Census

A census is a sample of 100% of the population. It is enticing to believe that
higher-quality findings are obtained from a complete enumeration of a popula-
tion than from a sample. Yet, limited resources must be distributed more thinly
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over collection, organization, and analysis of data from a full census than data
from a survey.

According to Hansen and Pritzker (1956), the Current Population Survey
(CPS) (a household sample survey) produced in April 1950 a more accurate
count of the labor force in the United States than did the full census of the popu-
lation, which occurred also in April 1950. The CPS observed 2.5 million more
persons in the labor force, and 0.5 million more people unemployed, than did the
census. Interviewers for the census were just not as well trained as those for the
CPS. They had more difficulty identifying and securing the participation of mar-
ginal labor force groups than did experienced CPS interviewers. They also were
more unfamiliar than experienced CPS interviewers with collecting data about
occupation, industry, work status, income, and education. These considerations,
as well as those of economies and timeliness of results, led to the adoption in the
1960 U.S. Census of a 25% sample of households to increase the quality of infor-
mation gathered. So, a census of the population sometimes is not as accurate as a
sample from a population.

POWER ANALYSIS

Statistical power is the ability to reject a null hypothesis when it truly is false.
Failure to reject the null hypothesis when it actually is false is called Type IT
error in statistics. Power is maximized and Type II error is minimized directly by
increasing the size of the sample selected. However, a sample that is larger than is
needed merely wastes resources. Just how large should a sample be? The answer
is, large enough to reduce the error in estimating population parameters to ac-
ceptable levels.

Consider, again, an organization interested in determining if a diversity
training program really is effective in reducing tort liability compared with no
program at all. The analytic aim is to minimize the error in estimating the differ-
ence between liability experienced by employees with and those without diversity
training so that the difference we estimate is larger than the error in estimating
the difference that has practical importance.

For instance, suppose that decision makers need to discern tort liability dif-
ferences of $5 million between employees with and without diversity training be-
fore the diversity training can be assessed to break-even financially. The power of
the statistical test of the null hypothesis of no difference between groups with
and without diversity would need to be sufficient to discern this $5 million dif-
ference. Kraemer and Thiemann (1987, p. 24) describe as the critical effect size the
difference in tort liability that, in this case, is important enough for deciding that
diversity training is effective. They also provide (pp. 105-112) a master table dis-
playing the sample size needed to discriminate various critical effect sizes. This
master table is adaptable to a variety of specific statistical tests of hypotheses.
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CONCLUSION

Selecting the right kind and size of a sample from a population is an important
scientific and financial decision in the design of research. Sampling strategies
common in literature include convenience sampling, purposive sampling, simple
random sampling, cluster sampling, stratified sampling, and a 100% census of all
members of a population. Each strategy offers advantages and disadvantages.
However, the most problematic sampling strategy (i.e., convenience sampling) is
most common in literature in research on organizations. On one hand, a sample
must be large enough to estimate population parameters precisely enough to
allow decisions to be made based on data. On the other hand, a sample that is too
large wastes resources. Fortunately, a simple table is available to allow calculation
of a sample size that optimizes decision making.
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Statistical significance tests can be traced back to applications more than three
centuries ago (Huberty, 1999). Work in the early 1900s, including Gossett’s devel-
opment of the ¢-test, Pearson’s formulation of the product-moment correlation,
and the later elaboration of ANOVA by Sir Ronald Fisher and others, all facili-
tated the use of this logic. However, the uptake of statistical significance actually
occurred primarily beginning in the 1950s (Hubbard & Ryan, 2000).

Criticisms of statistical significance testing arose almost as soon as the appli-
cations themselves (cf. Boring, 1919). However, in recent years the frequency of
published criticisms has grown exponentially, and these indictments have been
published in fields as diverse as economics, education, psychology, and wildlife
science (cf. Altman, 2004; Anderson, Burnham, & Thompson, 2000).

This chapter has three purposes. First, some of the criticisms leveled against
statistical testing are briefly summarized. Second, effect sizes as a supplement or
an alternative to statistical tests are explained. Third, uses of confidence intervals,
and especially confidence intervals for effect sizes, are presented.

Although both statistical (i.e., p values) and practical significance (i.e., effect
sizes) are considered here, a third type of significance—clinical significance—
does not fall within the scope of the present treatment. For explanations of sta-
tistics associated with clinical significance, the interested reader is referred to
Kendall (1999) or Thompson (2002a).

STATISTICAL SIGNIFICANCE TESTS

Among the most widely cited critiques of statistical testing are the commentaries
of Carver (1978), Cohen (1994), Schmidt (1996), and Thompson (1996). Har-
low, Mulaik, and Steiger (1997) provide a balanced and comprehensive treatment
of these arguments in their book What If There Were No Significance Tests?

Some critics have even argued that statistical significance tests should be
banned from journals. According to Schmidt and Hunter (1997), for example,
“statistical significance testing retards the growth of scientific knowledge; it never
makes a positive contribution” (p. 37, emphasis added). Rozeboom (1997) is
equally empathic: “Null-hypothesis significance testing is surely the most bone-
headedly misguided procedure ever institutionalized in the rote training of sci-
ence students. . . . [I]t is a sociology-of-science wonderment that this statistical
practice has remained so unresponsive to criticism” (p. 335).

Empirical studies also suggest that researchers think they understand statis-
tical significance tests but actually do not correctly understand them (Mittag &
Thompson, 2000; Nelson, Rosenthal, & Rosnow, 1986; Oakes, 1986; Rosenthal &
Gaito, 1963; Zuckerman, Hodgins, Zuckerman, & Rosenthal, 1993). Conse-
quently, Tryon (1998) laments:

The fact that statistical experts and investigators publishing in the best jour-
nals cannot consistently interpret the results of these analyses is extremely
disturbing. Seventy-two years of education have resulted in minuscule, if
any, progress toward correcting this situation. It is difficult to estimate the
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handicap that widespread, incorrect, and intractable use of a primary data
analytic method has on a scientific discipline, but the deleterious effects are
doubtless substantial. (p. 796)

Three misconceptions regarding statistical significance tests are summarized
here. First, statistical significance tests do not evaluate the probability of sample
results occurring in the population, and thus do not evaluate result replicability.
Statistical significance assumes that the null hypothesis exactly describes the pop-
ulation, and given that premise, evaluates the probability of sample statistics de-
riving from this presumed population, given the sample size (Thompson, 1996).
In other words, statistical tests evaluate the probability of the sample (S), given
the assumed population (P; i.e., pg) ), and not the probability of the population,
given the sample (i.e., not p, ;) (Cohen, 1994).

It is one thing to say (correctly) that all men (M) are animals (4; i.e., p, |y =
100%). It is a different (and an incorrect) argument to suggest that all animals are
men (i.e., Py, # 100%).

The fact that the statistical significance p is not py s is unfortunate, because if
p values were about the probability of the population, then p values would in-
form judgment regarding replicability of results in other samples drawn from the
same population. But wishing does not change reality, except for those re-
searchers who are genies or leprechauns. Of course, as Cohen (1994) notes, the
statistical significance test “does not tell us what we want to know, and we so
much want to know what we want to know that, out of desperation, we never-
theless believe that it does!” (p. 997).

Second, statistical significance tests are not independent of sample sizes, and
so p values cannot reasonably be used as inverse indices of practical significance.
The calculated p values in a given study are confounded by the joint influences of
the sample size and the specific statistics computed for the sample.

As I have explained (Thompson, 1999), “Because p values are confounded in-
dices, in theory 100 studies with varying sample sizes and 100 different effect sizes
could each have the same single p,; copaen @d 100 studies with the same single
effect size could each have 100 different values for p..cuien . (PP- 169—170). The
implication is that

statistical significance testing can involve a tautological logic in which tired
researchers, having collected data from hundreds of subjects, then conduct
a statistical test to evaluate whether there were a lot of subjects, which the
researchers already know, because they collected the data and know they’re
tired. This tautology has created considerable damage as regards the cumu-
lation of knowledge. (Thompson, 1992, p. 436)

Third, statistical significance tests do not inform judgment regarding the
value of results. A valid deductive argument may not contain any information in
its conclusions that is not present in its premises, and so “If the computer pack-
age did not ask you your values prior to its analysis, it could not have considered
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your value system in calculating p’s, and so p’s cannot be blithely used to infer the
value of research results” (Thompson, 1993, p. 365).

Improbable events are not intrinsically valuable. If you flip a coin, and it
lands on its edge, this result may be quite unusual. But it is not necessarily earth-
shaking. Such a result is merely rare! The divergence between rareness and value
is illustrated in Shaver’s (1985) classic dialogue between two hypothetical doc-
toral students:

Chris: 1 set the level of significance at .05, as my advisor suggested. So a
difference that large would occur by chance less than five times in a hun-
dred if the groups weren’t really different. An unlikely occurrence like
that surely must be important.

Jean: Wait a minute, Chris. Remember the other day when you went into
the office to call home? Just as you completed dialing the number, your
little boy picked up the phone to call someone. So you were connected
and talking to one another without the phone ever ringing. . . . Well,
that must have been a truly important occurrence then? (p. 58)

EFFECT SIZES

Effect sizes quantify the degree to which sample statistics diverge from the expec-
tations specified in the null hypothesis (see Thompson, 2002a). For example, if
the HO is that Mdnleftfhanded people = Mdnrightfhanded people = Mdnambidextrous people? and the
three sample medians are 100, 100, and 100, the effect size is 0. If the H,, is that
SDreshmen = SDsophomores = SDjuniors = SDsenior and the four sample standard devia-
tions are 10, 10, 10, and 10, the effect size is 0. If the null hypothesis is that R*> = 0,
and the sample R* is indeed 0, so is the effect size.

Conversely, if the null hypothesis is that the IQ score coefficient of skewness
of males equals the IQ score coefficient of skewness of females, and the sample
coefficients are .75 and .80, the effect size is not 0. And the effect size would be
even bigger if the two sample coefficients were .70 and .85, and bigger still (all
things equal) if the sample coefficients were .25 and 1.25.

Like statistical significance tests, effect sizes are not new (Huberty, 2002).
And there are literally dozens of effect sizes that can be used to quantify how
much sample results diverge from the null hypothesis (Kirk, 1996). Useful sum-
maries have been provided by Snyder and Lawson (1993) and Rosenthal (1994),
among others.

Three Major Types of Effect Sizes

Here we will consider only some of the most commonly used effect sizes: Glass’s
A; Cohen’s d, ?, and R% and ®* and adjusted R?. To make the discussion con-
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TABLE 5.1 Heuristic Outcome Data for Hypothetical Two-Group
Intervention

CONTROL INTERVENTION
Particpant Outcome Particpant Outcome
Molly 44 Anne 48
Nancy 46 Susan 49
Geri 48 Amy 50
Murray 48 Donna 51
Jan 50 Barbara 53
Peggy 52 Kathy 55
Carol 52 Deborah 56
Eileen 54 Wendy 57
Dianne 56 Kelly 58
Mean 50.000 53.000
SD 3.651 3.464
Variance 13.333 12.000

crete, let us presume that a researcher randomly selected 18 workers in the hypo-
thetical Hawthorne Lightbulb Plant in Cicero, Illinois. Perhaps the researcher was
focusing on job satisfaction as an outcome variable.

If the researcher had empirical evidence that job satisfaction dynamics were
gender related, to avoid confounds the investigator might limit the study to
women. In our example, following random selection, the 18 hypothetical women
were randomly assigned to one of two treatment groups: an intervention group
where workers enjoyed higher pay, shorter hours, and a more pleasant physical
work environment, or a control group.

The outcome variable was measured with the Hypothetical Job Satisfaction
Survey (HJSS). Table 5.1 presents the postintervention outcome variable scores
for these 18 hypothetical workers. These same data will be employed to illustrate
effect sizes falling within three major types.

Standardized Differences
In a two-group experiment, an appealing effect size statistic is simply to subtract
a central tendency estimate (e.g., mean, median) for the control group from the
same estimate for the intervention group. For example, for the Table 5.1 data, the
mean difference in the two posttest scores is 3.00 (Myypermentar — MeontroL =
53.00 — 50.00).

However, one potential problem with this unstandardized difference effect
size is that the import of a difference of 3.00 in the two means is partly a function
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of the metric of the outcome variable itself. If we are measuring an outcome in-
volving body temperature measured in Fahrenheit, such a difference would be
quite large. But if we were measuring on the GRE or SAT scale, such a difference
might be barely noticed. Thus, the standard deviations of the outcome variable
must be considered when evaluating mean (or median) differences.

Researchers in some disciplines, such as medicine, often work with measures
having intrinsically meaningful metrics (e.g., deaths per thousand in the new-
drug group vs. the placebo group). For example, every medical researcher
throughout the world studying cholesterol will measure cholesterol as milligrams
per deciliter. Because all these researchers are working with a single common
metric, and that metric is meaningful (i.e., deaths per thousand, milligrams per
deciliter), comparisons of outcomes across their studies are apples-to-apples, and
such researchers would not even consider expressing their effects in some other,
unnatural metric.

But outcome variables in the social sciences have no intrinsically meaningful
metric. For example, some IQ tests have standard deviations of 15, whereas others
have standard deviations of 16. Different measures of self-concept may have
standard deviations of 10, of 15, of 100, respectively. These are arbitrary decisions
made by various test developers, perhaps subject only to stylistic preferences for what
may be their personal lucky numbers (so long as the lucky numbers are positive).

And the fact that different measures ostensibly of the same construct may
have different metrics means that unstandardized differences from different stud-
ies using different measures cannot be compared apples-to-apples. Fortunately,
this problem of incomparability of unstandardized effects across measures can be
resolved by removing the measurement metrics from all the effect sizes, so that
they then may be compared apples-to-apples.

In statistics, we execute division to remove from the answer the influences of
whatever we are dividing by. For example, if we want to compare central ten-
dency, or variability, or shape, or relationship statistics across groups of unequal
sizes, we execute a division by some function of # (i.e., n or n — 1) in each group,
and then we can compare these data dynamics apples-to-apples, having removed
group sizes from the respective estimates.

We can do the same thing with effect sizes. If we want to compute mean dif-
ferences with the measurement metrics removed, we estimate the standardized
difference by dividing the unstandardized difference by some estimate of the
population standard deviation (Gpopyparion):

Standardized Difference = (Myypprmventar — Mcontror)/ Oropurarion:

The only difficulty is that there are several reasonable estimates of Gpqpyarion
only two of which will be considered here.

First, Glass (1976) proposed that we could estimate the standardized differ-
ence by using the standard deviation of the outcome scores of only the control
group participants:
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A= (MEXPERIMENTAL - MCONTROL)/SDCONTROL'

For the Table 5.1 data, this yields
A = (53.00 - 50.00)/3.65 = 3.00/3.65 = 0.82.

Glass reasoned that an intervention might impact both (1) the central tendency of
the outcome scores and (2) their spread-out-ness. Logically, then, SDoxrror
might be taken as the best estimate of Gpqpy; xron Decause the spread-out-ness of
the outcome scores in the control group could not have been impacted by the in-
tervention.

Second, Cohen (1969) takes the position that not all interventions might be
expected to impact the spread of the outcome variable scores. Furthermore, be-
cause My, = Mexprrivental T PeontroL = Peontror 10gically in such cases the esti-
mated standard deviation based on both groups should yield a more precise
estimate of Gpopyp arion-

A pooled variance is estimated as

6% = [(n,— 1)SD; + (n.—1)SD.)/(ny + n.—2).
For the Table 5.2 data,

62 =[(9—-1)13.33 + (9= 1)12.00]/(9 + 9 —2);

o2 = [(8)13.33 + (8)12.00]/(9 + 9 — 2);

o2 = (106.67 + 96.00)/(9 + 9 - 2);

02 =202.67/(9 + 9 -2);

o2 =202.67/16;

o’ =12.67.

When group sizes are equal, the 6% estimate can be computed more easily as
(13.33 + 12.00)/2 = 12.67.

The associated 6 would equal the square root of the estimated variance:
6 = SQRT(0?%) = SQRT(12.67) = 3.56. Using this estimated SDpq o, p»

d= (MEXPERIMENTAL - MCONTROL)/SDPOOLED;

d = (53.00 — 50.00)/3.56;
d =3.00/3.56;
d=0.84.

The computational differences in Glass’s A and Cohen’s d are heuristically
valuable, because the choices make clear that in the case of effect sizes, as else-
where in statistics, often there are not universally correct choices. If the control
group sample size is large, and the intervention is likely to impact outcome score
spread-out-ness, then Gpqpy; arion Will be estimated reasonably by A. However, if
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control group size is small, and the intervention is unlikely to impact outcome
score spread-out-ness, then d might be the more reasonable estimate.

There are not bright-line boundaries that clearly distinguish definitively cor-
rect choices from each other. As Huberty and Morris (1966, p. 573) once noted,
“As in all statistical inference, subjective judgment cannot be avoided. Neither can
reasonableness!”

Variance Accounted For

As explained in detail elsewhere (e.g., Thompson, 1984, 1991, 2000), all com-
monly used parametric analyses (e.g., t-tests, ANOVA, ANCOVA, regression,
MANOVA, MANCOVA, descriptive discriminant analysis, and canonical correla-
tion analysis) are correlational. Therefore, effect sizes analogous to r* can be com-
puted in all these cases, whether or not they are printed by the computer packages.

For example, Table 5.2 presents the ANOVA summary for the Table 5.1 data.
In the present example, the sum of squares of the 18 outcome variables scores is
268.50. As reported in Table 5.2, if we know to which group each of the 18 work-
ers belonged, we can explain 40.50 sum of squares.

Or, put differently, if we know to which group each of the 18 workers be-
longed, we can explain 15.08% (i.e., 40.50/268.50) of the variability in job satis-
faction. This ANOVA effect size is called n?, or the correlation ratio (not the
correlation coefficient, which instead is in an unsquared metric!). Because the p
values for an ANOVA or a #-test analysis of two-group data are identical, n? =
15.08% is also the related effect size for the #-test analysis of the Table 5.1 data.

Related variance-accounted-for effect sizes can be computed in other analy-
ses. For example, if we have a single outcome variable with a sum of squares of
200.00, and three intervally scaled predictor variables yielding a sum of squares
explained of 50.00, the R? is 25.00% (i.e., 50.00/200.00). This effect reflects the
fact that if we know the scores of the participants on the three predictor vari-
ables, we could predict 25.0% of the variability of the participants’ individual dif-
ferences on the outcome (Courville & Thompson, 2001).

Similar variance-accounted-for effect sizes can be computed in multivariate
analyses. For example, a multivariate 1*> can be computed by subtracting Wilks’s
lambda (A) from 1.0. Thus, if two outcome variables had been measured in the
Table 5.1 example, and lambda was 0.80, multivariate 1? would be 20.00%. This

TABLE 5.2 ANOVA Summary Table

SOURCE df  SUMOFSQUARES  MEAN SQUARES FRATIO P n2
Between 1 40.50 40.50 2.84 1112 15.08%
Within 16 228.00 14.25

Total 17 268.50
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result would mean that if we know to which group each of the 18 workers be-
longed, we can explain 20.00% of the variability on the composite of the two out-
come variables in the study.

Corrected Estimates

Whenever we estimate effect sizes in the population, or in future samples, using
sample data, we tend to overestimate the effects in these other locations. This is
because samples are like people, each sample has its own personality, and to some
extent every sample is weird. The weirdness in a given sample arises from outlier
influences and generates what statisticians call sampling error variance.

There is more sampling error variance when (1) sample size is small, (2) more
variables are measured in the study, and (3) the population effect is smaller.
These dynamics are explained in more detail in Thompson (2002b). Snyder and
Lawson (1993) present several additional formulas for computing corrected ef-
fect estimates.

Because we know our sample size and the number of measured variables we
are using, and we can estimate the population effect using the sample estimate,
we can “adjust” or “correct” the sample effect size using these study features. The
corrected estimate will always be less than or equal to the uncorrected estimate.

One such estimate for ANOVA results is ®? (Hays, 1981), which can be com-
puted as

0 = [SOSBETWEEN - (k - I)MSWITHIN]/[SOSY + MSWITHIN]’

where k is the number of levels in the ANOVA way and MS is the mean square.
For the Table 5.2 data, we obtain

@ = [40.5 — (2 — 1)14.25]/(268.5 + 14.25);

o = [40.5— (2 — 1)14.25]/282.75;

®* = [40.5 - (1)14.25]/282.75;

o = [40.5 — 14.25]/282.75;

W* = 26.25/282.75;

®* =9.28%.
The “uncorrected” n? of 15.08% has “shrunken” to ®* = 9.28%, once we remove
the estimated positive bias due to sampling error from the original estimate.

Ezekiel (1930) proposed a similar correction often used with > and R%.
Monte Carlo simulation work also suggests that this correction may be applied to
the squared canonical correlation coefficient (R.* Thompson, 1990). This cor-

rection is automatically produced when the SPSS REGRESSION procedure is ex-
ecuted. The “corrected” or “adjusted” estimate can be computed as

1-[(n-1)/(n-v-1)] (1-R,
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where n is the sample size and v is the number of predictor variables. The for-
mula can be equivalently expressed as

-{(1-R) W/(n-v-1)]}.

Converting across Effect Size Types

It should be noted that standardized difference and variance-accounted-for effect
sizes are in different metrics (one squared, one not), and so cannot be directly
compared to each other. However, formulas exist to convert effects such as d into
r (orm), or vice versa.

Cohen (1988, p. 24) has provided the following formula for deriving r from
d when the groups of interest are of approximately the same size:

r=d/[(d*+4)°].
For our heuristic data, we have

r=0.843/[(0.843% + 4)°];

r=0.843/[(0.710 + 4)];

r=0.843/4.710";

r=0.843/2.170;

r=0.3884.
To convert what in this case is actually 1, because we are doing an ANOVA, 12 =
0.3884% = 15.08%. See Aaron, Kromrey, and Ferron (1998) for more detail on
these conversions for cases when group sizes are disparate.

Conversely, Friedman (1968, p. 346) proposed the following formula to de-
rive d from r:

d=[2n]/N[1-r)].
For our heuristic data, we have

d =[2(0.388)]/[(1 — 0.3882)"];
d=1[2(0.388)]/[(1-0.151)"];
d = [2(0.388)]/0.8495];

d=1[2(0.388)]/0.921;

d=0.777/0.921;

d=0.843.

Interpreting Effect Sizes

The Task Force on Statistical Inference of the American Psychological Association

(APA), appointed in 1996 to recommend whether statistical significance tests
should be banned from APA journals, states, “Always provide some effect-size es-
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timate when reporting a p value” (Wilkinson & APA Task Force, 1999, p. 599, em-
phasis added). The APA Task Force further emphasizes, “Reporting and inter-
preting effect sizes in the context of previously reported effects is essential to good
research” (p. 599, emphasis added).

The 2001 APA Publication Manual, used by more than 1,000 social science
journals, labels the “failure to report effect sizes” as a “defect in the design and re-
porting of research” (p. 5). Today, because such encouragements to report effects
have had demonstrably limited impact (Vacha-Haase, Nilsson, Reetz, Lance, &
Thompson, 2000), 23 journals (see Harris, 2003; Snyder, 2000) have gone further
and now explicitly require the reporting of effect sizes.

Indeed, as Fidler (2002) recently observed, “Of the major American associa-
tions, only all the journals of the American Educational Research Association
have remained silent on all these issues” (p. 754). How, then, should effect sizes be
interpreted by applied researchers? Here four interpretation precepts are recom-
mended.

First, interpret effect sizes by taking into consideration how well the assump-
tions of the statistical procedures in which effects were generated were met. Such
assumptions are never met perfectly, and violations are a matter of degree. But
effect sizes do not magically overcome the limitations of studies.

If a statistical analysis (e.g., ANOVA, regression, and descriptive discriminant
analysis) requires certain assumptions, and these are grossly violated, all results
are compromised, including effect sizes. However, it does appear that certain ef-
fect sizes may be more robust than others to the violations of statistical assump-
tions (Hess, Olejnik, & Huberty, 2001; Huberty & Holmes, 1983; Huberty &
Lowman, 2000).

Second, effect sizes should be generalized only to similar interventions or sit-
uations (Olejnik & Algina, 2000). For example, in our hypothetical Hawthorne
Lightbulb Factory intervention, the nine workers in the intervention group were
given higher wages, shorter work weeks, and more pleasant working conditions.
The intervention produced a positive impact on worker satisfaction (d = 0.843;
7 = 15.08%).

This effect does not mean that only giving workers a candy bar each day
would result in similar gains. This is merely common sense, but too often in re-
search common sense is honored more in the breach than in the practice.

Third, effect sizes should be interpreted by taking into score reliability for the
data being analyzed. Measurement error attenuates effect sizes. A finding of d or
1? equals zero is very different when Cronbach’s a0 = .0 (or —.75, or —7.50) than
when o = .93 (Thompson, 2003).

Remember that tests are nof reliable; scores are reliable (Thompson & Vacha-
Haase, 2000). Analyze and report the reliability of your own scores as part of in-
terpretation (Wilkinson & APA Task Force, 1999). Such improvement would stand
in stark contrast with contemporary practices. In their meta-meta-analysis of
the measurement meta-analyses called “reliability generalization,” Vacha-Haase,
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Henson, and Caruso (2002) found that in the preponderance of articles, authors
never even mention reliability!

Fourth, do not interpret effect sizes by invoking Cohen’s benchmarks for
“small,” “medium,” and “large” effects, except in the rare (possibly impossible)
case where no related prior effects have been reported. Instead, interpret effect
sizes “via explicit, direct comparison with the prior effect sizes in the related liter-
ature” (Thompson, 2002b, p. 28, emphasis added).

Cohen intended these benchmarks as general guidelines and did not seek
their thoughtless application. As noted elsewhere, “If people interpreted effect
sizes [using fixed benchmarks] with the same rigidity that o = .05 has been used
in statistical testing, we would merely be being stupid in another metric”
(Thompson, 2001, pp. 82—-83). Glass, McGaw, and Smith (1981) suggest, at least
as regards relatively established areas of research, “there is no wisdom whatsoever
in attempting to associate regions of the effect-size metric with descriptive adjec-
tives such as ‘small, ‘moderate, ‘large, and the like” (p. 104).

Ask these two questions: (1) Given what I am studying, is the effect size
noteworthy? and (2) Are the effect sizes comparable across related studies? Find-
ing an M? of 2% for the effects of smoking on longevity, when all related studies
consistently report roughly the same effect, may be very noteworthy (Gage, 1978,
p. 21). Finding an n? of 50% in a study of smiling and touching behaviors of ado-
lescents in fast-food restaurants may be less noteworthy if you are an adult not
particularly interested in fast-food environs or the behaviors of teenagers who are
strangers with each other, and especially if the effect sizes in related reports are
highly variable.

Confidence Intervals for Effect Sizes

The 2001 APA Publication Manual suggests that confidence intervals (Cls) repre-
sent “in general, the best reporting strategy. The use of confidence intervals is
therefore strongly recommended” (p. 22, emphasis added). However, empirical
studies of journals show that confidence intervals are reported very infrequently
(Finch, Cumming, & Thomason, 2001; Kieffer, Reese, & Thompson, 2001). In
addition, “Tt is conceivable that some researchers may not fully understand statis-
tical methods that they (a) rarely read in the literature and (b) infrequently use in
their own work” (Thompson, 2002b, p. 26).

Researchers may wish to derive (1) statistics (e.g., My, Mdny, SDy, 1y, and
R:?), (2) confidence intervals for statistics, (3) effect sizes (e.g., A, Cohen’s d, n?
and R? and ®” and adjusted R?), and confidence intervals for effect sizes. Formu-
las may be used to obtain the first three sets of results, but not confidence inter-
vals for effect sizes. Instead, specialized (but readily available) computer software
(Algina & Keselman, 2003; Cumming & Finch, 2001; Smithson, 2001; Steiger &
Fouladi, 1992) must be used to estimate confidence intervals for effect sizes.

Although confidence intervals for effect sizes have great appeal, space pre-
cludes full discussion of these applications. Thompson (2002b) presents an
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overview. The excellent new book by Kline (2004) provides more detail, in addi-
tion to further treatment of both the limits of statistical significance tests and ef-
fect size choices.

CONCLUSION

Not every aspect of effect sizes has been covered here. Hopefully, this brief sum-
mary has been sufficient to give the reader a glimmer of the possibilities of effect
size interpretation and some considerable motivation for delving deeper.

As to the question of using statistical significance tests versus effect sizes,
there are a range of views within the field.

m Some have argued that statistical significance tests are never helpful and
should be banned (Carver, 1978; Schmidt, 1996).

m Some have argued that effect sizes should be reported, but only for statis-
tically significant effects (Robinson & Levin, 1997).

m Some have argued that effect sizes should always be reported, regardless of
whether effects are statistically significant (Thompson, 1996, 2002b;
Wilkinson & APA Task Force, 1999).

Some may feel that the status quo ante bellum was acceptable and that only sta-
tistical tests should be reported (but it is difficult to name any exemplars of
this view).

The protection against overinterpreting the serendipitous result in a single
study does not arise by invoking p values. Instead, the best protection occurs
when effect sizes in a given study are interpreted in the context of direct, explicit
comparison with the effects in related prior studies.

A new day is dawning when it is becoming normatively expected for scholars
to report and interpret one or more effect sizes for their research results. Such re-
porting will facilitate the “meta-analytic thinking” (Cumming & Finch, 2001;
Thompson, 2002b) so important to sound academic inquiry. This view empha-
sizes the value of effect sizes across a related literature as a whole, and recognizes
the inherent limits of the single study (Schmidt, 1996). We are past the point
where the p values in a single study are accepted as reasonable warrants that the
study’s effects are either replicable or valuable!
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As chapter 3 states, “Quantitative methods and the scientific method are the
foundation of modern science.” Such methods typically employ a theoretical
framework to derive hypotheses that are then tested and accepted or rejected
using appropriate statistical techniques. The purpose of these studies typically is
to draw some causal inference. Underpinning all such studies, however, are the
research designs that are used—be they preexperimental, experimental, or quasi-
experimental. This chapter will introduce some of the most commonly used de-
signs and discuss the advantages and challenges of each design. Where
appropriate, examples of these designs taken from the HRD research literature
will be reviewed.

ISSUES OF CONCERN

Before launching into a detailed discussion of the various experimental and
quasi-experimental designs that can be used, we need to address six general is-
sues: internal validity, external validity, frame of reference, longitudinality, fre-
quency, and nested factors. The following sections provide an overview of each of
these issues.

Internal Validity

The internal validity of an information-gathering effort is the extent to which it
actually (correctly) answers the questions it claims to answer using the data that
were gathered. All data collection and analysis is carried out in the context of a
model, or set of assumptions, about the process being observed. If those assump-
tions are wrong, then the findings of the research are meaningless. If those as-
sumptions are correct, then the research is internally valid, and the findings are
meaningful.

The main type of threat to internal validity is that unmeasured processes
might account for the results that were observed. A second type of threat is that
overt responses do not correctly reflect underlying dimensions. Campbell and
Stanley (1963) point out numerous threats to internal validity and proposed
quasi-experimental designs that would control for the confounding of at least
some of these threats, if true experimental designs are not possible. In order to
achieve internal validity, the researcher must exert a substantial degree of control
over the data-gathering process.

The primary methods for achieving high levels of internal validity involve
procedures that constitute the “scientific method.” First, sample members should
be randomly assigned to treatment and control conditions. Whenever control
groups are used for comparison, any selection and assignment other than by ran-
domization will introduce bias. In many HRD studies undertaken within organi-
zational settings, treatment and control groups have not been randomly selected
and assigned from a predetermined population. Whenever that occurs, potential
bias is introduced. For example, those who volunteer for the treatment condition
are more motivated than those in the control group. Second, confounding factors
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should be identified, measured, and controlled. For example, a factor like years of
experience as a supervisor might represent a confounding variable. The re-
searcher would need to identify this as a potential confounding variable, obtain
that information from each participant, and then possibly control the variable
matching the years of experience of participants in the treatment and control
groups. Finally, the use of a multiple methods approach will help to obtain con-
verging evidence in support of a particular finding. If a number of methods of
measurement and analysis all produce similar results, one is more likely to accept
the result as being real rather than dependent upon the particular method used.

Campbell and Stanley (1963) identify several confounding variables that can
affect internal validity:

m Specific events that occur independent of the data collection and that af-
fect the results, such as a reorganization (history)

m Changes in attitudes or behavior simply due to the passage of time, such
as obtaining greater confidence because of time on the job (maturity)

m Effects of a data collection process on some later data collection process,
such as learning from repeated tests (testing)

m Changes in the data collection instruments or the observers (instrumen-
tation)

m Attrition or loss of sample members (mortality)

m Differences in selection for different groups, as in more motivated staff
volunteering for training (selection)

If a research study lacks internal validity, it will lose credibility in the face of
any serious criticism. One must recognize, however, that there are costs associ-
ated with ensuring high levels of internal validity. One cost for increasing inter-
nal validity includes the increased direct cost for identifying and measuring
confounding variables. Other costs are the obtrusiveness involved in control and
the loss of external validity, and therefore generalizability, if too much control is
exercised in order to obtain internal validity.

A high level of internal validity is absolutely necessary if the study is to be
useful at the national or international policy level. On the other hand, internal
validity need not be as great for exploratory investigations. This is because the
study can be replicated and extended more carefully in order to produce an in-
ternally valid test of conclusions that were tentatively reached from an ex-
ploratory study.

External Validity

The external validity of an information-gathering effort is the extent to which
answers based on the observations correctly generalize to other unobserved situ-
ations. For example, a study might be conducted within a specific organization
and location and then generalized to other locations of that same organization or
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even to other types of organizations. The level of external validity tends to be de-
termined by sample selection, whereas internal validity is determined by sample
assignment. To the extent that internal validity is achieved through obtrusive
control over data collection processes, external validity will be reduced.

Increasing external validity depends on drawing a representative probability
sample and avoiding obtrusive measures as much as possible. It is in fact more
important to have a broad sample covering the spectrum of possible people and
organizations; thus, the focus is on being qualitatively representative as con-
trasted with being quantitatively representative. The reason for this is that quan-
titative deviation from exact representativeness can be corrected for during
analysis. One approach for achieving external validity is to develop a model for
the population from which one has selected a sample, so that particular attributes
being observed can be taken into account in generalizations to the population.
Another approach to maximize external validity is to perform a cross-validation
or replication. Basically, this means that a single study is considered to consist of
two halves, and each half is used as a check on results tentatively arrived at from
the other half of the study.

The value of external validity is the generality of the results to a population
of people or organizations. The costs for achieving external validity are the direct
costs of obtaining broad and representative samples. The other costs might occur
in compromises made in controlling for confounding variable.

It would seem that external validity must be achieved at a level sufficient to
make accurate statements about people, organizations, and program at a national
or international level. Samples should be representative and broad across differ-
ent subtypes of people and organizations. Cross-validation methods should be
used to check on external validity, and efforts to achieve internal validity should
be undertaken that avoid obtrusive control.

Frame of Reference

Studies using experimental and quasi-experimental designs involve comparisons
of observed performance with some expectations or ideas for performance. The
frame of reference for such a study refers to the type of comparison undertaken.
Relative comparisons examine what would have occurred without the HRD
intervention or possibly the differences between two or more interventions.
Absolute comparisons focus on the degree to which the intervention reaches
some particular desired outcomes. Relative comparisons tend to be harder to im-
plement, because they require comparing effects with empirical estimates of what
would have occurred without the intervention or with some other interventions.
On the other hand, absolute comparisons require greater advance planning, be-
cause it is necessary to establish a consensus or some documented evidence on
the particular criteria to be used in the absolute comparison.

Almost all experimental or quasi-experimental studies in HRD use relative
comparisons as opposed to absolute comparisons. In contrast, medical research
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frequently involves absolute criteria; that is, a procedure is considered successful
if it produces a cure with no adverse side effects. The development of criterion-
referenced tests is one example of the use of absolute comparisons.

Undertaking a relative comparison involves two basic steps. First, one must
obtain a control group or other form of comparison group (e.g., a comparison
program). This control group is the alter ego for the treatment group. Its per-
formance is taken as an indication of how the treatment group could be expected
to have performed were there no treatment. Second, one must select and imple-
ment statistical methods for the comparison. All of the statistical tests, such as
analysis of variance, t-tests, analysis of covariance, Mann-Whitney, sign tests, and
so on, are designed to enable one to compare the performance of two groups.
These statistical methods are all based on particular assumptions (e.g., random
assignment) that must be met in the collection of data in order to achieve inter-
nal validity.

Two steps are also needed when conducting an absolute comparison. First,
one must identify the outcome criteria and obtain consensus from the client or
experts that the criteria are appropriate. Second, one must develop a test or some
other measure to determine whether the criteria are met.

For relative comparisons, there must be a compromise between the goal of
achieving internal validity and that of avoiding intrusion or control. On the other
hand, the costs for absolute comparisons include the problem of establishing the
credibility of the criteria. There is also a problem in assigning results to the inter-
vention. Even though it can be determined that an intervention is operating at or
above the criterion level, an absolute comparison does not indicate whether that
success was due specifically to that intervention or whether it was due to some
confounding factor.

Longitudinality

The longitudinality of a design is the extent to which measurements are repeated
and extend over time. The main problem of longitudinal designs is attrition; that
is, if one wishes to obtain before-and-after and subsequent measures on partici-
pants, one must keep track of those people and recontact them. It also applies,
unfortunately, to attrition of whole interventions and even to attrition of re-
search staff. In order to cope with the problem of attrition, the operations that
are needed are extra record keeping, methods for recontacting the people for
whom the data have first been gathered, and methods for correcting for the in-
evitable attrition that will occur—that is, both statistical methods and special
methods for selecting, locating, and obtaining responses from a subsample of the
recipients and volunteers who otherwise would have been nonrespondents.

One alternative to straight longitudinal designs is to use retrospection—
selecting individuals at the age or stage of the final data collection step and ask-
ing them to report retrospectively how they would have responded in earlier
steps. This kind of design depends on the validity of the memories of the subjects
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who are contacted, and that validity varies with the type of content to be remem-
bered. While one can remember accurately what year one graduated from high
school, memories of one’s attitude toward the job and toward particular groups
of people can be quite questionable. Another problem with retrospection is the
sampling problem. If you sample individuals at age 50 and obtain retrospective
data from them about when they were 20, those persons will be a biased sample
of the population of 20-year-olds 30 years before. Some of the population will
have died or will have changed since they were 20, with respect to some of the
stratification variables used in the sampling, so that, even disregarding effects of
history, the results will not generalize to a new sample of 20-year-olds sampled in
the same manner as the 50-year-olds.

A second variant on longitudinal designs is the overlapping panel design. For
example, if one wanted to measure growth in skill level from the first year on the
job to the fifth year on the job, one could measure the growth of three cohorts be-
ginning simultaneously in the first, second, and third years. From these three over-
lapping cohorts in a 3-year period, one could reconstruct a growth curve over the
period from the first to the fifth year. One could also determine the skill levels at a
particular date, leading to a cross-sectional analysis. Finally, one could determine
the skill level for all cohorts at a particular year, such as the third year, leading to a
time-lag design (Russ-Eft, 1999; Schaie, Campbell, Meredith, & Rawlings, 1988).

The direct cost of a longitudinal design is considerably greater than the cost
of the same amount of data collection taking place at a single time. This is be-
cause of the seriousness of the attrition problem. Failure to deal with attrition
will cause the entire study to lose validity. Not only must methods for keeping
track of participants be implemented, but also participants’ interest in the re-
search effort must be maintained so that they will be inclined to respond to fol-
low-up data collection efforts. The third cost, which can be crucial, is the loss of
timeliness. A design that takes 5 years to execute may not produce any results rel-
evant to decisions that have to be made next year. One solution to this problem
of loss of timeliness is to include types of data gathering in the initial phase of a
longitudinal study that are sufficient to produce meaningful information that can
be used prior to the later data collection phases.

Frequency

The frequency of data collection involves the number of repetitions within a
specified period. Some study designs require one or two data collection efforts.
Others, particularly ones using a longitudinal design, may require multiple data
collections. Furthermore, the reason for making observations with greater fre-
quency, such as once a month, rather than less frequently, such as once a year, is
that one believes that there is significant variation within the longer period. If
there is not such variation, for example, within the year, then once-a-year obser-
vation is quite sufficient.
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The annual reports to the stockholders represent an example of an annual
data collection and analysis effort. On the other hand, economic measures of the
well-being of our society, such as cost-of-living indicators, have seasonal fluctua-
tions, so that measurements are made more frequently than annually. Most HRD
studies appear to have been undertaken on a one-shot design, in which there is
not plan for a frequent or even infrequent repetition. To make future longitudi-
nal studies more cost-effective, however, it would seem appropriate for re-
searchers who undertake many of these one-shot studies to plan them in such a
way that they might be baselines for long-term studies—for example, by asking
participants for the names of individuals who would be likely to keep track of
their changes of position, change of employer, or even change in residence.

Any design that involves repetition of data collection should minimize the
recurring costs, even though that may increase the development costs. For exam-
ple, extra care in development of easy reporting forms should be undertaken, and
standard forms of analyses (e.g., computer programs) should be developed that
can be applied repeatedly at maximum efficiency. By doing so, frequency will not
affect cost other than being proportional to the amount of data collected. Col-
lecting twice as much data should cost approximately twice as much, after devel-
opment costs are subtracted, and this should be true whether the doubling of the
data collected is caused by a doubling of frequency or of sample size.

Nested Factors

The designs described here assume that each person is selected independently of
another. Within HRD research, however, the effects being studied may be
“nested” within some other factor. “Effects which are restricted to a single level of
a factor are said to be nested within that factor” (Winer, 1962, p. 360). As an ex-
ample, let us assume that we want to determine the effectiveness of two different
methods for training customer service employees. We then use one method with
employees located in New York and a different method for those located in San
Francisco. In such a design, we cannot separate out the effects of the different
methods from the locations; in other words, we cannot determine the interaction
effect between the method and the location. The only way to separate out these
effects would be to test each method in each location.

COMMONLY USED DESIGNS

Preexperimental Designs

Table 6.1 presents an overview of various preexperimental designs. This table in-
cludes a graphic depiction of each design along with the purpose, data analysis
approach, some advantages, and some challenges. The following paragraphs pro-
vide further detail on each of these designs. Campbell and Stanley (1963),
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TABLE 6.1 Preexperimental Designs

POTENTIAL POTENTIAL
TYPE OF DESIGN NOTATION PURPOSE DATA ANALYSIS ADVANTAGES CHALLENGES
One-shot X——0O  Todescribe Observation Can be a simple Provides no
design and posttest of behavior and inexpensive control for
retrospective behavior or or measure way to attempt to internal validity
pretest measure explain a causal
relationship between
variables
One group O—X—0 Tocomparea Matched pairs Similar to one-shot Can provide a
pretest-posttest pretest behavior t-test of pre- design; can be a simple ~ measure of
or measure to and posttest and inexpensive way observed change,
posttest behavior ~ measures to attempt to explain but does not
or measure a causal relationship provide conclusive
between variables results
Static group X O  To attempt to Comparison of Could be used to Provides no control
comparison O  evaluate the the behavior or evaluate the influence for internal validity,

influence of a
variable or treat-
ment on a behavior
or measure

measure between

groups

of a treatment, but
only if there is a
determination of a
pretest comparison
between groups from a
source external to the
experiment

if there is no
determination of
pretreatment
comparison of
groups

O = observation of dependent variable; X = treatment by independent variable.
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Cook and Campbell (1979), and Russ-Eft and Preskill (2001) present even
greater detail on these and other designs.

One-Shot Design

The term one-shot refers to the fact that data collection occurs at one time only.
This design is commonly used in studies of HRD interventions, such as the ubiq-
uitous posttraining reaction forms. Thus, it assumes that the participants are re-
acting to the intervention and not to some other factor, such as a downsizing
announcement. Another example appears in many college, university, and train-
ing courses in which some final exam is given. Here the assumption is that the
participants have had no previous experience or knowledge of the subject matter,
which may or may not be the case.

Clearly, a major advantage of this design is its simplicity and cost-effectiveness.
Data are collected at one time only, leading to lower time and costs for data col-
lection. Furthermore, these data can be gathered as part of the intervention
or course. Finally, if undertaking an absolute comparison, such a design may
be considered appropriate, since the comparison will be with some desired
outcome.

One-shot design provides little in the way of control for issues related to in-
ternal validity. It fails to control for events that are independent of the data col-
lection, such as the example of the downsizing announcement (or history). It
fails to control for changes due to the passage of time; for example, participants
may have learned some skill simply as part of their work on the job. Finally, it
fails to control for the effects of attrition; perhaps only those participants who
were successful are surveyed and tested at the end of the intervention.

Retrospective Pretest Design

In this variation of the one-shot case study design, data are collected from partic-
ipants following the intervention; however, the participants report retrospectively
on their attitudes or skills. As a result, the researcher can compare these retro-
spective “preassessments” to the postassessment.

This design depends on the accuracy of participants’ recall, as well as their
willingness to provide “truthful” data. For example, in communication skills
training, trainees may or may not be aware of their prior skill level until after
completing the training. In these cases, the retrospective design may provide a
more accurate picture of pretraining skills than the data gathering before training.

As with the one-shot design, the appeal of the retrospective design is its sim-
plicity and ease of data collection. In addition, one can obtain a comparison be-
tween posttraining data and the retrospective pretest data. Furthermore, the
posttraining data are not contaminated by the experience of pretesting.

One drawback of the retrospective design is that it does not include a control
group of people who did not participant in the intervention. Thus, there is a
possibility that the results were due to history with the job or the organization
(as is true with the one-shot design). In addition, distortions may occur in these



84 QUANTITATIVE RESEARCH METHODS

retrospective reports, resulting from memory problems or changes in attitudes.
Finally, the problem of attrition may affect the results from this design.

One-Group Pretest-Posttest Design

This design involves actual data collection prior to and following an intervention.
Unlike the previously described retrospective pretest design, it gathers data before
an intervention and so does not rely on participants’ memory.

An example of the use of this design appears in Tan, Hall, and Boyce (2003).
These researchers examined learning gains among 283 automotive technicians as
the result of brakes training using a 39-item multiple-choice test administered
before and after training. In addition, the researchers examined the relationships
of posttraining reactions with learning and with behavior (as measured by su-
pervisors’ ratings of trainees’ on-the-job performance 6 months after the training).

As with the previous designs, this design is relatively simple and cost-effective.
Indeed, the participants could be asked to complete an instrument that focused
on attitudes, opinions, knowledge, or skill level at the beginning of a training ses-
sion, for example, and then again at its conclusion as occurred in the Tan et al.
study. Because data are collected as part of the intervention, costs for data collec-
tion and the possibility of attrition from the sample would be reduced.

As with the previously described designs, however, several challenges exist
with this design. Similar to those for one-shot and retrospective designs, results
may be attributed to previous history with the organization and the job (history
and maturation). In addition, the pretest itself may cause changes to occur irre-
spective of the training (testing). For example, a knowledge or skills pretest may
contribute to improved knowledge or skills. If so, the posttest measurement not
only reflects the effects of the intervention, but it reflects the effects of the pretest
plus the intervention. Indeed, that may have occurred in the Tan et al. study. An-
other issue involves possible changes in the data collection tool from the pretest
to the posttest (instrumentation). Also, participants may leave their positions or
the organizations between the time of the pretest and the posttest, resulting in a
smaller than expected sample (mortality). Thus, such a design will result in in-
creased effort and resources for follow-up. Note that follow-up issues did arise in
the Tan et al. study with regard to the data collection undertaken with supervisors.

Static Group Comparison

Unlike the previous designs, this approach does include a comparison with a
supposed control group. Two important aspects of the design are that no random
assignment to the two groups occurs and that data collection only takes place fol-
lowing the intervention.

This design is relatively cost-effective, in that it employs only one data collec-
tion period. As such, problems cannot arise with previous experience with the
data collection (festing) or with changes in the instrument (instrumentation).

Challenges related to internal validity primarily arise with the lack of ran-
dom assignment. Thus, the treatment group may be comprised of participants
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who are more motivated, more skilled, or more likely to be promoted that the
comparison group.

Experimental Designs

Table 6.2 presents various options for true experimental designs. The key aspect
to experimental designs involves the random assignment to a treatment or a con-
trol group. This helps to ensure that the two groups are equivalent in terms of
history and other preexisting circumstances or conditions that may influence the
results.

Posttest-Only Control Group Design

This represents the first of the true experimental designs. Although researchers
usually emphasize the importance of a pretest, one might want to consider avoid-
ing the use of the pretest in order to eliminate the effects of the pretest on the
posttest results. One can do this by using the posttest-only control group design.

In such a design, two groups are randomly selected, with one group experi-
encing the intervention, and the other receiving no intervention. The groups are
then given a posttest at the same time following the intervention.

On the positive side, as with the static comparison group design, this design
enjoys simplicity and efficiency in data collection, since it takes place at one time
only. Also, this design eliminates concerns with test experience. Of greatest im-
portance, however, random assignment ensures that no systematic bias exists
among the groups.

The major limitation, certainly within organizations, is the lack of feasibility
of random assignment to various treatment conditions. This problem is exacer-
bated when you attempt to assign certain people to a “control” condition where
they do not receive the intervention. That could actually be considered unethical.
In the case of some developmental opportunity, however, one possible alternative
would be to provide the intervention for the “control” condition at some later
time. For organizations with the imperative of completing everything now, the
notion of keeping some people from needed developmental experiences may be
unacceptable.

Pretest-Posttest Control Group Design

This is the classic experimental design that entails random assignment of subjects
to either an experimental or control group, with a pretest and posttest adminis-
tered to each group. The treatment, or independent variable, is administered only
to the experimental group. This allows the researcher to compare differences in
reaction, learning, behavior, or performance between the two groups. To do this,
the researcher can make comparisons of the posttreatment behavior between
groups in addition to making a within-group pretest-posttest comparison for
both groups. This is important for the statistical analysis of the resulting data, as
well as for maximizing factors related to internal validity of the experiment. If
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TABLE 6.2 True Experimental Designs

TYPE OF TYPICAL DATA POTENTIAL POTENTIAL
DESIGN NOTATION PURPOSE ANALYSIS ADVANTAGES CHALLENGES
Posttest only R—X ¢} To examine the influence Simple #-test for Can be a simple and Sensitivity to effects on
controlgroup R————0O  of avariable or treat- significance inexpensive way to attempt the dependent variable
ment on a behavior to explain a causal relation- is low, particularly with
or measure ship between variables small sample size.
Randomness is critical.
Pretest-posttest R— O —X—O0O To determine the effects Depending on the Traditional design, widely Sample size is related to
control group R—O ¢} of a treatment by number of levels used; if executed properly, effect size. If an effect size
comparing a treatment  of the variable, paired can ensure a high level cannot be estimated from
group with a controlled ~ comparison or analysis of control for internal previous studies it might
group sample of covariance on post- validity be difficult to determine
test scores using the without repeated measures.
pretest as the covariate
Solomon R—O0O—X—0O Elaboration of the Multiple analysis of The most powerful Requires large sample size,
four-group R—O ¢} pretest-posttest control  variance on dependent experimental approach; more time-consuming and
R X—O0 group design that variable combined with  high level of internal possibly more expensive
R ¢} controls for pretest analysis of variance validity and minimization than classic pretest-
effects on posttest scores of pretest effects posttest control design
Factorial R—A, —B,—O  To examine simul- Multiple analysis Allows for comparison of Requires large sample size
R—A,—B,— O taneous effects of of variance on independent effects of
R—A,—B,—O  more than one dependent, moderator, two or more variables
R—A,—B,— O independent variable or control variables along with interaction
OR OR effects between main,
R-O0-A-B,-0 multiple analysis moderator, and control
R-0-A-B,-0 of variance with variables
R-0O0-A,-B, -0 repeated measures
R-0-A,-B,-0

R = random assignment to groups; O = observation of dependent variable; X = treatment by independent variable; A}, B;, A,, B, = notation for multiple independent, moderator, or control
variables in a factorial design. True experiments are characterized by randomization, use of some kind of control, such as manipulation, and use of control groups.
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conducted effectively, this design controls for many threats to internal validity.
Because the two groups are tested at the same time both before and after the in-
tervention, differences between the groups cannot be attributed to (1) unex-
pected events or circumstances within the organization; (2) the passage of time
in the organization or on the job; or (3) special attitudes, knowledge, or skills
gained as a result of certain organizational changes. The reason is because both
groups would have experienced the same events, circumstances, and passage
of time.

One example of the use of such a design appeared in a study by Martocchio
and Hertenstein (2003). The study was undertaken with clerical workers at a uni-
versity who voluntarily participated in a computer software class. Prior to train-
ing, these workers completed a general cognitive ability test, a pretraining
self-efficacy scale, and a dispositional goal orientation scale. Within the same
class session, participants “received a packet with either learning or performance
orientation inductions on a random basis” (p. 422). In the middle of the 4-hour
training, they completed the self-efficacy scale again as well as a test of declarative
knowledge of the subject matter. Then at the end of the 4-hour training, they
completed the self-efficacy scale for the final time.

The strength of the pretest-posttest control group design depends on the as-
sumption that the only relevant variability in experience between the two groups
is the treatment itself—in the case of Martocchio and Hertenstein, the learning
orientation induction as compared with the performance orientation induction.
Additionally, and most critical, is the assumption that the two groups are compa-
rable with respect to their behavior or measured performance on the dependent
variable prior to the treatment. Comparability is approximated by the random
assignment to groups and by selecting a large enough sample size to assure vari-
ability in behavior or performance approaches that of a normal distribution. The
question of what constitutes a large enough sample size is related to effect size, or
the strength of the correlation between the dependent and independent variables.
The effect size may be known from previous experiments or from the literature,
or it may need to be estimated based on some preliminary measure. If the re-
searcher can assume the groups are comparable, then analysis of covariance on
posttest scores can be used with the pretest score as the covariate, which allows
for adjustment of the posttest scores for pretest variability.

Use of the pretest-posttest control group design does not address long-term
effects of the treatment or experimental errors such as the Hawthorne effect. Ad-
ditionally, it cannot answer questions that arise from the possible interaction of
the treatment effects with different kinds of subjects, differing degrees of inten-
sity, other treatments, or difference in the sequence or order of treatments. To
answer those questions, researchers may find a factorial or repeated measures de-
sign more appropriate. Moreover, it cannot control for the possibility that the
pretreatment observation or measurement itself may have caused a change in
subsequent behavior or performance measure (festing). For example, the pretest
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alerting both groups as to what is most important in the intervention. Another
problem arises with the use of a control group that does not participate in the in-
tervention. In some organizations, everyone must participate in the intervention
at one time, making the use of such a control group impossible. Finally, because
the design takes place over time, one might expect some attrition from the two
groups, given the mobility of today’s workforce. If attrition from the two groups
were unequal, this might render differences in the groups simply due to the atti-
tudes, knowledge, and skills of the remaining participants. The Martocchio and
Hertenstein study avoided this last problem by conducting all of the research
within a single session; this may or may not be possible, if the research question
focuses on issues related to long-term changes.

Solomon Four-Group Design

If the researcher suspects that the pretest observation or measure may have an in-
fluence on the dependent variable, then the Solomon four-group design would
be appropriate. For example, a pretest measure can sensitize subjects to the treat-
ment, or their performance can improve as a result of the pretest itself, known as
a practice effect. The Solomon four-group design combines the classic pretest-
posttest control group design and the posttest only control group design (Table
6.2) with random assignment of subjects to four groups so that pretest effects are
eliminated. If comparison of the two experimental groups shows similar results
and comparison of the two control groups shows similar results, then a pretest effect
can be ruled out. However, if the two groups that had pretests (one experimental
and one control) differ from the two groups that had no pretest, then there may
have been an effect on the dependent variable caused by the pretest. Because the
effects of the pretest can be filtered out, the data can be analyzed using an analysis
of variance based on posttest scores.

Bretz and Thompsett (1992) present a study that used the Solomon four-
group design to compare the learning and satisfaction with two different training
methods: integrative learning training and traditional, lecture-based training.
A total of 180 employees were randomly assigned to one of the four groups. In
addition, a no-treatment control group existed composed of volunteers, because
“the organization was unwilling to assign employees randomly to a no-treatment
group” (p. 944).

The primary advantages of the Solomon four-group design are that it controls
for the effects of history, maturity, and pretesting and increases the internal va-
lidity. Because of the use of the pretest-posttest feature, it also provides some lon-
gitudinal evidence.

It does, however, suffer from some of the same challenges as those of the
pretest-posttest control group design. That is, the researcher must include two
groups who do not receive the intervention. Bretz and Thompsett overcame that
problem by providing the intervention but simply using different methods for
presenting the information. Another major disadvantage of this design involves
its complexity. Although appropriate for laboratory studies, it may be extremely
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difficult to obtain four randomly assigned groups and measure them over time
within an organization. It should be noted that Bretz and Thompsett state that
the research was conducted in such a rigorous manner “because of the scope of the
training, the perceived importance of MRP-II (manufacturing resource planning)
in Kodak’s business plan, and the potential benefits of IL (integrative learning)
purported to offer in terms of greater learning and attitudinal improvements”
(p. 943). In particular, it will be difficult to have two control groups that are ran-
domly selected not receive the intervention. Indeed, in the Bretz and Thompsett
case, all groups participated in the intervention but experienced different meth-
ods. Also, because the design takes place over time, some unequal attrition from
the groups will likely occur and may destroy the assumptions of random selec-
tion. Finally, with four groups, it requires many people and much administration
and data collection.

Factorial Design

This type of design enables the researcher to compare two or more independent
variables at the same time. An example of the use of a factorial design appears in
Mattson (2003) in which the researcher compared three different types of re-
porting about a developmental program—utility analysis, critical outcome tech-
nique, and anecdotal evaluation reports—as well as three different levels of
impact—Ilow, average, and high. This resulted in a 3 X 3 (report type by impact
level) factorial design. Participants were randomly assigned to one of nine
groups, asked to read the assigned report, and then completed an instrument
measuring the decision-making usefulness and ease of use of the report.

Note that this factorial design also borrowed from the post-only control
group design. In that design, two groups are randomly selected, with one group
experiencing the intervention, and the other receiving no intervention. Alterna-
tively, as in the Mattson study described earlier, the researcher randomly assigned
participants to different types of interventions. The groups were then given a
posttest at the same time following the intervention. In the Mattson study, the in-
tervention involved the different types of reports, and the posttest consisted of
the instrument measuring the usefulness and the ease of use.

On the positive side, the factorial design enables the researcher to examine
the independent effects of variables, such as type of report and level of impact, as
well as the interaction effects. In the Mattson study, only the type of report had a
significant effect on ratings of usefulness—a direct effect. An interaction effect
might have been observed if, for example, the anecdotal evaluation report
showed high levels of usefulness only with reports of high impact. As with the
other experimental designs, the research controls for many of the biases of his-
tory and maturity. Of greatest importance, however, random assignment ensures
that no systematic bias exists among the groups.

The major limitation, certainly within organizations, is the lack of feasibility
of random assignment to various treatment conditions or to a no-treatment con-
trol group. Such concerns did not arise in the Mattson study, since it simply
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involved the reactions to different types of reporting. Another challenge involves
the number of groups and the size of the sample. Such factorial designs simply
cannot be used if the number of participants is limited.

Quasi-Experimental Designs

Table 6.3 outlines various quasi-experimental designs. These designs are appro-
priate when random assignment to treatment and control conditions are not
possible, which is very typical with research conducted in organizational settings.
Such designs can provide useful information, and there is some evidence from
the Campbell Collaboration (C2) that results from quasi-experimental designs
may be similar to that obtained from experimental designs.

Time Series Design

The designs discussed so far have been limited to two separate data collection
times: a pretest and a posttest. Another possible design involves repeated data col-
lections before, during, and following some intervention. This represents the first
of several quasi-experimental designs to be discussed.

When using a time series design, we would graph the results obtained at each
time. An example might focus on the effects of a safety awareness and training
program. In charting the results of such a program, we might examine the fre-
quency of safety violations over time. If these showed some dramatic change only
from the time immediately before to immediately after the program, we could as-
sume that the program had some impact on the results. Collecting data at several
points prior to the program would establish a stable baseline to use for compar-
ing postprogram results.

A strength of this design is that the baseline data helps counter the argument
that time in the organization or on the job by itself (history and maturation) re-
sulted in changes in attitudes or behavior. Also, it provides longitudinal data on
the variable of interest.

This design has several problems, however. First, one cannot easily isolate
various organizational influences, and that could interact with the results sepa-
rate from the intervention. In addition, repeated data collection must be under-
taken leading to additional costs. Also, the repeated measurement could result in
changes in attitudes or behavior (testing). Since this design takes place over time,
attrition from the sample may occur due to people being reassigned or leaving
the job and the organization (mortality).

Another set of issues arises from the use of longitudinal designs. In some
cases, different results have been obtained when using a longitudinal design
(which tests the same people over time) from those obtained when using a cross-
sectional design (which tests different people at different stages at the same time).
When considering such designs, you may want to consult some literature on this
topic (Russ-Eft, 1999; Schaie et al., 1988).
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TABLE 6.3

Quasi-Experimental Designs

TYPE OF DATA POTENTIAL POTENTIAL
DESIGN NOTATION PURPOSE ANALYSIS ADVANTAGES CHALLENGES
Time 0-0-X-0-0 To determine the Measure of change Provides longitudinal =~ Cannot separate out
series influence of a variable between behavior or data interaction effects of
or treatment on a performance before and some organizational or
single sample group  after the intervention other environmental
or treatment factor
Latin R-Xa—-Xb-Xc-0O To examine the effects Multiple analysis of Allows for the use of ~ Assumes lack of inter-
square R-Xa-Xc-Xb-O of different factors in  variance on dependent  smaller sample sizes action effects through
R-Xb-Xa-Xc—-O onestudy variable or multiple than in complete prior research or pilot
R-Xb-Xc-Xa-0 analysis of variance factorial design; can studies
R-Xc-Xa-Xb-0 with repeated measures  counterbalance order
R-Xc-Xb-Xa-0O effects when using
repeated measures
Regression C—0—X—0 Variation of the pretest- Regression analysis Controls for many Requires a continuous,
Discontinuity C— O —— O posttest control group using discontinuity areas of internal quantitative measure of

design where assign-
ment is based on a
cutoff value

based on pre- and
posttest distribution
of data

validity

the dependent variable

R = random assignment to groups; O = observation of dependent variable; X = treatment by independent variable; Xa, Xb, Xc = levels of the independent variable; C = groups assigned
according to a cutoff score based on the pre- and postdistribution of values for the dependent variable from a regression of data without the treatment effect. Quasi-experimental designs lack
random assignment and are used in situations where true experimental designs may not be possible. Inferring a causal relationship between variables is difficult with some of these types of

designs.
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Separate Sample, Pre-Post Design

The separate sample, pre-post design as described by Campbell and Stanley
(1963) includes several variations. One design involves the random assignment of
one group that receives a pretest, then the intervention, and then the posttest and
a second group that receives the intervention and the posttest only. An example
of such a study from the literature is that presented in Carter (2002). The re-
searcher was interested in examining the effects of two methods (lecture-based
training as compared with case-study-based training) using a repeated measures
design, meaning that the same people received both types of training. Further-
more, the researcher wanted to control for pretest effects. Training participants
were randomly assigned to receive a group that received both the pretest and the
posttest or one that received only the posttest.

Such a design does achieve control of the testing effects. Furthermore, with
random assignment, it controls for any biasing effects from selection. Depending
on the actual procedures, it may also control for the effects of external events
(history) or factors related to time in place (maturation) that may influence the
results, since there is a comparison with a control group.

Latin Square Design

The Latin square or counterbalanced design is one in which all of the partici-
pants receive all of the various treatments. Let us take the example of the Carter
study and assume that we want to test two different training methods—lecture
and case study. A Latin square or counterbalance design added to the separate
sample, pre-post design would result in the following four groups:

Week 1 Topic Week 2 Topic
Group Labor Law Occupation Safety & Health
Group 1 Pretest Lecture Posttest Pretest Case Study | Posttest
Group 2 Pretest Case Study | Posttest Pretest Lecture Posttest
Group 3 Lecture Posttest Case Study | Posttest
Group 4 Case Study | Posttest Lecture Posttest

The advantage of the Latin square design is that it allows for the testing of
main effects of multiple variables without the inclusion of the many groups
needed in a full factorial design. In addition, it provides for counterbalancing
order effects within a repeated measures design.

This design is considered a quasi-experimental design, because it does con-
trol for several issues related to internal validity. These include history, matura-
tion, testing, instrumentation, selection, and mortality. The greatest challenge
with such designs revolves around interaction effects. Thus, one does not know
what the effects might be of the interaction of the testing, selection, and history
with the observed results. In the case of counterbalancing order effects, it really
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provides control only in a weak sense and does not control for carryover effects
of a specific sequence. Only by using a true experimental design with separate
groups for each of the topic and methods can one eliminate issues related to such
interaction or carryover effects.

Regression Discontinuity Design

This design involves the use of some pretest and posttest with the assignment of
groups based on a cut point. One example might be the assignment for special-
ized training in the military based on scores on the Armed Services Vocational
Aptitude Battery (ASVAB). One could then examine the regression line of scores
on the ASVAB against some later achievement test. If such training had an effect,
then we would expect some discontinuity in the regression line.

Such a design does control for many issues related to internal validity, such
as history, maturation, testing, and mortality. In addition, it deals with some is-
sues related to external validity and appears appropriate in certain field settings.

Some challenges do exist, however, with this design. First, the cutoff criterion
must be applied rigorously; otherwise, it would result in a “fuzzy” design and lead
to complexities in the analysis. Second, the design requires a sufficient number of
pretest and posttest values to estimate the regression line. Finally, both groups
must come from a single continuous pretest distribution.

DEALING WITH ORGANIZATIONAL REALITIES

As has been described, one of the joys of using any of the experimental and
quasi-experimental designs involves the fact that many of the limitations of
the design have been previously examined and described. There are, however,
major challenges, particularly when working in an organizational setting with
executives, managers, and employees as contrasted with a laboratory setting
using volunteers.

The first major challenge involves the assignment of treatment and control
groups. In some cases, there may not be enough resources or people available to
monitor multiple groups. Even if the resources and people do exist for multiple
groups, most organizations and decision makers do not see the advantages of
denying certain people and groups that intervention in order to provide a “con-
trol” group. After all, if the organization is undertaking some sort of change ef-
fort, it presumably wants to take advantage of timing the intervention for a
certain short period rather than dragging it out over time. Then, even if sufficient
resources exist and decision makers do see the value of examining groups that ex-
perience the intervention with those that do not, randomly assigning people to
the treatment and control groups may not be feasible. After all, people function
within groups, and introducing only certain people within a group to the inter-
vention may not yield completely independent treatment and control groups. Of
course, one possible alternative would be to use groups rather than people as the



94 QUANTITATIVE RESEARCH METHODS

unit of analysis and then randomly assign groups to the treatment or control.
That alternative would, however, require large numbers of groups and people.

With all these challenges, there is some “joy” and hope. As mentioned at the
beginning of the section on quasi-experimental designs, recent work by the
Campbell Collaboration (www.campbellcollaboration.org) has shown that many
of the quasi-experimental designs function well in providing adequate controls.
Furthermore, certain advantages exist in collecting data within organizational
settings. In particular, such settings allow the HRD researcher the opportunity to
use archival data and available employee records. The researcher can undertake
time series designs or multiple-group time series designs using these previously
collected data. In addition, the researcher can use these data, or even data from
other employees, to undertake some cross-validation of or some examination of
the effects of other variables on the study results. With large organizations, the re-
searcher may possess sufficient numbers of participants and amount of data in
order to undertake a study using the regression. Perhaps of greatest importance,
the HRD researcher has some assurance that the results possess some degree of
external validity and that that external validity is far greater than that achieved by
using undergraduate volunteers randomly assigned to participate in some simu-
lation of an HRD intervention.

CONCLUSION

Experimental and quasi-experimental designs can help advance HRD research by
aiding researchers and practitioners to determine cause-and-effect relationships.
The examples provided in this chapter indicate that it is possible to use these
types of research designs within organizational settings. It behooves the HRD re-
searcher to understand the many varieties of designs that have been developed in
order to make an appropriate selection for testing hypotheses and answering re-
search questions. In doing so, the researcher will also need to understand the joys
as well as the challenges of each design. That will enable the researcher to cele-
brate with some new understanding and to enrich the field with new knowledge.
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To paraphrase Charles Dickens, it could be said that these are the best of times
for survey research within organizations yet also the worst of times. Perhaps we
are not experiencing the worst of times, but certainly numerous challenges now
face the researcher using surveys despite the fact that the survey has achieved
a well-established reputation for being the preferred method for data collection
in organizations. Recent studies on survey research are providing new insights,
requiring revisions on much of the conventional wisdom that has guided this
research method for much of the past few decades (Krosnick, 1999).

This chapter will briefly describe the history and emergence of the survey as
one, if not the, dominant method for doing research in organizations. A five-step
process for conducting survey research will be summarized, with key principles
and best practices highlighted. Major challenges facing survey research will be
reviewed, including a summary of literature related to the rapidly evolving and
increasing popular survey mode of the Internet.

DEFINITION OF SURVEY RESEARCH

Definitions of surveys range from the overly broad to more formal descriptions
of the entire survey research process. Existing definitions include “a method for
gathering information from a sample of individuals” (Scheuren, 2004, p. 9); “a
method used to gather self-report descriptive information about the attitudes,
behaviors, or other characteristics of some population” (Rosenfeld, Edwards, &
Thomas, 1995, p. 548); and “relatively systematic, standardized approaches to the
collection of information . . . through the questioning of systematically identified
samples of individuals” (Rossi, Wright, & Anderson, 1983, p. 1). The noted soci-
ologist and founder of the Survey Research Center at the University of California
Berkeley, Charles Glock (1988), describes survey research “as being concerned
with the study of variation” (p. 38). This is a useful addition to existing defini-
tions as it highlights the underlying purpose of the survey and cautions against
inappropriate application of the method.

HISTORY OF SURVEY RESEARCH
IN ORGANIZATIONS

The survey is now recognized as the most frequently used data collection method
in organizational research for assessing phenomena that are not directly observ-
able (Gall, Gall, & Borg, 2003; Schneider, Ashworth, Higgs, & Carr, 1996; Smith &
Dainty, 1991). The advantage of the survey over many other research methods is
that they are usually cheaper, quicker, and broader in coverage (Bennett, 1991).
Consequently, their use has greatly increased with estimates that millions of em-
ployees complete at least one organizational survey each year (Gallup, 1988).

To trace the origins of survey research highlights the different definitions of
what constitutes a survey. While some point to census surveys conducted by the
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ancient Romans, church- or nobility-sponsored surveys of parishioners and citi-
zens in the Middle Ages (Babbie, 1992), or the first United States census of 1790
(Smith, 1990), most histories of survey research are limited to the last 100 years.
Although censuses, surveys of voting preferences, and surveys of social attitudes
tend to receive the most attention, this method of data collection has long been
used in organizational settings. The Scottish philosopher and social reformer
Henry Mayhew was conducting detailed survey studies of British factory workers
in the early 1800s, whereas by the early 1840s, U.S. employers were being sur-
veyed on their perceptions of the quality of labor supply. Bills (1992) and others
tracing the history of surveys in organizations tend to identify the 1930s and
1940s as the first stage in the evolution of surveys.

The increased acceptance and use of surveys, starting in the 1930s, has been
linked to changing societal attitudes, advances in technology, increased emphasis
on cost and efficiency, and greater knowledge and understanding of survey error
structure Dillman (2000). Summarizing the developments over the past 25 years,
Kalton (2000) describes how the field of survey research grew considerably after
World War II. By the 1970s, surveys of both households and organizations were
well established as the best means for gathering statistical data for researchers and
policymakers on a wide variety of topics (Kalton, 2000). In 1975 the academic
journal Survey Methodology was launched. The research profession of practition-
ers engaged in conducting surveys continued to grow rapidly as policy makers
and organizational leaders learned the value of survey data for making informed
decisions. The widespread use of computers has furthered the application of sur-
veys over the past two decades with the advent of the Internet opening a new
chapter in the history of this method.

PURPOSE OF SURVEYS

The purpose of survey research in organizations is to collect information from
one or more people on some set of organizationally relevant constructs. While
surveys have traditionally been divided into two broad categories, questionnaires
and interviews, at least five major survey modes are in use today: face-to-face in-
terview procedures, telephone interviews, mail surveys, Internet surveys, and
touch-tone entry (also known as Interactive Voice Response) (Dillman, 2002).
This chapter concentrates on the development and implementation of self-
administered surveys using the five modes rather than the procedures and strate-
gies associated with interviewing.

Most survey research employs a cross-sectional design. Glock (1988) notes
that in cross-sectional studies the variation of interest is how the units being sur-
veyed differ from one another at a single point in time. However, various longi-
tudinal survey approaches such as trend, panel, cohort, and time series studies
are gaining in popularity as researchers can collect and compare data from two or
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more points in time (Bauer, 2004). Trend studies (repeated measures over time
with equivalent but not the same samples) allow researchers to examine how
variations differ from each other from one time period to another. In panel stud-
ies (repeated measures in which data are collected repeatedly from the same sam-
ples), variation between units and within units over time is the central interest
(Glock, 1988, p. 38). Dillman (2000) reports that the future of self-administered
surveys would no doubt feature panel studies of the same individuals in organi-
zations or of the same businesses where the same survey procedures can be re-
peated year after year. Kalton (2000) also projects an increased use of panel
design in the future. Finally, time series designs, which are popular in education
for tracking student performance and the transition for school to work, are also
being recognized for their ability to accommodate the study of change in organi-
zational settings (Bauer, 2004).

MAJOR ELEMENTS OF SURVEY RESEARCH

Despite the ubiquitous role of surveys in most people’s lives (Rosenfeld et
al., 1995) and the perceived simplicity of survey design and administration (Fink,
1995), survey research poses many complexities and challenges. Survey research
involves a multistep approach. Numerous frameworks and descriptions of
the steps in doing survey research exist, yet all share commonalities. The total or
tailored design method of Dillman (1978, 2000) and the total survey method
of Fowler (2002) are well-known. Other more practical practitioner oriented
approaches are also available (Bourque & Fielder, 2003; Salant & Dillman,
1994; Thomas, 1999). This chapter combines the major elements from these and
other sources to present a five-step process for conducting survey research in
organizations:

. Defining the survey purpose and objectives
. Determining the sample
. Creating and pretesting the instrument

. Contacting respondents throughout the survey process

S L O I S R

. Collecting, reducing, and analyzing data

Step 1: Defining the Survey Purpose and Objectives

A key first step in conducting a survey is often overlooked. This is the need to
define in specific terms the purpose and objectives for a survey. The familiarity
and perceived ease of the survey method has sometimes resulted in the failure to
consider other potentially more appropriate research methods. Sapsford (1999,
p- 10) reminds researchers to ask five important questions before considering
using a survey for research:
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1. Is research feasible at all in these circumstances?

2. Is survey research the right way to approach the problem, to obtain the
kind of answers that are required?

3. Is a survey feasible—would it yield valid conclusions?

4. TIs it ethically appropriate to use survey methods rather than some other
approach?

5. Is it ethically and politically appropriate to carry out any form of research,
given the research questions and the social context?

An organizational survey can serve a range of purposes, reflecting the variety
of intended uses to which the data collected will be applied. Examples include
pinpointing areas of concern; measuring employer, employee, or customer atti-
tudes; monitoring program impact; and providing input for future decision
making (Rogelberg, Fisher, Maynard, Hakel, & Horvath, 2001). The specific re-
search problem or question(s) should play a major role in determining the pur-
pose and objectives for the survey.

Sapsford (1999) states that survey research tends to require a higher degree
of planning than other research approaches. All survey research involves an in-
vestment in resources, including time and money, and confusion or lack of clar-
ity of the purpose can result in wasted resources if the final data are not what is
needed to answer the research question. Determining the purpose of the survey
will also determine the survey scope. Survey scope refers to the methodological
requirements that are driven by the chosen purpose of the survey, such as the
number and type of respondents needed, the content areas to be covered, logisti-
cal requirements such as language translation, and the timing of data collection
(Rogelberg, Church, Waclawski, & Stanton, 2002).

Step 2: Determining the Sample

The second major step of survey research is determining and selecting who will
complete the survey. In some instances, a census maybe preferable if data are
needed from every individual in a population. However, usually a sample, a small
subset of a population selected to be representative of the whole population,
is chosen. Many advances in sampling strategies have been made since World
War II when probability samples were first employed in large U.S. government—
sponsored studies. A review of a more detailed discussion on sampling is recom-
mended (see chapter 8).

Sampling methods are usually divided into two broad types: probability and
nonprobability. Probability sampling provides a statistical basis for reporting that
the sample drawn is representative of the entire population. Using probability
sampling means that every individual in an organizational survey would have a
known, nonzero probability of being included in the sample (Fink, 1995). Proba-
bility sampling uses random selection to eliminate any form of subjectivity in
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choosing who will be surveyed and who will not. Examples of probability sam-
pling techniques include simple random, stratified random, systematic, and clus-
ter sampling.

Nonprobability samples provide the advantage of being relatively convenient
and economical to construct. They may be appropriate for some organizational
research settings although their main drawback is that they do guarantee that all
eligible members of a population will have an equal chance of being included in
the sample. Nonprobability samples are often used for surveys of hard-to-identify
populations and also for pilot tests of questionnaires (Fink, 1995). Examples of
nonprobability sampling techniques include convenience sampling, snowball
sampling, and quota sampling.

Deciding the size of the sample to be sent a survey is an issue where the
highly technical field of sampling provides many potential pitfalls for the begin-
ning survey researcher (Oppenheim, 1992). A statistical calculation can be made
given a predetermined margin of error and a table of sample sizes for confidence
ranges. These tables of calculating sample sizes can be found in most introduc-
tory-level research texts. However, Fowler (2002) advocates a more pragmatic ap-
proach, stating that the size of the sample should be based on the purpose and
objectives of the survey. A second key aspect guiding the selection of a sample
size should be based on the analysis plan. In other words, the plans for how the
data are to be analyzed will provide guidance in determining the minimum num-
ber of respondents based on the planned analysis techniques the researcher in-
tends to use. The underlying aim in selecting a sample size is to focus more on
accuracy than the need for a large sample size.

Step 3: Creating and Testing the Instrument

The next step in the survey process is designing and pretesting the survey
instrument.

Design

As with the selection of the sample, the determination of the type of instrument
to be used is driven by the purpose and objectives of the survey. The quality of
the data collected and, therefore, its utility for organizational decision makers are
largely dependent on the quality of the items, instructions, and response scales
used in the instrumentation (Rogelberg et al., 2002). For this reason, someone
new to survey research should consult the literature on item construction theory
(e.g., chapter 3 of this volume; Edwards, Thomas, Rosenfeld, & Booth-Kewley,
1997; Fowler, 1995; Krosnick, 1999; Nunnally, 1978).

If the topic to be surveyed already appears in published studies, it may be
possible to use or modify existing items or questions. In fact, it is recommended
that researchers use questions with known and acceptable validity and reliability
measures from other studies whenever possible (Bourque & Fielder, 2003). A use-
ful inventory of questions that may help survey researchers in organizations ap-
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pears in the Handbook of Organizational Measurement (Price, 1997; Price &
Mueller, 1986). The handbook classifies numerous measures and scales under
headings such as commitment, job satisfaction, innovation, organization power,
stress, and attitudes toward technology. A more recent text covers existing mea-
sures on job attitudes, work behaviors, and work values (Fields, 2002).

If no appropriate items exist, then questions need to be written. Dillman
(2000) states that the goal of writing a survey question is “to develop a query that
every potential respondent will interpret in the same way, be able to respond to
accurately, and be willing to answer” (p. 32). Questions can be structured in a
number of different formats, including open-ended, where the respondent writes
in his answer, or a variety of closed-ended options with response categories pro-
vided. Dillman provides 19 principles to guide wording survey questions,
including the following;:

m Choose simple over specialized words.
m Choose as few words as possible to pose the question.
m Use complete sentences to ask questions.

® Avoid specificity that exceeds the respondent’s potential for having an ac-
curate, ready-made answer.

m Develop mutually exclusive response categories.

m Avoid double-barreled questions.

When writing questions with close-ended response options provided, many
researchers prefer to use a Likert-type rating scale. First developed by Rensis Lik-
ert for measuring attitudes, this type of scale can be applied to numerous differ-
ent response anchors such as disagree to agree, unsatisfied to satisfied, and
frequency, among many others. Dillman (2000) recommends that consistency be
used throughout the survey in the direction in which the scale response anchors
are displayed so that scales always run from negative to positive or positive to
negative. In addition, attention should be paid to ensure that an equal number of
positive and negative categories are used for questions measured on a scale. Care
is needed when using scale responses to distinguish between a neutral and an un-
decided category if these response options are provided. Furthermore, the place-
ment of an undecided category is important given that research reported by
Dillman has shown major differences in response patterns with the preferred
placement being a “no opinion” or “undecided” category in the last position of
the scale, whereas the neutral response category should be at the midpoint.

Once the questions are written, then considerable effort and thought should
be paid to constructing the survey. Dillman (2000) notes that survey design
should attempt to 