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Boosted Online Learning for Face Recognition
David Masip, Member, IEEE, Àgata Lapedriza and Jordi Vitrià

Abstract—Face recognition applications commonly suffer from
three main drawbacks: a reduced training set, information lying
in high dimensional subspaces, and the need to incorporate new
people to recognize. In the recent literature, the extension of a
face classifier in order to include new people in the model has
been solved using online feature extraction techniques. The most
successful approaches of those are the extensions of the Principal
Component Analysis (PCA) or the Linear Discriminant Analysis
(LDA). In the current paper a new Online Boosting algorithm is
introduced: a face recognition method that extends a boosting-
based classifier by adding new classes while avoiding the need of
retraining the classifier each time a new person joins the system.
The classifier is learnt using the Multi-Task Learning principle
where multiple verification tasks are trained together sharing the
same feature space. The new classes are added taking advantage
of the structure learnt previously, being the addition of new
classes not computationally demanding. The present proposal
has been (experimentally) validated with two different facial data
sets by comparing our approach with the current state-of-the-art
techniques. The results show that the proposed Online Boosting
algorithm fares better in terms of final accuracy. In addition, the
global performance does not decrease drastically even when the
number of classes of the base problem is multiplied by 8.

Index Terms—Online Learning, Incremental Learning, Face
Recognition, Multi Task Learning, Small Sample Size Problem.

I. INTRODUCTION

Face recognition problem can be stated as a machine learn-
ing process where we receive as input a high-dimensional data
vector x ∈ RD (corresponding to the n1 × n2 = D face pixel
image), and we must provide the identity or class membership
c ∈ {C1, . . . , CK} of the subject. In real-world applications
the number of training samples available from each class is
usually limited, and the data dimensionality is large, making
the estimation of the classifier parameters more inaccurate.
This problem is known as the curse of dimensionality [1],
which exponentially relates the number of samples needed to
model an object with the dimensionality of its representative
feature vector.

On the other hand, the number of classes in face recognition
is large, and we often need to extend previously trained
classifiers to recognize new people that joins the group. In
this context most of the classic machine learning methods are
not suitable for the face recognition task.
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Several face recognition algorithms found on the literature
focus on the problem of classification in high dimensional
subspaces. Usually a feature extraction step is performed in
order to reduce the problem complexity, and then the Nearest
Neighbor classifier (NN) is applied on the reduced space. Fol-
lowing this framework many unsupervised feature extraction
methods have been applied to face recognition. In this context
the seminal proposal is the eigenfaces approach, by Turk and
Pentland [2], that uses Principal Component Analysis (PCA)
to find the optimal subspace under the reconstruction error
criterion. On the other hand, supervised feature extraction
methods have been also applied for dimensionality reduction.
In that case, Fisher Linear Discriminant Analysis (LDA) [3]
is the most known technique, and different extensions of
the algorithm have been developed to relax some of the
original assumptions. Some examples are the Nonparametric
Discriminant Analysis [4] or the Boosted Feature Extraction
[5], [6]. However, the main drawback of these methods is
that we need a large number of training samples to obtain
competitive accuracies under the NN approach.

More recently, new machine learning techniques have been
developed and applied to high dimensional data classification,
improving considerably the accuracies of face recognition.
Among these methodologies, Support Vector Machines (SVM)
[7] and Boosting techniques [8] are the most successful.
The efficiency of the Boosting family of classifiers has been
shown theoretically an empirically [9], being related to the
margin theory [10] and their generalization capabilities. In this
context, the Adaboost algorithm was declared the best of-the-
shelf [11] classification ensemble method. However, some of
these algorithms are still difficult to scale when new classes
are added to the system. For this reason, although there have
been substantial improvements in the high dimensional data
classification problem, the online learning topic is still an open
issue in the current state-of-the-art face recognition classifiers.

In this paper we introduce a face recognition scheme to deal
with some of the above mentioned difficulties: the robustness
against the small-size training set problem, and the scalability
to add new classes avoiding a new costly additional training
step (online learning). For this purpose we consider the
Multi Task Learning (MTL) paradigm for the face recognition
problem. The term MTL was firstly introduced by Caruana in
[12]. He showed that simultaneously learning related tasks in
an environment can achieve important improvements at two
different levels: (i) the number N of training samples needed
to learn each classification task decreases as more related tasks
are learned (parallel knowledge transfer), and (ii) a classifier
trained on sufficiently related tasks is likely to find good
solutions to solve novel related tasks, under some theoretical
assumptions (sequential knowledge transfer). More recently,
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Baxter [13] has proved that the number of training samples
required to train each task decreases linearly as the number of
tasks increases O( 1

N log(O(K))). On the other hand, different
classifiers have been extended to the MTL paradigm, being one
of the most successful approaches the JointBoost algorithm of
Torralba et al. [14], that we describe in section III.

In this work we use the JointBoost algorithm to build a
robust classifier for face recognition using a fixed number
of classes K. Then we extend the algorithm in order to
incorporate new unseen classes avoiding the expensive com-
putational cost of retraining the whole system. A brief review
of online learning techniques applied to face recognition is
included in the next section, and after that we describe the
proposed algorithm. Moreover, we perform subject recognition
experiments with two standard face databases, focusing on
evaluating the scalability against the addition of new subjects
to the system. The experiments are detailed in section IV and,
finally, section V concludes this work.

II. ONLINE LEARNING

The online learning paradigm studies the capacity to evolve
and update previous knowledge, given a set of new data inputs.
In the machine learning community, the terms online learning,
incremental learning and life long learning are usually used as
synonymous, referring always to the need of rapidly adapting
in time to past mastered tasks. Notice that the field covers
the addition of new classification tasks, the extension of the
previous classification tasks to include new classes, or simply
the addition of updated samples to improve the model.

In the face classification field, psychological studies have
shown that humans born with a pre-wired capacity to recog-
nize general face patterns [18]. This capacity evolves as the
babies grow and are able to adapt their behavior to the
environment, recognizing specific “classes” such as familiar
faces, gender, age groups or race [19]. In this psychological
studies a two step modelling is remarked: (i) An initial set up
where the global model is established, and (ii) a continuous
adaptation process of the learned model from the environment
and the changing object representations. These two steps are
also typical in the online machine learning methodologies.

Despite of being a relatively recent discipline, the interest in
the online learning techniques has grown considerably during
the last years. In a first taxonomy, two families of online
learning algorithms can be distinguished:
• Methods that perform online feature extraction to model

the incremental addition of new data samples. The clas-
sification task is performed using a standard batch clas-
sifier, usually the Nearest Neighbor rule.

• Online learning classifiers designed to adjust their para-
meters to model new samples.

In this section we review some state-of-the-art online learn-
ing techniques belonging to both groups. In the feature extrac-
tion case, we focus on the online PCA and LDA, which have
been used in the comparison of the experimental validation.
Also, we summarize the online ensemble learning strategies
suggested in previous works, stressing their limitations in
incremental multiclass problems.

A. Online Feature Extraction

Classic online learning techniques applied to classification
are focused on building a model of the known visual data,
by performing a feature extraction process. Then a standard
pattern recognition classifier is applied on the reduced space,
for instance Mahalanobis mean-distance [20] or the Nearest
Neighbor approach. After that, the parameters of the model are
updated when new learning instances are given to the system.

One of the most successful approaches to online learning in
visual problems is the extension of the Principal Component
Analysis Algorithm (PCA) [21] to update the coefficients on
the projected space [22][20] (Incremental PCA, IPCA). Given
a set of images X = {x1, . . . ,xN}, a model Ψ = {µ,U}
is constructed, where U = [uk] for k = 1, . . . , R is the
projection matrix computed as the first R eigenvectors of the
covariance matrix C

C =
1
N

N∑

i=1

(xi − µ)(xi − µ)T (1)

and µ is the sample mean µ = 1
N

∑N
i=1 xi.

Once the model Ψ is learned, the goal is to update the
parameters when a new image xN+1 is added to the initial set
X . The first step is to update the mean, that is

µ′ =
1

N + 1
(Nµ + xN+1) (2)

And the projection matrix U is updated by:

U′ = [U hN+1]R (3)

where hN+1 = (UpN+1 + µ) − xN+1 is the normalized
residual vector, being pN+1 the projection of the sample xN+1

using U; R is a rotation matrix obtained from solving the
eigenproblem DR = RΛ, where

D =
N

N + 1

(
Λ 0
0 0

)
+

N

(N + 1)2

(
pN+1pN+1

T γpN+1

γpN+1
T γ2

)

(4)
and γ = hT

N+1(xN+1− µ). Reader can find full details about
the experimental robustness of the algorithm in [22].

The main drawback of this approach is that the PCA
algorithm only optimizes the reconstruction error under the
mean squared criterion. Nevertheless, if the labels of the data
are taken into account, a supervised feature extraction can
be performed to optimize the class separability. For instance,
Fisher Linear Discriminant Analysis (LDA) uses the scatter
between elements of the same and the scatter between ele-
ments of different classes to find a discriminative eigenspace.
The online LDA algorithm (ILDA) [23] computes the initial
model as Ψ = {µ,Sw,Sb, N}, such that

Sw =
K∑

c=1

Σc =
K∑

c=1

∑

x∈Cc

(x− µc)(x− µc)T (5)

Sb =
K∑

c=1

Nc(µc − µ)(µc − µ)T (6)

where Nc is the number of samples of class Cc, µ =
1
N

∑N
i=1 xi is the sample mean, and µc is the mean of the
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samples of class Cc. The objective in FLD is to maximize the
ratio between Sb and Sw, obtaining the projection matrix U as
the first eigenvectors with larger eigenvalue of C = Sw

−1Sb.
According to [23] the update steps on the online learning

algorithm using the model Ψ take a new sample xN+1 with
label Ck, and adjust the model parameters to find Ψ′ =
{µ′,S′w,S′b, N ′} using only Ψ and the new sample xN+1.

To update the between and within scatter matrices, two
different situations must be distinguished: (i) the new sample
xN+1 belongs to an known class Ck, 1 ≤ k ≤ K (ii) the
new sample belongs to a new class CK+1. In the first case the
scatter matrixes are updated as

S′b =
K∑

c=1

N ′
c(µc − µ′)(µc − µ′)T (7)

where, µ′k = (1/(Nk + 1))(Nkµk + xN+1), N ′
k = Nk + 1,

µ′c = µc and N ′
c = Nc for all c 6= k, and µ′ is the updated

mean

µ′ =
Nµ + xN+1

N + 1
(8)

The within-class scatter matrix is updated as

S′w =
K∑

c=1,c6=k

Σc + Σ′
k (9)

where

Σ′
k = Σk +

Nk

Nk + 1
(xN+1 − µc)(xN+1 − µc)T (10)

On the other hand, when xN+1 belongs to a new class ∈
CK+1, the between-class scatter matrix is updated as

S′b =
K+1∑
c=1

N ′
c(µc − µ′)(µc − µ′)T (11)

where the N ′
c = Nc for all 1 ≤ c ≤ K, N ′

k = 1 and
µ′K+1 = xN+1. Notice that in that case the within-class scatter
does not change S′w = Sw.

Sequential and chunk versions of the algorithm presented
above have been proposed in the literature in order to ef-
ficiently compute the projected coefficients [24], [25]. In
addition, incremental eigendecomposition has also been used
in other visual applications such as active shape models [26]
and clustering [27]. Notice that in all of these cases the
whole online learning method has two steps: first a feature
extraction is performed to learn a model, and then a classifier
is trained in the new feature space. In the next section, we
propose a new online learning method that brings the updating
parameters step to the classifier itself, avoiding the feature
extraction process. On the other hand our proposal can be
complemented by IPCA or ILDA algorithms as a previous
step to classification.

B. Online Ensemble Learning

In this paper we propose a new online boosting strategy
to incrementally add new classes to a previously learned face
recognition model. In the recent literature, different implemen-
tations of the Adaboost algorithm have been extended to the

online framework. Most of them are based on the seminal
works of Oza [28], [29], [30]. In his approach, he simulates
the Adaboost sampling with replacement by using a Poisson
distribution. He achieved similar (asymptotically equivalent)
accuracies with respect to the batch Adaboost version, while
running considerably faster. Grabner and Bischof [31] adapted
this online boosting procedure to feature selection and applied
it to the problems of background subtraction, tracking and
object detection. Similar approaches have been followed by
Javed et al. [32] in their online cotraining algorithm, and Pham
and Cham [33] in their online asymmetric boosting proposal.

All these previous works have focused on two class prob-
lems, and the online learning methodology is used to enhance
classifiers accuracy by adding new labelled samples to the
previously learned model. Moreover, these methods only allow
the addition of new samples to the model, being the number
of classes fixed a priori. Up to our knowledge, no multiclass
extension of the online boosting algorithm has been yet
formally proposed.

In order to deal with face recognition problems, with
typically 50-100 classes (subjects to recognize), we define a
multiclass boosting algorithm that makes use of the multitask
learning paradigm. The proposed methodology allows the
dynamic addition of new classes, resulting a competitive alter-
native to the traditional online feature extraction algorithms.

III. THE ONLINE BOOSTING ALGORITHM

In the recent machine learning literature the interest for
classifier ensembles has grown considerably [8]. Experimental
results show that the combination of multiple classifiers can
lead to a more powerful decision rule than single isolated
learning. Depending on the classifier generation and com-
bination rule, three different families of ensembles can be
described: Random Subspace Methods (RSM), where weak
learners are trained using random subsampling of the feature
set; Bagging where the training set is split in several groups
and a weak classifier is independently trained on each sub set;
and Boosting where the weak classifiers are serially learned
on reweighted versions of the training set. Although in the
general case none of these ensemble methods outperforms the
rest [34], the boosting methodology has been favored in the
machine learning field. Notable methods are the Adaboost
algorithm (from Adaptive Boosting) and the Gentleboost
variant [35], which is specially robust for face classification
tasks [36], [37]. In this context, some theoretical bounds have
been proven [10], such as the fast convergence to a 0 training
error and the strong resistance to overfitting.

There are two general approaches to extend the binary Ad-
aboost classifier to the multiclass case: to adapt the optimized
loss function to the multiclass case [38] or to combine different
binary classifiers using error correction output codes [39]. In
this last framework, Torralba et al. [14] recently introduced
JointBoost, a new algorithm based on the knowledge transfer
concept to extend the Gentleboost method to the multiclass
case. The main idea of this approach is to see the multiclass
classification problems as a set of binary classification tasks
which are related by sharing features. Torralba et al. [14]
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experimentally show that the obtained multiclass classifier can
be trained using less examples and also less different weak
learners.

In this section we detail the proposed online extension of
the JointBoost approach, building a new global scheme where
new classes can be added to the system once the model has
been learned with an initial set of classes. The whole training
algorithm can be divided in two steps: first the JointBoost al-
gorithm is run, obtaining a model Ψ. The second step takes as
input the Q samples of the new class {xN+1, . . . ,xN+Q} and
the corresponding labels, cN+1 = . . . = cN+Q = CK+1, and
runs M rounds of the proposed Online Boosting algorithm.

A. Model Setting: JointBoost Algorithm

The algorithm takes as input the N training samples
X = {x1, . . . ,xN}, the corresponding labels {c1, ..., cN},
ci ∈ {C1, . . . , CK}, and a predefined number M of boosting
rounds are performed. At each boosting step, the multiclass
classification problem is transformed to a binary problem by
grouping the classes in two clusters, a positive one and a
negative one, and a decision stumps classifier is trained on
this binary problem.

Regarding to the grouping in positive and negative clusters,
all the possible groupings should be considered at each round.
Nevertheless, when the number of classes is large this ap-
proach is not possible, given that the number of possibilities
is O(2K). In this case, Torralba et al.[14] followed a best
first search approximation (O(K2)), where the grouping is
performed as follows:

1) Train K different weak learners by considering each
class as the only candidate member of the positive clus-
ter (the remaining classes are included in the negative
cluster). Each weak learner is built by considering a
feature and the optimal decision stump classifier which
can be defined for the binary problem on that feature.

2) Select from the K problems the one which shows mini-
mum weighted classification error and add the associated
class to the initial Positive cluster.

3) For the remaining classes, and until no improvement
on the classification error can be found, we iterate the
following steps:
• Train a set of different classifiers by considering

the previous Positive cluster but adding one class
candidate from the Negative cluster.

• Add the class candidate to the Positive cluster
only if the joint selection improves the previous
classification error.

This process heuristically selects a class grouping with low
classification error and defines a binary problem for each
boosting step.

Once the binary problem has been defined, the set of
weights Wc

i are adjusted according to the partial classification
results. Note that the optimal grouping is different at each
step, given that the error criterion is computed taking into
account the weights that focus the cluster selection on the
most difficult samples. This grouping step allows the transfer
of knowledge among several recognition tasks. Moreover, the

feature set is shared across classes on each weak classifier,
allowing a more general representation which can be useful
when new classes are added to the system (online learning
from samples belonging to new unknown classes).

The parameters of the weak learner at the t-th iteration are
computed as

ρt =

∑
c∈Positivet

∑
i W

c
i b

c
iδ(x

j
i ≤ θ)

∑
c∈Positivet

∑
i W

c
i δ(x

j
i ≤ θ)

, (19)

αt + ρt =

∑
c∈Positivet

∑
i W

c
i b

c
iδ(x

j
i > θ)

∑
c∈Positivet

∑
i W

c
i δ(x

j
i > θ)

, (20)

sc
t =

∑
i W

c
i b

c
i∑

i W
c
i

, if c/∈ Positivet (21)

where sc
t acts as a constant to prevent the effects of

unbalanced training sets on the class selection; {W c
i } is the

weights set, having one a weight for each i-th sample and c-th
class; and Positivet indicates whether each class was in the
positive cluster at t-th iteration or not. Figure 1 summarizes
the JointBoost algorithm.

B. Online Boosting: Adding new classes to the Model

As a result of the JointBoost algorithm, we obtain a
model of the classifier defined by the parameters Ψ =
{ht,Positivet; t = 1, ...,M}. Thus, once the JointBoost al-
gorithm is trained, it can be used only for the learned K-class
problem, when a new class K + 1 is added to the system,
the whole model must be retrained. Notice that in a K-class
problem, at each iteration of the JointBoost algorithm we have
to try all possible ways of grouping the classes (2K − 1).
Moreover, for each grouping we have to find the best feature,
trying each time all the D possibilities. In fact, for K = 100
and D = 500 it is unfeasible to train the JointBoost in a
reasonable amount of time using a Pentium IV computer.

The idea of the proposed Online Boosting algorithm is to
take benefit of the class grouping performed in the sharing
features step in order to incorporate online new classes to the
system. Thus we can avoid the mentioned computationally
expensive part of the learning step. More concretely, when
we want to add a new class K + 1 to the model, the Online
Boosting is iterated M times. At each iteration t we have to
perform 2 steps:

1) Update Positivet. That is, for each iteration there is
a class grouping of classes 1, ..., K in a positive and a
negative cluster obtained by the JointBoost. This first
step consists on assigning the new class K + 1 to
the most suitable cluster under an error minimization
criterion, using the feature and the parameters previously
learned. Moreover, the weak learner is adjusted using the
new training samples.

2) According to the cluster assignation done in the previous
step, the weights of the examples are updated.

In first step, and given the binary problem defined over the
K initial classes, we consider the alternative assignation of the
new to class to the positive or to the negative cluster. Then we
compute the weighted error for both class groupings and select
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Given the inputs
• training set X = {x1, ..., xN} containing the data samples
• vector C with the corresponding labels ci ∈ {C1, . . . , CK}
1) Initialize a set of weights: Wc

i (1) = 1 and H(xi, c) = 0 for all i = 1, ..., N and c = 1, ..., K
2) For t = 1 . . . M

a) For all the possible ways of grouping the classes in binary problems n = 1, . . . , 2K − 1

i) Learn the shared regression stumps classifier on the projected data, obtaining the hypothesis:

hn
t (xi, c) =

�
αtδ(x

j
i > θ) + ρt, when ci ∈ Positive(n)

sc
t , when ci /∈ Positive(n)

(12)

Denoting by xj
i the j-th feature of the projected sample xi, where the decision stumps classifier obtains the maximum

accuracy on the training data.
ii) Compute the weighted error for the class grouping as:

Errp(n) =

KX
c=1

NX
i=1

Wc
i (b

c
i − hn

t (xi, c))
2. (13)

where bc
i ∈ {−1, +1} is the binary class label assigned to the class Ci in the n-th binary grouping.

b) Find the binary grouping of classes m with minimum Errp:

m = arg min
n

Errp(n) (14)

and set ht := hm
t

c) Update the data weights:
Wc

i (t + 1) = Wc
i (t)exp−bc

i ht(xi,c), i = 1, . . . , N. (15)

d) Update the estimation for each class:
H(xi, c) = H(xi, c) + ht(xi, c) (16)

3) Output: Classifier H(xi, c) =
P

t ht(x, c) and corresponding class clusterings Positivet, t = 1, ..., M

Fig. 1. The JointBoost algorithm used to set the initial model.

the assignation with minimum error rate. Thus the class has
been definitively assigned to one of the clusters of the binary
problem. In the second step the new weak learner is adjusted
and we update the weights and the classification function H .

The computational complexity of the algorithm to add a new
class is O(M), while to retrain the whole system for K + 1
classes is O(M × (K + 1)2). On the other hand, the method
allows the inclusion of many new classes, given that the same
process can be iteratively repeated adding a new class each
time. Furthermore, the cost of adding a new class K + 1 do
not depend on the number of classes K.

More details and the pseudo code of the Online Boosting
algorithm can be found in figure 2. Particularly, the iterative
process is detailed in point 2. Notice that the first step,
consisting on the cluster updating, is composed by stages
a − e, while the second stage of the iterative process, where
the weights are adjusted and the classifier us updated, is
done in stages f − g. Moreover, an example applied to face
recognition is shown in figure 3. First, we show the class
grouping evolution of an initial 10 class problem along 50
boosting steps, using the JointBoost. At each round, elements
in the positive cluster are denoted with a white square and
elements in the negative cluster are denoted with black squares.
Furthermore, we show down the cluster assignation of a new
class, obtained with the Online Boosting at each iteration.

IV. EXPERIMENTS

The experiments have been performed using two different
face databases: the Face Recognition Grand Challenge (FRGC)
[40], and the AR Face database [41]. The original FRGC data
set consists of more than 3700 high resolution still images
from 275 different subjects, and there are between 4 and 32
images per subject. In the experiments performed, only the
160 subjects with more than 20 images have been used, to
estimate properly the scatter matrices in the classic online
learning methods (ILDA). The AR Face data set consist of
26 images from 126 subjects with uniform background and
different acquisition conditions, there are: 2 neutral images,
6 images with gesture effects, 6 images with strong changes
in the illumination (left,right and both illumination types), 6
images with occlusion due to sunglasses (combined with the 3
illumination effects), and 6 images with occlusions due to the
use of scarf (combined with the 3 illumination effects) from
each person. Images where acquired in two different sessions,
separated by two weeks. We only used samples from the 86
people that attended both sessions.

Each data set has been previously normalized before the
learning phase. Images have been converted from the original
RGB space to gray scale. Then, the faces have been rotated
and scaled according to the inter-eye distance, in such a way
that the center pixel of each eye coincides in all of them. The
samples were then cropped obtaining a 37 × 33 thumbnail,
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Given the inputs
• training set X ′ = {X, xN+1, ..., xN+Q} containing the data samples from the new class CK+1

• vector C with the corresponding labels ci ∈ {C1, . . . , CK , CK+1}
• the model Ψ = {ht,Positivet; t = 1, . . . , M} previously obtained with the training set X = {x1, ..., xN}
1) Initialize a set of weights: Wc

i (1) = 1, i = 1, . . . , N + Q, and H ′(xi, c) = 0 for all i = 1, ..., N and c = 1, ..., K + 1
2) For t = 1 . . . M

a) Assign the new samples to the Positive cluster, according to the optimal class grouping selected on the step t in the
previous model Ψ, obtaining Positivet(p)

b) Classify the training data X′ using the decision stumps generated at the step t of the previous JointBoost algorithm but
adjusting the parameter sc

t using the new samples.

hp
t (xi, c) =

�
αtδ(x

j
i > θ) + ρt, when ci ∈ Positivet(p)

esc
t , when ci /∈ Positivet(p)

(17)

c) Compute the weighted error for the class grouping as:

Errp =

K+1X
c=1

N+QX
i=1

Wc
i (b

c
i − hp

t (xi, c))
2. (18)

where bc
i ∈ {−1, +1} is the label assigned to Ci in the current clustering.

d) Assign the new samples to the Negative cluster, according to the optimal class grouping selected on the step t in the
previous model Ψ, obtaining Positivet(n), and compute the error Errn as in 17 and 18.

e) Assign the new class to the clustering with minimum error m = arg minp,r(Errp, Errn) and set h′t := hm
t , Positive′t =

Positivet(m)

f) Update the data weights: Wc
i (t + 1) = Wc

i (t)exp−bc
i h′t(xi,c), i = 1, . . . , N.

g) Update the estimation for each class: H′(xi, c) = H′(xi, c) + h′t(xi, c)

3) Output: Classifier H ′(xi, c) =
P

t h′t(x, c) and corresponding class clusterings Positive′t, t = 1, ..., M

Fig. 2. Updating algorithm to adjust the parameters by adding new samples to the model.

Fig. 3. Matrix representation of the first 50 boosting steps, for a 10 class problem (a representative face of the training set is shown for each class). We
plot a white square for the samples belonging to the positive cluster, and a black square in the negative case. Features are shared across classes along the
boosting steps. A new class is incrementally added by finding its optimal grouping.

preserving only the internal region of the faces. Thus, the final
sample from each image becomes a 1221 feature vector. In
Figure 4 some examples from both databases are shown.

We repeated all the experiments 10 times, according to the
following protocol: (i) We randomly take 25 classes (subjects)
from each database to set up the online learning algorithms,
and (ii) we progressively add one class at each step up to
the maximum number of classes, updating the online model
parameters in each case. For each learning algorithm, we
evaluate the mean accuracy across the 10 iterations, and we
show the 95% confidence intervals near the mean value. The
final results are shown in table I. The 50% of the samples are
used for training and 50% for testing.

The experiments have been performed using 4 methods:

• Batch method: In this case, no online learning has been
applied. We have chosen the non parametric discriminant
analysis technique (NDA), which has been shown to
improve the performance of other classic discriminant
analysis techniques [42] under the NN rule. The model is
trained using the first 25 classes, and the same projection
matrix is used when new classes are added. The nearest
neighbor rule is applied on the extracted features.

• Incremental PCA : The incremental PCA algorithm has
been used, setting the original projection matrix with
the first 25 classes, an applying the update rules seen
in section 2.

• Incremental LDA : The incremental LDA algorithm, fol-
lowing the same protocol as the IPCA.
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Fig. 4. Examples of faces from the FRGC (top) and AR Face (down) databases.

• Online Boosting: We train the online boosting algorithm
described in section 3 with the initial 25 classes an update
with the remaining as in IPCA and ILDA.

In the first 3 cases, the Nearest Neighbor rule (using
Euclidean distance) has been used for classification on the
extracted subspace. The reduced subspace retains 200 features,
which has been shown to be optimal cross validating the
training set.

A. Experimental Results

The results with the FRGC database show an accuracy close
to 98% using our boosted approach for the initial problem with
25 classes, while the application of feature extraction methods
with the NN classifier obtains an initial 92%. This experiment
suggests that for a perfectly acquired and normalized set,
the use of JointBoost is the best option for multiclass face
classification problems. Figure 5 shows the accuracies as a
function of the number of classes. The accuracy of the first
25 steps is intentionally plotted as a constant line to show
the initial training of the original subset of classes, where any
online learning is performed. We can see that the accuracy
decreases, as expected, when new classes are added to the
system. This fact is due to 2 reasons: first, larger class
problems are more difficult to classify, and second, when
new samples are added to the system, there is an implicit
error given that the whole classifier has not been retrained
(only an estimation of the new parameters is performed).
Nevertheless, the accuracy does not decrease drastically, even
when we increase the number of classes an 800%. The second
best performing method in both data sets is the Online LDA,
which abruptly decreases the accuracy when the models are
updated the first time. The reason is that in high dimensional
data (typical from visual problems) the proper estimation

of the class distributions (scatters) becomes unprecise. The
performance of the IPCA algorithm is clearly inferior, given
that class memberships are not taken into account in the feature
extraction process.

In addition, we show the absolute and relative loss of
accuracy when new classes are added (see Table I). For each
data set we add up to the maximum number of classes (160
and 86 for the FRGC and AR Face respectively) and take
the resulting accuracy. The absolute decrease is computed
subtracting the accuracy obtained when we use the maximum
number of classes from the initial accuracy (25 subjects). The
relative decrease is computed as the absolute decrease divided
by the initial accuracy (considering the 25 classes). Note that
with the proposed boosted approach the accuracy decreases
less, specially in the case of the AR Face data set, obtaining
a more robust classification rule in presence of occlusions
and strong changes in the illumination. On the other hand,
in both data sets the less decrease score is obtained by the
IPCA technique, as expected, given the low performance of the
technique and its unsupervised nature. As explained in section
II, PCA finds the “face subspace” from the data, independently
from the class membership. Therefore, given enough samples,
the projection matrix obtained does not vary considerably.

The main advantage using our online learning approach is
the reduction of the computational needs. It has been shown
experimentally that the use of JointBoost achieves high accu-
racies in face classification. Nevertheless, the computational
cost makes the method unfeasible when the problem has too
many classes, due to the BFS clustering step (O(K2)). More
concretely, training the JointBoost algorithm using an initial
set of 25 classes takes 8 hours on a Pentium IV computer
(using the Matlab software), while learning the same algorithm
using 80 classes can take weeks. However, to extend the
previous 25 class problem to the new 80 class problem using
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TABLE I
MEAN ACCURACY OF THE ANALYZED METHODS AND OUR PROPOSAL ON TWO FACE DATABASES . ONLY 25 CLASSES ARE USED FOR TRAINING, A TOTAL

OF 135 EXTRA CLASSES HAVE BEEN ADDED IN THE FRGC CASE, AND 65 IN THE AR FACE. WE SHOW THE DECREASE (ABSOLUTE AND RELATIVE
PERCENTAGE) IN THE MEAN ACCURACY FROM THE FIRST EXPERIMENT WITH ONLY 25 CLASSES AND THE LARGEST EXTENDED PROBLEM.

FRGC Accuracy±Int. Decrease Relative
NDA 0.855±0.029 0.055 6.0%
IPCA 0.833±0.181 0.028 3.3%
ILDA 0.859±0.013 0.115 11.8%

Online Boosting 0.921±0.010 0.057 5.8%

ARFACE Accuracy±Int. Decrease Relative
NDA 0.601±0.006 0.211 25.9%
IPCA 0.605±0.022 0.071 10.5%
ILDA 0.679±0.015 0.207 23.4%

Online Boosting 0.752±0.011 0.106 12.4%

our approach takes just a few minutes. Moreover, the 160 final
class problem is nowadays non computable in a reasonable
amount of time.

B. Initial class set selection

One of the free parameters of the proposed algorithm is the
number of initial classes to train the model. In order to analyze
the influence of this initial class set on the global accuracy
we performed the same experiment as above, but using initial
sets of 5, 10, 15, 20 and 25 classes. Figure 6 shows the mean
accuracies as a function of the number of classes in the FRGC
and ARFace data sets.

As expected, the algorithm fares better with large initial
class sets, given that the sharing process involved in the
JointBoost algorithm can use richer information for the face
recognition task. In the small initial class sets, the drop in the
accuracy is noticeable. Nevertheless, as the amount of initial
classes increases, the improvement on the accuracy is less
important, being not statistically significant in the 20-25 cases.
The experiment suggests that an initial 25 class set could be
enough to initialize the JointBoost model.

V. CONCLUSIONS

We propose an online extension of the JointBoost algorithm
in order to solve real world face recognition problems. Our
proposal deals with multiclass classification problems. Several
extensions of the successful Adaboost algorithm have been
suggested in the related works. Nevertheless, they are usually
limited to two class problems, and the number of classes to
classify can not be online extended. The main contribution of
this work with respect to the state-of-the-art is the possibility
of incrementally adding new classes to a previously trained
problem, which is specially useful in face recognition appli-
cations.

The multiclass problem is seen as a set of multiple binary
classification tasks (one versus all) that are trained sharing
the feature space. The method uses an initial set to build a
model using the JointBoost algorithm and then the system is
readjusted when new classes are added to the initial set. In
that way the proposed Online Boosting for face recognition
is able to consider a final amount of subjects that will be
computationally unfeasible with the JointBoost.

We have experimentally validated our proposal using two
different face databases: the FRGC database acquired in a
controlled environment, and the AR Face database which
contains important artifacts due to strong changes in the
illumination and partial occlusions. When the original sets are

extended to large class problems, the results show that the
classification accuracy decreases less drastically than using
the classic NN rule used in state-of-the-art online learning
methods.

The initial number of classes necessary to build the Joint-
Boost model depends exclusively on the final application,
being limited by the availability of samples in training time and
the computational resources. In the experiments performed,
we show that an initial 25 class set yields us a good trade off
between training time and final accuracies.

We plan as future work to analyze the importance of the
classes chosen in the original trained algorithm. A diverse
choice of the initial classes should allow a more general base
for extending the classifier. Moreover, the use of an extra
validation set could improve slightly the accuracies.
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