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This paper presents a novel local threshold algorithm for the binarization of document images. Stroke
width of handwritten and printed characters in documents is utilized as the shape feature. As a result,
in addition to the intensity analysis, the proposed algorithm introduces the stroke width as shape infor-
mation into local thresholding. Experimental results for both synthetic and practical document images
show that the proposed local threshold algorithm is superior in terms of segmentation quality to the
threshold approaches that solely use intensity information.
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1. Introduction

Documents are a ubiquitous medium in our daily life. Importing
documents into a computer calls for a mechanism of converting
handwritten and printed characters into an electronic form.
Characters are often captured optically, such as using scanners or
cameras, to create images. Successfully extracting characters from
an image background is a necessary first step before further anal-
ysis. This process is known as document binarization.

Image thresholding is a dominant approach for document bina-
rization. Compared with the global thresholding algorithms (Otsu,
1979; Liu and Srihari, 1997), local ones are superior in terms of
selecting threshold values according to local intensity variation.
Specifically in the document binarization field, this local intensity
variation appears quite often and results from various factors such
as uneven illumination, stains, and texture of paper. Local thres-
holding algorithms, which aim to deal with the difficulty caused
by the intensity variation, select threshold values primarily based
on local variance methods (Niblack, 1986; Sauvola and Pietikainen,
2000; Rangoni et al., 2009; Yan et al., 2005) and center-surround
schemes (Giuliano et al., 1977; Kamel and Zhao, 1993; Ye et al,,
2001; Yang and Yan, 2000; Ntirogiannis et al., 2009). With respect
to the local variance methods, threshold values are calculated for
each pixel from the mean and standard deviation of the intensity
in its neighborhood, while for local center-surround schemes,
threshold values are locally determined by the contrast between
the average intensities of a central window as well as several oth-
ers surrounding the central window.
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Kim et al. (2002) propose a tailor-made watershed algorithm for
character extraction from document images. Badekas and Papa-
markos (2003) propose a system for document binarization that
combines several independent methods in a fuzzy clustering
framework. Gatos et al. (2006) propose an adaptive, user-parame-
ter free document binarization method with an image processing
pipeline that consists of a low-pass filter, foreground estimation,
background surface computations and their meaningful combina-
tions. In a recent work, Pai et al. (2010) apply image block-based
document binarization method. They extract blocks of variable
sizes by gray scale histogram analysis. Next, a global threshold is
applied to each block. Zhu et al. (2006) propose an approach based
on stroke neighborhood enhancement with various cues - gradi-
ent, foreground-background pixel distance, etc. In a more recent
development, given a document image Lu et al. (2010) first esti-
mate a document background surface through an iterative polyno-
mial smoothing procedure. Their technique ranked first in the
Document Image Binarization Contest (DIBCO) held under the
framework of ICDAR 2009 (www.iit.demokritos.gr/~bgat/
DIBC02009/).

For document binarization, if we observe the process of writing,
strokes are trajectories of a pen tip. Thus, the stroke width of hand-
written characters should be consistent. This observation can also
be extended to printed characters as long as they share similar font
size and style. Due to the consistency of stroke width, we would
like to exploit it as shape information in addition to intensity infor-
mation that has been utilized, in determining local threshold for
document binarization.

In previous investigations researchers have utilized shape infor-
mation in document binarization. For example, in Logical Level
Threshold (LLT) method (Kamel and Zhao, 1993) stroke width is
used as a pre-defined parameter. In adaptive Logical Level
Threshold (ALLT) method (Yang and Yan, 2000), stroke width is
determined automatically before the binarization process and used

e

o e

EE A RER

Jaded awraadedasayy


http://www.iit.demokritos.gr/~bgat/DIBCO2009/
http://www.iit.demokritos.gr/~bgat/DIBCO2009/
http://www.iit.demokritos.gr/~bgat/DIBCO2009/
http://dx.doi.org/10.1016/j.patrec.2011.09.014
mailto:nray1@ualberta.ca
http://dx.doi.org/10.1016/j.patrec.2011.09.014
http://www.sciencedirect.com/science/journal/01678655
http://www.elsevier.com/locate/patrec

J. Shi et al./ Pattern Recognition Letters 33 (2012) 24-32 25

subsequently to determine the size of the local windows. However,
the process of local threshold selection still depends on the inten-
sity analysis. We are interested in whether shape information on
stroke width can further improve the binarization quality.

Based on a similar idea, Liu and Srihari (1997) present an algo-
rithm that calculates a global threshold value with shape informa-
tion. The method measures the stroke width by run-length
histogram. A run in an image is a group of connected pixels con-
taining the same grey-scale value. The number of pixels in the
run is defined as the run length, and a run length histogram reflects
the variation of objects in terms of shape and texture (Rahman
et al., 1999). In (Liu and Srihari, 1997), run length of a binary image
is used to select the threshold. Run lengths are computed along x
and y directions separately and, as a result, their method is not
rotation invariant. Also, their method chooses a single global
threshold. Unfortunately, in a lot of cases one global threshold can-
not segment all the characters from background with varying
intensity. In this paper, we use local threshold selection based on
stroke/character width, which is rotation invariant.

In our proposed method for local threshold selection, we cap-
ture stroke width information by distance transform (Borgefors,
1986), rather than run length histogram. Our algorithm consists
of two stages: training and testing. In the training stage, a training
image, which is a small image patch containing typical and clear
characters, is binarized by a threshold algorithm, such as Otsu
threshold (Otsu, 1979). For this binarized image we compute dis-
tance transform. The distance transform essentially generates
information about the stroke width of the handwritten or printed
characters. A training (normalized) histogram is formed by the dis-
tance values. In the testing stage, an image to be binarized is di-
vided into several local regions adaptively. For each local region,
a set of threshold candidates is produced by searching for the dom-
inant valleys in the intensity histogram, as is motivated by Liu and
Srihari’s work (Liu and Srihari, 1997). For each prospective thresh-
old value, a normalized histogram is formed with the distance
transform. The similarity between this distance histogram and
the training histogram is computed. This way a similarity score is
computed for every candidate threshold value. For each local win-
dow, we choose a threshold value that maximizes the similarity
score. Thus, every local region is assigned one optimal threshold
value. Next, a threshold surface adapting to the intensity variation
is generated by the Thin Plate Splines (TPS) algorithm (Bookstein,
1989) with these selected local threshold values as supporting
points.

To select the local regions adaptively, we resort to binary parti-
tioning of the input image recursively and greedily. An image is
partitioned into two equal halves (in the direction of the longer
of the two dimensions) provided at least one of the halves provides
a better shape histogram matching score than its parent partition.
A child partition with a better matching score is further subdi-
vided. Advantage of this greedy and recursive binary partition is
manifold. First, often it takes only a few partitions to quickly bina-
rize a large document image. Second, our entire binarization meth-
od hardly has any user tunable parameter. The only parameter is
the smallest allowed size of a partition, beyond which recursion
stops forcefully.

Our method can be viewed as an user interactive document
binarization scheme, where the user selects a tiny portion of the
document to extract the stroke width distribution of handwrit-
ten/printed characters. We have noticed that as small as a single
word or a few characters can serve well in terms of user interac-
tion. Our experiments demonstrate that with respect to both hand-
written and printed character images, which contain noise
resulting from uneven illumination or background texture, the pro-
posed local threshold algorithm is superior to the other local
threshold methods in terms of segmentation quality.

The rest of this paper is organized as follows. Section 2 de-
scribes the general framework of the proposed local thresholding
algorithm, and then illustrates the process of the shape informa-
tion extraction, the local threshold estimation, and the threshold
surface generation in detail. Section 3 presents the experimental
results for both synthetic and real document images and compares
the proposed algorithm with other competing local thresholding
methods. Conclusions are drawn in Section 4.

2. Local thresholding based on shape information

The proposed local thresholding algorithm is separated into two
parts: an offline or user interactive training stage and an online
testing stage. In the training stage the shape information (distance
histogram) is learned. In the testing stage, for an input grey-scale
image, the shape information is utilized to select thresholds in
adaptively computed local partitions of the image.

2.1. Shape information extraction

Since the stroke width distribution of characters is the only
information required for training, we crop a small part of a docu-
ment with a few characters, and choose the optimal threshold va-
lue by Otsu method to produce a training binary image. Next,
distance transform (Borgefors, 1986) is computed on the binarized
training image and a normalized training histogram hgining Of the
distance values is created. A simple algorithmic description below
defines this process.

2.1.1. Training histogram

(S1) User selects a small portion of the input document image.

(S2) Binarize the selected small image by Otsu threshold.

(S3) Compute shape/distance histogram h¢raining for the binarized
image patch.

We assume that the intensity in the background is 1 (“on”)
while character/stroke is 0 (“off”). For an “off” pixel, the distance
transform value is the distance to its nearest “on” pixel. Thus, a his-
togram of the non-zero distance transform values characterizes the
width of the “off” connected components - a description suitable
for pen stroke/character width. Theoretically, one can choose any
distance metric for this distance transform. We choose Chebyshev
distance because it produces integer distances. One can also choose
rotation invariant Euclidean distance, for which the computation is
slightly more expensive.

From a training image (Fig. 1(a)), the distance transform is ap-
plied to generate a distance map as illustrated in Fig. 1(b). In the
distance map, a darker pixel value represents a higher distance va-
lue, or equivalently, a wider stroke. Although the stroke width is
consistent, it may still vary in a small range. We use the histogram
of non-zero distance values (Fig. 1(c)).

2.2. Local threshold estimation

The test grey-scale image is recursively partitioned into rectan-
gular local regions. For each local region, a set of gray-scale thresh-
old candidates is produced by a simple analysis of the image
intensity histogram. Since a homogeneous region in an image often
forms a peak in the intensity histogram, valleys in the histogram
tend to indicate threshold values separating homogeneous regions.
Thus, we choose the dominant valleys as threshold candidates (Liu
and Srihari, 1997). To avoid non-dominant valleys resulting from
noise, a smoothing process is applied in the intensity histogram
analysis. Parzen window-based probability density estimation
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Fig. 1. Distance transform: (a) binary training image, (b) distance map of training image, (c) distance value distribution haining.
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Fig. 2. Segmentation generated by threshold candidates: (a) input grey-scale
image, (b) threshold 58, BC value 0.8303, (c) threshold 65, BC value 0.9203, (d)
threshold 78, BC value 0.9707, (e) threshold 106, BC value 0.9830, (f) threshold 161,
BC value 0.9989.

method (Silverman, 1986) is adopted. This method automatically
calculates the size of the smoothing window and generates a con-
tinuous distribution from discrete histogram data. The probability
density function is estimated by Silverman (1986):

H(x) :%il((’%) (1)

i=1

where X; in our case is a pixel intensity value in a rectangular local
image region. n is the total number of pixels in the local region, and
Kis the Gaussian kernel. The size of the smoothing window w = w,,
is calculated from (2), in which ¢ is the standard deviation and IQR
is the interquartile range of the image intensity values in the local
region (Silverman, 1986):

Wopt = 0.9A + /5

a 2)
= min(o,IQR/1.34).

Once the intensity histogram is estimated, its valleys (minima)
are found and considered as threshold candidates. We denote the
set of threshold candidates by T. For each candidate threshold
t € T, we obtain a binary image patch in the local region, and a his-
togram h(t) of non-zero distance values is computed.

We use Bhattacharyya Coefficient (BC) (Bhattacharyya, 1943) to
measure the similarity between the training histogram hyrgining and
test histograms h(t). All histograms are normalized. BC is widely
adopted to evaluate the degree of closeness of two probability den-
sity functions. Among all the threshold candidates derived from
one local region, the threshold value resulting in the maximum
BC value is selected for the local region, i.e.,

t" = arg rrtlEaTx[BC (h(t), htraining)]- (3)

As an example, in Fig. 2, the threshold 161 is selected as the optimal
value for this specific local region because it leads to the maximum

BC value among the five threshold candidates. The following algo-
rithm summarizes this process.

(t',s*) — BEST_THRESHOLD(I).

(S1) Generate candidate threshold values for input image I.

(S2) For each threshold value t, binarize I, obtain shape histogram
h(t) for the binary image, and compute Bhattacharya coeffi-
cient between h(t) and hyqining.

(S3) Select best threshold value t* and corresponding best BC
value s*.

As already mentioned, our algorithm adaptively partitions the
image into rectangular regions. The partitioning and threshold value
selection for each partition occur in a recursive algorithm as follows.

2.2.1. Recursive subdivision of input image |

(S1) (t,s) « BEST_THRESHOLD(I).

(S2) If height of I is greater than its width, rotate I by 90°.

(S3) Divide I into left and right halves; call them I, and I,.

(S4) (t,s;) — BEST_THRESHOLD(I,).

(S5) (t,,s,) — BEST_THRESHOLD(I,).

(S6) If s < s; and dimensions of I, are larger than wy,;,, then recur-
sively subdivide I,

(S7) If s < s, and dimensions of I, are larger than w,,;,, then recur-
sively subdivide I..

Note that the subdivision algorithm retains the best threshold
values selected for each leaf node (a rectangular local region) in
the binary tree. We have omitted these details to keep the above
algorithmic description simple. wy,;, is the only user input param-
eter in our algorithm that prevents further subdivision of a local re-
gion once the height or width of the region goes below wy,;,. In all
our experiments, we have chosen wy,;,=16. Fig. 3(a) shows a
handwritten document image (taken from document binarization
competition web site: www.iit.demokritos.gr/~bgat/DIB-
€02009/). It also shows an overlaid rectangle, which is the user
chosen area to obtain training histogram. Fig. 3(b) shows user se-
lected area binarized by Otsu threshold. Fig. 3(c) shows hyqining.
Fig. 3(d) shows rectangular partitions generated by our proposed
recursive subdivision algorithm. Fig. 4(a) through (d) show the ex-
act same process for another document image obtained from
www.iit.demokritos.gr/~bgat,/DIBC02009/.

2.3. Threshold surface generation

Once we obtain a set of optimum local thresholds by (3) for all
the local regions, we could directly apply these threshold values in
their respective local regions to generate the binary document.
However, this approach would lead to discontinuities at the
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Fig. 3. Recursive subdivision on a handwritten character image.

boundaries where local regions meet each other. We take the route
of an interpolating surface to overcome this problem. To generate
the final threshold surface, Thin Plate Splines (TPS) interpolation
is utilized. TPS is a 2D interpolation scheme for arbitrarily placed
supporting points in a plane. It produces a smooth surface passing
through these supporting points by minimizing an energy function
(Bookstein, 1989). Here the primary advantage of TPS is that it can
generate a threshold surface without any constraint in terms of the
quantity or position of supporting points in the plane.

A TPS surface is given by the following equation (Bookstein,
1989):

Fy) =3 GE(|(x =%,y = y)|) + bo + bix + bay,

Jj=1

(4)

where (x;,y;) are the supporting points and E is defined by
E(r) =1?log(r?). The TPS surface (4) must pass through its support-
ing points (x;y;z;), where (x;,y;) are the coordinates of the center
of the ith local window and z; is the optimum threshold value there.
The coefficients a; and b’s are found by solving a set of linear equa-

tions (Bookstein, 1989). In our approach this TPS surface (4) serves
as the final threshold surface for the test image.

In Fig. 3(d) we show two points (square shaped) in each local
region (leaf node of the binary partitioning tree) that are support
points for TPS. Notice that for both points belonging to a partition,
the z; value is the best selected threshold value for that partition. In
our experiments, we have taken two points of equal value from
each local region as opposed to a single point, purely based on
our observation that the former leads to better binarization results.
Once the TPS surface is obtained we binarize the input image with
this TPS. The final binarized images are shown in Figs. 3(e) and
4(e).

To illustrate how the TPS surface adapts with intensity varia-
tion, one row of pixels are extracted from the synthetic document
image (Fig. 6) and plotted in Fig. 5. It gives a one dimensional illus-
tration of intensity surface, threshold surface (TPS), and threshold
surface formed by the optimal threshold in each local region. From
this figure we can see that the TPS surface adapts to the intensity
variation while it follows the values of the local thresholds selected
with shape information.
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Fig. 4. Recursive subdivision on another handwritten image.

3. Experimental results

The proposed algorithm is compared with several local thres-
holding algorithms including Niblack’s method (Niblack, 1986)
and Multistage Adaptive Thresholding (MAT) (Yan et al., 2005).
The global thresholding method utilizing the run-length histogram
(Liu and Srihari, 1997) and the Otsu method (Otsu, 1979) are also
included for comparison to show that one global threshold value is
not suitable for document images with intensity variation. Both the
proposed algorithm and competing algorithms are applied to syn-
thetic and real document images. An evaluation metric designed by
Badekas and Papamarkos (2005, 2008) is used to compare these
thresholding methods.

—— Intensity |
e TPS il
140 Threshold ﬂ ﬂ 1

160

120}
100}
80r
60r e #

40
205

100 150

Fig. 5. One dimensional illustration thresholding surfaces for a grey-scale image (a
line across the word “transaction” in a synthetic document image of Fig. 6.)

For a test synthetic image shown in Fig. 6(b), a binary image
(Fig. 6(a)) is utilized as the training sample. Both images have
the same size of 178 x 178 pixels. The characters in the training
and test images are different from each other but share the same
font size and style. The proposed algorithm learns the shape infor-
mation from the training image and incorporates it in threshold
selection. To show the superiority of the proposed algorithm, an
unevenly illuminated test image (Fig. 6(b)) is considered. We found
that Niblack’s method is sensitive to noise, especially in regions
containing no characters. The MAT algorithm produces a better
segmentation than Niblack’s. The result of MAT still contains, how-
ever, many unwanted fragments. Global thresholding with run-
length histogram and Otsu produce broken and partially missing
characters. Compared with these thresholding algorithms, the pro-
posed local threshold algorithm is clearly superior.

The binarization results derived from a real document image
are presented in Fig. 7. A local region (100 x 120 pixels) of the doc-
ument image (400 x 400 pixels) is binarized by the Otsu algorithm
to produce a training sample, before the proposed algorithm is ap-
plied to the whole grey-scale image. As shown in Fig. 7(b), the
grey-scale image includes a light background texture in the back-
ground that is common in some scanned images. From the seg-
mented results we can see that Niblack’s method and the run-
length histogram produced poor results due to the intensity varia-
tion. The MAT method, the Otsu method, and the proposed local
threshold algorithm successfully separate the characters from a
complex background and produce a clean segmentation.

To evaluate the binarization quality quantitatively, a criterion
by Badekas and Papamarkos (2005, 2008) is adopted. This criterion
compares a binarized image with the ground truth at the pixel le-
vel where the segmentation process can be considered as a binary
classification. A pixel is labeled as either object or background.
According to Badekas and Papamarkos (2005), the Chi-square test
indicates the segmentation quality by balancing precision and
recall.

To obtain the Chi-square value, a ground truth image is re-
quired as the reference. Pixels are classified into four categories:
True Positive (TP), True Negative (TN), False Positive (FP), and
False Negative (FN). For a pixel, if it is labeled as object in both
ground truth and segmented images, it will be considered as TP,
whereas if it is classified as object in the segmented image but
categorized as background in the ground truth, it will be consid-
ered as FP. TN and FN are defined similarly. The Chi-square value
is calculated as

(TPR-Q)- (1~ FPR) — (1-Q))
’= 1-0n0 : ®)
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Fig. 8. Segmentation results of Greek letters: (a) grey-scale image (b) training image (c) local thresholding based on shape information (d) ALLT Badekas and Papamarkos,

2005.

where TPR and FPR are the TP ratio and FP ratio, respectively, and
Q=TPR + FPR. Thus, this criterion evaluates the segmentation qual-
ity with respect to the precision and recall at the pixel level. A high-
er x2 value indicates a better segmentation.

Through the Chi-square test value the proposed algorithm is
compared with all the threshold algorithms listed in (Badekas
and Papamarkos, 2005) including (Sauvola and Pietikainen, 2000;

Bernsen, 1986; Niblack, 1986; Chi et al.

, 1996; Otsu, 1979; Yang
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Table 1 Table 3

F-measures (in percentages) on DIBCO2009 images. NRM values (x10~2) for DIBCO2009 images.
Images Proposed MAT Niblack OTSU Runlength Images Proposed MAT Niblack OTSU Runlength
P01 90.75 80.26 68.24 89.30 34.46 P01 5.13 10.98 6.66 3.19 33.16
P02 95.39 70.03 94.09 96.21 39.95 P02 1.68 21.82 227 2.80 38.36
P03 90.72 69.76 73.54 51.63 41.84 P03 3.48 19.91 10.14 32.58 32.54
P04 90.39 68.60 62.69 82.71 39.63 P04 3.90 12.28 7.59 433 18.91
P05 85.47 73.13 71.87 85.41 30.10 P05 7.98 15.29 8.77 8.69 40.46
HO1 90.12 59.68 63.73 90.46 8.58 HO1 7.24 5.77 4.25 6.80 55.75
HO2 87.67 27.76 18.50 86.45 65.89 HO2 4.78 6.41 10.68 3.69 23.48
HO3 85.60 73.71 71.39 84.52 53.34 HO3 3.45 9.50 4.55 3.47 31.51
HO04 78.65 54.07 46.85 41.05 29.62 HO04 8.88 14.03 9.28 11.86 41.31
HO5 59.80 30.45 27.21 28.17 35.83 HO5 12.34 52.60 10.97 11.80 22.53

Table 2 Table 4

PSNR scores on DIBCO2009 images. MPM scores (x10~3) on DIBCO2009 images.
Images Proposed MAT Niblack OTSU Runlength Images Proposed MAT Niblack OTSU Runlength
P01 16.50 13.20 9.53 15.56 5.71 P01 0.77 17.32 145.21 1.65 36.30
P02 17.03 9.82 15.91 18.09 4.36 P02 1.32 17.37 15.53 0.34 104.66
P03 14.73 10.21 9.49 9.52 5.12 P03 11.27 33.56 120.71 5.00 221.58
P04 16.81 11.04 9.12 13.80 5.15 P04 2.92 25.07 118.73 9.08 31.25
P05 13.67 10.97 9.68 13.72 3.95 P05 4.36 12.09 124.04 4.05 181.60
HO1 19.00 10.54 11.20 19.12 3.52 HO1 0.15 24.96 83.12 0.15 319.29
HO2 22.64 9.55 7.30 22.00 19.24 HO2 0.30 42.81 110.03 0.54 1.70
HO3 15.21 12.25 11.12 14.65 11.99 HO3 0.31 16.95 15.87 2.66 1.04
HO04 15.77 9.94 7.82 6.82 12.17 HO04 0.20 29.30 98.91 102.71 0.58
HO5 16.50 10.55 6.95 7.31 10.70 HO5 0.18 40.98 135.96 11.92 112.68

Fig. 9. Segmentation results of handwritten image 4: (a) grey-scale image (b) proposed local thresholding based on shape information (c) MAT (d) Niblack (e) OTSU (f) global
runlength (g) ground truth.
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Fig. 10. Segmentation results of printed image 4: (a) grey-scale image (b) proposed local thresholding based on shape information (c) MAT (d) Niblack (e)

runlength (g) ground truth.

and Yan, 2000; Trier and Taxt, 1995), as well as other two intensity
analysis based methods (Yan et al., 2005; Liu and Srihari, 1997). To
implement the comparison, we utilize the grey-scale image in
(Badekas and Papamarkos, 2005) as a test instance (Fig. 8(a)) and
produce a segmentation by the proposed algorithm (Fig. 8(c)). A
Chi-square test value is derived from this segmentation. Among
algorithms described above, the Chi-square value ranges between
0.972 and 0.609 while our method has the highest Chi-square va-
lue at 0.972. ALLT and Sauvola also performed well, with Chi-
square value of 0.94.

For visual evaluation the proposed algorithm is compared with
the ALLT (Badekas and Papamarkos, 2005). The thresholding re-
sults of the proposed algorithm (Fig. 8(c)) and ALLT (Fig. 8(d))
are visually comparable with each other, while the proposed algo-
rithm has a better performance at the upper left corner and lower
left corner of the image. In view of all the experimental results de-
scribed in this section, the proposed local threshold algorithm
which incorporates the shape information achieves a superior seg-
mentation over its competitors.

To further establish the effectiveness of our document binariza-
tion method, we have used ten test images from www.iit.demok-
ritos.gr/~bgat/DIBC02009/, with five of them being
handwritten documents and the other five being printed docu-
ments. DIBCO2009 (Gatos et al., 2009) recommends four evalua-
tion metrics: F-measure, PSNR, negative rate metric (NRM) and
misclassification penalty metric (MPM). F-measure is the harmonic
mean of recall and precision. A higher F-measure value naturally
indicates a better binarization. PNSR is the peak signal to noise ra-
tio. A higher PSNR value indicates that the output image is a better
approximation of the ground truth binary image. NRM is a pixel-
to-pixel mismatch between the output binary image and the
ground truth binary image. NRM is the mean of false positive
and false negative rate. A lower NRM value indicates a better bin-
ary output. MPM evaluates the output against the ground truth on
an object-by-object basis. A lower MPM value indicates better
accuracies produced by the algorithm in identifying object bound-
aries. Tables 1-4 compare these performance measures for several
algorithms including the proposed one. The image names starting
with “P” and “H” respectively denote printed and handwritten
document images from DIBCO2009. These tables demonstrate the
superiority of the proposed method within the comparative group.
The average performance metrics for the proposed method from
these tables also establish that it is competitive with the top ten
algorithms at DIBCO2009 competition (Gatos et al., 2009). Figs. 9

OTSU (f) global

and 10 provide binarization results generated by these methods
on two images taken from the DIBCO2009 database. These illustra-
tions show that our algorithm produces significantly better results
than those in the comparative group.

4. Conclusions

This paper has presented a local thresholding algorithm exploit-
ing stroke width as shape information in improving the binariza-
tion of document images. The threshold selection is based on the
stroke width consistency and our algorithm determines threshold
values locally. Experiments on a variety of document images dem-
onstrate that the proposed local threshold algorithm is superior to
the other threshold methods in terms of segmentation quality.
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