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A n  I n t e r v i e w  w i t h

Bonnie L. Bassler
Bonnie Bassler loves her life as a

biologist scrutinizing the secret

lives of bacteria. For the past 20

years or so, Bonnie and her lab

(her gang,  as she calls them)

have made momentous discover-

ies about how bacterial cells use

chemicals to communicate with

each other in a process called

quorum sensing. Dr. Bassler has a

B.S. in Biochemistry from the

University of California at Davis

and a Ph.D. in Biochemistry

from The Johns Hopkins Univer-

sity. Among her many awards and honors, she has received a

MacArthur Foundation Fellowship and is a member of the Na-

tional Academy of Sciences. She is the 2010 2011 President of the

American Society for Microbiology, the largest specialized life sci-

ence organization in the world. At Princeton University since

1994, she is currently the Squibb Professor in Molecular Biology

and an Investigator of the Howard Hughes Medical Institute.

How did you get started in science?
I ve always been interested in nature and animals, and in puzzles

and mystery books I really like guring things out. As an under-

graduate at UC Davis, I worked in a lab on a bacterial project while

taking courses in both biochemistry and genetics. Then, as a gradu-

ate student at Johns Hopkins, I learned a lot of biochemistry while

studying marine bacteria. The bacteria belong to the genus Vibrio,

and I was working on chemotaxis, movement by cells toward food

or away from noxious chemicals in the environment.

What are the advantages of using bacteria for research

in cell biology?
Bacteria have been the foundation of molecular biology for the last

100 years because they re accessible. They grow fast, they form

clones of identical cells, and they re amenable to biochemical and

genetic analyses. Most of what we initially learned about molecular

biology about genes and proteins and other biomolecules came

from work done on bacteria. Because of evolutionary history, the

most basic and ancient life processes that happen in bacteria also

happen in humans and other higher organisms. Humans have more
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bells and whistles, more proteins, more sophistication, more com-

plexity. But if you want to understand the basic components of a

process, very often you can use bacteria to do that. Also, working

with bacteria ts my personality. I prefer having 10 billion bacterial

offspring the day after an experiment to having to wait weeks or

months for a small number of baby mice. Every morning there s a

surprise waiting for me in the incubator!

What is quorum sensing, and how did you rst hear about it?
When I was nishing my graduate work, I heard a talk by Mike Sil-

verman, a scientist with the Agouron Institute in San Diego, about

how bacteria talk  to each other, count  their own numbers,

and coordinate their behavior. Mike had been working on a light-

producing (bioluminescent) marine bacterium called Vibrio scheri

that lives symbiotically inside a variety of marine animals. The ani-

mal provides nutrients for the bacteria, which live in an enclosed

space within the animal s body. In return, the bacteria provide light

that bene ts the animal by scaring away predators or attracting

prey or a mate. But if only a small number of bacteria are present,

they do not make light producing light would waste energy be-

cause the light wouldn t be visible. The word quorum  means the

number needed to do something,  and bacteria can sense whether

there is a quorum or not and act accordingly.

The way quorum sensing works is that bacteria release certain sig-

naling chemicals into the environment. As the bacterial cells increase

in number, the molecules reach a concentration at which many of

them bind to receptor proteins on the surface of or inside the bacteria.

The signaling molecule ts together with the receptor like a key in a

lock. In the case of the surface receptors, each receptor molecule has a

part on the outside of the cell and a part on the inside. The signaling

chemical binds to the outer part of the receptor, tickling  the protein

so that it makes something happen inside the cell. For instance, in

Vibrio scheri, binding of signaling molecules ultimately turns on genes

that code for enzymes that make light. Mike had worked out this

mechanism of how cells of Vibrio scheri turn on light in synchrony.

It s important to understand that back then, we just didn t think

about bacteria like that we thought bacteria ignored each other

and did their own thing as solitary cells. I was totally fascinated. I

thought, He s either crazy or he s brilliant but I just have to work

on that.  I went up to the podium after his talk and begged him to

let me be his postdoc. Finally he said yes, even though he was a ge-

neticist and I was a biochemist! He took a chance on me.

How does a genetic approach differ from a biochemical one?
Geneticists make lots of mutant organisms, then think up clever

strategies to nd the ones with mutations in the genes they re inter-

ested in. In the case of quorum sensing in bioluminescent bacteria,

you look for cells that remain dark. If you have mutated genes in-

volved in quorum sensing, you would expect the bacteria not to

make light because light emission depends on the cells communicat-

ing with each other. Eventually, you would hope to identify the com-

ponents that function in normal light-emitting bacteria but not in

the mutants. Biochemists, on the other hand, start by isolating mole-

cules and studying their properties directly. Genetics and biochem-

istry are complementary approaches. I m glad I know both because

the combination is more effective than either approach by itself.

What did you learn about quorum sensing as a postdoc?
In Mike s lab, I worked on another species of bioluminescent Vibrio

called Vibrio harveyi. Because these bacteria are free-living in the

ocean, we thought their quorum-sensing molecular circuitry might

be more complicated than that of Vibrio scheri. What I found was

that Vibrio harveyi has two parallel systems for quorum sensing, one

that senses cells of the same species and one that counts bacteria of

other species. Fast-forwarding a decade or so, this second system
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seems to be present in many bacteria, and the second signaling mol-

ecule appears to be universal. So, apparently bacteria can measure

the ratios of these two signals, and they re saying, How many of us

and how many of you are there?  Then they do different things, de-

pending on who is in the majority. And this isn t just restricted to

bioluminescence. Other bacterial behaviors are also controlled by

quorum sensing, such as forming an organized thin layer (called a

bio lm) on your teeth or coordinating a virulent infection.

Tell us more about bio lms.
We used to think that most bacteria lived as individual cells sus-

pended in liquid environments. But we now understand that in the

wild, they live attached to surfaces in bio lms, and they secrete car-

bohydrates and other molecules that form a protective slime on the

bio lm surface. Most of us have noticed the bio lm coating our

teeth every morning. Believe it or not, there are about 600 bacterial

species in that bio lm just trying to make a living, getting nutrients

from us, but the side effect is that we get cavities. And when some-

one has a lung infection or an implant or heart valve that harbors

an infection, the bacteria are growing as a bio lm in the lungs or on

the introduced device. So we now understand why these infections

are so hard to treat: It s because the slime on the bio lm is provid-

ing a protective shield that antibiotics can t penetrate.

What questions are you and your lab asking now?
My group is interested in how information outside an organism gets

inside so that the organism does the right thing at the right time.

We work on bacteria because they re simple, but we hope that we

will have insights for people working on higher organisms. And

we re curious about how collective behaviors rst evolved on Earth.

How did multicellularity come about? We know that the rst organ-

isms were bacteria, but how did they begin to do things together?

How did groups of cells in your body come to act like a liver or a

heart? We re very interested in how the ow of information

through networks facilitates multicellularity.

Are there applications for the basic research you do?
When you re asking fundamental questions, you hope that sur-

prises, things you never thought of, will come out of

it. Now that we know that bacteria talk to each

other and perform group activities, the ques-

tion is whether we could interfere with

these conversations for therapeutic pur-

poses. Could we make molecules that

keep bacteria from talking  or hear-

ing ? Maybe these would be new an-

tibiotics. Bio lms are a terrible

problem in medicine and dental

health, and now that we are starting to

know the molecular basis for their for-

mation, maybe we can learn how to pre-

vent them from forming.

Bacteria get a lot of bad press for the neg-

ative things they do. On the other hand, bac-

teria also do many miraculous things that keep us

alive; they are working for us every instant of our lives.

You are covered with a bacterial bio lm that acts as in-

visible body armor these good bacteria occupy all

the spaces on your skin, preventing invading bacte-

ria from attaching. Throughout your gut you have

a huge mass of bacteria, and they re making vita-

mins for you and helping you digest your food.

So all bio lms aren t bad and for the good

bio lms, what if we could nd a molecule to

make quorum sensing better? Rather than an

antibiotic, this would be a probiotic.

Where do you think this eld is going?
I think we ll be turning our attention to the possibility of communi-

cation between organisms from different kingdoms and different do-

mains. Bacteria have been around for over 4 billion years and have

probably been living with multicellular eukaryotic hosts for hun-

dreds of millions of years. So why wouldn t these hosts have evolved

strategies to listen in, say, to the conversation being carried out by a

group of pathogenic bacteria? Does our immune system hear  bac-

terial signaling molecules? Do hosts actively prevent quorum sensing

among pathogenic bacteria? Do they tune in and help the good bac-

teria? I think this is going to be a dialogue, not a monologue.

What do you enjoy most about your life as a scientist?
I love what I work on. I gured out as a postdoc how much fun this

life in science is that it is not about me against other scientists or

who is going to discover something rst. Instead, it s me against this

bacterium, and we are in it head-to-head for the rest of our lives, in a

contest of wills between bacteria trying to keep their secrets and me

trying to discover them. Also, the basic question of how groups work

together fascinates me. I work with a fantastic group of students and

we share everything everybody gives everybody everything, and

then we all get more. That s quorum sensing! Both my molecular

and nonmolecular lives involve getting the group to do more than

the individual. I love that parallelism! My gang of students show me

their data, and it s my job to help them gure out the science and

get on with their careers. I m so lucky having 24 hands and 12

brains is so much better than two hands and one brain. The science

is always changing, and trying to keep up with these young and tire-

less people is hugely challenging and rewarding.

What is your advice to an undergraduate who is considering

a career in biology?
For undergraduates who are considering a life in science, my advice

is to work on something that you are passionate about. Don t be

limited by thinking that bench science is the only thing a scientist

can do. There are so many potential careers for a biologist. You

could work on Capitol Hill as a scienti c advisor or policymaker.

You could teach. You could be a lawyer. You could be a writer who

helps the public understand science. You could work on science ed-

ucation at the kindergarten level. Figure out your particular

combination of personality traits and what you really love

doing as a scientist; then make that niche for yourself and

bring science to that career. The sky s the limit for biolo-

gists because biology is the science of the 21st century

and it touches every part of our lives.

Bonnie Bassler

(left) with Lisa

Urry (center) and

Jane Reece

The sky s the limit for

biologists because

biology is the science

of the 21st century and

it touches every part

of our lives.

M06_REEC8237_09_SE_CH06.QXD  8/12/10  12:28 PM  Page 93



K E Y  C O N C E P T S

6.1 Biologists use microscopes and the tools of
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6.7 Extracellular components and connections
between cells help coordinate cellular activities 

O V E R V I E W

The Fundamental Units of Life

Given the scope of biology, you may wonder sometimes how

you will ever learn all the material in this course! The answer

involves cells, which are as fundamental to the living systems

of biology as the atom is to chemistry. The contraction of mus-

cle cells moves your eyes as you read this sentence. The words

on the page are translated into signals that nerve cells carry to

your brain. Figure 6.1 shows extensions from one nerve cell

(purple) making contact with another nerve cell (orange) in

the brain. As you study, your goal is to make connections like

these that solidify memories and permit learning to occur.

All organisms are made of cells. In the hierarchy of biolog-

ical organization, the cell is the simplest collection of matter

that can be alive. Indeed, many forms of life exist as single-

celled organisms. More complex organisms, including plants

and animals, are multicellular; their bodies are cooperatives

of many kinds of specialized cells that could not survive for

long on their own. Even when cells are arranged into higher

levels of organization, such as tissues and organs, the cell re-

mains the organism s basic unit of structure and function.

All cells are related by their descent from earlier cells. How-

ever, they have been modi ed in many different ways during

the long evolutionary history of life on Earth. But although

cells can differ substantially from one another, they share

common features. In this chapter, we ll rst examine the tools

and techniques that allow us to understand cells, then tour

the cell and become acquainted with its components.

C ON C E P T 6.1
Biologists use microscopes and the
tools of biochemistry to study cells

How can cell biologists investigate the inner workings of a cell,

usually too small to be seen by the unaided eye? Before we

tour the cell, it will be helpful to learn how cells are studied.

Microscopy

The development of instruments that extend the human

senses has gone hand in hand with the advance of science.

The discovery and early study of cells progressed with the in-

vention of microscopes in 1590 and their re nement during

the 1600s. Cell walls were rst seen by Robert Hooke in 1665

as he looked through a microscope at dead cells from the

bark of an oak tree. But it took the wonderfully crafted lenses

of Antoni van Leeuwenhoek to visualize living cells. Imagine

Hooke s awe when he visited van Leeuwenhoek in 1674 and

the world of microorganisms what his host called very lit-

tle animalcules was revealed to him.

The microscopes rst used by Renaissance scientists, as well

as the microscopes you are likely to use in the laboratory, are

* Figure 6.1 How do your brain cells help
you learn about biology?

6

A Tour of the Cell
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* Figure 6.2 The size range of cells. Most cells are between 1
and 100 m in diameter (yellow region of chart) and are therefore
visible only under a microscope. Notice that the scale along the left
side is logarithmic to accommodate the range of sizes shown. Starting
at the top of the scale with 10 m and going down, each reference
measurement marks a tenfold decrease in diameter or length. For a
complete table of the metric system, see Appendix C.

10 *m

0.1 nm

1 nm

10 nm

100 nm
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100 *m
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1 cm
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10 m
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Length of some
nerve and 
muscle cells
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Frog egg
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resolution
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animal cells
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Most bacteria

Mitochondrion
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Smallest bacteria

Ribosomes
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Lipids

Small molecules

Atoms

1 centimeter (cm) = 10 2 meter (m) = 0.4 inch
1 millimeter (mm) = 10 3 m
1 micrometer (*m) = 10 3 mm = 10 6 m
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all light microscopes. In a light microscope (LM), visible

light is passed through the specimen and then through glass

lenses. The lenses refract (bend) the light in such a way that

the image of the specimen is magni ed as it is projected into

the eye or into a camera (see Appendix D).

Three important parameters in microscopy are magni ca-

tion, resolution, and contrast. Magni cation is the ratio of an

object s image size to its real size. Light microscopes can mag-

nify effectively to about 1,000 times the actual size of the

specimen; at greater magni cations, additional details can-

not be seen clearly. Resolution is a measure of the clarity of the

image; it is the minimum distance two points can be sepa-

rated and still be distinguished as two points. For example,

what appears to the unaided eye as one star in the sky may be

resolved as twin stars with a telescope, which has a higher re-

solving ability than the eye. Similarly, using standard tech-

niques, the light microscope cannot resolve detail ner than

about 0.2 micrometer ( m), or 200 nanometers (nm), regard-

less of the magni cation (Figure 6.2). The third parameter,

contrast, accentuates differences in parts of the sample. Im-

provements in light microscopy have included new methods

for enhancing contrast, such as staining or labeling cell com-

ponents to stand out visually. Figure 6.3, on the next page,

shows different types of microscopy; study this gure as you

read the rest of this section.

Until recently, the resolution barrier prevented cell biolo-

gists from using standard light microscopy to study

organelles, the membrane-enclosed structures within eu-

karyotic cells. To see these structures in any detail required the

development of a new instrument. In the 1950s, the electron

microscope was introduced to biology. Rather than light, the

electron microscope (EM) focuses a beam of electrons

through the specimen or onto its surface (see Appendix D).

Resolution is inversely related to the wavelength of the radia-

tion a microscope uses for imaging, and electron beams have

much shorter wavelengths than visible light. Modern electron

microscopes can theoretically achieve a resolution of about

0.002 nm, though in practice they usually cannot resolve

structures smaller than about 2 nm across. Still, this is a hun-

dredfold improvement over the standard light microscope.

The scanning electron microscope (SEM) is especially

useful for detailed study of the topography of a specimen (see

Figure 6.3). The electron beam scans the surface of the sam-

ple, usually coated with a thin lm of gold. The beam excites

electrons on the surface, and these secondary electrons are de-

tected by a device that translates the pattern of electrons into

an electronic signal to a video screen. The result is an image of

the specimen s surface that appears three-dimensional.

The transmission electron microscope (TEM) is used

to study the internal structure of cells (see Figure 6.3). The

TEM aims an electron beam through a very thin section of the

specimen, similar to the way a light microscope transmits

light through a slide. The specimen has been stained with

atoms of heavy metals, which attach to certain cellular struc-

tures, thus enhancing the electron density of some parts of

the cell more than others. The electrons passing through the

specimen are scattered more in the denser regions, so fewer

are transmitted. The image displays the pattern of transmitted

electrons. Instead of using glass lenses, the TEM uses electro-

magnets as lenses to bend the paths of the electrons, ulti-

mately focusing the image onto a monitor for viewing.

Electron microscopes have revealed many organelles and

other subcellular structures that were impossible to resolve

with the light microscope. But the light microscope offers ad-

vantages, especially in studying living cells. A disadvantage of
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* Figure 6.3

Exploring Microscopy

Light Microscopy (LM)

Bright eld (unstained specimen).
Light passes directly through the
specimen. Unless the cell is naturally
pigmented or arti cially stained, the
image has little contrast. (The rst four 
light micrographs show human cheek
epithelial cells; the scale bar pertains to
all four micrographs.)

Bright eld (stained specimen).
Staining with various dyes enhances
contrast. Most staining procedures require
that cells be xed (preserved).

Phase-contrast. Variations in density
within the specimen are ampli ed to
enhance contrast in unstained cells, which
is especially useful for examining living,
unpigmented cells.

Differential-interference-contrast
(Nomarski). As in phase-contrast micro-
scopy, optical modi cations are used to
exaggerate differences in density, making
the image appear almost 3-D.

Fluorescence. The locations of speci c mol-
ecules in the cell can be revealed by labeling the
molecules with uorescent dyes or antibodies;
some cells have molecules that uoresce on
their own. Fluorescent substances absorb
ultraviolet radiation and emit visible light. In
this uorescently labeled uterine cell, nuclear
material is blue, organelles called mitochondria
are orange, and the cell s skeleton  is green.

Confocal. The top image is a standard
uorescence micrograph of uores-

cently labeled nervous tissue (nerve
cells are green, support cells are
orange, and regions of overlap are
yellow); below it is a confocal image
of the same tissue. Using a laser, this

optical sectioning  technique elimi-
nates out-of-focus light from a thick
sample, creating a single plane of
uorescence in the image. By capturing

sharp images at many different planes,
a 3-D reconstruction can be created.
The standard image is blurry because
out-of-focus light is not excluded.

Deconvolution. The top of this split
image is a compilation of standard

uorescence micrographs through the
depth of a white blood cell. Below is an
image of the same cell reconstructed
from many blurry images at different
planes, each of which was processed
using deconvolution software. This
process digitally removes out-of-focus
light and reassigns it to its source, creat-
ing a much sharper 3-D image.

Super-resolution. On the top is a
confocal image of part of a nerve cell,
using a uorescent label that binds to a
molecule clustered in small sacs in the
cell (vesicles) that are 40 nm in diameter.
The greenish-yellow spots are blurry
because 40 nm is below the 200-nm
limit of resolution for standard light
microscopy. Below is an image of the
same part of the cell, seen using a new
super-resolution  technique. Sophisti-

cated equipment is used to light up indi-
vidual uorescent molecules and record
their position. Combining information
from many molecules in different places
breaks  the limit of resolution, result-

ing in the sharp greenish-yellow dots
seen here. (Each dot is a 40-nm vesicle.)

Electron Microscopy (EM)

Scanning electron microscopy (SEM). Micrographs taken with a scan-
ning electron microscope show a 3-D image of the surface of a specimen.
This SEM shows the surface of a cell from a trachea (wind-
pipe) covered with cilia. Beating of the cilia helps move
inhaled debris upward toward the throat. The SEM and
TEM shown here have been arti cially colorized. (Electron
micrographs are black and white, but are often arti cially
colorized to highlight particular structures.)

Cilia

2 *m

2 *m

Longitudinal section
of cilium

Cross section
of cilium

5
0
 *

m

5
0

 *
m

1
0
 *

m
1
 *

m

10 *m

Transmission electron
microscopy (TEM).
A transmission electron
microscope pro les a thin
section of a specimen. Here
we see a section through
a tracheal cell, revealing
its internal structure. In
preparing the TEM, some
cilia were cut along their
lengths, creating longitudi-
nal sections, while other cilia
were cut straight across,
creating cross sections.

Abbreviations used in this book:
LM = Light Micrograph
SEM = Scanning Electron Micrograph
TEM = Transmission Electron Micrograph
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* Figure 6.4 RESEARCH METHOD

Cell Fractionation

APPLICATION Cell fractionation is used to isolate (fractionate) cell
components based on size and density.

TECHNIQUE Cells are homogenized in a blender to break them up. The
resulting mixture (homogenate) is centrifuged. The supernatant (liquid)
is poured into another tube and centrifuged at a higher speed for a
longer time. This process is repeated several times. This differential cen-
trifugation  results in a series of pellets, each containing different cell
components.

RESULTS In early experiments, researchers used microscopy to identify
the organelles in each pellet and biochemical methods to determine
their metabolic functions. These identi cations established a baseline for
this method, enabling today s researchers to know which cell fraction
they should collect in order to isolate and study particular organelles.

electron microscopy is that the methods used to prepare the

specimen kill the cells. For all microscopy techniques, in fact,

specimen preparation can introduce artifacts, structural fea-

tures seen in micrographs that do not exist in the living cell.

In the past several decades, light microscopy has been revi-

talized by major technical advances (see Figure 6.3). Labeling

individual cellular molecules or structures with uorescent

markers has made it possible to see such structures with in-

creasing detail. In addition, both confocal and deconvolution

microscopy have sharpened images of three-dimensional tis-

sues and cells. Finally, over the past ten years, a group of new

techniques and labeling molecules have allowed researchers

to break  the resolution barrier and distinguish subcellular

structures as small as 10 20 nm across. As this super-

resolution microscopy  becomes more widespread, the im-

ages we ll see of living cells may well be as awe-inspiring to us

as van Leeuwenhoek s were to Robert Hooke 350 years ago.

Microscopes are the most important tools of cytology, the

study of cell structure. To understand the function of each

structure, however, required the integration of cytology and

biochemistry, the study of the chemical processes (metabo-

lism) of cells.

Cell Fractionation

A useful technique for studying cell structure and function is

cell fractionation, which takes cells apart and separates

major organelles and other subcellular structures from one an-

other (Figure 6.4). The instrument used is the centrifuge,

which spins test tubes holding mixtures of disrupted cells at a

series of increasing speeds. At each speed, the resulting force

causes a fraction of the cell components to settle to the bottom

of the tube, forming a pellet. At lower speeds, the pellet con-

sists of larger components, and higher speeds yield a pellet

with smaller components.

Cell fractionation enables researchers to prepare speci c

cell components in bulk and identify their functions, a task

not usually possible with intact cells. For example, on one of

the cell fractions, biochemical tests showed the presence of

enzymes involved in cellular respiration, while electron

microscopy revealed large numbers of the organelles called

mitochondria. Together, these data helped biologists deter-

mine that mitochondria are the sites of cellular respiration.

Biochemistry and cytology thus complement each other in

correlating cell function with structure.

Centrifugation

Homogenization

Tissue
cells

Homogenate

Centrifuged at
1,000 g

(1,000 times the
force of gravity)

for 10 min

20,000 g

Supernatant 
poured into next 
tube

Differential
centrifugation

Pellet rich in
nuclei and
cellular debris

20 min

80,000 g

60 min

150,000 g

3 hr

Pellet rich in
mitochondria
(and chloro-
plasts if cells
are from a plant)

Pellet rich in
microsomes

(pieces of plasma
membranes and
cells  internal
membranes) Pellet rich in

ribosomes

C O N C E P T  C H E C K  6.1

1. How do stains used for light microscopy compare

with those used for electron microscopy?

2. Which type of microscope would you use

to study (a) the changes in shape of a living white blood

cell and (b) the details of surface texture of a hair?

For suggested answers, see Appendix A.

WHAT IF?
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Fimbriae: attachment structures on
the surface of some prokaryotes

Nucleoid: region where the
cell s DNA is located (not
enclosed by a membrane)

Ribosomes: complexes that
synthesize proteins

Plasma membrane: membrane
enclosing the cytoplasm

Cell wall: rigid structure outside
the plasma membrane

Capsule: jellylike outer coating
of many prokaryotes

Flagella: locomotion
organelles of
some bacteria

0.5 *m

A thin section through the
bacterium Bacillus coagulans

(TEM)

(b)(a) A typical
rod-shaped bacterium 

Bacterial
chromosome

* Figure 6.5 A prokaryotic cell. Lacking a true nucleus and the other
membrane-enclosed organelles of the eukaryotic cell, the prokaryotic cell is
much simpler in structure. Prokaryotes include bacteria and archaea; the
general cell structure of the two domains is essentially the same.
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CON C E P T 6.2
Eukaryotic cells have internal
membranes that compartmentalize
their functions

Cells the basic structural and functional units of every

organism are of two distinct types: prokaryotic and eukary-

otic. Organisms of the domains Bacteria and Archaea consist

of prokaryotic cells. Protists, fungi, animals, and plants all

consist of eukaryotic cells.

Comparing Prokaryotic and Eukaryotic Cells

All cells share certain basic features: They are all bounded by

a selective barrier, called the plasma membrane. Inside all cells

is a semi uid, jellylike substance called cytosol, in which

subcellular components are suspended. All cells contain

chromosomes, which carry genes in the form of DNA. And all

cells have ribosomes, tiny complexes that make proteins ac-

cording to instructions from the genes.

A major difference between prokaryotic and eukaryotic cells

is the location of their DNA. In a eukaryotic cell, most of the

DNA is in an organelle called the nucleus, which is bounded by

a double membrane (see Figure 6.8, on pp. 100 101). In a

prokaryotic cell, the DNA is concentrated in a region that

is not membrane-enclosed, called the nucleoid (Figure 6.5).

The word eukaryotic means true nucleus  (from the Greek eu,

true, and karyon, kernel, here referring to the nucleus), and

the word prokaryotic means before nucleus  (from the Greek

pro, before), re ecting the fact that prokaryotic cells evolved

before eukaryotic cells.

The interior of either type of cell is called the cytoplasm; in

eukaryotic cells, this term refers only to the region between the

nucleus and the plasma membrane. Within the cytoplasm of a

eukaryotic cell, suspended in cytosol, are a variety of organelles

of specialized form and function. These membrane-bounded

structures are absent in prokaryotic cells. Thus, the presence or

absence of a true nucleus is just one aspect of the disparity in

structural complexity between the two types of cells.

Eukaryotic cells are generally much larger than prokary-

otic cells (see Figure 6.2). Size is a general feature of cell struc-

ture that relates to function. The logistics of carrying out

cellular metabolism sets limits on cell size. At the lower limit,

the smallest cells known are bacteria called mycoplasmas,

which have diameters between 0.1 and 1.0 m. These are

perhaps the smallest packages with enough DNA to program

metabolism and enough enzymes and other cellular equip-

ment to carry out the activities necessary for a cell to sustain

itself and reproduce. Typical bacteria are 1 5 m in diameter,

about ten times the size of mycoplasmas. Eukaryotic cells are

typically 10 100 m in diameter.

Metabolic requirements also impose theoretical upper limits

on the size that is practical for a single cell. At the boundary of

every cell, the plasma membrane functions as a selective

barrier that allows passage of enough oxygen, nutrients, and

wastes to service the entire cell (Figure 6.6). For each square mi-

crometer of membrane, only a limited amount of a particular
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substance can cross per second, so the ratio of surface area to

volume is critical. As a cell (or any other object) increases in

size, its volume grows proportionately more than its surface

area. (Area is proportional to a linear dimension squared,

whereas volume is proportional to the linear dimension

cubed.) Thus, a smaller object has a greater ratio of surface area

to volume (Figure 6.7).

The need for a surface area suf ciently large to accommo-

date the volume helps explain the microscopic size of most

cells and the narrow, elongated shapes of others, such as

nerve cells. Larger organisms do not generally have larger

cells than smaller organisms they simply have more cells

(see Figure 6.7). A suf ciently high ratio of surface area to vol-

ume is especially important in cells that exchange a lot of

material with their surroundings, such as intestinal cells.

Such cells may have many long, thin projections from their

surface called microvilli, which increase surface area without

an appreciable increase in volume.

The evolutionary relationships between prokaryotic and

eukaryotic cells will be discussed later in this chapter, and

prokaryotic cells will be described in detail in Chapter 27.

Most of the discussion of cell structure that follows in this

chapter applies to eukaryotic cells.

A Panoramic View of the Eukaryotic Cell

In addition to the plasma membrane at its outer surface, a eu-

karyotic cell has extensive and elaborately arranged internal

membranes that divide the cell into compartments the or-

ganelles mentioned earlier. The cell s compartments provide

different local environments that facilitate speci c metabolic

functions, so incompatible processes can go on simultane-

ously inside a single cell. The plasma membrane and organelle

membranes also participate directly in the cell s metabolism,

because many enzymes are built right into the membranes.

Because membranes are so fundamental to the organiza-

tion of the cell, Chapter 7 will discuss them in detail. The

basic fabric of most biological membranes is a double layer of

phospholipids and other lipids. Embedded in this lipid bi-

layer or attached to its surfaces are diverse proteins (see

Figure 6.6). However, each type of membrane has a unique

composition of lipids and proteins suited to that membrane s

speci c functions. For example, enzymes embedded in the

membranes of the organelles called mitochondria function

in cellular respiration.

Before continuing with this chapter, examine the eukary-

otic cells in Figure 6.8, on the next two pages. The general-

ized diagrams of an animal cell and a plant cell introduce the

various organelles and highlight the key differences between

animal and plant cells. The micrographs at the bottom of the

gure give you a glimpse of cells from different types of eu-

karyotic organisms.

* Figure 6.6 The plasma membrane. The plasma membrane and
the membranes of organelles consist of a double layer (bilayer) of
phospholipids with various proteins attached to or embedded in it. The
hydrophobic parts, including phospholipid tails and interior portions of
membrane proteins, are found in the interior of the membrane. The
hydrophilic parts, including phospholipid heads, exterior portions of
proteins, and channels of proteins, are in contact with the aqueous
solution. Carbohydrate side chains may be attached to proteins or lipids
on the outer surface of the plasma membrane.

Review Figure 5.12 (p. 76) and describe the
characteristics of a phospholipid that allow it to function as the major
component in the plasma membrane.

MAKE CONNECTIONS

0.1 *m

(a) TEM of a plasma membrane. The
plasma membrane, here in a red blood
cell, appears as a pair of dark bands
separated by a light band.

Hydrophobic
region

Carbohydrate side chains

ProteinsPhospholipid

Hydrophilic
region

Hydrophilic
region

(b) Structure of the plasma membrane 

Inside of cell

Outside of cell

* Figure 6.7 Geometric relationships between surface area
and volume. In this diagram, cells are represented as boxes. Using
arbitrary units of length, we can calculate the cell s surface area (in
square units, or units2), volume (in cubic units, or units3), and ratio of
surface area to volume. A high surface-to-volume ratio facilitates the
exchange of materials between a cell and its environment.

1

5

1

6 150 750

1 125 125

6 1.2 6

Total surface area 
[sum of the surface areas 
(height + width) of all box 
sides + number of boxes]

Total volume 
[height + width + length 
+ number of boxes]

Surface-to-volume 
(S-to-V) ratio 
[surface area , volume]

Surface area increases while
total volume remains constant
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In animal cells but not plant cells:

Lysosomes
Centrosomes, with centrioles
Flagella (but present in some plant sperm)

Flagellum: motility 
structure present in 

some animal cells, 
composed of a cluster of 

microtubules within an 
extension of the plasma 

membrane

Rough ER Smooth ER

ENDOPLASMIC RETICULUM (ER): network 
of membranous sacs and tubes; active in 
membrane synthesis and other synthetic 
and metabolic processes; has rough 
(ribosome-studded) and smooth regions

Chromatin: material consisting 
of DNA and proteins; visible in
a dividing cell as individual 
condensed chromosomes

Nucleolus: nonmembranous 
structure involved in production 
of ribosomes; a nucleus has 
one or more nucleoli

Nuclear envelope: double 
membrane enclosing the 
nucleus; perforated by 
pores; continuous with ER

NUCLEUS

Plasma membrane: 
membrane 
enclosing the cell

Golgi apparatus: organelle active 
in synthesis, modification, sorting, 
and secretion of cell products

Mitochondrion: organelle where 
cellular respiration occurs and 
most ATP is generated

Lysosome: digestive 
organelle where 
macromolecules are 
hydrolyzed

Centrosome: region 
where the cell s 

microtubules are 
initiated; contains a 

pair of centrioles

Peroxisome: organelle 
with various specialized 
metabolic functions; 
produces hydrogen 
peroxide as a by-product, 
then converts it to water

Microvilli: 
projections that 

increase the cell s 
surface area

CYTOSKELETON:        
reinforces cell s shape; 
functions in cell movement; 
components are made of 
protein. Includes:

Ribosomes (small brown 
dots): complexes  that 
make proteins; free in 
cytosol or bound to 
rough ER or nuclear 
envelope

Microfilaments

Intermediate filaments

Microtubules

Cell

Nucleus

Nucleolus

1
0
 *

m

Cell wall

Nucleus

Mitochondrion

Vacuole

1 *mParent

cell

Buds

5
 *

m

Human cells from lining of uterus (colorized TEM)

Yeast cells: reproducing by budding
(above, colorized SEM) and a single cell
(right, colorized TEM)

A
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l 
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e
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Animal Cell (cutaway view of generalized cell)

* Figure 6.8

Exploring Eukaryotic Cells
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Rough 
endoplasmic 
reticulum

Smooth 
endoplasmic 
reticulum

Nuclear envelope

Nucleolus

Chromatin

NUCLEUS

Plasma membrane

Golgi apparatus

Mitochondrion

Chloroplast: photosynthetic 
organelle; converts energy of 
sunlight to chemical energy 
stored in sugar molecules

Peroxisome

Plasmodesmata: cytoplasmic 
channels through cell walls that 
connect the cytoplasms of 
adjacent cells

Microfilaments

Intermediate 
filaments

Microtubules

CYTOSKELETON

Ribosomes (small brown dots)

Cell wall: outer layer that maintains 
cell s shape and protects cell from 

mechanical damage; made of cellulose, 
other polysaccharides, and protein

Wall of adjacent cell

Central vacuole: prominent organelle
in older plant cells; functions include storage, 
breakdown of waste products, hydrolysis of 
macromolecules; enlargement of vacuole is a 
major mechanism of plant growth

In plant cells but not animal cells:

Chloroplasts
Central vacuole
Cell wall
Plasmodesmata

Visit the Study Area at
www.masteringbiology.com for the
BioFlix 3-D Animations Tour of an
Animal Cell and Tour of a Plant Cell.

ANIMATION

Flagella

Nucleus

Nucleolus

Vacuole

Chloroplast

Cell wall

1
 *

m

Cells from duckweed (Spirodela oligorrhiza),
a oating plant (colorized TEM)

Unicellular green alga Chlamy-
domonas (above, colorized SEM;
right, colorized TEM)

8
 *

m

Cell

Cell wall

Chloroplast

Mitochondrion

Nucleus

Nucleolus

5
 *

m

P
ro
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st

a
n
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P
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n
t 

C
e
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Plant Cell (cutaway view of generalized cell)
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CON C E P T 6.3
The eukaryotic cell s genetic
instructions are housed
in the nucleus and carried
out by the ribosomes

On the rst stop of our detailed tour of the cell, let s look at two

cellular components involved in the genetic control of the cell:

the nucleus, which houses most of the cell s DNA, and the ribo-

somes, which use information from the DNA to make proteins.

The Nucleus: Information Central

The nucleus contains most of the genes in the eukaryotic

cell. (Some genes are located in mitochondria and chloro-

plasts.) It is generally the most conspicuous organelle in a eu-

karyotic cell, averaging about 5 m in diameter. The nuclear

envelope encloses the nucleus (Figure 6.9), separating its

contents from the cytoplasm.

The nuclear envelope is a double membrane. The two mem-

branes, each a lipid bilayer with associated proteins, are sepa-

rated by a space of 20 40 nm. The envelope is perforated by

pore structures that are about 100 nm in diameter. At the lip of

each pore, the inner and outer membranes of the nuclear en-

velope are continuous. An intricate protein structure called a

pore complex lines each pore and plays an important role in the

cell by regulating the entry and exit of proteins and RNAs, as

well as large complexes of macromolecules. Except at the

pores, the nuclear side of the envelope is lined by the nuclear

lamina, a netlike array of protein laments that maintains

the shape of the nucleus by mechanically supporting the nu-

clear envelope. There is also much evidence for a nuclear

matrix, a framework of protein bers extending throughout

the nuclear interior. The nuclear lamina and matrix may help

organize the genetic material so it functions ef ciently.

Within the nucleus, the DNA is organized into discrete units

called chromosomes, structures that carry the genetic infor-

mation. Each chromosome contains one long DNA molecule

associated with many proteins. Some of the proteins help coil
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the DNA molecule of each chromosome, reducing its length

and allowing it to t into the nucleus. The complex of DNA

and proteins making up chromosomes is called chromatin.

When a cell is not dividing, stained chromatin appears as a dif-

fuse mass in micrographs, and the chromosomes cannot be

distinguished from one another, even though discrete chromo-

somes are present. As a cell prepares to divide, however, the

chromosomes coil (condense) further, becoming thick enough

to be distinguished as separate structures. Each eukaryotic

species has a characteristic number of chromosomes. For ex-

ample, a typical human cell has 46 chromosomes in its nu-

cleus; the exceptions are the sex cells (eggs and sperm), which

have only 23 chromosomes in humans. A fruit y cell has

8 chromosomes in most cells and 4 in the sex cells.

A prominent structure within the nondividing nucleus is

the nucleolus (plural, nucleoli), which appears through the

electron microscope as a mass of densely stained granules and

bers adjoining part of the chromatin. Here a type of RNA

called ribosomal RNA (rRNA) is synthesized from instructions

in the DNA. Also in the nucleolus, proteins imported from

the cytoplasm are assembled with rRNA into large and small

subunits of ribosomes. These subunits then exit the nucleus

through the nuclear pores to the cytoplasm, where a large and

a small subunit can assemble into a ribosome. Sometimes

there are two or more nucleoli; the number depends on the

species and the stage in the cell s reproductive cycle.

As we saw in Figure 5.25, the nucleus directs protein syn-

thesis by synthesizing messenger RNA (mRNA) according to

instructions provided by the DNA. The mRNA is then trans-

ported to the cytoplasm via the nuclear pores. Once an mRNA

molecule reaches the cytoplasm, ribosomes translate the

mRNAs genetic message into the primary structure of a spe-

ci c polypeptide. This process of transcribing and translating

genetic information is described in detail in Chapter 17.

Ribosomes: Protein Factories

Ribosomes, which are complexes made of ribosomal RNA

and protein, are the cellular components that carry out pro-

tein synthesis (Figure 6.10). Cells that have high rates of pro-

tein synthesis have particularly large numbers of ribosomes.

For example, a human pancreas cell has a few million ribo-

somes. Not surprisingly, cells active in protein synthesis also

have prominent nucleoli.

Ribosomes build proteins in two cytoplasmic locales. At

any given time, free ribosomes are suspended in the cytosol,

while bound ribosomes are attached to the outside of the en-

doplasmic reticulum or nuclear envelope (see Figure 6.10).

Bound and free ribosomes are structurally identical, and ribo-

somes can alternate between the two roles. Most of the pro-

teins made on free ribosomes function within the cytosol;

examples are enzymes that catalyze the rst steps of sugar

breakdown. Bound ribosomes generally make proteins that

are destined for insertion into membranes, for packaging

C O N C E P T  C H E C K  6.2

1. After carefully reviewing Figure 6.8, brie y describe

the structure and function of the nucleus, the mito-

chondrion, the chloroplast, and the endoplasmic

reticulum.

2. Imagine an elongated cell (such as a

nerve cell) that measures 125 * 1 * 1 arbitrary units.

Predict how its surface-to-volume ratio would com-

pare with those in Figure 6.7. Then calculate the ratio

and check your prediction.

For suggested answers, see Appendix A.

WHAT IF?
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+ Figure 6.10 Ribosomes. This electron
micrograph of part of a pancreas cell shows
many ribosomes, both free (in the cytosol) and
bound (to the endoplasmic reticulum). The
simpli ed diagram of a ribosome shows its
two subunits.

After you have read the section
on ribosomes, circle a ribosome in the micro-
graph that might be making a protein that will
be secreted.

DRAW IT

Endoplasmic reticulum (ER)

TEM showing ER and ribosomes

Ribosomes

0.25 *m

ER Free ribosomes in cytosol

Ribosomes bound to ER

Diagram of a ribosome

Large
subunit

Small
subunit

* Figure 6.9 The nucleus and its
envelope. Within the nucleus are the
chromosomes, which appear as a mass of
chromatin (DNA and associated proteins), and
one or more nucleoli (singular, nucleolus),

which function in ribosome synthesis. The
nuclear envelope, which consists of two
membranes separated by a narrow space, is
perforated with pores and lined by the nuclear
lamina.

Since the chromosomes
contain the genetic material and reside in the
nucleus, how does the rest of the cell get access
to the information they carry? See Figure 5.25,
page 86.

MAKE CONNECTIONS

Chromatin

Nuclear envelope:

Inner membrane

Outer membrane

Nucleolus

Nucleus

Nuclear pore

Rough ER

Pore
complex

Close-up 
of nuclear
envelope

Surface of nuclear envelope.
TEM of a specimen prepared by
a technique known as
freeze-fracture.

Pore complexes (TEM). Each pore is
ringed by protein particles.

Nuclear lamina (TEM). 
The netlike lamina lines the inner 
surface of the nuclear envelope.

Nucleus
1 *m

1
 *

m

0
.2

5
 *

m

Ribosome

Chromatin. Part of a 
chromosome from a non-
dividing cell shows two states 
of coiling of the DNA (blue) and 
protein (purple) complex. The thicker 
form is sometimes also organized 
into long loops.

*

*

*

+

+
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* Figure 6.11 Endoplasmic reticulum (ER). A membranous
system of interconnected tubules and attened sacs called cisternae,
the ER is also continuous with the nuclear envelope. (The drawing is
a cutaway view.) The membrane of the ER encloses a continuous
compartment called the ER lumen (or cisternal space). Rough ER, which
is studded on its outer surface with ribosomes, can be distinguished
from smooth ER in the electron micrograph (TEM). Transport vesicles bud
off from a region of the rough ER called transitional ER and travel to the
Golgi apparatus and other destinations.

Nuclear
envelope

Ribosomes

Rough ER

ER lumen

Smooth ER

Transitional ER

Transport vesicle

Cisternae

Smooth ER Rough ER
200 nm

within certain organelles such as lysosomes (see Figure 6.8),

or for export from the cell (secretion). Cells that specialize in

protein secretion for instance, the cells of the pancreas that

secrete digestive enzymes frequently have a high propor-

tion of bound ribosomes. You will learn more about ribo-

some structure and function in Chapter 17.

Latin for little net. ) The ER consists of a network of mem-

branous tubules and sacs called cisternae (from the Latin

cisterna, a reservoir for a liquid). The ER membrane separates

the internal compartment of the ER, called the ER lumen

(cavity) or cisternal space, from the cytosol. And because the

ER membrane is continuous with the nuclear envelope, the

space between the two membranes of the envelope is contin-

uous with the lumen of the ER (Figure 6.11).C O N C E P T  C H E C K  6.3

1. What role do ribosomes play in carrying out genetic

instructions?

2. Describe the molecular composition of nucleoli and

explain their function.

3. As a cell begins the process of dividing,

its chromatin becomes more and more condensed.

Does the number of chromosomes change during this

process? Explain.

For suggested answers, see Appendix A.

WHAT IF?

C ON CE P T 6.4
The endomembrane system
regulates protein traf c and
performs metabolic functions
in the cell

Many of the different membranes of the eukaryotic cell are

part of the endomembrane system, which includes the

nuclear envelope, the endoplasmic reticulum, the Golgi appa-

ratus, lysosomes, various kinds of vesicles and vacuoles, and

the plasma membrane. This system carries out a variety of

tasks in the cell, including synthesis of proteins, transport of

proteins into membranes and organelles or out of the cell,

metabolism and movement of lipids, and detoxi cation of

poisons. The membranes of this system are related either

through direct physical continuity or by the transfer of mem-

brane segments as tiny vesicles (sacs made of membrane).

Despite these relationships, the various membranes are not

identical in structure and function. Moreover, the thickness,

molecular composition, and types of chemical reactions car-

ried out in a given membrane are not xed, but may be modi-

ed several times during the membrane s life. Having already

discussed the nuclear envelope, we will now focus on the en-

doplasmic reticulum and the other endomembranes to which

the endoplasmic reticulum gives rise.

The Endoplasmic Reticulum:
Biosynthetic Factory

The endoplasmic reticulum (ER) is such an extensive

network of membranes that it accounts for more than half

the total membrane in many eukaryotic cells. (The word

endoplasmic means within the cytoplasm,  and reticulum is
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There are two distinct, though connected, regions of the

ER that differ in structure and function: smooth ER and rough

ER. Smooth ER is so named because its outer surface lacks ri-

bosomes. Rough ER is studded with ribosomes on the outer

surface of the membrane and thus appears rough through the

electron microscope. As already mentioned, ribosomes are

also attached to the cytoplasmic side of the nuclear envelope s

outer membrane, which is continuous with rough ER.

Functions of Smooth ER

The smooth ER functions in diverse metabolic processes,

which vary with cell type. These processes include synthesis

of lipids, metabolism of carbohydrates, detoxi cation of

drugs and poisons, and storage of calcium ions.

Enzymes of the smooth ER are important in the synthesis

of lipids, including oils, phospholipids, and steroids. Among

the steroids produced by the smooth ER in animal cells are

the sex hormones of vertebrates and the various steroid hor-

mones secreted by the adrenal glands. The cells that synthe-

size and secrete these hormones in the testes and ovaries,

for example are rich in smooth ER, a structural feature that

ts the function of these cells.

Other enzymes of the smooth ER help detoxify drugs and

poisons, especially in liver cells. Detoxi cation usually in-

volves adding hydroxyl groups to drug molecules, making

them more soluble and easier to ush from the body. The

sedative phenobarbital and other barbiturates are examples of

drugs metabolized in this manner by smooth ER in liver cells.

In fact, barbiturates, alcohol, and many other drugs induce

the proliferation of smooth ER and its associated detoxi ca-

tion enzymes, thus increasing the rate of detoxi cation. This,

in turn, increases tolerance to the drugs, meaning that higher

doses are required to achieve a particular effect, such as seda-

tion. Also, because some of the detoxi cation enzymes have

relatively broad action, the proliferation of smooth ER in re-

sponse to one drug can increase tolerance to other drugs as

well. Barbiturate abuse, for example, can decrease the effec-

tiveness of certain antibiotics and other useful drugs.

The smooth ER also stores calcium ions. In muscle cells,

for example, the smooth ER membrane pumps calcium ions

from the cytosol into the ER lumen. When a muscle cell is

stimulated by a nerve impulse, calcium ions rush back

across the ER membrane into the cytosol and trigger contrac-

tion of the muscle cell. In other cell types, calcium ion release

from the smooth ER triggers different responses, such as se-

cretion of vesicles carrying newly synthesized proteins.

Functions of Rough ER

Many types of cells secrete proteins produced by ribosomes

attached to rough ER. For example, certain pancreatic cells

synthesize the protein insulin in the ER and secrete this hor-

mone into the bloodstream. As a polypeptide chain grows

from a bound ribosome, the chain is threaded into the ER

lumen through a pore formed by a protein complex in the ER

membrane. As the new polypeptide enters the ER lumen, it

folds into its native shape. Most secretory proteins are

glycoproteins, proteins that have carbohydrates covalently

bonded to them. The carbohydrates are attached to the pro-

teins in the ER by enzymes built into the ER membrane.

After secretory proteins are formed, the ER membrane

keeps them separate from proteins that are produced by free

ribosomes and that will remain in the cytosol. Secretory pro-

teins depart from the ER wrapped in the membranes of vesi-

cles that bud like bubbles from a specialized region called

transitional ER (see Figure 6.11). Vesicles in transit from one

part of the cell to another are called transport vesicles; we

will discuss their fate shortly.

In addition to making secretory proteins, rough ER is a

membrane factory for the cell; it grows in place by adding

membrane proteins and phospholipids to its own mem-

brane. As polypeptides destined to be membrane proteins

grow from the ribosomes, they are inserted into the ER

membrane itself and anchored there by their hydrophobic

portions. Like the smooth ER, the rough ER also makes

membrane phospholipids; enzymes built into the ER mem-

brane assemble phospholipids from precursors in the cy-

tosol. The ER membrane expands and portions of it are

transferred in the form of transport vesicles to other compo-

nents of the endomembrane system.

The Golgi Apparatus:
Shipping and Receiving Center

After leaving the ER, many transport vesicles travel to the Golgi

apparatus. We can think of the Golgi as a warehouse for re-

ceiving, sorting, shipping, and even some manufacturing. Here,

products of the ER, such as proteins, are modi ed and stored

and then sent to other destinations. Not surprisingly, the Golgi

apparatus is especially extensive in cells specialized for secretion.

The Golgi apparatus consists of attened membranous

sacs cisternae looking like a stack of pita bread (Figure 6.12,

on the next page). A cell may have many, even hundreds, of

these stacks. The membrane of each cisterna in a stack sepa-

rates its internal space from the cytosol. Vesicles concentrated

in the vicinity of the Golgi apparatus are engaged in the trans-

fer of material between parts of the Golgi and other structures.

A Golgi stack has a distinct structural directionality, with

the membranes of cisternae on opposite sides of the stack dif-

fering in thickness and molecular composition. The two sides

of a Golgi stack are referred to as the cis face and the trans face;

these act, respectively, as the receiving and shipping depart-

ments of the Golgi apparatus. The cis face is usually located

near the ER. Transport vesicles move material from the ER to

the Golgi apparatus. A vesicle that buds from the ER can add

its membrane and the contents of its lumen to the cis face by

fusing with a Golgi membrane. The trans face gives rise to

vesicles that pinch off and travel to other sites.
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TEM of Golgi apparatus

Cisternae

trans face
( shipping  side of
Golgi apparatus)

cis face
( receiving  side of
Golgi apparatus)

Golgi
apparatus

0.1 *m
     Vesicles move
from ER to Golgi.
1

     Vesicles also
transport certain
proteins back to ER,
their site of function.

6

5

     Vesicles coalesce to
form new cis Golgi cisternae.
2

     Cisternal
maturation:
Golgi cisternae
move in a cis-
to-trans
direction.

3

     Vesicles form and
leave Golgi, carrying
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Products of the endoplasmic reticulum are usually modi ed

during their transit from the cis region to the trans region of

the Golgi apparatus. For example, glycoproteins formed in the

ER have their carbohydrates modi ed, rst in the ER itself,

then as they pass through the Golgi. The Golgi removes some

sugar monomers and substitutes others, producing a large vari-

ety of carbohydrates. Membrane phospholipids may also be al-

tered in the Golgi.

In addition to its nishing work, the Golgi apparatus also

manufactures some macromolecules. Many polysaccharides

secreted by cells are Golgi products. For example, pectins and

certain other noncellulose polysaccharides are made in the

Golgi of plant cells and then incorporated along with cellu-

lose into their cell walls. Like secretory proteins, nonprotein

Golgi products that will be secreted depart from the trans face

of the Golgi inside transport vesicles that eventually fuse

with the plasma membrane.

The Golgi manufactures and re nes its products in stages,

with different cisternae containing unique teams of enzymes.

Until recently, biologists viewed the Golgi as a static structure,

with products in various stages of processing transferred from

one cisterna to the next by vesicles. While this may occur, re-

cent research has given rise to a new model of the Golgi as a

more dynamic structure. According to the cisternal maturation

model, the cisternae of the Golgi actually progress forward from

the cis to the trans face, carrying and modifying their cargo as

they move. Figure 6.12 shows the details of this model.

Before a Golgi stack dispatches its products by budding

vesicles from the trans face, it sorts these products and targets

them for various parts of the cell. Molecular identi cation

tags, such as phosphate groups added to the Golgi products,

aid in sorting by acting like ZIP codes on mailing labels. Fi-

nally, transport vesicles budded from the Golgi may have ex-

ternal molecules on their membranes that recognize docking

sites  on the surface of speci c organelles or on the plasma

membrane, thus targeting the vesicles appropriately.

Lysosomes: Digestive Compartments

A lysosome is a membranous sac of hydrolytic enzymes that

an animal cell uses to digest (hydrolyze) macromolecules.

Lysosomal enzymes work best in the acidic environment

found in lysosomes. If a lysosome breaks open or leaks its con-

tents, the released enzymes are not very active because the cy-

tosol has a neutral pH. However, excessive leakage from a large

number of lysosomes can destroy a cell by self-digestion.

Hydrolytic enzymes and lysosomal membrane are made

by rough ER and then transferred to the Golgi apparatus for

further processing. At least some lysosomes probably arise by

budding from the trans face of the Golgi apparatus (see

Figure 6.12). How are the proteins of the inner surface of the

lysosomal membrane and the digestive enzymes themselves

spared from destruction? Apparently, the three-dimensional

shapes of these proteins protect vulnerable bonds from enzy-

matic attack.

* Figure 6.12 The Golgi apparatus. The Golgi apparatus consists of stacks of
attened sacs, or cisternae, which, unlike ER cisternae, are not physically connected. (The

drawing is a cutaway view.) A Golgi stack receives and dispatches transport vesicles and
the products they contain. A Golgi stack has a structural and functional directionality, with
a cis face that receives vesicles containing ER products and a trans face that dispatches
vesicles. The cisternal maturation model proposes that the Golgi cisternae themselves
mature,  moving from the cis to the trans face while carrying some proteins along. In

addition, some vesicles recycle enzymes that had been carried forward in moving cisternae,
transporting them backward  to a less mature region where their functions are needed.
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* Figure 6.13 Lysosomes. Lysosomes
digest (hydrolyze) materials taken into the cell
and recycle intracellular materials. (a) Top: In
this macrophage (a type of white blood cell)
from a rat, the lysosomes are very dark because
of a stain that reacts with one of the products
of digestion within the lysosome (TEM).

Macrophages ingest bacteria and viruses and
destroy them using lysosomes. Bottom: This
diagram shows one lysosome fusing with a
food vacuole during the process of
phagocytosis by a protist. (b) Top: In the
cytoplasm of this rat liver cell is a vesicle
containing two disabled organelles; the vesicle

will fuse with a lysosome in the process of
autophagy (TEM). Bottom: This diagram shows
fusion of such a vesicle with a lysosome. This
type of vesicle has a double membrane of
unknown origin. The outer membrane fuses
with the lysosome, and the inner membrane is
degraded along with the damaged organelles.
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Lysosomes carry out intracellular digestion in a variety of

circumstances. Amoebas and many other protists eat by en-

gul ng smaller organisms or food particles, a process called

phagocytosis (from the Greek phagein, to eat, and kytos,

vessel, referring here to the cell). The food vacuole formed in

this way then fuses with a lysosome, whose enzymes digest

the food (Figure 6.13a, bottom). Digestion products, includ-

ing simple sugars, amino acids, and other monomers, pass

into the cytosol and become nutrients for the cell. Some

human cells also carry out phagocytosis. Among them are

macrophages, a type of white blood cell that helps defend the

body by engul ng and destroying bacteria and other in-

vaders (see Figure 6.13a, top, and Figure 6.33).

Lysosomes also use their hydrolytic enzymes to recycle the

cell s own organic material, a process called autophagy. Dur-

ing autophagy, a damaged organelle or small amount of cy-

tosol becomes surrounded by a double membrane (of

unknown origin), and a lysosome fuses with the outer mem-

brane of this vesicle (Figure 6.13b). The lysosomal enzymes

dismantle the enclosed material, and the organic monomers

are returned to the cytosol for reuse. With the help of lyso-

somes, the cell continually renews itself. A human liver cell,

for example, recycles half of its macromolecules each week.

The cells of people with inherited lysosomal storage dis-

eases lack a functioning hydrolytic enzyme normally present

in lysosomes. The lysosomes become engorged with indi-

gestible substrates, which begin to interfere with other cellular

activities. In Tay-Sachs disease, for example, a lipid-digesting

enzyme is missing or inactive, and the brain becomes im-

paired by an accumulation of lipids in the cells. Fortunately,

lysosomal storage diseases are rare in the general population.

Vacuoles: Diverse Maintenance
Compartments

Vacuoles are large vesicles derived from the endoplasmic

reticulum and Golgi apparatus. Thus, vacuoles are an integral

part of a cell s endomembrane system. Like all cellular mem-

branes, the vacuolar membrane is selective in transporting

solutes; as a result, the solution inside a vacuole differs in

composition from the cytosol.
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* Figure 6.15 Review: relationships among organelles of the endomembrane system.
The red arrows show some of the migration pathways for membranes and the materials they enclose.
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Vacuoles perform a variety of functions in different kinds

of cells. Food vacuoles, formed by phagocytosis, have al-

ready been mentioned (see Figure 6.13a). Many freshwater

protists have contractile vacuoles that pump excess water

out of the cell, thereby maintaining a suitable concentration

of ions and molecules inside the cell (see Figure 7.16). In

plants and fungi, certain vacuoles carry out enzymatic hydrol-

ysis, a function shared by lysosomes in animal cells. (In fact,

some biologists consider these hydrolytic vacuoles to be a

type of lysosome.) In plants, smaller vacuoles can hold re-

serves of important organic compounds, such as the proteins

stockpiled in the storage cells in seeds. Vacuoles may also help

protect the plant against herbivores by storing compounds

that are poisonous or unpalatable to animals. Some plant vac-

uoles contain pigments, such as the red and blue pigments of

petals that help attract pollinating insects to owers.

Mature plant cells generally contain a large central

vacuole (Figure 6.14), which develops by the coalescence of

smaller vacuoles. The solution inside the central vacuole, called

cell sap, is the plant cell s main repository of inorganic ions, in-

cluding potassium and chloride. The central vacuole plays a

major role in the growth of plant cells, which enlarge as the

vacuole absorbs water, enabling the cell to become larger with a

minimal investment in new cytoplasm. The cytosol often occu-

pies only a thin layer between the central vacuole and the

plasma membrane, so the ratio of plasma membrane surface to

cytosolic volume is suf cient, even for a large plant cell.

The Endomembrane System: A Review

Figure 6.15 reviews the endomembrane system, showing the

ow of membrane lipids and proteins through the various or-

ganelles. As the membrane moves from the ER to the Golgi

and then elsewhere, its molecular composition and metabolic

functions are modi ed, along with those of its contents. The

* Figure 6.14 The plant cell vacuole. The central vacuole is
usually the largest compartment in a plant cell; the rest of the
cytoplasm is often con ned to a narrow zone between the vacuolar
membrane and the plasma membrane (TEM).
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C O N C E P T  C H E C K  6.4

1. Describe the structural and functional distinctions be-

tween rough and smooth ER.

2. Describe how transport vesicles integrate the en-

domembrane system.

3. Imagine a protein that functions in the

ER but requires modi cation in the Golgi apparatus

before it can achieve that function. Describe the pro-

tein s path through the cell, starting with the mRNA

molecule that speci es the protein.

For suggested answers, see Appendix A.

WHAT IF?

endomembrane system is a complex and dynamic player in

the cell s compartmental organization.

We ll continue our tour of the cell with some organelles that

are not closely related to the endomembrane system but play

crucial roles in the energy transformations carried out by cells.

CON C E P T 6.5
Mitochondria and chloroplasts
change energy from one form
to another

Organisms transform the energy they acquire from their sur-

roundings. In eukaryotic cells, mitochondria and chloroplasts

are the organelles that convert energy to forms that cells can

use for work. Mitochondria (singular, mitochondrion) are the

sites of cellular respiration, the metabolic process that uses

oxygen to generate ATP by extracting energy from sugars, fats,

and other fuels. Chloroplasts, found in plants and algae, are

the sites of photosynthesis. These organelles convert solar en-

ergy to chemical energy by absorbing sunlight and using it to

drive the synthesis of organic compounds such as sugars from

carbon dioxide and water.

In addition to having related functions, mitochondria and

chloroplasts share a similar evolutionary origin, something

we ll discuss brie y before describing their structure. In this

section, we will also consider the peroxisome, an oxidative

organelle. The evolutionary origin of the peroxisome, as well

as its relation to other organelles, is still under debate.

The Evolutionary Origins of Mitochondria
and Chloroplasts

Mitochondria and chloroplasts display simi-

larities with bacteria that led to the endosymbiont theory,

illustrated in Figure 6.16. This theory states that an early an-

cestor of eukaryotic cells engulfed an oxygen-using nonpho-

tosynthetic prokaryotic cell. Eventually, the engulfed cell

formed a relationship with the host cell in which it was en-

closed, becoming an endosymbiont (a cell living within an-

EVOLUTION 

* Figure 6.16 The endosymbiont theory of the origin of
mitochondria and chloroplasts in eukaryotic cells. According
to this theory, the proposed ancestors of mitochondria were oxygen-
using nonphotosynthetic prokaryotes, while the proposed ancestors of
chloroplasts were photosynthetic prokaryotes. The large arrows
represent change over evolutionary time; the small arrows inside the
cells show the process of the endosymbiont becoming an organelle.
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Mitochondrion
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photosynthetic
prokaryote

Nonphotosynthetic
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other cell). Indeed, over the course of evolution, the host cell

and its endosymbiont merged into a single organism, a eu-

karyotic cell with a mitochondrion. At least one of these cells

may have then taken up a photosynthetic prokaryote, becom-

ing the ancestor of eukaryotic cells that contain chloroplasts.

This is a widely accepted theory, which we will discuss in

more detail in Chapter 25. The model it proposes is consistent

with many structural features of mitochondria and chloro-

plasts. First, rather than being bounded by a single membrane

like organelles of the endomembrane system, mitochondria

and typical chloroplasts have two membranes surrounding

them. (Chloroplasts also have an internal system of membra-

nous sacs.) There is evidence that the ancestral engulfed

prokaryotes had two outer membranes, which became the

double membranes of mitochondria and chloroplasts. Second,

like prokaryotes, mitochondria and chloroplasts contain ribo-

somes, as well as circular DNA molecules attached to their

inner membranes. The DNA in these organelles programs the

synthesis of some of their own proteins, which are made on

the ribosomes inside the organelles. Third, also consistent

with their probable evolutionary origins as cells, mitochondria

and chloroplasts are autonomous (somewhat independent) or-

ganelles that grow and reproduce within the cell.
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* Figure 6.17 The mitochondrion, site
of cellular respiration. (a) The inner and
outer membranes of the mitochondrion are
evident in the drawing and electron
micrograph (TEM). The cristae are infoldings of
the inner membrane, which increase its surface
area. The cutaway drawing shows the two

compartments bounded by the membranes: the
intermembrane space and the mitochondrial
matrix. Many respiratory enzymes are found in
the inner membrane and the matrix. Free
ribosomes are also present in the matrix. The
DNA molecules are usually circular and are
attached to the inner mitochondrial membrane.

(b) The light micrograph shows an entire
unicellular protist (Euglena gracilis) at a much lower
magni cation than the TEM. The mitochondrial
matrix has been stained green. The mitochondria
form a branched tubular network. The nuclear
DNA is stained red, and the molecules of
mitochondrial DNA appear as bright yellow spots.
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(a) Diagram and TEM of mitochondrion (b) Network of mitochondria in a protist cell (LM)

In Chapters 9 and 10, we will focus on how mitochondria

and chloroplasts function as energy transformers. Here we

are concerned mainly with their structures and their roles.

Mitochondria: Chemical Energy Conversion

Mitochondria are found in nearly all eukaryotic cells, includ-

ing those of plants, animals, fungi, and most protists. Some

cells have a single large mitochondrion, but more often a cell

has hundreds or even thousands of mitochondria; the num-

ber correlates with the cell s level of metabolic activity. For

example, cells that move or contract have proportionally

more mitochondria per volume than less active cells.

The mitochondrion is enclosed by two membranes, each a

phospholipid bilayer with a unique collection of embedded

proteins (Figure 6.17). The outer membrane is smooth, but

the inner membrane is convoluted, with infoldings called

cristae. The inner membrane divides the mitochondrion

into two internal compartments. The rst is the intermem-

brane space, the narrow region between the inner and outer

membranes. The second compartment, the mitochondrial

matrix, is enclosed by the inner membrane. The matrix

contains many different enzymes as well as the mitochon-

drial DNA and ribosomes. Enzymes in the matrix catalyze

some of the steps of cellular respiration. Other proteins that

function in respiration, including the enzyme that makes

ATP, are built into the inner membrane. As highly folded

surfaces, the cristae give the inner mitochondrial membrane

a large surface area, thus enhancing the productivity of cel-

lular respiration. This is another example of structure tting

function.

Mitochondria are generally in the range of 1 10 m long.

Time-lapse lms of living cells reveal mitochondria moving

around, changing their shapes, and fusing or dividing in two,

unlike the static structures seen in electron micrographs of

dead cells. These observations helped cell biologists under-

stand that mitochondria in a living cell form a branched tubu-

lar network, seen in a whole cell in Figure 6.17.

Chloroplasts: Capture of Light Energy

Chloroplasts contain the green pigment chlorophyll, along

with enzymes and other molecules that function in the pho-

tosynthetic production of sugar. These lens-shaped organelles,

about 3 6 m in length, are found in leaves and other green

organs of plants and in algae (Figure 6.18 and Figure 6.27c).

The contents of a chloroplast are partitioned from the cy-

tosol by an envelope consisting of two membranes separated

by a very narrow intermembrane space. Inside the chloro-

plast is another membranous system in the form of attened,

interconnected sacs called thylakoids. In some regions,

thylakoids are stacked like poker chips; each stack is called a

granum (plural, grana). The uid outside the thylakoids is

the stroma, which contains the chloroplast DNA and ribo-

somes as well as many enzymes. The membranes of the

chloroplast divide the chloroplast space into three compart-

ments: the intermembrane space, the stroma, and the thy-

lakoid space. In Chapter 10, you will learn how this

compartmental organization enables the chloroplast to con-

vert light energy to chemical energy during photosynthesis.

As with mitochondria, the static and rigid appearance of

chloroplasts in micrographs or schematic diagrams is not true
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* Figure 6.19 A peroxisome. Peroxisomes are roughly spherical and
often have a granular or crystalline core that is thought to be a dense
collection of enzyme molecules. This peroxisome is in a leaf cell (TEM).
Notice its proximity to two chloroplasts and a mitochondrion. These
organelles cooperate with peroxisomes in certain metabolic functions.
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(a) Diagram and TEM of chloroplast (b) Chloroplasts in an algal cell

to their dynamic behavior in the living cell. Their shape is

changeable, and they grow and occasionally pinch in two, re-

producing themselves. They are mobile and, with mitochon-

dria and other organelles, move around the cell along tracks of

the cytoskeleton, a structural network we will consider later in

this chapter.

The chloroplast is a specialized member of a family of

closely related plant organelles called plastids. One type of

plastid, the amyloplast, is a colorless organelle that stores

starch (amylose), particularly in roots and tubers. Another is

the chromoplast, which has pigments that give fruits and

owers their orange and yellow hues.

Peroxisomes: Oxidation

The peroxisome is a specialized metabolic compartment

bounded by a single membrane (Figure 6.19). Peroxisomes

contain enzymes that remove hydrogen atoms from various

substrates  and transfer them to oxygen (O2), thus producing

hydrogen peroxide (H2O2) as a by-product (from which the

organelle derives its name). These reactions have many differ-

ent functions. Some peroxisomes use oxygen to break fatty

acids down into smaller molecules that are transported to mi-

tochondria and used as fuel for cellular respiration. Peroxi-

somes in the liver detoxify alcohol and other harmful

compounds by transferring hydrogen from the poisons to oxy-

gen. The H2O2 formed by peroxisomes is itself toxic, but the

organelle also contains an enzyme that converts H2O2 to

water. This is an excellent example of how the cell s compart-

mental structure is crucial to its functions: The enzymes that

produce hydrogen peroxide and those that dispose of this

toxic compound are sequestered away from other cellular

components that could be damaged.

Specialized peroxisomes called glyoxysomes are found in

the fat-storing tissues of plant seeds. These organelles contain

enzymes that initiate the conversion of fatty acids to sugar,

which the emerging seedling uses as a source of energy and

carbon until it can produce its own sugar by photosynthesis.

How peroxisomes are related to other organelles is still

an open question. They grow larger by incorporating pro-

teins made in the cytosol and ER, as well as lipids made in

the ER and within the peroxisome itself. Peroxisomes may

increase in number by splitting in two when they reach a

certain size, sparking the suggestion of an endosymbiotic

evolutionary origin, but others argue against this scenario.

The debate continues.

+ Figure 6.18 The chloroplast, site of photosynthesis. (a) Many plants have disk-shaped
choloroplasts, as shown here. A typical chloroplast has three compartments: the intermembrane
space, the stroma, and the thylakoid space. Free ribosomes are present in the stroma, as are copies
of chloroplast DNA molecules. (b) This uorescence micrograph shows a cell of the green alga
Spirogyra crassa, which is named for its spiral chloroplasts. Under natural light the chloroplasts
appear green, but under ultraviolet light they naturally uoresce red, as shown here.
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the vesicles along microtubules or, in some cases, microfilaments.

(b)

VesiclesMicrotubule

Receptor for
motor protein

Vesicle

0.25 *m

In this SEM of a squid giant axon (a nerve cell extension), two vesicles 
containing neurotransmitters migrate toward the tip of the axon via 
the mechanism shown in (a).

* Figure 6.21 Motor proteins and the cytoskeleton.

CON C E P T 6.6
The cytoskeleton is a network
of bers that organizes structures
and activities in the cell

In the early days of electron microscopy, biologists thought

that the organelles of a eukaryotic cell oated freely in the cy-

tosol. But improvements in both light microscopy and elec-

tron microscopy have revealed the cytoskeleton, a network

of bers extending throughout the cytoplasm (Figure 6.20).

The cytoskeleton, which plays a major role in organizing the

structures and activities of the cell, is composed of three

types of molecular structures: microtubules, micro laments,

and intermediate laments.

Roles of the Cytoskeleton: 
Support and Motility

The most obvious function of the cytoskeleton is to give me-

chanical support to the cell and maintain its shape. This is es-

pecially important for animal cells, which lack walls. The

remarkable strength and resilience of the cytoskeleton as a

whole is based on its architecture. Like a dome tent, the cy-

toskeleton is stabilized by a balance between opposing forces

exerted by its elements. And just as the skeleton of an animal

helps x the positions of other body parts, the cytoskeleton

provides anchorage for many organelles and even cytosolic

enzyme molecules. The cytoskeleton is more dynamic than an

animal skeleton, however. It can be quickly dismantled in one

part of the cell and reassembled in a new location, changing

the shape of the cell.

Several types of cell motility (movement) also involve the

cytoskeleton. The term cell motility encompasses both changes

in cell location and more limited movements of parts of the

cell. Cell motility generally requires the interaction of the cy-

toskeleton with motor proteins. Examples of such cell

motility abound. Cytoskeletal elements and motor proteins

work together with plasma membrane molecules to allow

whole cells to move along bers outside the cell. Motor pro-

teins bring about the bending of cilia and agella by gripping

microtubules within those organelles and sliding them against

each other. A similar mechanism involving micro laments

causes muscle cells to contract. Inside the cell, vesicles and

other organelles often use motor protein feet  to walk  to

their destinations along a track provided by the cytoskeleton.

For example, this is how vesicles containing neurotransmitter

molecules migrate to the tips of axons, the long extensions of

nerve cells that release these molecules as chemical signals to

adjacent nerve cells (Figure 6.21). The vesicles that bud off

* Figure 6.20 The cytoskeleton. As shown in this uorescence
micrograph, the cytoskeleton extends throughout the cell. The
cytoskeletal elements have been tagged with different uorescent
molecules: green for microtubules and red for micro laments. A third
component of the cytoskeleton, intermediate laments, is not evident
here. (The DNA in the nucleus is blue.)
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C O N C E P T  C H E C K  6.5

1. Describe two common characteristics of chloroplasts

and mitochondria. Consider both function and mem-

brane structure.

2. Do plant cells have mitochondria? Explain.

3. A classmate proposes that mitochondria

and chloroplasts should be classi ed in the en-

domembrane system. Argue against the proposal.

For suggested answers, see Appendix A.

WHAT IF?
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from the ER travel to the Golgi along cytoskeletal tracks. The

cytoskeleton also manipulates the plasma membrane, making

it bend inward to form food vacuoles or other phagocytic vesi-

cles. And the streaming of cytoplasm that circulates materials

within many large plant cells is yet another kind of cellular

movement brought about by the cytoskeleton.

Components of the Cytoskeleton

Now let s look more closely at the three main types of bers

that make up the cytoskeleton: Microtubules are the thickest

of the three types; micro laments (also called actin laments)

are the thinnest; and intermediate laments are bers with di-

ameters in a middle range (Table 6.1).

Microtubules

All eukaryotic cells have microtubules, hollow rods measur-

ing about 25 nm in diameter and from 200 nm to 25 m in

length. The wall of the hollow tube is constructed from a glob-

ular protein called tubulin. Each tubulin protein is a dimer, a

molecule made up of two subunits. A tubulin dimer consists of

two slightly different polypeptides, *-tubulin and +-tubulin.

Microtubules grow in length by adding tubulin dimers; they

Table 6.1 The Structure and Function of the Cytoskeleton

Property
Microtubules 
(Tubulin Polymers)

Micro laments 
(Actin Filaments)

Intermediate 
Filaments

Structure Hollow tubes; wall consists of
13 columns of tubulin molecules

Two intertwined strands of actin, each
a polymer of actin subunits

Fibrous proteins supercoiled into thicker
cables

Diameter 25 nm with 15-nm lumen 7 nm 8 12 nm

Protein subunits Tubulin, a dimer consisting of 
*-tubulin and +-tubulin

Actin One of several different proteins (such as
keratins), depending on cell type

Main functions Maintenance of cell shape
(compression-resisting girders )

Cell motility (as in cilia or agella)

Chromosome movements in cell
division

Organelle movements

Maintenance of cell shape (tension-
bearing elements)

Changes in cell shape

Muscle contraction

Cytoplasmic streaming

Cell motility (as in pseudopodia)

Cell division (cleavage furrow formation)

Maintenance of cell shape (tension-
bearing elements)

Anchorage of nucleus and certain other
organelles

Formation of nuclear lamina

Fluorescence micro-
graphs of broblasts, a
favorite cell type for
cell biology studies. In
each, the structure of
interest has been
tagged with uores-
cent molecules. In the
rst and third micro-

graphs, the DNA in
the nucleus has also
been tagged (blue or
orange).

7 nm

25 nm

Tubulin dimer

Column of tubulin dimers

* +

Actin subunit Fibrous subunit (keratins
coiled together)

Keratin proteins

10 ,m 10 ,m 5 ,m

8 12 nm

M06_REEC8237_09_SE_CH06.QXD  8/12/10  12:29 PM  Page 113



114 U N I T  T W O The Cell

* Figure 6.22 Centrosome containing a pair of centrioles.
Most animal cells have a centrosome, a region near the nucleus where
the cell s microtubules are initiated. Within the centrosome is a pair of
centrioles, each about 250 nm (0.25 m) in diameter. The two
centrioles are at right angles to each other, and each is made up of nine
sets of three microtubules. The blue portions of the drawing represent
nontubulin proteins that connect the microtubule triplets (TEM).

How many microtubules are in a centrosome? In the drawing, circle
and label one microtubule and describe its structure. Circle and label

a triplet.

?

Centrioles

Microtubule

Centrosome

Longitudinal section
of one centriole

0.25 *m

Cross section
of the other centriole

Microtubules

can also be disassembled and their tubulin used to build mi-

crotubules elsewhere in the cell. Because of the orientation

of tubulin dimers, the two ends of a microtubule are slightly

different. One end can accumulate or release tubulin dimers

at a much higher rate than the other, thus growing and

shrinking signi cantly during cellular activities. (This is

called the plus end,  not because it can only add tubulin

proteins but because it s the end where both on  and off

rates are much higher.)

Microtubules shape and support the cell and also serve as

tracks along which organelles equipped with motor proteins

can move. In addition to the example in Figure 6.21, micro-

tubules guide secretory vesicles from the Golgi apparatus to

the plasma membrane. Microtubules are also involved in the

separation of chromosomes during cell division, which will

be discussed in Chapter 12.

Centrosomes and Centrioles In animal cells, microtubules

grow out from a centrosome, a region that is often located

near the nucleus and is considered a microtubule-organizing

center.  These microtubules function as compression-resisting

girders of the cytoskeleton. Within the centrosome is a pair of

centrioles, each composed of nine sets of triplet microtubules

arranged in a ring (Figure 6.22). Before an animal cell divides,

the centrioles replicate. Although centrosomes with centrioles

may help organize microtubule assembly in animal cells, they

are not essential for this function in all eukaryotes; fungi and

almost all plant cells lack centrosomes with centrioles but have

well-organized microtubules. Apparently, other microtubule-

organizing centers play the role of centrosomes in these cells.

Cilia and Flagella In eukaryotes, a specialized arrangement of

microtubules is responsible for the beating of agella (singu-

lar, agellum) and cilia (singular, cilium), microtubule-contain-

ing extensions that project from some cells. (The bacterial

agellum, shown in Figure 6.5, has a completely different struc-

ture.) Many unicellular eukaryotes are propelled through water

by cilia or agella that act as locomotor appendages, and the

sperm of animals, algae, and some plants have agella. When

cilia or agella extend from cells that are held in place as part

of a tissue layer, they can move uid over the surface of the tis-

sue. For example, the ciliated lining of the trachea (windpipe)

sweeps mucus containing trapped debris out of the lungs (see

the EMs in Figure 6.3). In a woman s reproductive tract, the cilia

lining the oviducts help move an egg toward the uterus.

Motile cilia usually occur in large numbers on the cell sur-

face. They are about 0.25 m in diameter and about 2 20 m

long. Flagella are the same diameter but longer, 10 200 m.

Also, agella are usually limited to just one or a few per cell.

Flagella and cilia differ in their beating patterns (Figure 6.23).

A agellum has an undulating motion that generates force in the

same direction as the agellum s axis, like the tail of a sh. In

contrast, cilia work more like oars, with alternating power and

recovery strokes generating force in a direction perpendicular to

the cilium s axis, much as the oars of a racing crew boat extend

outward at a right angle to the boat s forward movement.

A cilium may also act as a signal-receiving antenna  for

the cell. Cilia that have this function are generally nonmotile,

and there is only one per cell. (In fact, in vertebrate animals, it

appears that almost all cells have such a cilium, which is called

a primary cilium.) Membrane proteins on this kind of cilium

transmit molecular signals from the cell s environment to its

interior, triggering signaling pathways that may lead to

changes in the cell s activities. Cilium-based signaling appears

to be crucial to brain function and to embryonic development.

Though different in length, number per cell, and beating

pattern, motile cilia and agella share a common structure.

Each motile cilium and agellum has a group of micro-

tubules sheathed in an extension of the plasma membrane

(Figure 6.24). Nine doublets of microtubules are arranged in

a ring; in the center of the ring are two single microtubules.
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+ Figure 6.23
A comparison of
the beating of

agella and motile
cilia.

* Figure 6.24 Structure of a agellum
or motile cilium.

Plasma
membrane

Outer microtubule
doublet

Dynein proteins

Central
microtubule

Cross-linking
proteins between
outer doublets                   

Triplet

0.1 *m

(b)

 0.1 *m0.5 *m

A cross section through a motile cilium shows the 9 + 2
arrangement of microtubules (TEM). The outer microtubule
doublets and the two central microtubules are held together 
by flexible cross-linking proteins (blue in art), including the 
radial spokes. The doublets also have attached motor 
proteins called dyneins (red in art).

Microtubules

(c) Basal body: The nine outer doublets of a cilium or
flagellum extend into the basal body, where each
doublet joins another microtubule to form a ring of
nine triplets. Each triplet is connected to the next
by nontubulin proteins (thinner blue lines in
diagram). This is a 9 + 0  arrangement: the two
central microtubules are not present because they
terminate above the basal body (TEM). Cross section of basal body

(a) A longitudinal section of a motile cilium 
shows microtubules running the length 
of the structure (TEM).               

Plasma
membrane

Basal body

Radial
spoke

Power stroke Recovery stroke

Direction of swimming
(a)

Direction of organism s movement

15 *m

Motion of flagella. A flagellum
usually undulates, its snakelike
motion driving a cell in the same
direction as the axis of the
flagellum. Propulsion of a human
sperm cell is an example of flagellate
locomotion (LM). 

(b) Motion of cilia. Cilia have a back-
and-forth motion. The rapid power
stroke moves the cell in a direction 
perpendicular to the axis of the cilium.
Then, during the slower recovery stroke,
the cilium bends and sweeps sideways,
closer to the cell surface. A dense nap
of cilia, beating at a rate of about 40 
to 60 strokes a second, covers this
Colpidium, a freshwater protist
(colorized SEM).

5 *m

In (a), circle the central pair of microtubules. Show where they terminate,
and explain why they aren t seen in the cross section of the basal body in (c).

DRAW IT
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This arrangement, referred to as the 9 * 2  pattern, is found

in nearly all eukaryotic agella and motile cilia. (Nonmotile

primary cilia have a 9 * 0  pattern, lacking the central pair

of microtubules.) The microtubule assembly of a cilium or

agellum is anchored in the cell by a basal body, which is

structurally very similar to a centriole, with microtubule

triplets in a 9 * 0  pattern. In fact, in many animals (includ-

ing humans), the basal body of the fertilizing sperm s agel-

lum enters the egg and becomes a centriole.

In agella and motile cilia, exible cross-linking proteins,

evenly spaced along the length of the cilium or agellum,

connect the outer doublets to each other and to the two cen-

tral microtubules. Each outer doublet also has pairs of pro-

truding proteins spaced along its length and reaching toward

the neighboring doublet; these are large motor proteins called

dyneins, each composed of several polypeptides. Dyneins

are responsible for the bending movements of the organelle.

A dynein molecule performs a complex cycle of movements

caused by changes in the shape of the protein, with ATP pro-

viding the energy for these changes (Figure 6.25).

The mechanics of dynein-based bending involve a process

that resembles walking. A typical dynein protein has two feet

that walk  along the microtubule of the adjacent doublet, one

foot maintaining contact while the other releases and reat-

taches one step farther along the microtubule. Without any re-

straints on the movement of the microtubule doublets, one

doublet would continue to walk  along and slide past the sur-

face of the other, elongating the cilium or agellum rather than

bending it (see Figure 6.25a). For lateral movement of a cilium

or agellum, the dynein walking  must have something to

pull against, as when the muscles in your leg pull against your

bones to move your knee. In cilia and agella, the microtubule

doublets seem to be held in place by the cross-linking proteins

just inside the outer doublets and by the radial spokes and

other structural elements. Thus, neighboring doublets cannot

slide past each other very far. Instead, the forces exerted by

dynein walking  cause the doublets to curve, bending the cil-

ium or agellum (see Figure 6.25b and c).

Micro laments (Actin Filaments)

Micro laments are solid rods about 7 nm in diameter.

They are also called actin laments because they are built

from molecules of actin, a globular protein. A micro lament

is a twisted double chain of actin subunits (see Table 6.1). Be-

sides occurring as linear laments, micro laments can form

structural networks when certain proteins bind along the

side of an actin lament and allow a new lament to extend

as a branch. Like microtubules, micro laments seem to be

present in all eukaryotic cells.

In contrast to the compression-resisting role of micro-

tubules, the structural role of micro laments in the cytoskele-

ton is to bear tension (pulling forces). A three-dimensional

network formed by micro laments just inside the plasma
* Figure 6.25 How dynein walking  moves agella
and cilia.

Microtubule
doublets

Dynein protein

Cross-linking proteins
between outer doublets

(a) 

(b) Effect of cross-linking proteins. In a cilium or flagellum, two
adjacent doublets cannot slide far because they are physically
restrained by proteins, so they bend. (Only two of the nine 
outer doublets in Figure 6.24b are shown here.)

(c) Wavelike motion. Synchronized cycles of movement of many
dyneins probably cause a bend to begin at the base of the
cilium or flagellum and move outward toward the tip. Many
successive bends, such as the ones shown here to the left and
right, result in a wavelike motion. In this diagram, the two central
microtubules and the cross-linking proteins are not shown.

Anchorage
in cell

Effect of unrestrained dynein movement. If a cilium or 
flagellum had no cross-linking proteins, the two feet of each 
dynein along one doublet (powered by ATP) would alternately 
grip and release the adjacent doublet. This   walking   motion 
would push the adjacent doublet up. Instead of bending, the 
doublets would slide past each other. 

ATP

ATP

1

2

3
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* Figure 6.26 A structural role of micro laments. The
surface area of this nutrient-absorbing intestinal cell is increased by its
many microvilli (singular, microvillus), cellular extensions reinforced by
bundles of micro laments. These actin laments are anchored to a
network of intermediate laments (TEM).

Microfilaments (actin
filaments)

Microvillus

Intermediate filaments

0.25 *m

Plasma membrane

* Figure 6.27 Micro laments and motility. In these three
examples, interactions between actin laments and motor proteins
bring about cell movement.

Extending
pseudopodium

Inner cytoplasm: sol 
with actin subunits

Chloroplast

(a)

Actin 
filament

Myosin 
filament

Cortex (outer cytoplasm):
gel with actin network

Muscle cell

Myosin
head

(b)

0.5 *m

30 *m

100 *m

Amoeboid movement. Interaction of actin filaments with myosin 
causes contraction of the cell, pulling the cell s trailing end (at left)  
forward (to the right) (LM).

Myosin motors in muscle cell contraction. The walking  of
myosin projections (the so-called heads) drives the parallel myosin and 
actin filaments past each other so that the actin filaments approach 
each other in the middle (red arrows). This shortens the muscle cell. 
Muscle contraction involves the shortening of many muscle cells at 
the same time (TEM). 

(c) Cytoplasmic streaming in plant cells. A layer of cytoplasm cycles
around the cell, moving over a carpet of parallel actin filaments.
Myosin motors attached to organelles in the fluid cytosol may drive
the streaming by interacting with the actin (LM).

membrane (cortical micro laments) helps support the cell s

shape (see Figure 6.8). This network gives the outer cytoplas-

mic layer of a cell, called the cortex, the semisolid consis-

tency of a gel, in contrast with the more uid (sol) state of the

interior cytoplasm. In animal cells specialized for transporting

materials across the plasma membrane, such as intestinal

cells, bundles of micro laments make up the core of mi-

crovilli, delicate projections that increase the cell s surface

area (Figure 6.26).

Micro laments are well known for their role in cell motility,

particularly as part of the contractile apparatus of muscle cells.

Thousands of actin laments are arranged parallel to one

another along the length of a muscle cell, interdigitated

with thicker laments made of a protein called myosin

(Figure 6.27a). Like dynein when it interacts with micro-

tubules, myosin acts as a motor protein by means of projec-

tions that walk  along the actin laments. Contraction of the

muscle cell results from the actin and myosin laments sliding

past one another in this way, shortening the cell. In other

kinds of cells, actin laments are associated with myosin in

miniature and less elaborate versions of the arrangement in

muscle cells. These actin-myosin aggregates are responsible for

localized contractions of cells. For example, a contracting belt

of micro laments forms a cleavage furrow that pinches a di-

viding animal cell into two daughter cells.

Localized contraction brought about by actin and myosin

also plays a role in amoeboid movement (Figure 6.27b). A

cell such as an amoeba crawls along a surface by extending
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CON C E P T 6.7
Extracellular components and
connections between cells help
coordinate cellular activities

Having crisscrossed the cell to explore its interior compo-

nents, we complete our tour of the cell by returning to the

surface of this microscopic world, where there are additional

structures with important functions. The plasma membrane

is usually regarded as the boundary of the living cell, but

most cells synthesize and secrete materials that are extracel-

lular, or external to the plasma membrane. Although these

materials and the structures they form are outside the cell,

their study is important to cell biology because they are in-

volved in a great many cellular functions.

Cell Walls of Plants

The cell wall is an extracellular structure of plant cells that

distinguishes them from animal cells (see Figure 6.8). The

wall protects the plant cell, maintains its shape, and prevents

excessive uptake of water. On the level of the whole plant,

the strong walls of specialized cells hold the plant up against

the force of gravity. Prokaryotes, fungi, and some protists also

have cell walls, as you saw in Figures 6.5 and 6.8, but we will

postpone discussion of them until Unit Five.

Plant cell walls are much thicker than the plasma mem-

brane, ranging from 0.1 m to several micrometers. The

exact chemical composition of the wall varies from species to

species and even from one cell type to another in the same

plant, but the basic design of the wall is consistent. Micro b-

rils made of the polysaccharide cellulose (see Figure 5.8) are

synthesized by an enzyme called cellulose synthase and se-

creted to the extracellular space, where they become embed-

ded in a matrix of other polysaccharides and proteins. This

combination of materials, strong bers in a ground sub-

stance  (matrix), is the same basic architectural design found

in steel-reinforced concrete and in berglass.

A young plant cell rst secretes a relatively thin and exible

wall called the primary cell wall (Figure 6.28). In actively

cellular extensions called pseudopodia (from the Greek

pseudes, false, and pod, foot), and moving toward them.

Pseudopodia extend by assembly of actin subunits into micro-

lament networks that convert cytoplasm from a sol to a gel

inside these cell projections. Cell surface proteins on the

pseudopodium make strong attachments to the road." Next,

the interaction of micro laments with myosin near the cell s

trailing end causes contraction of that region, loosening its

cell-surface attachments and pulling it forward toward the

pseudopodia. Amoebae lacking myosin can still form

pseudopodia, but forward movement is greatly slowed. Amoe-

bas are not the only cells that move by crawling; so do many

cells in the animal body, including some white blood cells.

In plant cells, both actin-myosin interactions and sol-gel

transformations brought about by actin may be involved in

cytoplasmic streaming, a circular ow of cytoplasm

within cells (Figure 6.27c). This movement, which is espe-

cially common in large plant cells, speeds the distribution of

materials within the cell.

Intermediate Filaments

Intermediate laments are named for their diameter,

which, at 8 12 nm, is larger than the diameter of micro la-

ments but smaller than that of microtubules (see Table 6.1,

p. 113). Specialized for bearing tension (like micro laments), in-

termediate laments are a diverse class of cytoskeletal elements.

Each type is constructed from a particular molecular subunit

belonging to a family of proteins whose members include the

keratins. Microtubules and micro laments, in contrast, are

consistent in diameter and composition in all eukaryotic cells.

Intermediate laments are more permanent xtures of

cells than are micro laments and microtubules, which are

often disassembled and reassembled in various parts of a cell.

Even after cells die, intermediate lament networks often

persist; for example, the outer layer of our skin consists of

dead skin cells full of keratin proteins. Chemical treatments

that remove micro laments and microtubules from the cyto-

plasm of living cells leave a web of intermediate laments

that retains its original shape. Such experiments suggest that

intermediate laments are especially sturdy and that they

play an important role in reinforcing the shape of a cell and

xing the position of certain organelles. For instance, the nu-

cleus typically sits within a cage made of intermediate la-

ments, xed in location by branches of the laments that

extend into the cytoplasm. Other intermediate laments

make up the nuclear lamina, which lines the interior of the

nuclear envelope (see Figure 6.9). By supporting a cell s

shape, intermediate laments help the cell carry out its spe-

ci c function. For example, the long extensions (axons) of

nerve cells that transmit impulses are strengthened by inter-

mediate laments. Thus, the various kinds of intermediate

laments may function together as the permanent frame-

work of the entire cell.

C O N C E P T  C H E C K  6.6

1. Describe shared features of microtubule-based motion

of agella and micro lament-based muscle contraction.

2. How do cilia and agella bend?

3. Males af icted with Kartagener s syn-

drome are sterile because of immotile sperm, and they

tend to suffer from lung infections. This disorder has a

genetic basis. Suggest what the underlying defect

might be.

For suggested answers, see Appendix A.

WHAT IF?
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* Figure 6.28 Plant cell walls. The drawing shows several cells,
each with a large vacuole, a nucleus, and several chloroplasts and
mitochondria. The transmission electron micrograph shows the cell
walls where two cells come together. The multilayered partition
between plant cells consists of adjoining walls individually secreted by
the cells.

Plant cell walls

Middle
lamella

Primary
cell wall

Secondary
cell wall

1 *m

Cytosol

Central vacuole 

Plasma membrane

Plasmodesmata

growing cells, the cellulose brils are oriented at right angles

to the direction of cell expansion. Researchers investigated

the role of microtubules in orienting these cellulose brils

(Figure 6.29). Their observations strongly support the idea

that microtubules in the cell cortex guide cellulose synthase

as it synthesizes and deposits cellulose brils. By orienting

cellulose deposition, microtubules thus affect the growth pat-

tern of the cells.

Between primary walls of adjacent cells is the middle

lamella, a thin layer rich in sticky polysaccharides called

pectins. The middle lamella glues adjacent cells together (see

Figure 6.28). (Pectin is used as a thickening agent in jams

and jellies.) When the cell matures and stops growing, it

strengthens its wall. Some plant cells do this simply by se-

creting hardening substances into the primary wall. Other

cells add a secondary cell wall between the plasma mem-

brane and the primary wall. The secondary wall, often de-

posited in several laminated layers, has a strong and durable

matrix that affords the cell protection and support. Wood,

for example, consists mainly of secondary walls. Plant cell

walls are usually perforated by channels between adjacent

cells called plasmodesmata (see Figure 6.28), which will be

discussed shortly.

The Extracellular Matrix (ECM)
of Animal Cells

Although animal cells lack walls akin to those of plant cells,

they do have an elaborate extracellular matrix (ECM).

The main ingredients of the ECM are glycoproteins and other

carbohydrate-containing molecules secreted by the cells. (Re-

call that glycoproteins are proteins with covalently bonded

carbohydrate, usually short chains of sugars.) The most abun-

dant glycoprotein in the ECM of most animal cells is

collagen, which forms strong bers outside the cells (see

Figure 5.20). In fact, collagen accounts for about 40% of the

total protein in the human body. The collagen bers are em-

bedded in a network woven out of proteoglycans secreted

+ Figure 6.29 INQUIRY

What role do microtubules play in orienting
deposition of cellulose in cell walls?

EXPERIMENT Previous experiments on preserved plant tissues had
shown alignment of microtubules in the cell cortex with cellulose brils
in the cell wall. Also, drugs that disrupted microtubules were observed
to cause disoriented cellulose brils. To further investigate the possible
role of cortical microtubules in guiding cellulose bril deposition, David
Ehrhardt and colleagues at Stanford University used a type of confocal
microscopy to study cell wall deposition in living cells. In these cells,
they labeled both cellulose synthase and microtubules with uorescent
markers and observed them over time.

RESULTS Each uorescence image below represents a combination of
30 images taken over a 5-minute period to detect the movement of cel-
lulose synthase and microtubules. These two coincided highly over
time. The labeling molecules caused cellulose synthase to uoresce
green and the microtubules to uoresce red. The arrowheads indicate
prominent areas where the two are seen to align.

CONCLUSION The organization of microtubules appears to directly
guide the path of cellulose synthase as it lays down cellulose, thus de-
termining the orientation of cellulose brils.

SOURCE A. R. Paradez et al., Visualization of cellulose synthase demon-
strates functional association with microtubules, Science 312:1491 1495
(2006).

In a second experiment, the researchers exposed the
plant cells to blue light, previously shown to cause reorientation of
microtubules. What events would you predict would follow blue light
exposure?

WHAT IF?

10 *m

Distribution of cellulose
synthase over time

Distribution of microtubules
over time
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* Figure 6.30 Extracellular matrix (ECM) of an animal cell. The molecular composition and structure of
the ECM vary from one cell type to another. In this example, three different types of glycoproteins are present:
proteoglycans, collagen, and bronectin.

Micro-
filaments

Polysaccharide
molecule

Carbo-
hydrates

Proteoglycan
molecule

Proteoglycan complex

Core
protein

Plasma
membrane

CYTOPLASM

Fibronectin
attaches the

ECM to
integrins

embedded in
the plasma
membrane.

Integrins, membrane
proteins with two
subunits, bind to the
ECM on one side and
to associated proteins
attached to
microfilaments on the
other. This linkage can
transmit signals
between the cell s
external environment
and its interior and can
result in changes in cell
behavior.

EXTRACELLULAR FLUID
Collagen fibers
are embedded

in a web of 
proteoglycan

complexes.

A proteoglycan 
complex consists 
of hundreds of 
proteoglycan 
molecules attached 
noncovalently to a 
single long polysac-
charide molecule.

* Figure 6.31 Plasmodesmata between plant cells. The
cytoplasm of one plant cell is continuous with the cytoplasm of its
neighbors via plasmodesmata, cytoplasmic channels through the cell
walls (TEM).

Interior
of cell

Plasmodesmata0.5 *m

Interior
of cell

Plasma membranes

Cell walls

by cells (Figure 6.30). A proteoglycan molecule consists of a

small core protein with many carbohydrate chains covalently

attached, so that it may be up to 95% carbohydrate. Large

proteoglycan complexes can form when hundreds of proteo-

glycan molecules become noncovalently attached to a single

long polysaccharide molecule, as shown in Figure 6.30. Some

cells are attached to the ECM by still other ECM glycoproteins,

such as bronectin. Fibronectin and other ECM proteins

bind to cell-surface receptor proteins called integrins that are

built into the plasma membrane. Integrins span the mem-

brane and bind on their cytoplasmic side to associated pro-

teins attached to micro laments of the cytoskeleton. The

name integrin is based on the word integrate: Integrins are in a

position to transmit signals between the ECM and the cy-

toskeleton and thus to integrate changes occurring outside

and inside the cell.

Current research on bronectin, other ECM molecules,

and integrins is revealing the in uential role of the extracel-

lular matrix in the lives of cells. By communicating with a

cell through integrins, the ECM can regulate a cell s behavior.

For example, some cells in a developing embryo migrate

along speci c pathways by matching the orientation of their

micro laments to the grain  of bers in the extracellular

matrix. Researchers have also learned that the extracellular

matrix around a cell can in uence the activity of genes in the

nucleus. Information about the ECM probably reaches the

nucleus by a combination of mechanical and chemical sig-

naling pathways. Mechanical signaling involves bronectin,

integrins, and micro laments of the cytoskeleton. Changes

in the cytoskeleton may in turn trigger chemical signaling

pathways inside the cell, leading to changes in the set of pro-

teins being made by the cell and therefore changes in the

cell s function. In this way, the extracellular matrix of a par-

ticular tissue may help coordinate the behavior of all the cells

of that tissue. Direct connections between cells also function

in this coordination, as we discuss next.

Cell Junctions

Cells in an animal or plant are organized into tissues, organs,

and organ systems. Neighboring cells often adhere, interact,

and communicate via sites of direct physical contact.

Plasmodesmata in Plant Cells

It might seem that the nonliving cell walls of plants would iso-

late plant cells from one another. But in fact, as shown in

Figure 6.31, cell walls are perforated with plasmodesmata

(singular, plasmodesma; from the Greek desmos, to bind),
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* Figure 6.32

Exploring Cell Junctions in Animal Tissues

Tight Junctions

At tight junctions, the plasma
membranes of neighboring cells are
very tightly pressed against each
other, bound together by speci c
proteins (purple). Forming continu-
ous seals around the cells, tight
junctions prevent leakage of extra-
cellular uid across a layer of
epithelial cells. For example, tight
junctions between skin cells make
us watertight by preventing leakage
between cells in our sweat glands.

Desmosomes

Desmosomes (also called anchoring
junctions) function like rivets, fas-
tening cells together into strong
sheets. Intermediate laments
made of sturdy keratin proteins
anchor desmosomes in the cyto-
plasm. Desmosomes attach muscle
cells to each other in a muscle.
Some muscle tears  involve the
rupture of desmosomes.

Gap Junctions

Gap junctions (also called commu-
nicating junctions) provide cytoplas-
mic channels from one cell to an
adjacent cell and in this way are
similar in their function to the plas-
modesmata in plants. Gap junc-
tions consist of membrane proteins
that surround a pore through which
ions, sugars, amino acids, and other
small molecules may pass. Gap
junctions are necessary for commu-
nication between cells in many
types of tissues, such as heart mus-
cle, and in animal embryos.

Tight junction

Desmosome

Gap
junction

Intermediate
filaments

Ions or small
molecules

Plasma membranes
of adjacent cells

Space
between cells

Extracellular
matrix

Tight junctions prevent 
fluid from moving 
across a layer of cells

TEM
0.5 *m

Tight junction

1 *m
TEM

0.1 *m

T
E
M
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membrane-lined channels lled with cytoplasm. Cytosol passes

through the plasmodesmata and joins the internal chemical en-

vironments of adjacent cells. These connections unify most of

the plant into one living continuum. The plasma membranes of

adjacent cells line the channel of each plasmodesma and thus

are continuous. Water and small solutes can pass freely from cell

to cell, and recent experiments have shown that in some cir-

cumstances, certain proteins and RNA molecules can also do

this (see Concept 36.6). The macromolecules transported to

neighboring cells appear to reach the plasmodesmata by mov-

ing along bers of the cytoskeleton.

Tight Junctions, Desmosomes, and Gap Junctions

in Animal Cells

In animals, there are three main types of cell junctions: tight

junctions, desmosomes, and gap junctions. (Gap junctions are

most like the plasmodesmata of plants, although gap junc-

tion pores are not lined with membrane.) All three types of

cell junctions are especially common in epithelial tissue,

which lines the external and internal surfaces of the body.

Figure 6.32 uses epithelial cells of the intestinal lining to il-

lustrate these junctions.
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5
 *
m

* Figure 6.33 The emergence of cellular functions. The
ability of this macrophage (brown) to recognize, apprehend, and
destroy bacteria (yellow) is a coordinated activity of the whole cell. Its
cytoskeleton, lysosomes, and plasma membrane are among the
components that function in phagocytosis (colorized SEM).

C O N C E P T  C H E C K  6.7

1. In what way are the cells of plants and animals struc-

turally different from single-celled eukaryotes?

2. If the plant cell wall or the animal extra-

cellular matrix were impermeable, what effect would

this have on cell function?

3. The polypeptide chain that

makes up a tight junction weaves back and forth

through the membrane four times, with two extracel-

lular loops, and one loop plus short C-terminal and N-

terminal tails in the cytoplasm. Looking at Figure 5.16

(p. 79), what would you predict about the amino acid

sequence of the tight-junction protein?

For suggested answers, see Appendix A.

MAKE CONNECTIONS

WHAT IF?

The Cell: A Living Unit Greater Than the Sum
of Its Parts

From our panoramic view of the cell s compartmental organi-

zation to our close-up inspection of each organelle s architec-

ture, this tour of the cell has provided many opportunities to

correlate structure with function. (This would be a good time

to review cell structure by returning to Figure 6.8, on pp. 100

and 101.) But even as we dissect the cell, remember that none

of its components works alone. As an example of cellular inte-

gration, consider the microscopic scene in Figure 6.33. The

large cell is a macrophage (see Figure 6.13a). It helps defend

the mammalian body against infections by ingesting bacteria

(the smaller cells) into phagocytic vesicles. The macrophage

crawls along a surface and reaches out to the bacteria with thin

pseudopodia (called lopodia). Actin laments interact with

other elements of the cytoskeleton in these movements. After

the macrophage engulfs the bacteria, they are destroyed by

lysosomes. The elaborate endomembrane system produces the

lysosomes. The digestive enzymes of the lysosomes and the

proteins of the cytoskeleton are all made on ribosomes. And

the synthesis of these proteins is programmed by genetic mes-

sages dispatched from the DNA in the nucleus. All these

processes require energy, which mitochondria supply in the

form of ATP. Cellular functions arise from cellular order: The

cell is a living unit greater than the sum of its parts.

SUMMARY OF KEY CONCEPTS

C O N C E P T  6.1

Biologists use microscopes and the tools of biochemistry to
study cells (pp. 94 97)

Improvements in microscopy that affect the parameters of magni-

cation, resolution, and contrast have catalyzed progress in the

study of cell structure. Light microscopy (LM) and electron

microscopy (EM), as well as other types, remain important tools.

Cell biologists can obtain pellets enriched in particular cellular

components by centrifuging disrupted cells at sequential speeds, a

process known as cell fractionation. Larger cellular components

are in the pellet after lower-speed centrifugation, and smaller com-

ponents are in the pellet after higher-speed centrifugation.

How do microscopy and biochemistry complement each other to
reveal cell structure and function??

C O N C E P T  6.2

Eukaryotic cells have internal membranes that
compartmentalize their functions (pp. 98 102)

All cells are bounded by a plasma membrane.

Prokaryotic cells lack nuclei and other membrane-enclosed

organelles, while eukaryotic cells have internal membranes

that compartmentalize cellular functions.

The surface-to-volume ratio is an important parameter affecting

cell size and shape.

Plant and animal cells have most of the same organelles: a

nucleus, endoplasmic reticulum, Golgi apparatus, and mito-

chondria. Some organelles are found only in plant or in animal

cells. Chloroplasts are present only in cells of photosynthetic

eukaryotes.

Explain how the compartmental organization of a eukaryotic cell
contributes to its biochemical functioning.?

6 C H A P T E R  R E V I E W
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Nucleus

(ER)

(Nuclear

envelope)

Cell Component Structure Function

C O N C E P T  6.3
The eukaryotic cell s genetic
instructions are housed in the
nucleus and carried out by
the ribosomes (pp. 102 104)

Describe the relationship
between the nucleus and

ribosomes.

?

Surrounded by nuclear envelope
(double membrane) perforated
by nuclear pores; nuclear envelope
continuous with endoplasmic
reticulum (ER)

Houses chromosomes, which are
made of chromatin (DNA and
proteins); contains nucleoli, where
ribosomal subunits are made;
pores regulate entry and exit of
materials

Ribosome Two subunits made of ribosomal
RNA and proteins; can be free in
cytosol or bound to ER

Protein synthesis

C O N C E P T  6.4
The endomembrane system
regulates protein traf c and
performs metabolic functions
in the cell (pp. 104 109)

Describe the key role played
by transport vesicles in the

endomembrane system.

?

Endoplasmic reticulum Extensive network of membrane-
bounded tubules and sacs; mem-
brane separates lumen from
cytosol; continuous with nuclear
envelope

Smooth ER: synthesis of lipids,
metabolism of carbohydrates,
Ca2* storage, detoxi cation of
drugs and poisons

Rough ER: aids in synthesis of se-
cretory and other proteins from
bound ribosomes; adds carbohy-
drates to proteins to make glyco-
proteins; produces new
membrane

Golgi apparatus Stacks of attened membranous
sacs; has polarity (cis and trans
faces)

Modi cation of proteins, carbo-
hydrates on proteins, and phos-
pholipids; synthesis of many
polysaccharides; sorting of Golgi
products, which are then released
in vesicles

Lysosome Membranous sac of hydrolytic
enzymes (in animal cells)

Breakdown of ingested sub-
stances, cell macromolecules, and
damaged organelles for recycling

Vacuole Large membrane-bounded
vesicle

Digestion, storage, waste disposal,
water balance, cell growth, and
protection

C O N C E P T  6.5
Mitochondria and chloroplasts
change energy from one form
to another (pp. 109 112)

What is the endosymbiont
theory??

Mitochondrion Bounded by double membrane;
inner membrane has infoldings
(cristae)

Cellular respiration

Chloroplast Typically two membranes around
uid stroma, which contains

thylakoids stacked into grana
(in cells of photosynthetic
eukaryotes, including plants)

Photosynthesis

Peroxisome Specialized metabolic compart-
ment bounded by a single
membrane

Contains enzymes that transfer hy-
drogen atoms from substrates to
oxygen, producing hydrogen per-
oxide (H2O2) as a by-product;
H2O2 is converted to water by an-
other enzyme
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C O N C E P T  6.6

The cytoskeleton is a network of bers that organizes
structures and activities in the cell (pp. 112 118)

The cytoskeleton functions in structural support for the cell

and in motility and signal transmission.

Microtubules shape the cell, guide organelle movement, and sep-

arate chromosomes in dividing cells. Cilia and agella are motile

appendages containing microtubules. Primary cilia also play sen-

sory and signaling roles. Micro laments are thin rods function-

ing in muscle contraction, amoeboid movement, cytoplasmic

streaming, and microvillus support. Intermediate laments

support cell shape and x organelles in place.

Describe the role of motor proteins inside the eukaryotic cell and
in whole-cell movement.

C O N C E P T  6.7

Extracellular components and connections between cells
help coordinate cellular activities (pp. 118 122)

Plant cell walls are made of cellulose bers embedded in other

polysaccharides and proteins. Cellulose deposition is oriented

along microtubules.

Animal cells secrete glycoproteins that form the extracellular

matrix (ECM), which functions in support, adhesion, move-

ment, and regulation.

Cell junctions connect neighboring cells in plants and animals.

Plants have plasmodesmata that pass through adjoining cell

walls. Animal cells have tight junctions, desmosomes, and

gap junctions.

Compare the composition and functions of a plant cell wall and
the extracellular matrix of an animal cell.

TEST YOUR UNDERSTANDING

LEVEL 1: KNOWLEDGE/COMPREHENSION

1. Which structure is not part of the endomembrane system?

a. nuclear envelope d. plasma membrane

b. chloroplast e. ER

c. Golgi apparatus

2. Which structure is common to plant and animal cells?

a. chloroplast d. mitochondrion

b. wall made of cellulose e. centriole

c. central vacuole

3. Which of the following is present in a prokaryotic cell?

a. mitochondrion d. chloroplast

b. ribosome e. ER

c. nuclear envelope

4. Which structure-function pair is mismatched?

a. nucleolus; production of ribosomal subunits

b. lysosome; intracellular digestion

c. ribosome; protein synthesis

d. Golgi; protein traf cking

e. microtubule; muscle contraction

LEVEL 2: APPLICATION/ANALYSIS

5. Cyanide binds to at least one molecule involved in producing

ATP. If a cell is exposed to cyanide, most of the cyanide will be

found within the

a. mitochondria. d. lysosomes.

b. ribosomes. e. endoplasmic reticulum.

c. peroxisomes.

?

?

6. What is the most likely pathway taken by a newly synthesized

protein that will be secreted by a cell?

a. ER * Golgi * nucleus

b. Golgi * ER * lysosome

c. nucleus * ER * Golgi

d. ER * Golgi * vesicles that fuse with plasma membrane

e. ER * lysosomes * vesicles that fuse with plasma membrane

7. Which cell would be best for studying lysosomes?

a. muscle cell d. leaf cell of a plant

b. nerve cell e. bacterial cell

c. phagocytic white blood cell

8. From memory, draw two eukaryotic cells, label-

ing the structures listed here and showing any physical con-

nections between the internal structures of each cell: nucleus,

rough ER, smooth ER, mitochondrion, centrosome, chloro-

plast, vacuole, lysosome, microtubule, cell wall, ECM, micro-

lament, Golgi apparatus, intermediate lament, plasma

membrane, peroxisome, ribosome, nucleolus, nuclear pore,

vesicle, agellum, microvilli, plasmodesma.

LEVEL 3: SYNTHESIS/EVALUATION

9. EVOLUTION CONNECTION

Which aspects of cell structure best reveal evolutionary unity?

What are some examples of specialized modi cations?

10. SCIENTIFIC INQUIRY

Imagine protein X, destined to span the plasma membrane. As-

sume that the mRNA carrying the genetic message for protein X

has already been translated by ribosomes in a cell culture. If you

fractionate the cells (see Figure 6.4), in which fraction would you

nd protein X? Explain by describing its transit through the cell.

11.

Emergent Properties Considering some of the characteris-

tics that de ne life and drawing on your new knowledge of

cellular structures and functions, write a short essay

(100 150 words) that discusses this statement: Life is an

emergent property that appears at the level of the cell. (Re-

view pp. 3 5 in Chapter 1.)

For selected answers, see Appendix A.
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K E Y  C O N C E P T S

7.1 Cellular membranes are uid mosaics of lipids
and proteins 

7.2 Membrane structure results in selective
permeability 

7.3 Passive transport is diffusion of a substance
across a membrane with no energy investment 

7.4 Active transport uses energy to move solutes
against their gradients 

7.5 Bulk transport across the plasma membrane
occurs by exocytosis and endocytosis 

O V E R V I E W

Life at the Edge
The plasma membrane is the edge of life, the boundary that

separates the living cell from its surroundings. A remarkable

lm only about 8 nm thick it would take over 8,000 plasma

membranes to equal the thickness of this page the plasma

membrane controls traf c into and out of the cell it surrounds.

Like all biological membranes, the plasma membrane exhibits

selective permeability; that is, it allows some substances to

cross it more easily than others. One of the earliest episodes in

the evolution of life may have been the formation of a mem-

brane that enclosed a solution different from the surrounding

solution while still permitting the uptake of nutrients and

elimination of waste products. The ability of the cell to dis-

criminate in its chemical exchanges with its environment is

fundamental to life, and it is the plasma membrane and its

component molecules that make this selectivity possible.

In this chapter, you will learn how cellular membranes con-

trol the passage of substances. The image in Figure 7.1 shows

the elegant structure of a eukaryotic plasma membrane pro-

tein that plays a crucial role in nerve cell signaling. This pro-

tein provides a channel for a stream of potassium ions (K*) to

exit a nerve cell at a precise moment after nerve stimulation,

restoring the cell s ability to re again. (The orange ball in the

center represents one potassium ion moving through the

channel.) In this way, the plasma membrane and its proteins

not only act as an outer boundary but also enable the cell to

carry out its functions. The same applies to the many varieties

of internal membranes that partition the eukaryotic cell: The

molecular makeup of each membrane allows compartmental-

ized specialization in cells. To understand how membranes

work, we ll begin by examining their architecture.

C ON C E P T 7.1
Cellular membranes are uid
mosaics of lipids and proteins

Lipids and proteins are the staple ingredients of membranes,

although carbohydrates are also important. The most abun-

dant lipids in most membranes are phospholipids. The abil-

ity of phospholipids to form membranes is inherent in their

molecular structure. A phospholipid is an amphipathic

molecule, meaning it has both a hydrophilic region and a

hydrophobic region (see Figure 5.12). Other types of mem-

brane lipids are also amphipathic. Furthermore, most of the

proteins within membranes have both hydrophobic and

hydrophilic regions.

How are phospholipids and proteins arranged in the

membranes of cells? In the uid mosaic model, the mem-

brane is a uid structure with a mosaic  of various proteins

embedded in or attached to a double layer (bilayer) of phos-

pholipids. Scientists propose models as hypotheses, ways of

organizing and explaining existing information. Let s explore

how the uid mosaic model was developed.

Membrane Models: Scienti c Inquiry

Scientists began building molecular models of the membrane

decades before membranes were rst seen with the electron

* Figure 7.1 How do cell membrane
proteins help regulate chemical traf c?

7
Membrane

Structure

and Function
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phospholipids with water in the cytosol and extracellular

uid, while providing their hydrophobic parts with a non-

aqueous environment. In this uid mosaic model, the mem-

brane is a mosaic of protein molecules bobbing in a uid

bilayer of phospholipids.

A method of preparing cells for electron microscopy called

freeze-fracture has demonstrated visually that proteins are in-

deed embedded in the phospholipid bilayer of the mem-

brane (Figure 7.4). Freeze-fracture splits a membrane along

the middle of the bilayer, somewhat like pulling apart a

chunky peanut butter sandwich. When the membrane layers

are viewed in the electron microscope, the interior of the

126 U N I T  T W O The Cell

Phospholipid
bilayer

Hydrophilic
regions of protein

Hydrophobic regions 
of protein

* Figure 7.3 The original uid mosaic model for membranes.

WATER
Hydrophilic
head

WATER

Hydrophobic
tail

+ Figure 7.2 Phospholipid bilayer
(cross section).

Consulting Figure 5.12
(p. 76), circle the hydrophilic and hydrophobic por-
tions of the enlarged phospholipids on the right.
Explain what each portion contacts when the phos-
pholipids are in the plasma membrane.

MAKE CONNECTIONS

+ Figure 7.4 RESEARCH METHOD

Freeze-fracture

APPLICATION A cell membrane can be split into its two layers, reveal-
ing the structure of the membrane s interior.

TECHNIQUE A cell is frozen and fractured with a knife. The fracture
plane often follows the hydrophobic interior of a membrane, splitting
the phospholipid bilayer into two separated layers. Each membrane
protein goes wholly with one of the layers.

Knife

Extracellular
layer

Plasma membrane

Proteins

Cytoplasmic layer

Inside of extracellular layer Inside of cytoplasmic layer

RESULTS These SEMs show membrane proteins (the bumps ) in the
two layers, demonstrating that proteins are embedded in the phospho-
lipid bilayer.

microscope (in the 1950s). In 1915, membranes isolated from

red blood cells were chemically analyzed and found to be

composed of lipids and proteins. Ten years later, two Dutch

scientists reasoned that cell membranes must be phospho-

lipid bilayers. Such a double layer of molecules could exist as

a stable boundary between two aqueous compartments be-

cause the molecular arrangement shelters the hydrophobic

tails of the phospholipids from water while exposing the hy-

drophilic heads to water (Figure 7.2).

If a phospholipid bilayer was the main fabric of a mem-

brane, where were the proteins located? Although the heads

of phospholipids are hydrophilic, the surface of a pure phos-

pholipid bilayer adheres less strongly to water than does the

surface of a biological membrane. Given this difference,

Hugh Davson and James Danielli suggested in 1935 that the

membrane might be coated on both sides with hydrophilic

proteins. They proposed a sandwich model: a phospholipid

bilayer between two layers of proteins.

When researchers rst used electron microscopes to study

cells in the 1950s, the pictures seemed to support the

Davson-Danielli model. By the late 1960s, however, many

cell biologists recognized two problems with the model. First,

inspection of a variety of membranes revealed that mem-

branes with different functions differ in structure and chemi-

cal composition. A second, more serious problem became

apparent once membrane proteins were better characterized.

Unlike proteins dissolved in the cytosol, membrane proteins

are not very soluble in water because they are amphipathic. If

such proteins were layered on the surface of the membrane,

their hydrophobic parts would be in aqueous surroundings.

Taking these observations into account, S. J. Singer and

G. Nicolson proposed in 1972 that membrane proteins reside

in the phospholipid bilayer with their hydrophilic regions

protruding (Figure 7.3). This molecular arrangement would

maximize contact of hydrophilic regions of proteins and
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bilayer appears cobblestoned, with protein particles inter-

spersed in a smooth matrix, in agreement with the uid mo-

saic model. Some proteins remain attached to one layer or

the other, like the peanut chunks in the sandwich.

Because models are hypotheses, replacing one model of

membrane structure with another does not imply that the

original model was worthless. The acceptance or rejection of a

model depends on how well it ts observations and explains

experimental results. New ndings may make a model obso-

lete; even then, it may not be totally scrapped, but revised to

incorporate the new observations. The uid mosaic model is

continually being re ned. For example, groups of proteins are

often found associated in long-lasting, specialized patches,

where they carry out common functions. The lipids them-

selves appear to form de ned regions as well. Also, the mem-

brane may be much more packed with proteins than

imagined in the classic uid mosaic model compare the up-

dated model in Figure 7.5 with the original model in Figure

7.3. Let s now take a closer look at membrane structure.

The Fluidity of Membranes

Membranes are not static sheets of molecules locked rigidly

in place. A membrane is held together primarily by hy-

drophobic interactions, which are much weaker than cova-

lent bonds (see Figure 5.20). Most of the lipids and some of

the proteins can shift about laterally that is, in the plane of

the membrane, like partygoers elbowing their way through a

crowded room (Figure 7.6). It is quite rare, however, for a

molecule to ip- op transversely across the membrane,

switching from one phospholipid layer to the other; to do so,

the hydrophilic part of the molecule must cross the hy-

drophobic interior of the membrane.

The lateral movement of phospholipids within the mem-

brane is rapid. Adjacent phospholipids switch positions about

107 times per second, which means that a phospholipid can

travel about 2 m the length of many bacterial cells in 1

second. Proteins are much larger than lipids and move more

slowly, but some membrane proteins do drift, as shown in a

classic experiment described in Figure 7.7, on the next page.

Fibers of extra-
cellular matrix (ECM)

CYTOPLASMIC SIDE
OF MEMBRANE

EXTRACELLULAR
SIDE OF
MEMBRANE

Glyco-
protein

Carbohydrate

Glycolipid

Integral
protein

Microfilaments
of cytoskeleton

Cholesterol

Peripheral
proteins

* Figure 7.5 Updated model of an animal cell s
plasma membrane (cutaway view).

Lateral movement occurs
~107 times per second.

Flip-flopping across the membrane 
is rare (~ once per month).

* Figure 7.6 The movement of phospholipids.

M07_REEC8237_09_SE_CH07.QXD  8/12/10  12:30 PM  Page 127



Membrane proteins

Mouse cell
Human cell

Hybrid cell

Mixed proteins 
after 1 hour

+
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And some membrane proteins seem to move in a highly di-

rected manner, perhaps driven along cytoskeletal bers by

motor proteins connected to the membrane proteins  cyto-

plasmic regions. However, many other membrane proteins

seem to be held immobile by their attachment to the cy-

toskeleton or to the extracellular matrix (see Figure 7.5).

A membrane remains uid as temperature decreases until

nally the phospholipids settle into a closely packed arrange-

ment and the membrane solidi es, much as bacon grease

forms lard when it cools. The temperature at which a mem-

brane solidi es depends on the types of lipids it is made of.

The membrane remains uid to a lower temperature if it is

rich in phospholipids with unsaturated hydrocarbon tails (see

Figures 5.11 and 5.12). Because of kinks in the tails where

double bonds are located, unsaturated hydrocarbon tails can-

not pack together as closely as saturated hydrocarbon tails,

and this makes the membrane more uid (Figure 7.8a).

The steroid cholesterol, which is wedged between phospho-

lipid molecules in the plasma membranes of animal cells, has

different effects on membrane uidity at different temperatures

(Figure 7.8b). At relatively high temperatures at 37 C, the

body temperature of humans, for example cholesterol makes

the membrane less uid by restraining phospholipid move-

ment. However, because cholesterol also hinders the close pack-

ing of phospholipids, it lowers the temperature required for the

membrane to solidify. Thus, cholesterol can be thought of as a

uidity buffer  for the membrane, resisting changes in mem-

brane uidity that can be caused by changes in temperature.

Membranes must be uid to work properly; they are usu-

ally about as uid as salad oil. When a membrane solidi es,

its permeability changes, and enzymatic proteins in the

membrane may become inactive if their activity requires

them to be able to move within the membrane. However,

membranes that are too uid cannot support protein func-

tion either. Therefore, extreme environments pose a chal-

lenge for life, resulting in evolutionary adaptations that

include differences in membrane lipid composition.

Evolution of Differences
in Membrane Lipid Composition

Variations in the cell membrane lipid compo-

sitions of many species appear to be evolutionary adaptations

that maintain the appropriate membrane uidity under spe-

ci c environmental conditions. For instance, shes that live

in extreme cold have membranes with a high proportion of

unsaturated hydrocarbon tails, enabling their membranes to

remain uid (see Figure 7.8a). At the other extreme, some

bacteria and archaea thrive at temperatures greater than 90 C

(194 F) in thermal hot springs and geysers. Their membranes

include unusual lipids that may prevent excessive uidity at

such high temperatures.

The ability to change the lipid composition of cell mem-

branes in response to changing temperatures has evolved in

organisms that live where temperatures vary. In many plants

that tolerate extreme cold, such as winter wheat, the percent-

age of unsaturated phospholipids increases in autumn, an ad-

justment that keeps the membranes from solidifying during

winter. Certain bacteria and archaea can also change the pro-

portion of unsaturated phospholipids in their cell mem-

branes, depending on the temperature at which they are

growing. Overall, natural selection has apparently favored or-

ganisms whose mix of membrane lipids ensures an appropri-

ate level of membrane uidity for their environment.

EVOLUTION 

+ Figure 7.7 INQUIRY

Do membrane proteins move?

EXPERIMENT Larry Frye and Michael Edidin, at Johns Hopkins Univer-
sity, labeled the plasma membrane proteins of a mouse cell and a
human cell with two different markers and fused the cells. Using a mi-
croscope, they observed the markers on the hybrid cell.

RESULTS

CONCLUSION The mixing of the mouse and human membrane pro-
teins indicates that at least some membrane proteins move sideways
within the plane of the plasma membrane.

SOURCE L. D. Frye and M. Edidin, The rapid intermixing of cell surface
antigens after formation of mouse-human heterokaryons, Journal of

Cell Science 7:319 (1970).

Suppose the proteins did not mix in the hybrid cell, even
many hours after fusion. Would you be able to conclude that proteins don t
move within the membrane? What other explanation could there be?

WHAT IF?

Unsaturated hydrocarbon
tails (kinked) prevent packing,
enhancing membrane fluidity.

Fluid Viscous

Saturated hydrocarbon tails 
pack together, increasing 
membrane viscosity.

(a) Unsaturated versus saturated hydrocarbon tails.

(b)

Cholesterol

Cholesterol within the animal 
cell membrane. Cholesterol 
reduces membrane fluidity at 
moderate temperatures by 
reducing phospholipid move- 
ment, but at low temperatures 
it hinders solidification by 
disrupting the regular packing 
of phospholipids.

* Figure 7.8 Factors that affect membrane uidity.
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Membrane Proteins and Their Functions

Now we come to the mosaic aspect of the uid mosaic model.

Somewhat like a tile mosaic, a membrane is a collage of differ-

ent proteins, often clustered together in groups, embedded in

the uid matrix of the lipid bilayer (see Figure 7.5). More than

50 kinds of proteins have been found so far in the plasma

membrane of red blood cells, for example. Phospholipids form

the main fabric of the membrane, but proteins determine most

of the membrane s functions. Different types of cells contain

different sets of membrane proteins, and the various mem-

branes within a cell each have a unique collection of proteins.

Notice in Figure 7.5 that there are two major populations

of membrane proteins: integral proteins and peripheral pro-

teins. Integral proteins penetrate the hydrophobic interior

of the lipid bilayer. The majority are transmembrane proteins,

which span the membrane; other integral proteins extend

only partway into the hydrophobic interior. The hydrophobic

regions of an integral protein consist of one or more stretches

of nonpolar amino acids (see Figure 5.16), usually coiled into

* helices (Figure 7.9). The hydrophilic parts of the molecule

are exposed to the aqueous solutions on either side of the

membrane. Some proteins also have a hydrophilic channel

through their center that allows passage of hydrophilic sub-

stances (see Figure 7.1). Peripheral proteins are not em-

bedded in the lipid bilayer at all; they are appendages loosely

bound to the surface of the membrane, often to exposed parts

of integral proteins (see Figure 7.5).

On the cytoplasmic side of the plasma membrane, some

membrane proteins are held in place by attachment to the cy-

toskeleton. And on the extracellular side, certain membrane

proteins are attached to bers of the extracellular matrix (see

Figure 6.30; integrins are one type of integral protein). These

attachments combine to give animal cells a stronger frame-

work than the plasma membrane alone could provide.

Figure 7.10 gives an overview of six major functions per-

formed by proteins of the plasma membrane. A single cell

+ Figure 7.9 The structure
of a transmembrane protein.
Bacteriorhodopsin (a bacterial
transport protein) has a distinct
orientation in the membrane, with
its N-terminus outside the cell and
its C-terminus inside. This ribbon
model highlights the *-helical
secondary structure of the
hydrophobic parts, which lie mostly
within the hydrophobic interior of
the membrane. The protein
includes seven transmembrane
helices. The nonhelical hydrophilic
segments are in contact with the
aqueous solutions on the
extracellular and cytoplasmic sides
of the membrane.

* helix

N-terminus

C-terminus

EXTRACELLULAR
SIDE

CYTOPLASMIC
SIDE

* Figure 7.10 Some functions of membrane proteins. In
many cases, a single protein performs multiple tasks.

Some transmembrane proteins can bind to a particular ECM mol-
ecule and, when bound, transmit a signal into the cell. Use the
proteins shown here to explain how this might occur.

?

ATP

Enzymes

Transport. Left: A protein that spans 
the membrane may provide a 
hydrophilic channel across the 
membrane that is selective for a 
particular solute. Right: Other transport 
proteins shuttle a substance from one 
side to the other by changing shape 
(see Figure 7.17). Some of these 
proteins hydrolyze ATP as an energy 
source to actively pump substances 
across the membrane.

Enzymatic activity. A protein built into 
the membrane may be an enzyme with 
its active site exposed to substances in 
the adjacent solution. In some cases, 
several enzymes in a membrane are 
organized as a team that carries out 
sequential steps of a metabolic pathway.

Intercellular joining. Membrane 
proteins of adjacent cells may hook 
together in various kinds of junctions, 
such as gap junctions or tight junctions 
(see Figure 6.32). This type of binding 
is more long-lasting than that shown 
in (d).

Cell-cell recognition. Some glyco-
proteins serve as identification tags that 
are specifically recognized by membrane 
proteins of other cells. This type of 
cell-cell binding is usually short-lived 
compared to that shown in (e). 

Signal transduction. A membrane 
protein (receptor) may have a binding 
site with a specific shape that fits the 
shape of a chemical messenger, such as 
a hormone. The external messenger 
(signaling molecule) may cause the 
protein to change shape, allowing it to 
relay the message to the inside of the 
cell, usually by binding to a cytoplasmic 
protein (see Figure 11.6).

(a)

(b)

(c)

(d)

(e)

(f)

Signaling molecule

Signal transduction

Receptor

Glyco-
protein

Attachment to the cytoskeleton and 
extracellular matrix (ECM). 
Microfilaments or other elements of the 
cytoskeleton may be noncovalently 
bound to membrane proteins, a function 
that helps maintain cell shape and 
stabilizes the location of certain 
membrane proteins. Proteins that can 
bind to ECM molecules can coordinate 
extracellular and intracellular changes 
(see Figure 6.30).
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may have membrane proteins carrying out several of these

functions, and a single membrane protein may have multiple

functions. In this way, the membrane is a functional mosaic

as well as a structural one.

Proteins on the surface of a cell are important in the medical

eld because some proteins can help outside agents invade the

cell. For example, cell-surface proteins help the human immun-

ode ciency virus (HIV) infect immune system cells, leading to

acquired immune de ciency syndrome (AIDS). (You ll read

more about HIV in Chapter 19.) Learning about the proteins

that HIV binds to on immune cells has been central to devel-

oping a treatment for HIV infection (Figure 7.11).

The Role of Membrane Carbohydrates 
in Cell-Cell Recognition

Cell-cell recognition, a cell s ability to distinguish one type of

neighboring cell from another, is crucial to the functioning

of an organism. It is important, for example, in the sorting of

cells into tissues and organs in an animal embryo. It is also

the basis for the rejection of foreign cells by the immune sys-

tem, an important line of defense in vertebrate animals (see

Chapter 43). Cells recognize other cells by binding to mole-

cules, often containing carbohydrates, on the extracellular

surface of the plasma membrane (see Figure 7.10d).

Membrane carbohydrates are usually short, branched

chains of fewer than 15 sugar units. Some are covalently

bonded to lipids, forming molecules called glycolipids. (Re-

call that glyco refers to the presence of carbohydrate.) How-

ever, most are covalently bonded to proteins, which are

thereby glycoproteins (see Figure 7.5).

The carbohydrates on the extracellular side of the plasma

membrane vary from species to species, among individuals of

the same species, and even from one cell type to another in a

single individual. The diversity of the molecules and their lo-

cation on the cell s surface enable membrane carbohydrates

to function as markers that distinguish one cell from another.

For example, the four human blood types designated A, B,

AB, and O re ect variation in the carbohydrate part of glyco-

proteins on the surface of red blood cells.

Synthesis and Sidedness of Membranes

Membranes have distinct inside and outside faces. The two

lipid layers may differ in speci c lipid composition, and each

protein has directional orientation in the membrane (see

Figure 7.9). Figure 7.12 shows how membrane sidedness

arises: The asymmetrical arrangement of proteins, lipids, and

their associated carbohydrates in the plasma membrane is de-

termined as the membrane is being built by the endoplasmic

reticulum (ER) and Golgi apparatus.

* Figure 7.11

I M P A C T

Blocking HIV Entry into Cells as a Treatment
for HIV Infections

D
espite multiple exposures to HIV, a small number of people do

not develop AIDS and show no evidence of HIV-infected cells.

Comparing their genes with the genes of infected individuals, re-

searchers discovered that resistant individuals have an unusual form

of a gene that codes for an immune cell-surface protein called CCR5.

Further work showed that HIV binds to a main protein receptor

(CD4) on an immune cell, but most types of HIV also need to bind

to CCR5 as a co-receptor  to actually infect the cell (below, left). An

absence of CCR5 on the cells of resistant individuals, due to the gene

alteration, prevents the virus from entering the cells (below, right).

HIV

Receptor
(CD4)

Receptor (CD4)
but no CCR5 Plasma

membrane
Co-receptor
(CCR5)

HIV can infect a cell that has 
CCR5 on its surface, as in 
most people.

HIV cannot infect a cell lacking 
CCR5 on its surface, as in 
resistant individuals.

WHY IT MATTERS Researchers have been searching for drugs to block

cell-surface receptors involved in HIV infection. The main receptor

protein, CD4, performs many important functions for cells, so interfer-

ing with it could cause dangerous side effects. Discovery of the CCR5

co-receptor provided a safer target for development of drugs that mask

CCR5 and block HIV entry. One such drug, maraviroc (brand name

Selzentry), was approved for treatment of HIV infection in 2007.

FURTHER READING T. Kenakin, New bull s-eyes for drugs, Scienti c

American 293(4):50 57 (2005).

Study Figures 2.18 (p. 42) and 5.19 (p. 81),

both of which show pairs of molecules binding to each other. What

would you predict about CCR5 that would allow HIV to bind to it?

How could a drug molecule interfere with this binding?

MAKE CONNECTIONS

C O N C E P T  C H E C K  7.1

1. The carbohydrates attached to some proteins and

lipids of the plasma membrane are added as the

membrane is made and re ned in the ER and Golgi

apparatus. The new membrane then forms transport

vesicles that travel to the cell surface. On which side

of the vesicle membrane are the carbohydrates?

2. The soil immediately around hot springs

is much warmer than that in neighboring regions.

Two closely related species of native grasses are found,

one in the warmer region and one in the cooler re-

gion. If you analyzed their membrane lipid composi-

tions, what would you expect to nd? Explain.

For suggested answers, see Appendix A.

WHAT IF?
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Plasma membrane:

Transmembrane
glycoprotein

Cytoplasmic face

Extracellular face

ER

Secretory
proteinTransmembrane

glycoproteins

ER lumen

Vesicle

Golgi
apparatus

Secreted
protein

Membrane 
glycolipid

Glycolipid

  1 Membrane proteins and lipids are synthesized in the 
endoplasmic reticulum (ER). Carbohydrates (green) are added to 
the transmembrane proteins (purple dumbbells), making them 
glycoproteins. The carbohydrate portions may then be modified.

1

  1 Inside the Golgi apparatus, the 
glycoproteins undergo further carbo-
hydrate modification, and lipids acquire 
carbohydrates, becoming glycolipids.

2

  1 The glycoproteins, glycolipids, and secretory 
proteins (purple spheres) are transported in 
vesicles to the plasma membrane.

3

  1 As vesicles fuse with the plasma membrane, 
the outside face of the vesicle becomes 
continuous with the inside (cytoplasmic) face of 
the plasma membrane. This releases the secretory 
proteins from the cell, a process called exocytosis, 
and positions the carbohydrates of membrane 
glycoproteins and glycolipids on the outside 
(extracellular) face of the plasma membrane.

4

* Figure 7.12 Synthesis of membrane components and their
orientation in the membrane. The cytoplasmic (orange) face of the
plasma membrane differs from the extracellular (aqua) face. The latter
arises from the inside face of ER, Golgi, and vesicle membranes.

Draw an integral membrane protein
extending from partway through the ER membrane
into the ER lumen. Next, draw the protein where it
would be located in a series of numbered steps end-
ing at the plasma membrane. Would the protein
contact the cytoplasm or the extracellular uid?

DRAW IT

C ON C E P T 7.2
Membrane structure results
in selective permeability

The biological membrane is an exquisite example of a

supramolecular structure many molecules ordered into a

higher level of organization with emergent properties be-

yond those of the individual molecules. The remainder of this

chapter focuses on one of the most important of those proper-

ties: the ability to regulate transport across cellular boundaries,

a function essential to the cell s existence. We will see once

again that form ts function: The uid mosaic model helps ex-

plain how membranes regulate the cell s molecular traf c.

A steady traf c of small molecules and ions moves across the

plasma membrane in both directions. Consider the chemical ex-

changes between a muscle cell and the extracellular uid that

bathes it. Sugars, amino acids, and other nutrients enter the cell,

and metabolic waste products leave it. The cell takes in O2 for

use in cellular respiration and expels CO2. Also, the cell regulates

its concentrations of inorganic ions, such as Na*, K*, Ca2*, and

Cl+, by shuttling them one way or the other across the plasma

membrane. In spite of heavy traf c through them, cell mem-

branes are selectively permeable, and substances do not cross

the barrier indiscriminately. The cell is able to take up some

small molecules and ions and exclude others. Also, substances

that move through the membrane do so at different rates.

The Permeability of the Lipid Bilayer

Nonpolar molecules, such as hydrocarbons, carbon dioxide,

and oxygen, are hydrophobic and can therefore dissolve in

the lipid bilayer of the membrane and cross it easily, with-

out the aid of membrane proteins. However, the hydropho-

bic interior of the membrane impedes the direct passage of

ions and polar molecules, which are hydrophilic, through

the membrane. Polar molecules such as glucose and other

sugars pass only slowly through a lipid bilayer, and even

water, an extremely small polar molecule, does not cross

very rapidly. A charged atom or molecule and its surround-

ing shell of water (see Figure 3.7) nd the hydrophobic inte-

rior of the membrane even more dif cult to penetrate.

Furthermore, the lipid bilayer is only one aspect of the gate-

keeper system responsible for the selective permeability of a

cell. Proteins built into the membrane play key roles in reg-

ulating transport.

Transport Proteins

Cell membranes are permeable to speci c ions and a variety

of polar molecules. These hydrophilic substances can avoid

contact with the lipid bilayer by passing through transport

proteins that span the membrane.

Some transport proteins, called channel proteins, function by

having a hydrophilic channel that certain molecules or atomic

ions use as a tunnel through the membrane (see Figure 7.10a,

left). For example, the passage of water molecules through the
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C O N C E P T  C H E C K  7.2

1. Two molecules that can cross a lipid bilayer without

help from membrane proteins are O2 and CO2. What

property allows this to occur?

2. Why is a transport protein needed to move water mole-

cules rapidly and in large quantities across a membrane?

3. Aquaporins exclude passage of

hydronium ions (H3O
*; see pp. 52 53). Recent re-

search on fat metabolism has shown that some aqua-

porins allow passage of glycerol, a three-carbon

alcohol (see Figure 5.10, p. 75), as well as H2O. Since

H3O
* is much closer in size to water than is glycerol,

what do you suppose is the basis of this selectivity?

For suggested answers, see Appendix A.

MAKE CONNECTIONS

* Figure 7.13 The diffusion of solutes across a synthetic
membrane. Each of the large arrows under the diagrams shows the
net diffusion of the dye molecules of that color.

(a)

(b)

Molecules of dye

WATER

Net diffusion Net diffusion Equilibrium

Net diffusion EquilibriumNet diffusion

Net diffusion EquilibriumNet diffusion

Membrane (cross section)

Diffusion of one solute. The membrane has pores large enough 
for molecules of dye to pass through. Random movement of dye 
molecules will cause some to pass through the pores; this will hap-
pen more often on the side with more dye molecules. The dye 
diffuses from where it is more concentrated to where it is less con-
centrated (called diffusing down a concentration gradient). This 
leads to a dynamic equilibrium: The solute molecules continue to 
cross the membrane, but at equal rates in both directions.

Diffusion of two solutes. Solutions of two different dyes are sepa-
rated by a membrane that is permeable to both. Each dye diffuses 
down its own concentration gradient. There will be a net diffusion 
of the purple dye toward the left, even though the total solute 
concentration was initially greater on the left side.

membrane in certain cells is greatly facilitated by channel pro-

teins known as aquaporins. Each aquaporin allows entry of

up to 3 billion (3 + 109) water molecules per second, passing

single le through its central channel, which ts ten at a time.

Without aquaporins, only a tiny fraction of these water mole-

cules would pass through the same area of the cell membrane

in a second, so the channel protein brings about a tremendous

increase in rate. Other transport proteins, called carrier proteins,

hold onto their passengers and change shape in a way that

shuttles them across the membrane (see Figure 7.10a, right). A

transport protein is speci c for the substance it translocates

(moves), allowing only a certain substance (or a small group

of related substances) to cross the membrane. For example, a

speci c carrier protein in the plasma membrane of red blood

cells transports glucose across the membrane 50,000 times

faster than glucose can pass through on its own. This glucose

transporter  is so selective that it even rejects fructose, a struc-

tural isomer of glucose.

Thus, the selective permeability of a membrane depends

on both the discriminating barrier of the lipid bilayer and the

speci c transport proteins built into the membrane. But what

establishes the direction of traf c across a membrane? At a

given time, what determines whether a particular substance

will enter the cell or leave the cell? And what mechanisms ac-

tually drive molecules across membranes? We will address

these questions next as we explore two modes of membrane

traf c: passive transport and active transport.

CON C E P T 7.3
Passive transport is diffusion
of a substance across a membrane
with no energy investment

Molecules have a type of energy called thermal energy (heat),

due to their constant motion. One result of this motion is

diffusion, the movement of molecules of any substance so

that they spread out evenly into the available space. Each

molecule moves randomly, yet diffusion of a population of

molecules may be directional. To understand this process,

let s imagine a synthetic membrane separating pure water

from a solution of a dye in water. Study Figure 7.13a care-

fully to appreciate how diffusion would result in both solu-

tions having equal concentrations of the dye molecules.

Once that point is reached, there will be a dynamic equilib-

rium, with as many dye molecules crossing the membrane

each second in one direction as in the other.

We can now state a simple rule of diffusion: In the absence

of other forces, a substance will diffuse from where it is more

concentrated to where it is less concentrated. Put another

way, any substance will diffuse down its concentration

gradient, the region along which the density of a chemical

substance increases or decreases (in this case, decreases). No

work must be done to make this happen; diffusion is a spon-

taneous process, needing no input of energy. Note that each

substance diffuses down its own concentration gradient, un-

affected by the concentration gradients of other substances

(Figure 7.13b).
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* Figure 7.14 Osmosis. Two sugar solutions of different
concentrations are separated by a membrane that the solvent (water)
can pass through but the solute (sugar) cannot. Water molecules move
randomly and may cross in either direction, but overall, water diffuses
from the solution with less concentrated solute to that with more
concentrated solute. This diffusion of water, or osmosis, equalizes the
sugar concentrations on both sides.

If an orange dye capable of passing through the mem-
brane was added to the left side of the tube above, how would it be dis-
tributed at the end of the experiment? (See Figure 7.13.) Would the
nal solution levels in the tube be affected?

WHAT IF?

Lower
concentration
of solute (sugar)

Sugar
molecule

Higher
concentration
of solute

Selectively
permeable
membrane

Same concentration
of solute

This side has
fewer solute mol- 
ecules, more free
water molecules.

Water molecules 
can pass through 
pores, but sugar 

molecules cannot.

Water molecules
cluster around 
sugar molecules.

This side has
more solute mol-
ecules, fewer free
water molecules.

Water moves from an area of 
higher to lower free water concentration        
(lower to higher solute concentration).

Osmosis

H2O

Much of the traf c across cell membranes occurs by diffu-

sion. When a substance is more concentrated on one side of

a membrane than on the other, there is a tendency for the

substance to diffuse across the membrane down its concen-

tration gradient (assuming that the membrane is permeable

to that substance). One important example is the uptake of

oxygen by a cell performing cellular respiration. Dissolved

oxygen diffuses into the cell across the plasma membrane. As

long as cellular respiration consumes the O2 as it enters, dif-

fusion into the cell will continue because the concentration

gradient favors movement in that direction.

The diffusion of a substance across a biological membrane is

called passive transport because the cell does not have to ex-

pend energy to make it happen. The concentration gradient it-

self represents potential energy (see Chapter 2, p. 35) and drives

diffusion. Remember, however, that membranes are selectively

permeable and therefore have different effects on the rates of

diffusion of various molecules. In the case of water, aquaporins

allow water to diffuse very rapidly across the membranes of cer-

tain cells. As we ll see next, the movement of water across the

plasma membrane has important consequences for cells.

Effects of Osmosis on Water Balance

To see how two solutions with different solute concentrations

interact, picture a U-shaped glass tube with a selectively per-

meable arti cial membrane separating two sugar solutions

(Figure 7.14). Pores in this synthetic membrane are too small

for sugar molecules to pass through but large enough for water

molecules. How does this affect the water concentration? It

seems logical that the solution with the higher concentration

of solute would have the lower concentration of water and

that water would diffuse into it from the other side for that

reason. However, for a dilute solution like most biological u-

ids, solutes do not affect the water concentration signi cantly.

Instead, tight clustering of water molecules around the hydro-

philic solute molecules makes some of the water unavailable

to cross the membrane. It is the difference in free water con-

centration that is important. In the end, the effect is the same:

Water diffuses across the membrane from the region of lower

solute concentration (higher free water concentration) to that

of higher solute concentration (lower free water concentra-

tion) until the solute concentrations on both sides of the

membrane are equal. The diffusion of free water across a selec-

tively permeable membrane, whether arti cial or cellular, is

called osmosis. The movement of water across cell mem-

branes and the balance of water between the cell and its envi-

ronment are crucial to organisms. Let s now apply to living

cells what we have learned about osmosis in arti cial systems.

Water Balance of Cells Without Walls

To explain the behavior of a cell in a solution, we must con-

sider both solute concentration and membrane permeability.

Both factors are taken into account in the concept of

tonicity, the ability of a surrounding solution to cause a cell

to gain or lose water. The tonicity of a solution depends in

part on its concentration of solutes that cannot cross the

membrane (nonpenetrating solutes) relative to that inside

the cell. If there is a higher concentration of nonpenetrating

solutes in the surrounding solution, water will tend to leave

the cell, and vice versa.

If a cell without a wall, such as an animal cell, is immersed in

an environment that is isotonic to the cell (iso means same ),

there will be no net movement of water across the plasma mem-

brane. Water diffuses across the membrane, but at the same rate

in both directions. In an isotonic environment, the volume of

an animal cell is stable (Figure 7.15a, on the next page).

Now let s transfer the cell to a solution that is hypertonic

to the cell (hyper means more,  in this case referring to non-

penetrating solutes). The cell will lose water, shrivel, and

probably die. This is one way an increase in the salinity (salti-

ness) of a lake can kill animals there; if the lake water becomes

hypertonic to the animals  cells, the cells might shrivel and
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* Figure 7.16 The contractile vacuole of Paramecium caudatum.
The vacuole collects uid from a system of canals in the cytoplasm. When
full, the vacuole and canals contract, expelling uid from the cell (LM).

Contractile vacuole
50 *m

die. However, taking up too much water can be just as haz-

ardous to an animal cell as losing water. If we place the cell in

a solution that is hypotonic to the cell (hypo means less ),

water will enter the cell faster than it leaves, and the cell will

swell and lyse (burst) like an over lled water balloon.

A cell without rigid walls can tolerate neither excessive up-

take nor excessive loss of water. This problem of water balance

is automatically solved if such a cell lives in isotonic surround-

ings. Seawater is isotonic to many marine invertebrates. The

cells of most terrestrial (land-dwelling) animals are bathed in an

extracellular uid that is isotonic to the cells. In hypertonic or

hypotonic environments, however, organisms that lack rigid

cell walls must have other adaptations for osmoregulation,

the control of solute concentrations and water balance. For ex-

ample, the unicellular protist Paramecium caudatum lives in

pond water, which is hypotonic to the cell. P. caudatum has a

plasma membrane that is much less permeable to water than

the membranes of most other cells, but this only slows the up-

take of water, which continually enters the cell. The P. caudatum

cell doesn t burst because it is also

equipped with a contractile vacuole, an

organelle that functions as a bilge pump

to force water out of the cell as fast as it

enters by osmosis (Figure 7.16). We will

examine other evolutionary adaptations

for osmoregulation in Chapter 44.

Water Balance of Cells with Walls

The cells of plants, prokaryotes, fungi,

and some protists are surrounded by

walls (see Figure 6.28). When such a cell

is immersed in a hypotonic solution

bathed in rainwater, for example the

wall helps maintain the cell s water bal-

ance. Consider a plant cell. Like an ani-

mal cell, the plant cell swells as water

enters by osmosis (Figure 7.15b). How-

ever, the relatively inelastic wall will ex-

pand only so much before it exerts a

back pressure on the cell, called turgor

pressure, that opposes further water uptake. At this point, the

cell is turgid (very rm), which is the healthy state for most

plant cells. Plants that are not woody, such as most house-

plants, depend for mechanical support on cells kept turgid by

a surrounding hypotonic solution. If a plant s cells and their

surroundings are isotonic, there is no net tendency for water

to enter, and the cells become accid (limp).

However, a wall is of no advantage if the cell is immersed

in a hypertonic environment. In this case, a plant cell, like

an animal cell, will lose water to its surroundings and shrink.

As the plant cell shrivels, its plasma membrane pulls away

from the wall. This phenomenon, called plasmolysis,

causes the plant to wilt and can lead to plant death. The

walled cells of bacteria and fungi also plasmolyze in hyper-

tonic environments.

Facilitated Diffusion:
Passive Transport Aided by Proteins

Let s look more closely at how water and certain hydrophilic

solutes cross a membrane. As mentioned earlier, many polar

molecules and ions impeded by the lipid bilayer of the mem-

brane diffuse passively with the help of transport proteins

that span the membrane. This phenomenon is called

facilitated diffusion. Cell biologists are still trying to

learn exactly how various transport proteins facilitate diffu-

sion. Most transport proteins are very speci c: They transport

some substances but not others.

As described earlier, the two types of transport proteins are

channel proteins and carrier proteins. Channel proteins simply

provide corridors that allow speci c molecules or ions to cross

the membrane (Figure 7.17a). The hydrophilic passageways

* Figure 7.15 The water balance of living cells. How living cells react to changes in
the solute concentration of their environment depends on whether or not they have cell walls.
(a) Animal cells, such as this red blood cell, do not have cell walls. (b) Plant cells do. (Arrows
indicate net water movement after the cells were rst placed in these solutions.)

(a) Animal cell. An
animal cell fares best
in an isotonic environ-
ment unless it has
special adaptations
that offset the osmotic
uptake or loss of
water.

(b) Plant cell. Plant cells 
are turgid (firm) and 
generally healthiest in
a hypotonic environ-
ment, where the
uptake of water is
eventually balanced
by the wall pushing 
back on the cell.

Isotonic solutionHypotonic solution

FlaccidTurgid (normal)

Hypertonic solution

Plasmolyzed

H2OCell wallH2O H2OH2O

NormalLysed Shriveled

H2O H2OH2O H2O
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* Figure 7.17 Two types of transport proteins that carry
out facilitated diffusion. In both cases, the protein can transport
the solute in either direction, but the net movement is down the
concentration gradient of the solute.

(a)

EXTRACELLULAR
FLUID

CYTOPLASM

Channel protein

(b) A carrier protein alternates between two shapes, moving a solute 
across the membrane during the shape change.

Carrier protein

Solute

Solute

A channel 
protein (purple) 
has a channel 
through which 
water molecules 
or a specific 
solute can pass.

provided by these proteins can allow water molecules or small

ions to diffuse very quickly from one side of the membrane to

the other. Aquaporins, the water channel proteins, facilitate the

massive amounts of diffusion that occur in plant cells and in

animal cells such as red blood cells (see Figure 7.15). Certain

kidney cells also have a high number of aquaporins, allowing

them to reclaim water from urine before it is excreted. If the

kidneys did not perform this function, you would excrete

about 180 L of urine per day and have to drink an equal vol-

ume of water!

Channel proteins that transport ions are called ion chan-

nels. Many ion channels function as gated channels,

which open or close in response to a stimulus. For some

gated channels, the stimulus is electrical. The ion channel

shown in Figure 7.1, for example, opens in response to an

electrical stimulus, allowing potassium ions to leave the cell.

Other gated channels open or close when a speci c substance

other than the one to be transported binds to the channel.

Both types of gated channels are important in the function-

ing of the nervous system, as you ll learn in Chapter 48.

Carrier proteins, such as the glucose transporter men-

tioned earlier, seem to undergo a subtle change in shape that

somehow translocates the solute-binding site across the

membrane (Figure 7.17b). Such a change in shape may be

triggered by the binding and release of the transported mol-

ecule. Like ion channels, carrier proteins involved in facili-

tated diffusion result in the net movement of a substance

down its concentration gradient. No energy input is thus re-

quired: This is passive transport.

In certain inherited diseases, speci c transport systems are

either defective or missing altogether. An example is cystin-

uria, a human disease characterized by the absence of a car-

rier protein that transports cysteine and some other amino

acids across the membranes of kidney cells. Kidney cells nor-

mally reabsorb these amino acids from the urine and return

them to the blood, but an individual af icted with cystinuria

develops painful stones from amino acids that accumulate

and crystallize in the kidneys.

C O N C E P T  C H E C K  7.3

1. How do you think a cell performing cellular respira-

tion rids itself of the resulting CO2?

2. In the supermarket, produce is often sprayed with

water. Explain why this makes vegetables look crisp.

3. If a Paramecium caudatum swims from a

hypotonic to an isotonic environment, will its con-

tractile vacuole become more active or less? Why?

For suggested answers, see Appendix A.

WHAT IF?

CON CE P T 7.4
Active transport uses energy to
move solutes against their gradients

Despite the help of transport proteins, facilitated diffusion is

considered passive transport because the solute is moving

down its concentration gradient, a process that requires no

energy. Facilitated diffusion speeds transport of a solute by

providing ef cient passage through the membrane, but it

does not alter the direction of transport. Some transport pro-

teins, however, can move solutes against their concentration

gradients, across the plasma membrane from the side where

they are less concentrated (whether inside or outside) to the

side where they are more concentrated.

The Need for Energy in Active Transport

To pump a solute across a membrane against its gradient re-

quires work; the cell must expend energy. Therefore, this type

of membrane traf c is called active transport. The trans-

port proteins that move solutes against their concentration

gradients are all carrier proteins rather than channel proteins.

This makes sense because when channel proteins are open,

they merely allow solutes to diffuse down their concentra-

tion gradients rather than picking them up and transporting

them against their gradients.

Active transport enables a cell to maintain internal concen-

trations of small solutes that differ from concentrations in its

environment. For example, compared with its surroundings,
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* Figure 7.18 The sodium-potassium pump: a speci c case
of active transport. This transport system pumps ions against steep
concentration gradients: Sodium ion concentration ([Na*]) is high
outside the cell and low inside, while potassium ion concentration ([K*])
is low outside the cell and high inside. The pump oscillates between two
shapes in a cycle that moves 3 Na* out of the cell for every 2 K*

pumped into the cell. The two shapes have different af nities for Na*

and K*. ATP powers the shape change by transferring a phosphate
group to the transport protein (phosphorylating the protein).

      Na+ binding stimulates
phosphorylation by ATP.
2

EXTRACELLULAR

FLUID

CYTOPLASM

[Na+] high

[K+] low

[Na+] low

[K+] high

      Cytoplasmic Na+ binds to
the sodium-potassium pump.
The affinity for Na+ is high when 
the protein has this shape.

1

      K+ is released; affinity for
Na+ is high again, and the
cycle repeats.

6       Phosphorylation leads to
a change in protein shape, 
reducing its affinity for Na+,
which is released outside.

3

      Loss of the phosphate
group restores the protein s 
original shape, which has a 
lower affinity for K+.

5       The new shape has a high
affinity for K+, which binds
on the extracellular side and
triggers release of the phos-
phate group.

4

P

P

P
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Na+

Na+

Na+
Na+
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+
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K
+
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Diffusion.
Hydrophobic
molecules and
(at a slow rate)
very small un-
charged polar
molecules can
diffuse through
the lipid bilayer.

Facilitated diffusion.
Many hydrophilic
substances diffuse
through membranes
with the assistance of
transport proteins,
either channel
proteins (left) or carrier
proteins (right).

Active transport.
Some transport proteins
act as pumps, moving
substances across a
membrane against their
concentration (or elec-
trochemical) gradients.
Energy for this work is
usually supplied by ATP.

ATP

Passive transport. Substances diffuse 
spontaneously down their concentration 
gradients, crossing a membrane with no 
expenditure of energy by the cell. The rate 
of diffusion can be greatly increased 
by transport proteins in the membrane.

an animal cell has a much higher concentration of potassium

ions (K*) and a much lower concentration of sodium ions

(Na*). The plasma membrane helps maintain these steep gra-

dients by pumping Na* out of the cell and K* into the cell.

As in other types of cellular work, ATP supplies the energy

for most active transport. One way ATP can power active

transport is by transferring its terminal phosphate group

directly to the transport protein. This can induce the protein

to change its shape in a manner that translocates a solute

bound to the protein across the membrane. One transport sys-

tem that works this way is the sodium-potassium pump,

which exchanges Na* for K* across the plasma membrane of

animal cells (Figure 7.18). The distinction between passive

transport and active transport is reviewed in Figure 7.19.

How Ion Pumps Maintain Membrane Potential

All cells have voltages across their plasma membranes. Voltage

is electrical potential energy a separation of opposite charges.

The cytoplasmic side of the membrane is negative in charge rel-

ative to the extracellular side because of an unequal distribu-

tion of anions and cations on the two sides. The voltage across

a membrane, called a membrane potential, ranges from

about +50 to +200 millivolts (mV). (The minus sign indicates

that the inside of the cell is negative relative to the outside.)

The membrane potential acts like a battery, an energy

source that affects the traf c of all charged substances across

the membrane. Because the inside of the cell is negative com-

pared with the outside, the membrane potential favors the

passive transport of cations into the cell and anions out of the

cell. Thus, two forces drive the diffusion of ions across a mem-

brane: a chemical force (the ion s concentration gradient) and

an electrical force (the effect of the membrane potential on

+ Figure 7.19 Review: passive
and active transport.

For each solute in the right panel, describe its direction of movement,
and state whether it is going with or against its concentration gradient.?
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the ion s movement). This combination of forces acting on an

ion is called the electrochemical gradient.

In the case of ions, then, we must re ne our concept of pas-

sive transport: An ion diffuses not simply down its concentration

gradient but, more exactly, down its electrochemical gradient.

For example, the concentration of Na* inside a resting nerve

cell is much lower than outside it. When the cell is stimulated,

gated channels open that facilitate Na* diffusion. Sodium ions

then fall  down their electrochemical gradient, driven by the

concentration gradient of Na* and by the attraction of these

cations to the negative side (inside) of the membrane. In this

example, both electrical and chemical contributions to the

electrochemical gradient act in the same direction across the

membrane, but this is not always so. In cases where electrical

forces due to the membrane potential oppose the simple diffu-

sion of an ion down its concentration gradient, active transport

may be necessary. In Chapter 48, you ll learn about the impor-

tance of electrochemical gradients and membrane potentials in

the transmission of nerve impulses.

Some membrane proteins that actively transport ions con-

tribute to the membrane potential. An example is the sodium-

potassium pump. Notice in Figure 7.18 that the pump does not

translocate Na* and K* one for one, but pumps three sodium

ions out of the cell for every two potassium ions it pumps into

the cell. With each crank  of the pump, there is a net transfer

of one positive charge from the cytoplasm to the extracellular

uid, a process that stores energy as voltage. A transport protein

that generates voltage across a membrane is called an

electrogenic pump. The sodium-potassium pump appears to

be the major electrogenic pump of animal cells. The main elec-

trogenic pump of plants, fungi, and bacteria is a proton

pump, which actively transports protons (hydrogen ions, H*)

out of the cell. The pumping of H* transfers positive charge

from the cytoplasm to the extracellular solution (Figure 7.20).

By generating voltage across membranes, electrogenic pumps

help store energy that can be tapped for cellular work. One im-

portant use of proton gradients in the cell is for ATP synthesis

during cellular respiration, as you will see in Chapter 9. Another

is a type of membrane traf c called cotransport.

* Figure 7.20 A proton pump. Proton pumps are electrogenic
pumps that store energy by generating voltage (charge separation)
across membranes. A proton pump translocates positive charge in the
form of hydrogen ions. The voltage and H* concentration gradient
represent a dual energy source that can drive other processes, such as
the uptake of nutrients. Most proton pumps are powered by ATP.

EXTRACELLULAR
FLUID
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Proton pump

+

+

+
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H+

H+
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Cotransport: Coupled Transport
by a Membrane Protein

A single ATP-powered pump that transports a speci c solute

can indirectly drive the active transport of several other

solutes in a mechanism called cotransport. A substance that

has been pumped across a membrane can do work as it moves

back across the membrane by diffusion, analogous to water

that has been pumped uphill and performs work as it ows

back down. Another transport protein, a cotransporter sepa-

rate from the pump, can couple the downhill  diffusion of

this substance to the uphill  transport of a second substance

against its own concentration (or electrochemical) gradient.

For example, a plant cell uses the gradient of H* generated by

its proton pumps to drive the active transport of amino acids,

sugars, and several other nutrients into the cell. One transport

protein couples the return of H* to the transport of sucrose

into the cell (Figure 7.21). This protein can translocate su-

crose into the cell against a concentration gradient, but only

if the sucrose molecule travels in the company of a hydrogen

ion. The hydrogen ion uses the transport protein as an avenue

to diffuse down the electrochemical gradient maintained by

the proton pump. Plants use sucrose-H* cotransport to load

sucrose produced by photosynthesis into cells in the veins of

leaves. The vascular tissue of the plant can then distribute the

sugar to nonphotosynthetic organs, such as roots.

What we know about cotransport proteins in animal cells

has helped us nd more effective treatments for diarrhea, a se-

rious problem in developing countries. Normally, sodium in

waste is reabsorbed in the colon, maintaining constant levels

in the body, but diarrhea expels waste so rapidly that reab-

sorption is not possible, and sodium levels fall precipitously.

* Figure 7.21 Cotransport: active transport driven by a
concentration gradient. A carrier protein, such as this sucrose-H*

cotransporter in a plant cell, is able to use the diffusion of H* down its
electrochemical gradient into the cell to drive the uptake of sucrose.
The H* gradient is maintained by an ATP-driven proton pump that
concentrates H* outside the cell, thus storing potential energy that can
be used for active transport, in this case of sucrose. Thus, ATP indirectly
provides the energy necessary for cotransport. (The cell wall is not shown.)
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C O N C E P T  C H E C K  7.4

1. Sodium-potassium pumps help nerve cells establish a

voltage across their plasma membranes. Do these

pumps use ATP or produce ATP? Explain.

2. Explain why the sodium-potassium pump in

Figure 7.18 would not be considered a cotransporter.

3. Review the characteristics of the

lysosome in Concept 6.4 (pp. 106 107). Given the in-

ternal environment of a lysosome, what transport

protein might you expect to see in its membrane?

For suggested answers, see Appendix A.

MAKE CONNECTIONS

C O N C E P T  C H E C K  7.5

1. As a cell grows, its plasma membrane expands. Does

this involve endocytosis or exocytosis? Explain.

2. Return to Figure 7.12, and circle a patch

of plasma membrane that is coming from a vesicle in-

volved in exocytosis.

3. In Concept 6.7 (pp. 119 120),

you learned that animal cells make an extracellular

matrix (ECM). Describe the cellular pathway of syn-

thesis and deposition of an ECM glycoprotein.

For suggested answers, see Appendix A.

MAKE CONNECTIONS

DRAW IT

To treat this life-threatening condition, patients are given a so-

lution to drink containing high concentrations of salt (NaCl)

and glucose. The solutes are taken up by sodium-glucose

cotransporters on the surface of intestinal cells and passed

through the cells into the blood. This simple treatment has

lowered infant mortality worldwide.

CON C E P T 7.5
Bulk transport across the plasma
membrane occurs by exocytosis
and endocytosis

Water and small solutes enter and leave the cell by diffusing

through the lipid bilayer of the plasma membrane or by

being pumped or moved across the membrane by transport

proteins. However, large molecules, such as proteins and

polysaccharides, as well as larger particles, generally cross the

membrane in bulk by mechanisms that involve packaging in

vesicles. Like active transport, these processes require energy.

Exocytosis

As we described in Chapter 6, the cell secretes certain biological

molecules by the fusion of vesicles with the plasma membrane;

this process is called exocytosis. A transport vesicle that has

budded from the Golgi apparatus moves along microtubules of

the cytoskeleton to the plasma membrane. When the vesicle

membrane and plasma membrane come into contact, speci c

proteins rearrange the lipid molecules of the two bilayers so

that the two membranes fuse. The contents of the vesicle then

spill to the outside of the cell, and the vesicle membrane be-

comes part of the plasma membrane (see Figure 7.12, step 4).

Many secretory cells use exocytosis to export products. For

example, the cells in the pancreas that make insulin secrete it

into the extracellular uid by exocytosis. In another exam-

ple, neurons (nerve cells) use exocytosis to release neuro-

transmitters that signal other neurons or muscle cells. When

plant cells are making walls, exocytosis delivers proteins and

carbohydrates from Golgi vesicles to the outside of the cell.

Endocytosis

In endocytosis, the cell takes in biological molecules and

particulate matter by forming new vesicles from the plasma

membrane. Although the proteins involved in the processes

are different, the events of endocytosis look like the reverse of

exocytosis. A small area of the plasma membrane sinks in-

ward to form a pocket. As the pocket deepens, it pinches in,

forming a vesicle containing material that had been outside

the cell. Study Figure 7.22 carefully to understand the three

types of endocytosis: phagocytosis ( cellular eating ), pinocy-

tosis ( cellular drinking ), and receptor-mediated endocytosis.

Human cells use receptor-mediated endocytosis to take in

cholesterol for membrane synthesis and the synthesis of

other steroids. Cholesterol travels in the blood in particles

called low-density lipoproteins (LDLs), each a complex of

lipids and a protein. LDLs bind to LDL receptors on plasma

membranes and then enter the cells by endocytosis. (LDLs

thus act as ligands, a term for any molecule that binds

speci cally to a receptor site on another molecule.) In hu-

mans with familial hypercholesterolemia, an inherited disease

characterized by a very high level of cholesterol in the blood,

LDLs cannot enter cells because the LDL receptor proteins are

defective or missing. Consequently, cholesterol accumulates

in the blood, where it contributes to early atherosclerosis, the

buildup of lipid deposits within the walls of blood vessels.

This buildup causes the walls to bulge inward, thereby nar-

rowing the vessels and impeding blood ow.

Vesicles not only transport substances between the cell

and its surroundings but also provide a mechanism for reju-

venating or remodeling the plasma membrane. Endocytosis

and exocytosis occur continually in most eukaryotic cells, yet

the amount of plasma membrane in a nongrowing cell re-

mains fairly constant. Apparently, the addition of membrane

by one process offsets the loss of membrane by the other.

Energy and cellular work have gured prominently in our

study of membranes. We have seen, for example, that active

transport is powered by ATP. In the next three chapters, you

will learn more about how cells acquire chemical energy to

do the work of life.

M07_REEC8237_09_SE_CH07.QXD  8/12/10  12:30 PM  Page 138



* Figure 7.22

Exploring Endocytosis in Animal Cells

Phagocytosis Pinocytosis Receptor-Mediated Endocytosis

In phagocytosis, a cell engulfs a particle
by wrapping pseudopodia (singular,
pseudopodium) around it and packaging it
within a membranous sac called a food vac-
uole. The particle will be digested after the
food vacuole fuses with a lysosome contain-
ing hydrolytic enzymes (see Figure 6.13a).

In pinocytosis, the cell gulps  droplets
of extracellular uid into tiny vesicles. It
is not the uid itself that is needed by the
cell, but the molecules dissolved in the
droplets. Because any and all included
solutes are taken into the cell, pinocytosis
is nonspeci c in the substances it
transports.

An amoeba engul ng a bacterium via
phagocytosis (TEM).

Pinocytosis vesicles forming (indicated by arrows)
in a cell lining a small blood vessel (TEM).

Receptor-mediated endocytosis
enables the cell to acquire bulk quantities
of speci c substances, even though those
substances may not be very concentrated in
the extracellular uid. Embedded in the
membrane are proteins with speci c recep-
tor sites exposed to the extracellular uid,
to which speci c substances (ligands) bind.
The receptor proteins then cluster in re-
gions of the membrane called coated pits,
which are lined on their cytoplasmic side
by a fuzzy layer of coat proteins. Next, each
coated pit forms a vesicle containing the
ligand molecules. Notice that there are rela-
tively more bound molecules (purple) in-
side the vesicle, but other molecules (green)
are also present. After the ingested material
is liberated from the vesicle, the emptied
receptors are recycled to the plasma mem-
brane by the same vesicle.

Visit the Study Area at
www.masteringbiology.com for
the BioFlix 3-D Animation on
Membrane Transport. 
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SUMMARY OF KEY CONCEPTS

C O N C E P T  7.1
Cellular membranes are uid mosaics of lipids and proteins
(pp. 125 131)

The Davson-Danielli sandwich model of the membrane has

been replaced by the uid mosaic model, in which

amphipathic proteins are embedded in the phospholipid bi-

layer. Proteins with related functions often cluster in patches.

Phospholipids and some proteins move laterally within the

membrane. The unsaturated hydrocarbon tails of some phos-

pholipids keep membranes uid at lower temperatures, while

cholesterol helps membranes resist changes in uidity caused

by temperature changes. Differences in membrane lipid compo-

sition, as well as the ability to change lipid composition, are

evolutionary adaptations that ensure membrane uidity.

Integral proteins are embedded in the lipid bilayer;

peripheral proteins are attached to the membrane surface. The

functions of membrane proteins include transport, enzymatic ac-

tivity, signal transduction, cell-cell recognition, intercellular join-

ing, and attachment to the cytoskeleton and extracellular matrix.

Short chains of sugars linked to proteins (in glycoproteins) and

lipids (in glycolipids) on the exterior side of the plasma mem-

brane interact with surface molecules of other cells.

Membrane proteins and lipids are synthesized in the ER and

modi ed in the ER and Golgi apparatus. The inside and outside

faces of membranes differ in molecular composition.

In what ways are membranes crucial to life?

C O N C E P T  7.2
Membrane structure results in selective permeability
(pp. 131 132)

A cell must exchange molecules and ions with its surroundings,

a process controlled by the selective permeability of the

plasma membrane. Hydrophobic substances are soluble in lipid

and pass through membranes rapidly, whereas polar molecules

and ions generally require speci c transport proteins to

cross the membrane.

How do aquaporins affect the permeability of a membrane?

C O N C E P T  7.3
Passive transport is diffusion of a substance across a
membrane with no energy investment (pp. 132 135)

Diffusion is the spontaneous movement of a substance down

its concentration gradient. Water diffuses out through the

permeable membrane of a cell (osmosis) if the solution outside

has a higher solute concentration (hypertonic) than the cy-

tosol; water enters the cell if the solution has a lower solute

concentration (hypotonic). If the concentrations are equal

(isotonic), no net osmosis occurs. Cell survival depends on

balancing water uptake and loss. Cells lacking walls (as in ani-

mals and some protists) are isotonic with their environments or

have adaptations for osmoregulation. Plants, prokaryotes,

fungi, and some protists have relatively inelastic cell walls, so

the cells don t burst in a hypotonic environment.

In a type of passive transport called facilitated diffusion,

a transport protein speeds the movement of water or a solute

?

?
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across a membrane

down its concentra-

tion gradient. Ion

channels, some of

which are gated

channels, facilitate

the diffusion of ions

across a membrane.

Carrier proteins can

undergo changes in

shape that translocate

bound solutes across

the membrane.

What happens to a cell placed in a hypertonic solution? Describe
the free water concentration inside and out.

C O N C E P T  7.4
Active transport uses energy to move solutes against their
gradients (pp. 135 138)

Speci c membrane proteins use energy,

usually in the form of ATP, to do the work

of active transport. The sodium-

potassium pump is an example.

Ions can have both a concentration

(chemical) gradient and an electrical

gradient (voltage). These gradients

combine in the electrochemical

gradient, which determines the net

direction of ionic diffusion.

Electrogenic pumps, such as the

sodium-potassium pump and proton

pumps, are transport proteins that con-

tribute to electrochemical gradients.

Cotransport of two solutes occurs

when a membrane protein enables the downhill  diffusion of

one solute to drive the uphill  transport of the other.

ATP is not directly involved in the functioning of a cotransporter.
Why, then, is cotransport considered active transport?

C O N C E P T  7.5
Bulk transport across the plasma membrane occurs by
exocytosis and endocytosis (p. 138)

In exocytosis, transport vesicles migrate to the plasma mem-

brane, fuse with it, and release their contents. In endocytosis,

molecules enter cells within vesicles that pinch inward from

the plasma membrane. The three types of endocytosis are

phagocytosis, pinocytosis, and receptor-mediated

endocytosis.

Which type of endocytosis involves ligands? What does this type
of transport enable a cell to do?

TEST YOUR UNDERSTANDING

LEVEL 1: KNOWLEDGE/COMPREHENSION

1. In what way do the membranes of a eukaryotic cell vary?

a. Phospholipids are found only in certain membranes.

b. Certain proteins are unique to each membrane.

?

?

?

Carrier

protein

Channel

protein

Passive transport:

Facilitated diffusion

Active transport

ATP
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c. Only certain membranes of the cell are selectively permeable.

d. Only certain membranes are constructed from amphi-

pathic molecules.

e. Some membranes have hydrophobic surfaces exposed to

the cytoplasm, while others have hydrophilic surfaces

facing the cytoplasm.

2. According to the uid mosaic model of membrane structure,

proteins of the membrane are mostly

a. spread in a continuous layer over the inner and outer sur-

faces of the membrane.

b. con ned to the hydrophobic interior of the membrane.

c. embedded in a lipid bilayer.

d. randomly oriented in the membrane, with no xed inside-

outside polarity.

e. free to depart from the uid membrane and dissolve in the

surrounding solution.

3. Which of the following factors would tend to increase mem-

brane uidity?

a. a greater proportion of unsaturated phospholipids

b. a greater proportion of saturated phospholipids

c. a lower temperature

d. a relatively high protein content in the membrane

e. a greater proportion of relatively large glycolipids com-

pared with lipids having smaller molecular masses

LEVEL 2: APPLICATION/ANALYSIS

4. Which of the following processes includes all others?

a. osmosis

b. diffusion of a solute across a membrane

c. facilitated diffusion

d. passive transport

e. transport of an ion down its electrochemical gradient

5. Based on Figure 7.21, which of these experimental treatments

would increase the rate of sucrose transport into the cell?

a. decreasing extracellular sucrose concentration

b. decreasing extracellular pH

c. decreasing cytoplasmic pH

d. adding an inhibitor that blocks the regeneration of ATP

e. adding a substance that makes the membrane more perme-

able to hydrogen ions

6. An arti cial cell  consisting of an aqueous solu-

tion enclosed in a selectively permeable membrane is im-

mersed in a beaker containing a different solution, the

environment,  as shown below. The membrane is permeable

to water and to the simple sugars glucose and fructose but im-

permeable to the disaccharide sucrose.

a. Draw solid

arrows to indi-

cate the net

movement of

solutes into

and/or out of

the cell.

b. Is the solution

outside the

cell isotonic,

hypotonic, or

hypertonic?

c. Draw a dashed arrow to show the net osmosis, if any.

d. Will the arti cial cell become more accid, more turgid, or

stay the same?

e. Eventually, will the two solutions have the same or differ-

ent solute concentrations?

DRAW IT

0.03 M sucrose

0.02 M glucose

Cell Environment

0.01 M sucrose

0.01 M glucose

0.01 M fructose

LEVEL 3: SYNTHESIS/EVALUATION

7. EVOLUTION CONNECTION

Paramecium and other protists that live in hypotonic environ-

ments have cell membranes that limit water uptake, while those

living in isotonic environments have membranes that are more

permeable to water. What water regulation adaptations might

have evolved in protists in hypertonic habitats such as Great

Salt Lake? In habitats with changing salt concentration?

8. SCIENTIFIC INQUIRY

An experiment is designed to study the mechanism of sucrose

uptake by plant cells. Cells are immersed in a sucrose solu-

tion, and the pH of the solution is monitored. Samples of the

cells are taken at intervals, and their sucrose concentration is

measured. After a decrease in the pH of the solution to a

steady, slightly acidic level, sucrose uptake begins. Propose a

hypothesis for these results. What do you think would hap-

pen if an inhibitor of ATP regeneration by the cell were added

to the beaker once the pH is at a steady level? Explain.

9. SCIENCE, TECHNOLOGY, AND SOCIETY

Extensive irrigation in arid regions causes salts to accumulate in

the soil. (When water evaporates, salts that were dissolved in

the water are left behind in the soil.) Based on what you learned

about water balance in plant cells, explain why increased soil

salinity (saltiness) might be harmful to crops. Suggest ways to

minimize damage. What costs are attached to your solutions?

10.

Environmental Interactions A human pancreatic cell ob-

tains O2, fuel molecules such as glucose, and building ma-

terials such as amino acids and cholesterol from its

environment, and it releases CO2 as a waste product of cel-

lular respiration. In response to hormonal signals, the cell

secretes digestive enzymes. It also regulates its ion concen-

trations by exchange with its environment. Based on what

you have just learned about the structure and function of

cellular membranes, write a short essay (100 150 words)

that describes how such a cell accomplishes these interac-

tions with its environment.

For selected answers, see Appendix A.
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K E Y  C O N C E P T S

8.1 An organism s metabolism transforms matter and
energy, subject to the laws of thermodynamics 

8.2 The free-energy change of a reaction tells us
whether or not the reaction occurs spontaneously 

8.3 ATP powers cellular work by coupling exergonic
reactions to endergonic reactions 

8.4 Enzymes speed up metabolic reactions by
lowering energy barriers 

8.5 Regulation of enzyme activity helps control
metabolism

O V E R V I E W

The Energy of Life

The living cell is a chemical factory in miniature, where

thousands of reactions occur within a microscopic space. Sug-

ars can be converted to amino acids that are linked together

into proteins when needed, and when food is digested, pro-

teins are dismantled into amino acids that can be converted

to sugars. Small molecules are assembled into polymers,

which may be hydrolyzed later as the needs of the cell

change. In multicellular organisms, many cells export chemi-

cal products that are used in other parts of the organism. The

process called cellular respiration drives the cellular economy

by extracting the energy stored in sugars and other fuels. Cells

apply this energy to perform various types of work, such as

the transport of solutes across the plasma membrane, which

we discussed in Chapter 7. In a more exotic example, cells of

the two re y squid (Watasenia scintillans) shown mating in

Figure 8.1 convert the energy stored in certain organic mol-

ecules to light, a process called bioluminescence. (The light

pattern aids in mate recognition and protection from preda-

tors lurking below.) Bioluminescence and other metabolic ac-

tivities carried out by a cell are precisely coordinated and

controlled. In its complexity, its ef ciency, and its responsive-

ness to subtle changes, the cell is peerless as a chemical fac-

tory. The concepts of metabolism that you learn in this

chapter will help you understand how matter and energy ow

during life s processes and how that ow is regulated.

C ON C E P T 8.1
An organism s metabolism
transforms matter and energy,
subject to the laws
of thermodynamics

The totality of an organism s chemical reactions is called

metabolism (from the Greek metabole, change). Metabolism

is an emergent property of life that arises from orderly interac-

tions between molecules.

Organization of the Chemistry of Life
into Metabolic Pathways

We can picture a cell s metabolism as an elaborate road map

of the thousands of chemical reactions that occur in a cell,

arranged as intersecting metabolic pathways. A metabolic

pathway begins with a speci c molecule, which is then al-

tered in a series of de ned steps, resulting in a certain product.

Each step of the pathway is catalyzed by a speci c enzyme:

* Figure 8.1 What causes these two squid
to glow?

8

An Introduction

to Metabolism
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A B C D

Enzyme 1 Enzyme 2 Enzyme 3

Starting
molecule

Reaction 1 Reaction 2 Reaction 3
Product

Analogous to the red, yellow, and green stoplights that con-

trol the ow of automobile traf c, mechanisms that regulate

enzymes balance metabolic supply and demand.
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A diver has more potential
energy on the platform 
than in the water.

Climbing up converts the kinetic
energy of muscle movement
to potential energy.

A diver has less potential 
energy in the water
than on the platform.

Diving converts 
potential energy to 
kinetic energy.

* Figure 8.2 Transformations between potential and
kinetic energy.

Metabolism as a whole manages the material and energy

resources of the cell. Some metabolic pathways release energy

by breaking down complex molecules to simpler compounds.

These degradative processes are called catabolic pathways,

or breakdown pathways. A major pathway of catabolism is

cellular respiration, in which the sugar glucose and other or-

ganic fuels are broken down in the presence of oxygen to car-

bon dioxide and water. (Pathways can have more than one

starting molecule and/or product.) Energy that was stored in

the organic molecules becomes available to do the work of

the cell, such as ciliary beating or membrane transport.

Anabolic pathways, in contrast, consume energy to build

complicated molecules from simpler ones; they are some-

times called biosynthetic pathways. Examples of anabolism

are the synthesis of an amino acid from simpler molecules

and the synthesis of a protein from amino acids. Catabolic

and anabolic pathways are the downhill  and uphill  av-

enues of the metabolic landscape. Energy released from the

downhill reactions of catabolic pathways can be stored and

then used to drive the uphill reactions of anabolic pathways.

In this chapter, we will focus on mechanisms common to

metabolic pathways. Because energy is fundamental to all

metabolic processes, a basic knowledge of energy is necessary

to understand how the living cell works. Although we will use

some nonliving examples to study energy, the concepts

demonstrated by these examples also apply to bioenergetics,

the study of how energy ows through living organisms.

Forms of Energy

Energy is the capacity to cause change. In everyday life, en-

ergy is important because some forms of energy can be used

to do work that is, to move matter against opposing forces,

such as gravity and friction. Put another way, energy is the

ability to rearrange a collection of matter. For example, you

expend energy to turn the pages of this book, and your cells

expend energy in transporting certain substances across

membranes. Energy exists in various forms, and the work of

life depends on the ability of cells to transform energy from

one form to another.

Energy can be associated with the relative motion of ob-

jects; this energy is called kinetic energy. Moving objects

can perform work by imparting motion to other matter: A

pool player uses the motion of the cue stick to push the cue

ball, which in turn moves the other balls; water gushing

through a dam turns turbines; and the contraction of leg

muscles pushes bicycle pedals. Heat, or thermal energy, is

kinetic energy associated with the random movement of

atoms or molecules. Light is also a type of energy that can be

harnessed to perform work, such as powering photosynthesis

in green plants.

An object not presently moving may still possess energy.

Energy that is not kinetic is called potential energy; it is

energy that matter possesses because of its location or struc-

ture. Water behind a dam, for instance, possesses energy be-

cause of its altitude above sea level. Molecules possess energy

because of the arrangement of electrons in the bonds be-

tween their atoms. Chemical energy is a term used by biol-

ogists to refer to the potential energy available for release in a

chemical reaction. Recall that catabolic pathways release en-

ergy by breaking down complex molecules. Biologists say

that these complex molecules, such as glucose, are high in

chemical energy. During a catabolic reaction, some bonds are

broken and others formed, releasing energy and resulting in

lower-energy breakdown products. This transformation also

occurs, for example, in the engine of a car when the hydro-

carbons of gasoline react explosively with oxygen, releasing

the energy that pushes the pistons and producing exhaust.

Although less explosive, a similar reaction of food molecules

with oxygen provides chemical energy in biological systems,

producing carbon dioxide and water as waste products. Bio-

chemical pathways, carried out in the context of cellular

structures, enable cells to release chemical energy from food

molecules and use the energy to power life processes.

How is energy converted from one form to another? Con-

sider the divers in Figure 8.2. The young woman climbing the

ladder to the diving platform is releasing chemical energy

from the food she ate for lunch and using some of that energy

to perform the work of climbing. The kinetic energy of muscle

movement is thus being transformed into potential energy

due to her increasing height above the water. The young man

diving is converting his potential energy to kinetic energy,

which is then transferred to the water as he enters it. A small

amount of energy is lost as heat due to friction.
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(a) 

Chemical
energy

Heat

+

CO2

H2O

First law of thermodynamics: Energy can be 
transferred or transformed but neither created nor 
destroyed. For example, chemical reactions in this 
brown bear (Ursus arctos) will convert the chemical 
(potential) energy in the fish into the kinetic energy 
of running, shown in (b).

(b) Second law of thermodynamics: Every energy transfer or transformation increases 
the disorder (entropy) of the universe. For example, as it runs, disorder is increased 
around the bear by the release of heat and small molecules that are the by-products of 
metabolism. A brown bear can run at speeds up to 35 miles per hour (56 km/hr) as 
fast as a racehorse.

* Figure 8.3 The two laws of thermodynamics.

Now let s go back one step and consider the original source

of the organic food molecules that provided the necessary

chemical energy for the diver to climb the steps. This chemi-

cal energy was itself derived from light energy by plants dur-

ing photosynthesis. Organisms are energy transformers.

The Laws of Energy Transformation

The study of the energy transformations that occur in a col-

lection of matter is called thermodynamics. Scientists use

the word system to denote the matter under study; they refer

to the rest of the universe everything outside the system as

the surroundings. An isolated system, such as that approximated

by liquid in a thermos bottle, is unable to exchange either en-

ergy or matter with its surroundings. In an open system, energy

and matter can be transferred between the system and its sur-

roundings. Organisms are open systems. They absorb energy

for instance, light energy or chemical energy in the form of

organic molecules and release heat and metabolic waste

products, such as carbon dioxide, to the surroundings. Two

laws of thermodynamics govern energy transformations in or-

ganisms and all other collections of matter.

The First Law of Thermodynamics

According to the rst law of thermodynamics, the en-

ergy of the universe is constant: Energy can be transferred and

transformed, but it cannot be created or destroyed. The rst law is

also known as the principle of conservation of energy. The elec-

tric company does not make energy, but merely converts it to

a form that is convenient for us to use. By converting sun-

light to chemical energy, a plant acts as an energy trans-

former, not an energy producer.

The brown bear in Figure 8.3a will convert the chemical en-

ergy of the organic molecules in its food to kinetic and other

forms of energy as it carries out biological processes. What

happens to this energy after it has performed work? The sec-

ond law of thermodynamics helps to answer this question.

The Second Law of Thermodynamics

If energy cannot be destroyed, why can t organisms simply re-

cycle their energy over and over again? It turns out that dur-

ing every energy transfer or transformation, some energy

becomes unavailable to do work. In most energy transforma-

tions, more usable forms of energy are at least partly con-

verted to heat, which is the energy associated with the random

motion of atoms or molecules. Only a small fraction of the

chemical energy from the food in Figure 8.3a is transformed

into the motion of the brown bear shown in Figure 8.3b;

most is lost as heat, which dissipates rapidly through the

surroundings.

In the process of carrying out chemical reactions that per-

form various kinds of work, living cells unavoidably convert

other forms of energy to heat. A system can put heat to work

only when there is a temperature difference that results in

the heat owing from a warmer location to a cooler one. If

temperature is uniform, as it is in a living cell, then the only

use for heat energy generated during a chemical reaction is to

warm a body of matter, such as the organism. (This can make

a room crowded with people uncomfortably warm, as each

person is carrying out a multitude of chemical reactions!)

A logical consequence of the loss of usable energy during

energy transfer or transformation is that each such event

makes the universe more disordered. Scientists use a quan-

tity called entropy as a measure of disorder, or randomness.
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* Figure 8.4 Order as a characteristic of life. Order is evident
in the detailed structures of the sea urchin skeleton and the succulent
plant shown here. As open systems, organisms can increase their order
as long as the order of their surroundings decreases.

The more randomly arranged a collection of matter is, the

greater its entropy. We can now state the second law of

thermodynamics: Every energy transfer or transforma-

tion increases the entropy of the universe. Although order

can increase locally, there is an unstoppable trend to-

ward randomization of the universe as a whole.

In many cases, increased entropy is evident in the

physical disintegration of a system s organized structure.

For example, you can observe increasing entropy in the grad-

ual decay of an unmaintained building. Much of the increas-

ing entropy of the universe is less apparent, however, because

it appears as increasing amounts of heat and less ordered

forms of matter. As the bear in Figure 8.3b converts chemical

energy to kinetic energy, it is also increasing the disorder of its

surroundings by producing heat and small molecules, such as

the CO2 it exhales, that are the breakdown products of food.

The concept of entropy helps us understand why certain

processes occur without any input of energy. It turns out that

for a process to occur on its own, without outside help, it

must increase the entropy of the universe. A process that can

occur without an input of energy is called a spontaneous

process. Note that as we re using it here, the word

spontaneous does not imply that such a process would occur

quickly; rather, the word signi es that the process is energeti-

cally favorable. (In fact, it may be helpful for you to think of

the phrase energetically favorable  when you read the for-

mal term spontaneous. ) Some spontaneous processes, such

as an explosion, may be virtually instantaneous, while oth-

ers, such as the rusting of an old car over time, are much

slower. A process that cannot occur on its own is said to be

nonspontaneous; it will happen only if energy is added to

the system. We know from experience that certain events

occur spontaneously and others do not. For instance, we

know that water ows downhill spontaneously but moves

uphill only with an input of energy, such as when a machine

pumps the water against gravity. This understanding gives us

another way to state the second law: For a process to occur

spontaneously, it must increase the entropy of the universe.

Biological Order and Disorder

Living systems increase the entropy of their surroundings, as

predicted by thermodynamic law. It is true that cells create

ordered structures from less organized starting materials. For

example, simpler molecules are ordered into the more com-

plex structure of an amino acid, and amino acids are ordered

into polypeptide chains. At the organismal level as well, com-

plex and beautifully ordered structures result from biological

processes that use simpler starting materials (Figure 8.4).

However, an organism also takes in organized forms of mat-

ter and energy from the surroundings and replaces them

with less ordered forms. For example, an animal obtains

starch, proteins, and other complex molecules from the food

it eats. As catabolic pathways break these molecules down,

the animal releases carbon dioxide and water small mol-

ecules that possess less chemical energy than the food did.

The depletion of chemical energy is accounted for by heat

generated during metabolism. On a larger scale, energy ows

into most ecosystems in the form of light and exits in the

form of heat (see Figure 1.6).

During the early history of life, complex organisms evolved

from simpler ancestors. For example, we can trace the ancestry

of the plant kingdom from much simpler organisms called

green algae to more complex owering plants. However, this

increase in organization over time in no way violates the sec-

ond law. The entropy of a particular system, such as an organ-

ism, may actually decrease as long as the total entropy of the

universe the system plus its surroundings increases. Thus,

organisms are islands of low entropy in an increasingly ran-

dom universe. The evolution of biological order is perfectly

consistent with the laws of thermodynamics.

C O N C E P T  C H E C K  8.1

1. How does the second law of ther-

modynamics help explain the diffusion of a substance

across a membrane? See Figure 7.13 on page 132.

2. Describe the forms of energy found in an apple as it

grows on a tree, then falls, then is digested by some-

one who eats it.

3. If you place a teaspoon of sugar in the

bottom of a glass of water, it will dissolve completely

over time. Left longer, eventually the water will disap-

pear and the sugar crystals will reappear. Explain

these observations in terms of entropy.

For suggested answers, see Appendix A.

WHAT IF?

MAKE CONNECTIONS

M08_REEC8237_09_SE_CH08.QXD  8/12/10  12:32 PM  Page 145



CON C E P T 8.2
The free-energy change
of a reaction tells us whether
or not the reaction occurs
spontaneously

The laws of thermodynamics that we ve just discussed apply

to the universe as a whole. As biologists, we want to under-

stand the chemical reactions of life for example, which re-

actions occur spontaneously and which ones require some

input of energy from outside. But how can we know this

without assessing the energy and entropy changes in the en-

tire universe for each separate reaction?

Free-Energy Change, *G

Recall that the universe is really equivalent to the system

plus the surroundings.  In 1878, J. Willard Gibbs, a profes-

sor at Yale, de ned a very useful function called the Gibbs

free energy of a system (without considering its surround-

ings), symbolized by the letter G. We ll refer to the Gibbs free

energy simply as free energy. Free energy is the portion of a

system s energy that can perform work when temperature

and pressure are uniform throughout the system, as in a liv-

ing cell. Let s consider how we determine the free-energy

change that occurs when a system changes for example,

during a chemical reaction.

The change in free energy, *G, can be calculated for a

chemical reaction by applying the following equation:

G  H T S

This equation uses only properties of the system (the reac-

tion) itself: *H symbolizes the change in the system s enthalpy

(in biological systems, equivalent to total energy); *S is the

change in the system s entropy; and T is the absolute temper-

ature in Kelvin (K) units (K C 273; see Appendix C).

Once we know the value of *G for a process, we can use it

to predict whether the process will be spontaneous (that is,

whether it is energetically favorable and will occur without

an input of energy). More than a century of experiments has

shown that only processes with a negative *G are sponta-

neous. For *G to be negative, either *H must be negative (the

system gives up enthalpy and H decreases) or T*S must be

positive (the system gives up order and S increases), or both:

When *H and T*S are tallied, *G has a negative value (*G 0)

for all spontaneous processes. In other words, every sponta-

neous process decreases the system s free energy, and processes

that have a positive or zero *G are never spontaneous.

This information is immensely interesting to biologists,

for it gives us the power to predict which kinds of change can

happen without help. Such spontaneous changes can be har-

nessed to perform work. This principle is very important in

146 U N I T  T W O The Cell

the study of metabolism, where a major goal is to determine

which reactions can supply energy for cellular work.

Free Energy, Stability, and Equilibrium

As we saw in the previous section, when a process occurs

spontaneously in a system, we can be sure that *G is nega-

tive. Another way to think of *G is to realize that it repre-

sents the difference between the free energy of the nal state

and the free energy of the initial state:

G  G nal state   Ginitial state

Thus, *G can be negative only when the process involves a

loss of free energy during the change from initial state to nal

state. Because it has less free energy, the system in its nal

state is less likely to change and is therefore more stable than

it was previously.

We can think of free energy as a measure of a system s in-

stability its tendency to change to a more stable state. Un-

stable systems (higher G) tend to change in such a way that

they become more stable (lower G). For example, a diver on

top of a platform is less stable (more likely to fall) than when

oating in the water; a drop of concentrated dye is less stable

(more likely to disperse) than when the dye is spread ran-

domly through the liquid; and a glucose molecule is less sta-

ble (more likely to break down) than the simpler molecules

into which it can be split (Figure 8.5). Unless something pre-

vents it, each of these systems will move toward greater sta-

bility: The diver falls, the solution becomes uniformly

colored, and the glucose molecule is broken down.

Another term that describes a state of maximum stability

is equilibrium, which you learned about in Chapter 2 in con-

nection with chemical reactions. There is an important rela-

tionship between free energy and equilibrium, including

chemical equilibrium. Recall that most chemical reactions

are reversible and proceed to a point at which the forward

and backward reactions occur at the same rate. The reaction

is then said to be at chemical equilibrium, and there is no

further net change in the relative concentration of products

and reactants.

As a reaction proceeds toward equilibrium, the free en-

ergy of the mixture of reactants and products decreases. Free

energy increases when a reaction is somehow pushed away

from equilibrium, perhaps by removing some of the prod-

ucts (and thus changing their concentration relative to that

of the reactants). For a system at equilibrium, G is at its low-

est possible value in that system. We can think of the equi-

librium state as a free-energy valley. Any change from the

equilibrium position will have a positive *G and will not be

spontaneous. For this reason, systems never spontaneously

move away from equilibrium. Because a system at equilib-

rium cannot spontaneously change, it can do no work. A

process is spontaneous and can perform work only when it is mov-

ing toward equilibrium.
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* Figure 8.5 The relationship of free energy to stability,
work capacity, and spontaneous change. Unstable systems
(top) are rich in free energy, G. They have a tendency to change
spontaneously to a more stable state (bottom), and it is possible to
harness this downhill  change to perform work.

(a)

In a spontaneous change
The free energy of the system
decreases (*G < 0)
The system becomes more
stable
The released free energy can
be harnessed to do work

Less free energy (lower G)
More stable
Less work capacity

More free energy (higher G)
Less stable
Greater work capacity

Gravitational motion. Objects
move spontaneously from a
higher altitude to a lower one.

(b) Diffusion. Molecules in a drop
of dye diffuse until they are
randomly dispersed.

(c) Chemical reaction. In a cell, a
glucose molecule is broken down
into simpler molecules.
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Free Energy and Metabolism

We can now apply the free-energy concept more speci cally

to the chemistry of life s processes.

Exergonic and Endergonic Reactions in Metabolism

Based on their free-energy changes, chemical reactions can

be classi ed as either exergonic ( energy outward ) or ender-

gonic ( energy inward ). An exergonic reaction proceeds

with a net release of free energy (Figure 8.6a). Because the

chemical mixture loses free energy (G decreases), *G is nega-

tive for an exergonic reaction. Using *G as a standard for

spontaneity, exergonic reactions are those that occur sponta-

neously. (Remember, the word spontaneous implies that it is

energetically favorable, not that it will occur rapidly.) The

magnitude of *G for an exergonic reaction represents the

maximum amount of work the reaction can perform.* The

greater the decrease in free energy, the greater the amount of

work that can be done.

We can use the overall reaction for cellular respiration as

an example:

C6H12O6 - 6 O2S 6 CO2 - 6 H2O

*G + ,686 kcal/mol (,2,870 kJ/mol)

*The word maximum quali es this statement, because some of the free energy

is released as heat and cannot do work. Therefore, *G represents a theoretical

upper limit of available energy.

(a) Exergonic reaction: energy released, spontaneous

(b) Endergonic reaction: energy required, nonspontaneous

Progress of the reaction

Progress of the reaction
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Products

Amount of
energy
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(*G < 0)

Amount of
energy

required
(*G > 0)

Energy

Energy

Products

Reactants
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+ Figure 8.6 Free energy changes (*G) in exergonic
and endergonic reactions.
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*G < 0

*G < 0

*G < 0

*G < 0

*G < 0

*G = 0

(a) An isolated hydroelectric system. Water flowing downhill turns a
turbine that drives a generator providing electricity to a lightbulb,
but only until the system reaches equilibrium.

(b) An open hydroelectric
system. Flowing water
keeps driving the gen-
erator because intake and
outflow of water keep the
system from reaching
equilibrium.

(c) A multistep open hydroelectric system. Cellular respiration
is analogous to this system: Glucose is broken down in a series
of exergonic reactions that power the work of the cell. The
product of each reaction becomes the reactant for the next,
so no reaction reaches equilibrium.

* Figure 8.7 Equilibrium and work in isolated and open
systems.

For each mole (180 g) of glucose broken down by respira-

tion under what are called standard conditions  (1 M of

each reactant and product, 25 C, pH 7), 686 kcal (2,870 kJ) of

energy are made available for work. Because energy must be

conserved, the chemical products of respiration store 686 kcal

less free energy per mole than the reactants. The products

are, in a sense, the spent exhaust of a process that tapped the

free energy stored in the bonds of the sugar molecules.

It is important to realize that the breaking of bonds does

not release energy; on the contrary, as you will soon see, it re-

quires energy. The phrase energy stored in bonds  is short-

hand for the potential energy that can be released when new

bonds are formed after the original bonds break, as long as

the products are of lower free energy than the reactants.

An endergonic reaction is one that absorbs free energy

from its surroundings (Figure 8.6b). Because this kind of reac-

tion essentially stores free energy in molecules (G increases), *G

is positive. Such reactions are nonspontaneous, and the mag-

nitude of *G is the quantity of energy required to drive the re-

action. If a chemical process is exergonic (downhill), releasing

energy in one direction, then the reverse process must be en-

dergonic (uphill), using energy. A reversible process cannot be

downhill in both directions. If *G * +686 kcal/mol for respi-

ration, which converts glucose and oxygen to carbon dioxide

and water, then the reverse process the conversion of carbon

dioxide and water to glucose and oxygen must be strongly

endergonic, with *G * ,686 kcal/mol. Such a reaction would

never happen by itself.

How, then, do plants make the sugar that organisms use

for energy? Plants get the required energy 686 kcal to make

a mole of glucose from the environment by capturing light

and converting its energy to chemical energy. Next, in a long

series of exergonic steps, they gradually spend that chemical

energy to assemble glucose molecules.

Equilibrium and Metabolism

Reactions in an isolated system eventually reach equilibrium

and can then do no work, as illustrated by the isolated hydro-

electric system in Figure 8.7a. The chemical reactions of me-

tabolism are reversible, and they, too, would reach equilibrium

if they occurred in the isolation of a test tube. Because systems

at equilibrium are at a minimum of G and can do no work, a

cell that has reached metabolic equilibrium is dead! The fact

that metabolism as a whole is never at equilibrium is one of

the de ning features of life.

Like most systems, a living cell is not in equilibrium. The

constant ow of materials in and out of the cell keeps the meta-

bolic pathways from ever reaching equilibrium, and the cell

continues to do work throughout its life. This principle is illus-

trated by the open (and more realistic) hydroelectric system in

Figure 8.7b. However, unlike this simple single-step system, a

catabolic pathway in a cell releases free energy in a series of re-

actions. An example is cellular respiration, illustrated by anal-

ogy in Figure 8.7c. Some of the reversible reactions of respira-

tion are constantly pulled  in one direction that is, they are

kept out of equilibrium. The key to maintaining this lack of

equilibrium is that the product of a reaction does not accumu-

late but instead becomes a reactant in the next step; nally,

waste products are expelled from the cell. The overall sequence

of reactions is kept going by the huge free-energy difference be-

tween glucose and oxygen at the top of the energy hill  and

carbon dioxide and water at the downhill  end. As long as our

cells have a steady supply of glucose or other fuels and oxygen

and are able to expel waste products to the surroundings, their

metabolic pathways never reach equilibrium and can continue

to do the work of life.
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C O N C E P T  C H E C K  8.2

1. Cellular respiration uses glucose and oxygen, which

have high levels of free energy, and releases CO2 and

water, which have low levels of free energy. Is cellular

respiration spontaneous or not? Is it exergonic or en-

dergonic? What happens to the energy released from

glucose?

2. As you saw in Figure 7.20 on

page 137, a key process in metabolism is the trans-

port of hydrogen ions (H*) across a membrane to cre-

ate a concentration gradient. Other processes can

result in an equal concentration of H* on each side.

Which situation allows the H* to perform work in

this system? How is the answer consistent with what

is shown in regard to energy in Figure 7.20?

3. Some night-time partygoers wear glow-

in-the-dark necklaces. The necklaces start glowing

once they are activated,  which usually involves

snapping the necklace in a way that allows two

chemicals to react and emit light in the form of

chemiluminescence. Is the chemical reaction exer-

gonic or endergonic? Explain your answer.

For suggested answers, see Appendix A.

WHAT IF?

MAKE CONNECTIONS

We see once again how important it is to think of organ-

isms as open systems. Sunlight provides a daily source of free

energy for an ecosystem s plants and other photosynthetic

organisms. Animals and other nonphotosynthetic organisms

in an ecosystem must have a source of free energy in the

form of the organic products of photosynthesis. Now that we

have applied the free-energy concept to metabolism, we are

ready to see how a cell actually performs the work of life.

CON C E P T 8.3
ATP powers cellular work by
coupling exergonic reactions to
endergonic reactions

A cell does three main kinds of work:

Chemical work, the pushing of endergonic reactions that

would not occur spontaneously, such as the synthesis of

polymers from monomers (chemical work will be discussed

further here and in Chapters 9 and 10)

Transport work, the pumping of substances across mem-

branes against the direction of spontaneous movement

(see Chapter 7)

Mechanical work, such as the beating of cilia (see Chapter 6),

the contraction of muscle cells, and the movement of chro-

mosomes during cellular reproduction

(a) The structure of ATP. In the cell, most hydroxyl groups of 
phosphates are ionized ( O  ).

(b) The hydrolysis of ATP. The reaction of ATP and water yields 
inorganic phosphate (     ) and ADP and releases energy.

Phosphate groups

O O O
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O O O

PO O P PO

Ribose
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Adenosine triphosphate (ATP) 

Inorganic 
phosphate

Energy+ +

Adenosine diphosphate (ADP)

H
2
O

P
i

P
i

P P

P P P

* Figure 8.8 The structure and hydrolysis of adenosine
triphosphate (ATP).

A key feature in the way cells manage their energy resources

to do this work is energy coupling, the use of an exergonic

process to drive an endergonic one. ATP is responsible for me-

diating most energy coupling in cells, and in most cases it acts

as the immediate source of energy that powers cellular work.

The Structure and Hydrolysis of ATP

ATP (adenosine triphosphate) was introduced in Chapter

4 when we discussed the phosphate group as a functional

group. ATP contains the sugar ribose, with the nitrogenous

base adenine and a chain of three phosphate groups bonded

to it (Figure 8.8a). In addition to its role in energy coupling,

ATP is also one of the nucleoside triphosphates used to make

RNA (see Figure 5.26).

The bonds between the phosphate groups of ATP can be

broken by hydrolysis. When the terminal phosphate bond is

broken by addition of a water molecule, a molecule of inor-

ganic phosphate (HOPO3
2 , abbreviated i throughout this

book) leaves the ATP, which becomes adenosine diphosphate,

P
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* Figure 8.9 How ATP drives chemical work: Energy coupling using ATP hydrolysis. In this
example, the exergonic process of ATP hydrolysis is used to drive an endergonic process the cellular synthesis
of the amino acid glutamine from glutamic acid and ammonia.

P

P
i

P
i

1

2

+

Glutamic acid Ammonia

GGlu = +3.4 kcal/mol

GGlu = +3.4 kcal/mol

GGlu = +3.4 kcal/mol

GATP = *7.3 kcal/mol+

Net  G = *3.9 kcal/mol

GATP = *7.3 kcal/mol

+  ADP +  ADP +ATP

ATP

Glu

Glutamine

Glu

NH
3

+ +
Glu

NH
3

NH
2

NH
3

+

Glutamic acid Phosphorylated
intermediate

Glu Glu

Glutamine

Glu

NH
2

+  ADP +
Glu

NH
2

1 2

(a) Glutamic acid conversion to glutamine. 
Glutamine synthesis from glutamic acid 
(Glu) by itself is endergonic ( G is positive), 
so it is not spontaneous.

(b) Conversion reaction coupled with ATP 
hydrolysis. In the cell, glutamine synthesis 
occurs in two steps, coupled by a 
phosphorylated intermediate.     ATP phos-
phorylates glutamic acid, making it less stable.
     Ammonia displaces the phosphate group, 
forming glutamine.

(c) Free-energy change for coupled 
reaction. G for the glutamic acid 
conversion to glutamine (+3.4 kcal/mol) 
plus G for ATP hydrolysis ( 7.3 kcal/mol) 
gives the free-energy change for the 
overall reaction ( 3.9 kcal/mol). Because 
the overall process is exergonic (net G is 
negative), it occurs spontaneously.

or ADP (Figure 8.8b). The reaction is exergonic and releases

7.3 kcal of energy per mole of ATP hydrolyzed:

ATP - H2O S ADP - i

*G + ,7.3 kcal/mol (,30.5 kJ/mol)

This is the free-energy change measured under standard condi-

tions. In the cell, conditions do not conform to standard

conditions, primarily because reactant and product concentra-

tions differ from 1 M. For example, when ATP hydrolysis

occurs under cellular conditions, the actual G is about

,13 kcal/mol, 78% greater than the energy released by ATP

hydrolysis under standard conditions.

Because their hydrolysis releases energy, the phosphate

bonds of ATP are sometimes referred to as high-energy phos-

phate bonds, but the term is misleading. The phosphate

bonds of ATP are not unusually strong bonds, as high-

energy  may imply; rather, the reactants (ATP and water)

themselves have high energy relative to the energy of the

products (ADP and i). The release of energy during the hy-

drolysis of ATP comes from the chemical change to a state of

lower free energy, not from the phosphate bonds themselves.

ATP is useful to the cell because the energy it releases on

losing a phosphate group is somewhat greater than the en-

ergy most other molecules could deliver. But why does this

hydrolysis release so much energy? If we reexamine the ATP

molecule in Figure 8.8a, we can see that all three phosphate

P

P

groups are negatively charged. These like charges are

crowded together, and their mutual repulsion contributes to

the instability of this region of the ATP molecule. The

triphosphate tail of ATP is the chemical equivalent of a com-

pressed spring.

How the Hydrolysis of ATP Performs Work

When ATP is hydrolyzed in a test tube, the release of free en-

ergy merely heats the surrounding water. In an organism,

this same generation of heat can sometimes be bene cial. For

instance, the process of shivering uses ATP hydrolysis during

muscle contraction to generate heat and warm the body. In

most cases in the cell, however, the generation of heat alone

would be an inef cient (and potentially dangerous) use of a

valuable energy resource. Instead, the cell s proteins harness

the energy released during ATP hydrolysis in several ways to

perform the three types of cellular work chemical, trans-

port, and mechanical.

For example, with the help of speci c enzymes, the cell is

able to use the energy released by ATP hydrolysis directly to

drive chemical reactions that, by themselves, are endergonic.

If the G of an endergonic reaction is less than the amount of

energy released by ATP hydrolysis, then the two reactions can

be coupled so that, overall, the coupled reactions are exergonic

(Figure 8.9). This usually involves the transfer of a phosphate
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* Figure 8.10 How ATP drives transport and mechanical
work. ATP hydrolysis causes changes in the shapes and binding
af nities of proteins. This can occur either (a) directly, by
phosphorylation, as shown for a membrane protein carrying out active
transport of a solute (see also Figure 7.18), or (b) indirectly, via
noncovalent binding of ATP and its hydrolytic products, as is the case
for motor proteins that move vesicles (and other organelles) along
cytoskeletal tracks  in the cell (see also Figure 6.21).

 Motor protein

ATP

ATP

Transport protein Solute

Vesicle Cytoskeletal track

Solute transported 

P
i

ADP +ATP P
i

ADP + P
i

P

(a) Transport work: ATP phosphorylates transport proteins.

(b) Mechanical work: ATP binds noncovalently to motor proteins 
and then is hydrolyzed.

Protein and
vesicle moved

* Figure 8.11 The ATP cycle. Energy released by breakdown
reactions (catabolism) in the cell is used to phosphorylate ADP,
regenerating ATP. Chemical potential energy stored in ATP drives most
cellular work.

ATP synthesis from
ADP +      requires energy. 

ATP hydrolysis to
ADP +        yields energy. 

Energy for cellular 
work (endergonic,
energy-consuming 
processes)

Energy from
catabolism (exergonic,
energy-releasing
processes)

ADP +

ATP + H2O

P
i

P
i

P
i

group from ATP to some other molecule, such as the reactant.

The recipient with the phosphate group covalently bonded to

it is then called a phosphorylated intermediate. The key

to coupling exergonic and endergonic reactions is the forma-

tion of this phosphorylated intermediate, which is more reac-

tive (less stable) than the original unphosphorylated molecule.

Transport and mechanical work in the cell are also nearly

always powered by the hydrolysis of ATP. In these cases, ATP

hydrolysis leads to a change in a protein s shape and often its

ability to bind another molecule. Sometimes this occurs via a

phosphorylated intermediate, as seen for the transport pro-

tein in Figure 8.10a. In most instances of mechanical work

involving motor proteins walking  along cytoskeletal ele-

ments (Figure 8.10b), a cycle occurs in which ATP is rst

bound noncovalently to the motor protein. Next, ATP is hy-

drolyzed, releasing ADP and i. Another ATP molecule can

then bind. At each stage, the motor protein changes its shape

and ability to bind the cytoskeleton, resulting in movement

of the protein along the cytoskeletal track.

The Regeneration of ATP

An organism at work uses ATP continuously, but ATP is a re-

newable resource that can be regenerated by the addition of

phosphate to ADP (Figure 8.11). The free energy required to

P

phosphorylate ADP comes from exergonic breakdown reac-

tions (catabolism) in the cell. This shuttling of inorganic

phosphate and energy is called the ATP cycle, and it couples

the cell s energy-yielding (exergonic) processes to the energy-

consuming (endergonic) ones. The ATP cycle proceeds at an

astonishing pace. For example, a working muscle cell recycles

its entire pool of ATP in less than a minute. That turnover

represents 10 million molecules of ATP consumed and regen-

erated per second per cell. If ATP could not be regenerated by

the phosphorylation of ADP, humans would use up nearly

their body weight in ATP each day.

Because both directions of a reversible process cannot be

downhill, the regeneration of ATP from ADP and i is neces-

sarily endergonic:

ADP , iS ATP , H2O

*G + ,7.3 kcal/mol (,30.5 kJ/mol) (standard conditions)

Since ATP formation from ADP and i is not sponta-

neous, free energy must be spent to make it occur. Catabolic

(exergonic) pathways, especially cellular respiration, provide

the energy for the endergonic process of making ATP. Plants

also use light energy to produce ATP. Thus, the ATP cycle is a

revolving door through which energy passes during its trans-

fer from catabolic to anabolic pathways.

P

P

P

C O N C E P T  C H E C K  8.3

1. How does ATP typically transfer energy from exer-

gonic to endergonic reactions in the cell?

2. Which of the following combinations has more free

energy: glutamic acid , ammonia , ATP, or gluta-

mine , ADP , i? Explain your answer.

3. Considering what you learned in

Concepts 7.3 and 7.4 (pp. 134 136), does Figure 8.10a

show passive or active transport? Explain.

For suggested answers, see Appendix A.

MAKE CONNECTIONS

P
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+ +

Sucrose

(C12H22O11)

Glucose

(C6H12O6 )

Fructose

(C6H12O6 )

O
H2O

OH HO

Sucrase

* Figure 8.12 Energy pro le of an exergonic reaction. The
molecules  are hypothetical, with A, B, C, and D representing

portions of the molecules. Thermodynamically, this is an exergonic
reaction, with a negative *G, and the reaction occurs spontaneously.
However, the activation energy (EA) provides a barrier that determines
the rate of the reaction.

Graph the progress of an endergonic reaction in which EF
and GH form products EG and FH, assuming that the reactants must
pass through a transition state.
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C D
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Transition state

The reactants AB and CD must absorb
enough energy from the surroundings
to reach the unstable transition state,
where bonds can break.

After bonds have 
broken, new bonds 
form, releasing energy 
to the surroundings.
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Products

Progress of the reaction
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CON C E P T 8.4
Enzymes speed up metabolic
reactions by lowering
energy barriers

The laws of thermodynamics tell us what will and will not

happen under given conditions but say nothing about the

rate of these processes. A spontaneous chemical reaction oc-

curs without any requirement for outside energy, but it may

occur so slowly that it is imperceptible. For example, even

though the hydrolysis of sucrose (table sugar) to glucose and

fructose is exergonic, occurring spontaneously with a release

of free energy (*G * 7 kcal/mol), a solution of sucrose dis-

solved in sterile water will sit for years at room temperature

with no appreciable hydrolysis. However, if we add a small

amount of the enzyme sucrase to the solution, then all the

sucrose may be hydrolyzed within seconds, as shown below:

How does the enzyme do this?

An enzyme is a macromolecule that acts as a catalyst, a

chemical agent that speeds up a reaction without being con-

sumed by the reaction. (In this chapter, we are focusing on en-

zymes that are proteins. RNA enzymes, also called ribozymes,

are discussed in Chapters 17 and 25.) Without regulation by

enzymes, chemical traf c through the pathways of metabo-

lism would become terribly congested because many chemical

reactions would take such a long time. In the next two sec-

tions, we will see what prevents a spontaneous reaction from

occurring faster and how an enzyme changes the situation.

The Activation Energy Barrier

Every chemical reaction between molecules involves both

bond breaking and bond forming. For example, the hydroly-

sis of sucrose involves breaking the bond between glucose and

fructose and one of the bonds of a water molecule and then

forming two new bonds, as shown above. Changing one mol-

ecule into another generally involves contorting the starting

molecule into a highly unstable state before the reaction can

proceed. This contortion can be compared to the bending of a

metal key ring when you pry it open to add a new key. The

key ring is highly unstable in its opened form but returns to a

stable state once the key is threaded all the way onto the ring.

To reach the contorted state where bonds can change, reac-

tant molecules must absorb energy from their surroundings.

When the new bonds of the product molecules form, energy

is released as heat, and the molecules return to stable shapes

with lower energy than the contorted state.

The initial investment of energy for starting a reaction

the energy required to contort the reactant molecules so the

bonds can break is known as the free energy of activation, or

activation energy, abbreviated EA in this book. We can

think of activation energy as the amount of energy needed to

push the reactants to the top of an energy barrier, or uphill, so

that the downhill  part of the reaction can begin. Activation

energy is often supplied in the form of thermal energy (heat)

that the reactant molecules absorb from the surroundings.

The absorption of thermal energy accelerates the reactant

molecules, so they collide more often and more forcefully. It

also agitates the atoms within the molecules, making the

breakage of bonds more likely. When the molecules have ab-

sorbed enough energy for the bonds to break, the reactants

are in an unstable condition known as the transition state.

Figure 8.12 graphs the energy changes for a hypothetical ex-

ergonic reaction that swaps portions of two reactant molecules:

AB + CD S AC + BD

Reactants Products

The activation of the reactants is represented by the uphill

portion of the graph, in which the free-energy content of the
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reactant molecules is increasing. At the summit, when energy

equivalent to EA has been absorbed, the reactants are in the

transition state: They are activated, and their bonds can be

broken. As the atoms then settle into their new, more stable

bonding arrangements, energy is released to the surround-

ings. This corresponds to the downhill part of the curve,

which shows the loss of free energy by the molecules. The

overall decrease in free energy means that EA is repaid with

interest, as the formation of new bonds releases more energy

than was invested in the breaking of old bonds..

The reaction shown in Figure 8.12 is exergonic and occurs

spontaneously (*G 0). However, the activation energy pro-

vides a barrier that determines the rate of the reaction. The

reactants must absorb enough energy to reach the top of the

activation energy barrier before the reaction can occur. For

some reactions, EA is modest enough that even at room tem-

perature there is suf cient thermal energy for many of the re-

actant molecules to reach the transition state in a short time.

In most cases, however, EA is so high and the transition state

is reached so rarely that the reaction will hardly proceed at

all. In these cases, the reaction will occur at a noticeable rate

only if the reactants are heated. For example, the reaction of

gasoline and oxygen is exergonic and will occur sponta-

neously, but energy is required for the molecules to reach the

transition state and react. Only when the spark plugs re in

an automobile engine can there be the explosive release of

energy that pushes the pistons. Without a spark, a mixture of

gasoline hydrocarbons and oxygen will not react because the

EA barrier is too high.

How Enzymes Lower the EA Barrier

Proteins, DNA, and other complex molecules of the cell are

rich in free energy and have the potential to decompose

spontaneously; that is, the laws of thermodynamics favor

their breakdown. These molecules persist only because at

temperatures typical for cells, few molecules can make it over

the hump of activation energy. However, the barriers for se-

lected reactions must occasionally be surmounted for cells to

carry out the processes needed for life. Heat speeds a reaction

by allowing reactants to attain the transition state more

often, but this solution would be inappropriate for biological

systems. First, high temperature denatures proteins and kills

cells. Second, heat would speed up all reactions, not just

those that are needed. Instead of heat, organisms use cataly-

sis to speed up reactions.

An enzyme catalyzes a reaction by lowering the EA barrier

(Figure 8.13), enabling the reactant molecules to absorb

enough energy to reach the transition state even at moderate

temperatures. An enzyme cannot change the *G for a reaction;

it cannot make an endergonic reaction exergonic. Enzymes can

only hasten reactions that would eventually occur anyway, but

this function makes it possible for the cell to have a dynamic

metabolism, routing chemicals smoothly through the cell s

metabolic pathways. And because enzymes are very speci c for

the reactions they catalyze, they determine which chemical

processes will be going on in the cell at any particular time.

Substrate Speci city of Enzymes

The reactant an enzyme acts on is referred to as the enzyme s

substrate. The enzyme binds to its substrate (or substrates,

when there are two or more reactants), forming an enzyme-

substrate complex. While enzyme and substrate are

joined, the catalytic action of the enzyme converts the sub-

strate to the product (or products) of the reaction. The overall

process can be summarized as follows:

Enzyme Enzyme- Enzyme 
Substrate(s)   substrate  Product(s)

complex

For example, the enzyme sucrase (most enzyme names end in

-ase) catalyzes the hydrolysis of the disaccharide sucrose into

its two monosaccharides, glucose and fructose (see p. 152):

Sucrase Sucrase- Sucrase 
Sucrose   sucrose-H2O  Glucose 
H2O complex Fructose

The reaction catalyzed by each enzyme is very speci c; an en-

zyme can recognize its speci c substrate even among closely

related compounds. For instance, sucrase will act only on su-

crose and will not bind to other disaccharides, such as malt-

ose. What accounts for this molecular recognition? Recall

that most enzymes are proteins, and proteins are macromol-

ecules with unique three-dimensional con gurations. The

speci city of an enzyme results from its shape, which is a

consequence of its amino acid sequence.

* Figure 8.13 The effect of an enzyme on activation
energy. Without affecting the free-energy change (*G) for a reaction,
an enzyme speeds the reaction by reducing its activation energy (EA).
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Only a restricted region of the enzyme

molecule actually binds to the substrate.

This region, called the active site, is

typically a pocket or groove on the sur-

face of the enzyme where catalysis occurs

(Figure 8.14a). Usually, the active site is

formed by only a few of the enzyme s

amino acids, with the rest of the protein

molecule providing a framework that de-

termines the con guration of the active

site. The speci city of an enzyme is at-

tributed to a compatible t between the

shape of its active site and the shape of

the substrate.

An enzyme is not a stiff structure

locked into a given shape. In fact, re-

cent work by biochemists has shown

clearly that enzymes (and other pro-

teins as well) seem to dance  be-

tween subtly different shapes in a

dynamic equilibrium, with slight dif-

ferences in free energy for each pose.  The shape that best

ts the substrate isn t necessarily the one with the lowest

energy, but during the very short time the enzyme takes

on this shape, its active site can bind to the substrate. It

has been known for more than 50 years that the active site

itself is also not a rigid receptacle for the substrate. As the

substrate enters the active site, the enzyme changes shape

slightly due to interactions between the substrate s chemi-

cal groups and chemical groups on the side chains of the

amino acids that form the active site. This shape change

makes the active site t even more snugly around the sub-

strate (Figure 8.14b). This induced t is like a clasping

handshake. Induced t brings chemical groups of the ac-

tive site into positions that enhance their ability to cat-

alyze the chemical reaction.

Catalysis in the Enzyme s Active Site

In most enzymatic reactions, the substrate is held in the ac-

tive site by so-called weak interactions, such as hydrogen

bonds and ionic bonds. R groups of a few of the amino acids

that make up the active site catalyze the conversion of sub-

strate to product, and the product departs from the active

site. The enzyme is then free to take another substrate mole-

cule into its active site. The entire cycle happens so fast that a

single enzyme molecule typically acts on about a thousand

substrate molecules per second. Some enzymes are much

faster. Enzymes, like other catalysts, emerge from the reaction

in their original form. Therefore, very small amounts of en-

zyme can have a huge metabolic impact by functioning over

and over again in catalytic cycles. Figure 8.15 shows a cat-

alytic cycle involving two substrates and two products.

Most metabolic reactions are reversible, and an enzyme can

catalyze either the forward or the reverse reaction, depending

on which direction has a negative *G. This in turn depends

mainly on the relative concentrations of reactants and prod-

ucts. The net effect is always in the direction of equilibrium.

Enzymes use a variety of mechanisms that lower activation

energy and speed up a reaction (see Figure 8.15, step ).

First, in reactions involving two or more reactants, the active

site provides a template on which the substrates can come to-

gether in the proper orientation for a reaction to occur be-

tween them. Second, as the active site of an enzyme clutches

the bound substrates, the enzyme may stretch the substrate

molecules toward their transition-state form, stressing and

bending critical chemical bonds that must be broken during

the reaction. Because EA is proportional to the dif culty of

breaking the bonds, distorting the substrate helps it approach

the transition state and thus reduces the amount of free en-

ergy that must be absorbed to achieve that state.

Third, the active site may also provide a microenvironment

that is more conducive to a particular type of reaction than the

solution itself would be without the enzyme. For example, if

the active site has amino acids with acidic R groups, the active

site may be a pocket of low pH in an otherwise neutral cell. In

such cases, an acidic amino acid may facilitate H* transfer to

the substrate as a key step in catalyzing the reaction.

A fourth mechanism of catalysis is the direct participation

of the active site in the chemical reaction. Sometimes this

process even involves brief covalent bonding between the

substrate and the side chain of an amino acid of the enzyme.

Subsequent steps of the reaction restore the side chains to

their original states, so that the active site is the same after

the reaction as it was before.

3

(a)

Substrate

Active site

Enzyme-substrate
complex

Enzyme

In this computer graphic model, the active 
site of this enzyme (hexokinase, shown in 
blue) forms a groove on its surface. Its 
substrate is glucose (red). 

(b) When the substrate enters the active site, it 
forms weak bonds with the enzyme, 
inducing a change in the shape of the 
protein. This change allows additional weak 
bonds to form, causing the active site to 
enfold the substrate and hold it in place.

* Figure 8.14 Induced t between an enzyme and its substrate.
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* Figure 8.15 The
active site and catalytic
cycle of an enzyme. An
enzyme can convert one or
more reactant molecules to
one or more product
molecules. The enzyme
shown here converts two
substrate molecules to two
product molecules.

Enzyme-substrate
complex

Substrates

Enzyme

Products

      Products are
released.

5

Active
site is

available
for two new

substrate
molecules.

 

6

     Substrates enter active site; enzyme
changes shape such that its active site
enfolds the substrates (induced fit).

1

     Substrates are held
in active site by weak
interactions, such as
hydrogen bonds and
ionic bonds.

2

     Substrates are
converted to
products.

4

     Active site can lower EA
and speed up a reaction by
 acting as a template for

   substrate orientation,
 stressing the substrates

   and stabilizing the
   transition state,
 providing a favorable

   microenvironment, and/or
 participating directly in the

   catalytic reaction.

3

The rate at which a particular amount of enzyme converts

substrate to product is partly a function of the initial concen-

tration of the substrate: The more substrate molecules that are

available, the more frequently they access the active sites of

the enzyme molecules. However, there is a limit to how fast

the reaction can be pushed by adding more substrate to a xed

concentration of enzyme. At some point, the concentration of

substrate will be high enough that all enzyme molecules have

their active sites engaged. As soon as the product exits an ac-

tive site, another substrate molecule enters. At this substrate

concentration, the enzyme is said to be saturated, and the rate

of the reaction is determined by the speed at which the active

site converts substrate to product. When an enzyme popula-

tion is saturated, the only way to increase the rate of product

formation is to add more enzyme. Cells often increase the rate

of a reaction by producing more enzyme molecules.

Effects of Local Conditions on Enzyme Activity

The activity of an enzyme how ef ciently the enzyme

functions is affected by general environmental factors, such

as temperature and pH. It can also be affected by chemicals

that speci cally in uence that enzyme. In fact, researchers

have learned much about enzyme function by employing

such chemicals.

Effects of Temperature and pH

Recall from Chapter 5 that the three-dimensional structures

of proteins are sensitive to their environment. As a conse-

quence, each enzyme works better under some conditions

than under other conditions, because these optimal conditions

favor the most active shape for the enzyme molecule.

Temperature and pH are environmental factors important

in the activity of an enzyme. Up to a point, the rate of an en-

zymatic reaction increases with increasing temperature,

partly because substrates collide with active sites more fre-

quently when the molecules move rapidly. Above that tem-

perature, however, the speed of the enzymatic reaction drops

sharply. The thermal agitation of the enzyme molecule dis-

rupts the hydrogen bonds, ionic bonds, and other weak in-

teractions that stabilize the active shape of the enzyme, and

the protein molecule eventually denatures. Each enzyme has

an optimal temperature at which its reaction rate is greatest.

Without denaturing the enzyme, this temperature allows the

greatest number of molecular collisions and the fastest con-

version of the reactants to product molecules. Most human

enzymes have optimal temperatures of about 35 40 C (close

to human body temperature). The thermophilic bacteria that

live in hot springs contain enzymes with optimal tempera-

tures of 70 C or higher (Figure 8.16a on the next page).
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* Figure 8.16 Environmental factors affecting enzyme
activity. Each enzyme has an optimal (a) temperature and (b) pH that
favor the most active shape of the protein molecule.

Given that a mature lysosome has an internal pH of
around 4.5, draw a curve in (b) showing what you would predict for a
lysosomal enzyme, labeling its optimal pH.

DRAW IT
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(a) Optimal temperature for two enzymes

(b) Optimal pH for two enzymes
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(a) Normal binding

(b) Competitive inhibition

(c) Noncompetitive inhibition

Substrate

Active site

Enzyme

Competitive
inhibitor

Noncompetitive inhibitor

A substrate can
bind normally to the

active site of an
enzyme.

A competitive
inhibitor mimics the

substrate, competing
for the active site.

A noncompetitive 
inhibitor binds to the 

enzyme away from 
the active site, 

altering the shape of 
the enzyme so that 

even if the substrate 
can bind, the active 

site functions 
less effectively.

+ Figure 8.17 Inhibition of enzyme activity.

Just as each enzyme has an optimal temperature, it also

has a pH at which it is most active. The optimal pH values for

most enzymes fall in the range of pH 6 8, but there are ex-

ceptions. For example, pepsin, a digestive enzyme in the

human stomach, works best at pH 2. Such an acidic environ-

ment denatures most enzymes, but pepsin is adapted to

maintain its functional three-dimensional structure in the

acidic environment of the stomach. In contrast, trypsin, a di-

gestive enzyme residing in the alkaline environment of the

human intestine, has an optimal pH of 8 and would be dena-

tured in the stomach (Figure 8.16b).

Cofactors

Many enzymes require nonprotein helpers for catalytic activ-

ity. These adjuncts, called cofactors, may be bound tightly

to the enzyme as permanent residents, or they may bind

loosely and reversibly along with the substrate. The cofactors

of some enzymes are inorganic, such as the metal atoms zinc,

iron, and copper in ionic form. If the cofactor is an organic

molecule, it is more speci cally called a coenzyme. Most vi-

tamins are important in nutrition because they act as coen-

zymes or raw materials from which coenzymes are made.

Cofactors function in various ways, but in all cases where they

are used, they perform a crucial chemical function in cataly-

sis. You ll encounter examples of cofactors later in the book.

Enzyme Inhibitors

Certain chemicals selectively inhibit the action of speci c en-

zymes, and we have learned a lot about enzyme function by

studying the effects of these molecules. If the inhibitor at-

taches to the enzyme by covalent bonds, inhibition is usually

irreversible.

Many enzyme inhibitors, however, bind to the enzyme by

weak interactions, in which case inhibition is reversible. Some

reversible inhibitors resemble the normal substrate molecule

and compete for admission into the active site (Figure 8.17a

and b). These mimics, called competitive inhibitors, reduce
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the productivity of enzymes by blocking substrates from enter-

ing active sites. This kind of inhibition can be overcome by in-

creasing the concentration of substrate so that as active sites

become available, more substrate molecules than inhibitor

molecules are around to gain entry to the sites.

In contrast, noncompetitive inhibitors do not directly

compete with the substrate to bind to the enzyme at the ac-

tive site (Figure 8.17c). Instead, they impede enzymatic reac-

tions by binding to another part of the enzyme. This

interaction causes the enzyme molecule to change its shape

in such a way that the active site becomes less effective at cat-

alyzing the conversion of substrate to product.

Toxins and poisons are often irreversible enzyme in-

hibitors. An example is sarin, a nerve gas that caused the

death of several people and injury to many others when it

was released by terrorists in the Tokyo subway in 1995. This

small molecule binds covalently to the R group on the amino

acid serine, which is found in the active site of acetyl-

cholinesterase, an enzyme important in the nervous system.

Other examples include the pesticides DDT and parathion,

inhibitors of key enzymes in the nervous system. Finally,

many antibiotics are inhibitors of speci c enzymes in bacte-

ria. For instance, penicillin blocks the active site of an en-

zyme that many bacteria use to make their cell walls.

Citing enzyme inhibitors that are metabolic poisons may

give the impression that enzyme inhibition is generally ab-

normal and harmful. In fact, molecules naturally present in

the cell often regulate enzyme activity by acting as inhibitors.

Such regulation selective inhibition is essential to the con-

trol of cellular metabolism, as we will discuss in Concept 8.5.

The Evolution of Enzymes

Thus far, biochemists have discovered and

named more than 4,000 different enzymes in various species,

and this list probably represents the tip of the proverbial ice-

berg. How did this grand profusion of enzymes arise? Recall

that most enzymes are proteins, and proteins are encoded by

genes. A permanent change in a gene, known as a mutation,

can result in a protein with one or more changed amino

acids. In the case of an enzyme, if the changed amino acids

are in the active site or some other crucial region, the altered

enzyme might have a novel activity or might bind to a differ-

ent substrate. Under environmental conditions where the

new function bene ts the organism, natural selection would

tend to favor the mutated form of the gene, causing it to per-

sist in the population. This simpli ed model is generally ac-

cepted as the main way in which the multitude of different

enzymes arose over the past few billion years of life s history.

Data supporting this model have been collected by re-

searchers using a lab procedure that mimics evolution in natu-

ral populations. One group tested whether the function of an

enzyme called *-galactosidase could change over time in popu-

lations of the bacterium Escherichia coli (E. coli). *-galactosidase

EVOLUTION

breaks down the disaccharide lactose into the simple sugars glu-

cose and galactose. Using molecular techniques, the researchers

introduced random mutations into E. coli genes and then tested

the bacteria for their ability to break down a slightly different

disaccharide (one that has the sugar fucose in place of galac-

tose). They selected the mutant bacteria that could do this best

and exposed them to another round of mutation and selection.

After seven rounds, the evolved  enzyme bound the new sub-

strate several hundred times more strongly, and broke it down

10 to 20 times more quickly, than did the original enzyme.

The researchers found that six amino acids had changed

in the enzyme altered in this experiment. Two of these

changed amino acids were in the active site, two were nearby,

and two were on the surface of the protein (Figure 8.18).

This experiment and others like it strengthen the notion that

a few changes can indeed alter enzyme function.

* Figure 8.18 Mimicking evolution of an enzyme with a
new function. After seven rounds of mutation and selection in a lab,
the enzyme *-galactosidase evolved into an enzyme specialized for
breaking down a sugar different from lactose. This ribbon model shows
one subunit of the altered enzyme; six amino acids were different.

Two changed amino acids were
found near the active site.

Active site

Two changed amino acids 
were found in the active site.

Two changed amino acids 
were found on the surface.

C O N C E P T  C H E C K  8.4

1. Many spontaneous reactions occur very slowly. Why

don t all spontaneous reactions occur instantly?

2. Why do enzymes act only on very speci c substrates?

3. Malonate is an inhibitor of the enzyme

succinate dehydrogenase. How would you determine

whether malonate is a competitive or noncompetitive

inhibitor?

4. In nature, what conditions

could lead to natural selection favoring bacteria with

enzymes that could break down the fucose-containing

disaccharide discussed above? See the discussion of

natural selection in Concept 1.2, pages 14 16.

For suggested answers, see Appendix A.

MAKE CONNECTIONS

WHAT IF?
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Allosteric enyzme
with four subunits

Active form Stabilized active form

Inactive form

Inactive form

Stabilized inactive
form

Stabilized active
form

Regulatory
site (one
of four)

Activator

Inhibitor

Substrate

Active site
(one of four)

Non-
functional
active site

Oscillation

Allosteric activator
stabilizes active form.

Binding of one substrate molecule to
active site of one subunit locks all
subunits in active conformation.

Allosteric inhibitor
stabilizes inactive form.

(a) Allosteric activators and inhibitors

(b) Cooperativity: another type of allosteric activation

At low concentrations, activators and inhibitors dissociate from the 
enzyme. The enzyme can then oscillate again.

The inactive form shown on the left oscillates with the active form 
when the active form is not stabilized by substrate.

* Figure 8.19 Allosteric regulation of enzyme activity.CON C E P T 8.5
Regulation of enzyme activity
helps control metabolism

Chemical chaos would result if all of a cell s metabolic path-

ways were operating simultaneously. Intrinsic to life s pro-

cesses is a cell s ability to tightly regulate its metabolic

pathways by controlling when and where its various en-

zymes are active. It does this either by switching on and off

the genes that encode speci c enzymes (as we will discuss in

Unit Three) or, as we discuss here, by regulating the activity

of enzymes once they are made.

Allosteric Regulation of Enzymes

In many cases, the molecules that naturally regulate enzyme

activity in a cell behave something like reversible noncom-

petitive inhibitors (see Figure 8.17c): These regulatory mol-

ecules change an enzyme s shape and the functioning of its

active site by binding to a site elsewhere on the molecule, via

noncovalent interactions. Allosteric regulation is the

term used to describe any case in which a protein s function

at one site is affected by the binding of a regulatory molecule

to a separate site. It may result in either inhibition or stimula-

tion of an enzyme s activity.

Allosteric Activation and Inhibition

Most enzymes known to be allosterically regulated are con-

structed from two or more subunits, each composed of a

polypeptide chain with its own active site. The entire com-

plex oscillates between two different shapes, one catalytically

active and the other inactive (Figure 8.19a). In the simplest

kind of allosteric regulation, an activating or inhibiting regu-

latory molecule binds to a regulatory site (sometimes called

an allosteric site), often located where subunits join. The

binding of an activator to a regulatory site stabilizes the shape

that has functional active sites, whereas the binding of an

inhibitor stabilizes the inactive form of the enzyme. The sub-

units of an allosteric enzyme t together in such a way that a

shape change in one subunit is transmitted to all others.

Through this interaction of subunits, a single activator or in-

hibitor molecule that binds to one regulatory site will affect

the active sites of all subunits.

Fluctuating concentrations of regulators can cause a so-

phisticated pattern of response in the activity of cellular en-

zymes. The products of ATP hydrolysis (ADP and i), for

example, play a complex role in balancing the ow of traf c

between anabolic and catabolic pathways by their effects on

key enzymes. ATP binds to several catabolic enzymes alloster-

ically, lowering their af nity for substrate and thus inhibiting

their activity. ADP, however, functions as an activator of the

same enzymes. This is logical because catabolism functions

P

in regenerating ATP. If ATP production lags behind its use,

ADP accumulates and activates the enzymes that speed up

catabolism, producing more ATP. If the supply of ATP exceeds

demand, then catabolism slows down as ATP molecules accu-

mulate and bind to the same enzymes, inhibiting them.

(You ll see speci c examples of this type of regulation when
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you learn about cellular respiration in the next chapter.) ATP,

ADP, and other related molecules also affect key enzymes in

anabolic pathways. In this way, allosteric enzymes control

the rates of important reactions in both sorts of metabolic

pathways.

In another kind of allosteric activation, a substrate mol-

ecule binding to one active site in a multisubunit enzyme

triggers a shape change in all the subunits, thereby increasing

catalytic activity at the other active sites (Figure 8.19b). Called

cooperativity, this mechanism ampli es the response of

enzymes to substrates: One substrate molecule primes an en-

zyme to act on additional substrate molecules more readily.

Cooperativity is considered allosteric  regulation because

binding of the substrate to one active site affects catalysis in

another active site.

Although the vertebrate oxygen transport protein hemo-

globin is not an enzyme, classic studies of cooperative bind-

ing in this protein have elucidated the principle of

cooperativity. Hemoglobin is made up of four subunits, each

of which has an oxygen-binding site (see Figure 5.20). The

binding of an oxygen molecule to one binding site increases

the af nity for oxygen of the remaining binding sites. Thus,

where oxygen is at high levels, such as in the lungs or gills,

hemoglobin s af nity for oxygen increases as more binding

sites are lled. In oxygen-deprived tissues, however, the re-

lease of each oxygen molecule decreases the oxygen af nity

of the other binding sites, resulting in the release of oxygen

where it is most needed. Cooperativity works similarly in

multisubunit enzymes that have been studied.

Identi cation of Allosteric Regulators

Although allosteric regulation is probably quite widespread, rel-

atively few of the many known metabolic enzymes have been

shown to be regulated in this way. Allosteric regulatory mol-

ecules are hard to characterize, in part because they tend to bind

the enzyme at low af nity and are therefore hard to isolate. Re-

cently, however, pharmaceutical companies have turned their

attention to allosteric regulators. These molecules are attractive

drug candidates for enzyme regulation because they exhibit

higher speci city for particular enzymes than do inhibitors that

bind to the active site. (An active site may be similar to the ac-

tive site in another, related enzyme, whereas allosteric regula-

tory sites appear to be quite distinct between enzymes.)

Figure 8.20 describes a search for allosteric regulators, car-

ried out as a collaboration between researchers at the Univer-

sity of California at San Francisco and a company called

Sunesis Pharmaceuticals. The study was designed to nd al-

losteric inhibitors of caspases, protein-digesting enzymes that

play an active role in in ammation and cell death. (You ll

learn more about caspases and cell death in Chapter 11.) By

speci cally regulating these enzymes, we may be able to better

manage inappropriate in ammatory responses, such as those

commonly seen in vascular and neurodegenerative diseases.

* Figure 8.20 INQUIRY

Are there allosteric inhibitors of caspase enzymes?

EXPERIMENT In an effort to identify allosteric inhibitors of caspases,
Justin Scheer and co-workers screened close to 8,000 compounds for
their ability to bind to a possible allosteric binding site in caspase 1 and in-
hibit the enzymes activity. Each compound was designed to form a disul-
de bond with a cysteine near the site in order to stabilize the low-af nity

interaction that is expected of an allosteric inhibitor. As the caspases are
known to exist in both active and inactive forms, the researchers hypothe-
sized that this linkage might lock the enzyme in the inactive form.

Caspase 1 Active
site

Allosteric
binding site
 Allosteric

inhibitor

Substrate

Known active form

Known inactive form Hypothesis: allosteric
inhibitor locks enzyme
in inactive form

SH

SH
S S

Active form can
bind substrate

SH

Caspase 1

Inhibitor

Active form Allosterically
inhibited form

Inactive form

To test this model, X-ray diffraction analysis was used to determine the
structure of caspase 1 when bound to one of the inhibitors and to com-
pare it with the active and inactive structures.

RESULTS Fourteen compounds were identi ed that could bind to the
proposed allosteric site (red) of caspase 1 and block enzymatic activity.
The enzyme s shape when one such inhibitor was bound resembled the
inactive caspase 1 more than the active form.

CONCLUSION That particular inhibitory compound apparently locks
the enzyme in its inactive form, as expected for a true allosteric regula-
tor. The data therefore support the existence of an allosteric inhibitory
site on caspase 1 that can be used to control enzymatic activity.

SOURCE J. M. Scheer et al., A common allosteric site and mechanism in
caspases, Proceedings of the National Academy of Sciences 103:
7595 7600 (2006).

As a control, the researchers broke the disul de linkage
between one of the inhibitors and the caspase. Assuming that the ex-
perimental solution contains no other inhibitors, how would you expect
the caspase 1 activity to be affected?

WHAT IF?
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Active site
available

Isoleucine
used up by
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Isoleucine
binds to
allosteric
site.

Initial 
substrate
(threonine)

Threonine
in active site

Enzyme 1
(threonine
deaminase)

Active site 
of enzyme 1
is no longer
able to cata-
lyze the
conversion
of threonine
to interme-
diate A;
pathway is
switched off.

End product
(isoleucine)

Intermediate A

Intermediate B

Enzyme 2

Intermediate C

Enzyme 3

Enzyme 4

Intermediate D

Enzyme 5

Feedback

inhibition

* Figure 8.21 Feedback inhibition in isoleucine synthesis.

* Figure 8.22 Organelles and structural order in
metabolism. Organelles such as the mitochondrion (TEM) contain
enzymes that carry out speci c functions, in this case cellular respiration.

Mitochondria

1 *m

The matrix contains 
enzymes in solution that 
are involved in one stage 

of cellular respiration.

Enzymes for another 
stage of cellular 

respiration are
embedded in the 
inner membrane.

C O N C E P T  C H E C K  8.5

1. How do an activator and an inhibitor have different

effects on an allosterically regulated enzyme?

2. Imagine you are a pharmacological re-

searcher who wants to design a drug that inhibits a

particular enzyme. Upon reading the scienti c litera-

ture, you nd that the enzyme s active site is similar

to that of several other enzymes. What might be a

good approach to developing your inhibitor drug?

For suggested answers, see Appendix A.

WHAT IF?

sequence of reactions, with the product from the rst en-

zyme becoming the substrate for an adjacent enzyme in the

complex, and so on, until the end product is released. Some

enzymes and enzyme complexes have xed locations within

the cell and act as structural components of particular mem-

branes. Others are in solution within particular membrane-

enclosed eukaryotic organelles, each with its own internal

chemical environment. For example, in eukaryotic cells, the

enzymes for cellular respiration reside in speci c locations

within mitochondria (Figure 8.22).

In this chapter, you have learned that metabolism, the in-

tersecting set of chemical pathways characteristic of life, is a

choreographed interplay of thousands of different kinds of cel-

lular molecules. In the next chapter, we explore cellular respi-

ration, the major catabolic pathway that breaks down organic

molecules, releasing energy for the crucial processes of life.

Feedback Inhibition

When ATP allosterically inhibits an enzyme in an ATP-

generating pathway, as we discussed earlier, the result is feed-

back inhibition, a common mode of metabolic control. In

feedback inhibition, a metabolic pathway is switched off by

the inhibitory binding of its end product to an enzyme that

acts early in the pathway. Figure 8.21 shows an example of this

control mechanism operating on an anabolic pathway. Certain

cells use this ve-step pathway to synthesize the amino acid

isoleucine from threonine, another amino acid. As isoleucine

accumulates, it slows down its own synthesis by allosterically

inhibiting the enzyme for the rst step of the pathway. Feed-

back inhibition thereby prevents the cell from wasting chemi-

cal resources by making more isoleucine than is necessary.

Speci c Localization of Enzymes Within the Cell

The cell is not just a bag of chemicals with thousands of dif-

ferent kinds of enzymes and substrates in a random mix. The

cell is compartmentalized, and cellular structures help bring

order to metabolic pathways. In some cases, a team of en-

zymes for several steps of a metabolic pathway are assembled

into a multienzyme complex. The arrangement facilitates the
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SUMMARY OF KEY CONCEPTS

C O N C E P T  8.1
An organism s metabolism transforms matter and energy,
subject to the laws of thermodynamics (pp. 142 145)

Metabolism is the collection of chemical reactions that occur

in an organism. Enzymes catalyze reactions in intersecting

metabolic pathways, which may be catabolic (breaking

down molecules, releasing energy) or anabolic (building mol-

ecules, consuming energy).

Energy is the capacity to cause change; some forms of energy

do work by moving matter. Kinetic energy is associated with

motion and includes thermal energy (heat) associated with

random motion of atoms or molecules. Potential energy is

related to the location or structure of matter and includes

chemical energy possessed by a molecule due to its structure.

The rst law of thermodynamics, conservation of energy,

states that energy cannot be created or destroyed, only trans-

ferred or transformed. The second law of thermodynamics

states that spontaneous processes, those requiring no outside

input of energy, increase the entropy (disorder) of the universe.

Explain how the highly ordered structure of a cell does not con-
ict with the second law of thermodynamics.

C O N C E P T  8.2
The free-energy change of a reaction tells us whether or not
the reaction occurs spontaneously (pp. 146 149)

A living system s free energy is energy that can do work under

cellular conditions. The change in free energy (*G) during a bio-

logical process is related directly to enthalpy change (*H) and to

the change in entropy (*S): *G * *H  T*S. Organisms live at the

expense of free energy. During a spontaneous change, free en-

ergy decreases and the stability of a system increases. At maxi-

mum stability, the system is at equilibrium and can do no work.

In an exergonic (spontaneous) chemical reaction, the products

have less free energy than the reactants (+*G). Endergonic

(nonspontaneous) reactions require an input of energy (,*G).

The addition of starting materials and the removal of end prod-

ucts prevent metabolism from reaching equilibrium.

Explain the meaning of each component in the equation for the
change in free energy of a spontaneous chemical reaction. Why
are spontaneous reactions important in the metabolism of a cell?

C O N C E P T  8.3
ATP powers cellular work by coupling exergonic reactions to
endergonic reactions (pp. 149 151)

ATP is the cell s energy shuttle. Hydrolysis of its terminal phos-

phate yields ADP and phosphate and releases free energy.

Through energy coupling, the exergonic process of ATP hy-

drolysis drives endergonic reactions by transfer of a phosphate

group to speci c reactants, forming a phosphorylated inter-

mediate that is more reactive. ATP hydrolysis (sometimes with

protein phosphorylation) also causes changes in the shape and

binding af nities of transport and motor proteins.

Catabolic pathways drive regeneration of ATP from ADP , i.

Describe the ATP cycle: How is ATP used and regenerated in a cell??

P

?

?
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C O N C E P T  8.4
Enzymes speed up metabolic reactions by lowering energy
barriers (pp. 152 157)

In a chemical reaction, the energy necessary to break the bonds

of the reactants is the activation energy, EA.

Enzymes lower the EA barrier:

8 C H A P T E R  R E V I E W

Fr
e
e
 e

n
e
rg

y

Progress of the reaction

Reactants

Products

*G is unaffected
by enzyme

EA
without 
enzyme

Course of
reaction
without
enzyme EA with 

enzyme
is lower

Course of
reaction
with enzyme

Each type of enzyme has a unique active site that combines

speci cally with its substrate(s), the reactant molecule(s) on

which it acts. The enzyme changes shape slightly when it binds

the substrate(s) (induced t).

The active site can lower an EA barrier by orienting substrates

correctly, straining their bonds, providing a favorable microen-

vironment, or even covalently bonding with the substrate.

Each enzyme has an optimal temperature and pH. Inhibitors re-

duce enzyme function. A competitive inhibitor binds to the

active site, whereas a noncompetitive inhibitor binds to a

different site on the enzyme.

Natural selection, acting on organisms with mutant genes en-

coding altered enzymes, is a major evolutionary force responsi-

ble for the diverse array of enzymes found in organisms.

How do both activation energy barriers and enzymes help main-
tain the structural and metabolic order of life?

C O N C E P T  8.5
Regulation of enzyme activity helps control metabolism
(pp. 158 160)

Many enzymes are subject to allosteric regulation: Regula-

tory molecules, either activators or inhibitors, bind to speci c

regulatory sites, affecting the shape and function of the enzyme.

In cooperativity, binding of one substrate molecule can stim-

ulate binding or activity at other active sites. In feedback in-

hibition, the end product of a metabolic pathway allosterically

inhibits the enzyme for a previous step in the pathway.

Some enzymes are grouped into complexes, some are incorpo-

rated into membranes, and some are contained inside or-

ganelles, increasing the ef ciency of metabolic processes.

What roles do allosteric regulation and feedback inhibition play
in the metabolism of a cell??

?
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TEST YOUR UNDERSTANDING

LEVEL 1: KNOWLEDGE/COMPREHENSION

1. Choose the pair of terms that correctly completes this sen-

tence: Catabolism is to anabolism as _______ is to _______.

a. exergonic; spontaneous d. work; energy

b. exergonic; endergonic e. entropy; enthalpy

c. free energy; entropy

2. Most cells cannot harness heat to perform work because

a. heat is not a form of energy.

b. cells do not have much heat; they are relatively cool.

c. temperature is usually uniform throughout a cell.

d. heat can never be used to do work.

e. heat must remain constant during work.

3. Which of the following metabolic processes can occur with-

out a net in ux of energy from some other process?

a. ADP * iS ATP * H2O

b. C6H12O6 * 6 O2S 6 CO2 * 6 H2O

c. 6 CO2 * 6 H2O S C6H12O6 * 6 O2

d. amino acids S protein

e. glucose * fructose S sucrose

4. If an enzyme in solution is saturated with substrate, the most

effective way to obtain a faster yield of products is to

a. add more of the enzyme.

b. heat the solution to 90 C.

c. add more substrate.

d. add an allosteric inhibitor.

e. add a noncompetitive inhibitor.

5. Some bacteria are metabolically active in hot springs because

a. they are able to maintain a lower internal temperature.

b. high temperatures make catalysis unnecessary.

c. their enzymes have high optimal temperatures.

d. their enzymes are completely insensitive to temperature.

e. they use molecules other than proteins or RNAs as their

main catalysts.

LEVEL 2: APPLICATION/ANALYSIS

6. If an enzyme is added to a solution where its substrate and

product are in equilibrium, what will occur?

a. Additional product will be formed.

b. Additional substrate will be formed.

c. The reaction will change from endergonic to exergonic.

d. The free energy of the system will change.

e. Nothing; the reaction will stay at equilibrium.

LEVEL 3: SYNTHESIS/EVALUATION

7. Using a series of arrows, draw the branched

metabolic reaction pathway described by the following state-

ments, and then answer the question at the end. Use red ar-

rows and minus signs to indicate inhibition.

L can form either M or N.

M can form O.

O can form either P or R.

P can form Q.

R can form S.

O inhibits the reaction of L to form M.

Q inhibits the reaction of O to form P.

S inhibits the reaction of O to form R.

Which reaction would prevail if both Q and S were present in

the cell in high concentrations?

a. L SM c. L S N e. R S S

b. M S O d. O S P

DRAW IT

P

8. EVOLUTION CONNECTION

A recent revival of the antievolutionary intelligent design

argument holds that biochemical pathways are too complex

to have evolved, because all intermediate steps in a given

pathway must be present to produce the nal product. Cri-

tique this argument. How could you use the diversity of meta-

bolic pathways that produce the same or similar products to

support your case?

9. SCIENTIFIC INQUIRY

A researcher has developed an assay to measure

the activity of an important enzyme present in liver cells

growing in culture. She adds the enzyme s substrate to a dish

of cells and then measures the appearance of reaction prod-

ucts. The results are graphed as the amount of product on the

y-axis versus time on the x-axis. The researcher notes four sec-

tions of the graph. For a short period of time, no products ap-

pear (section A). Then (section B) the reaction rate is quite

high (the slope of the line is steep). Next, the reaction gradu-

ally slows down (section C). Finally, the graph line becomes

at (section D). Draw and label the graph, and propose a

model to explain the molecular events occurring at each stage

of this reaction pro le.

10. SCIENCE, TECHNOLOGY, AND SOCIETY

Organophosphates (organic compounds containing phos-

phate groups) are commonly used as insecticides to improve

crop yield. Organophosphates typically interfere with nerve

signal transmission by inhibiting the enzymes that degrade

transmitter molecules. They affect humans and other verte-

brates as well as insects. Thus, the use of organophosphate

pesticides poses some health risks. On the other hand, these

molecules break down rapidly upon exposure to air and sun-

light. As a consumer, what level of risk are you willing to ac-

cept in exchange for an abundant and affordable food supply?

11.

Energy Transfer Life requires energy. In a short essay

(100 150 words), describe the basic principles of bioener-

getics in an animal cell. How is the ow and transforma-

tion of energy different in a photosynthesizing cell?

Include the role of ATP and enzymes in your discussion.

For selected answers, see Appendix A.

WRITE ABOUT A THEME

DRAW IT
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* Figure 9.2 Energy ow and chemical recycling in
ecosystems. Energy ows into an ecosystem as sunlight and ultimately
leaves as heat, while the chemical elements essential to life are recycled.

* Figure 9.1 How do these leaves power
the work of life for this chimpanzee?

K E Y  C O N C E P T S

9.1 Catabolic pathways yield energy by oxidizing
organic fuels 

9.2 Glycolysis harvests chemical energy by oxidizing
glucose to pyruvate 

9.3 After pyruvate is oxidized, the citric acid cycle
completes the energy-yielding oxidation of
organic molecules 

9.4 During oxidative phosphorylation, chemiosmosis
couples electron transport to ATP synthesis 

9.5 Fermentation and anaerobic respiration enable
cells to produce ATP without the use of oxygen 

9.6 Glycolysis and the citric acid cycle connect to
many other metabolic pathways 

9

Cellular Respiration
and Fermentation
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ATP

ECOSYSTEM

Light
energy

Photosynthesis
in chloroplasts

Cellular respiration
in mitochondria

Heat
energy

ATP powers 
most cellular work

CO2 + H2O Organic
molecules

 + O2

Visit the Study Area at 
www.masteringbiology.com for 
the BioFlix 3-D Animation on 
The Carbon Cycle.

ANIMATION

O V E R V I E W

Life Is Work

Living cells require transfusions of energy from outside

sources to perform their many tasks for example, assembling

polymers, pumping substances across membranes, moving,

and reproducing. The chimpanzee in Figure 9.1 obtains en-

ergy for its cells by eating plants; some animals feed on other

organisms that eat plants. The energy stored in the organic

molecules of food ultimately comes from the sun. Energy

ows into an ecosystem as sunlight and exits as heat; in con-

trast, the chemical elements essential to life are recycled

(Figure 9.2). Photosynthesis generates oxygen and organic

molecules used by the mitochondria of eukaryotes (including

plants and algae) as fuel for cellular respiration. Respiration

breaks this fuel down, generating ATP. The waste products of

this type of respiration, carbon dioxide and water, are the raw

materials for photosynthesis. In this chapter, we consider how

cells harvest the chemical energy stored in organic molecules

and use it to generate ATP, the molecule that drives most cel-

lular work. After presenting some basics about respiration, we

will focus on three key pathways of respiration: glycolysis, the

citric acid cycle, and oxidative phosphorylation. We ll also

consider fermentation, a somewhat simpler pathway coupled

to glycolysis that has deep evolutionary roots.
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becomes oxidized
(loses electron)

Na + Cl Na+ + Cl

becomes reduced
(gains electron)

becomes oxidized

Xe + Y X + Ye

becomes reduced

CON C E P T 9.1
Catabolic pathways yield energy
by oxidizing organic fuels

As you learned in Chapter 8, metabolic pathways that release

stored energy by breaking down complex molecules are

called catabolic pathways. Electron transfer plays a major role

in these pathways. In this section, we consider these

processes, which are central to cellular respiration.

Catabolic Pathways and Production of ATP

Organic compounds possess potential energy as a result of

the arrangement of electrons in the bonds between their

atoms. Compounds that can participate in exergonic reac-

tions can act as fuels. With the help of enzymes, a cell sys-

tematically degrades complex organic molecules that are rich

in potential energy to simpler waste products that have less

energy. Some of the energy taken out of chemical storage can

be used to do work; the rest is dissipated as heat.

One catabolic process, fermentation, is a partial degra-

dation of sugars or other organic fuel that occurs without the

use of oxygen. However, the most prevalent and ef cient

catabolic pathway is aerobic respiration, in which oxygen

is consumed as a reactant along with the organic fuel (aerobic

is from the Greek aer, air, and bios, life). The cells of most eu-

karyotic and many prokaryotic organisms can carry out aero-

bic respiration. Some prokaryotes use substances other than

oxygen as reactants in a similar process that harvests chemi-

cal energy without oxygen; this process is called anaerobic res-

piration (the pre x an- means without ). Technically, the

term cellular respiration includes both aerobic and anaer-

obic processes. However, it originated as a synonym for aero-

bic respiration because of the relationship of that process to

organismal respiration, in which an animal breathes in oxy-

gen. Thus, cellular respiration is often used to refer to the aero-

bic process, a practice we follow in most of this chapter.

Although very different in mechanism, aerobic respiration

is in principle similar to the combustion of gasoline in an au-

tomobile engine after oxygen is mixed with the fuel (hydro-

carbons). Food provides the fuel for respiration, and the

exhaust is carbon dioxide and water. The overall process can

be summarized as follows:

Organic Carbon
compounds

OxygenS
dioxide

Water Energy

Although carbohydrates, fats, and proteins can all be

processed and consumed as fuel, it is helpful to learn the

steps of cellular respiration by tracking the degradation of the

sugar glucose (C6H12O6):

C6H12O6  6 O2S 6 CO2  6 H2O  Energy (ATP  heat)

Glucose is the fuel that cells most often use; we will discuss

other organic molecules contained in foods later in the chapter.

This breakdown of glucose is exergonic, having a free-

energy change of 686 kcal (2,870 kJ) per mole of glucose

decomposed (*G 686 kcal/mol). Recall that a negative *G

indicates that the products of the chemical process store less

energy than the reactants and that the reaction can happen

spontaneously in other words, without an input of energy.

Catabolic pathways do not directly move agella, pump

solutes across membranes, polymerize monomers, or perform

other cellular work. Catabolism is linked to work by a chemi-

cal drive shaft ATP, which you learned about in Chapter 8.

To keep working, the cell must regenerate its supply of ATP

from ADP and i (see Figure 8.11). To understand how cellu-

lar respiration accomplishes this, let s examine the fundamen-

tal chemical processes known as oxidation and reduction.

Redox Reactions: Oxidation and Reduction

How do the catabolic pathways that decompose glucose and

other organic fuels yield energy? The answer is based on the

transfer of electrons during the chemical reactions. The relo-

cation of electrons releases energy stored in organic mol-

ecules, and this energy ultimately is used to synthesize ATP.

The Principle of Redox

In many chemical reactions, there is a transfer of one or more

electrons (e ) from one reactant to another. These electron

transfers are called oxidation-reduction reactions, or redox

reactions for short. In a redox reaction, the loss of electrons

from one substance is called oxidation, and the addition of

electrons to another substance is known as reduction. (Note

that adding electrons is called reduction; negatively charged

electrons added to an atom reduce the amount of positive

charge of that atom.) To take a simple, nonbiological exam-

ple, consider the reaction between the elements sodium (Na)

and chlorine (Cl) that forms table salt:

P

In the generalized reaction, substance Xe , the electron

donor, is called the reducing agent; it reduces Y, which ac-

cepts the donated electron. Substance Y, the electron accep-

tor, is the oxidizing agent; it oxidizes Xe by removing its

electron. Because an electron transfer requires both a donor

and an acceptor, oxidation and reduction always go together.

Not all redox reactions involve the complete transfer of

electrons from one substance to another; some change the de-

gree of electron sharing in covalent bonds. The reaction

We could generalize a redox reaction this way:
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* Figure 9.3 Methane combustion as an energy-yielding
redox reaction. The reaction releases energy to the surroundings
because the electrons lose potential energy when they end up being shared
unequally, spending more time near electronegative atoms such as oxygen.

C

H

H

H H O O O C O H O H

Methane
(reducing

agent)

CH4 2 O2 CO2 Energy+ 2 H2O++

Oxygen
(oxidizing

agent)

Reactants Products

becomes oxidized

becomes reduced

Carbon dioxide Water

becomes oxidized

C6H12O6 6 O2 6 CO2 6 H2O+ + Energy+

becomes reduced

between methane and oxygen, shown in Figure 9.3, is an ex-

ample. As explained in Chapter 2, the covalent electrons in

methane are shared nearly equally between the bonded atoms

because carbon and hydrogen have about the same af nity for

valence electrons; they are about equally electronegative. But

when methane reacts with oxygen, forming carbon dioxide,

electrons end up shared less equally between the carbon atom

and its new covalent partners, the oxygen atoms, which are

very electronegative. In effect, the carbon atom has partially

lost  its shared electrons; thus, methane has been oxidized.

Now let s examine the fate of the reactant O2. The two

atoms of the oxygen molecule (O2) share their electrons

equally. But when oxygen reacts with the hydrogen from

methane, forming water, the electrons of the covalent bonds

spend more time near the oxygen (see Figure 9.3). In effect,

each oxygen atom has partially gained  electrons, so the oxy-

gen molecule has been reduced. Because oxygen is so electro-

negative, it is one of the most potent of all oxidizing agents.

Energy must be added to pull an electron away from an

atom, just as energy is required to push a ball uphill. The

more electronegative the atom (the stronger its pull on elec-

trons), the more energy is required to take an electron away

from it. An electron loses potential energy when it shifts

from a less electronegative atom toward a more electronega-

tive one, just as a ball loses potential energy when it rolls

downhill. A redox reaction that moves electrons closer to

oxygen, such as the burning (oxidation) of methane, there-

fore releases chemical energy that can be put to work.

Oxidation of Organic Fuel Molecules

During Cellular Respiration

The oxidation of methane by oxygen is the main combustion

reaction that occurs at the burner of a gas stove. The combus-

tion of gasoline in an automobile engine is also a redox reac-

tion; the energy released pushes the pistons. But the

energy-yielding redox process of greatest interest to biologists

is respiration: the oxidation of glucose and other molecules

in food. Examine again the summary equation for cellular

respiration, but this time think of it as a redox process:

As in the combustion of methane or gasoline, the fuel (glu-

cose) is oxidized and oxygen is reduced. The electrons lose

potential energy along the way, and energy is released.

In general, organic molecules that have an abundance of

hydrogen are excellent fuels because their bonds are a source

of hilltop  electrons, whose energy may be released as these

electrons fall  down an energy gradient when they are trans-

ferred to oxygen. The summary equation for respiration indi-

cates that hydrogen is transferred from glucose to oxygen. But

the important point, not visible in the summary equation, is

that the energy state of the electron changes as hydrogen

(with its electron) is transferred to oxygen. In respiration, the

oxidation of glucose transfers electrons to a lower energy state,

liberating energy that becomes available for ATP synthesis.

The main energy-yielding foods, carbohydrates and fats,

are reservoirs of electrons associated with hydrogen. Only the

barrier of activation energy holds back the ood of electrons

to a lower energy state (see Figure 8.12). Without this barrier,

a food substance like glucose would combine almost instan-

taneously with O2. If we supply the activation energy by ig-

niting glucose, it burns in air, releasing 686 kcal (2,870 kJ) of

heat per mole of glucose (about 180 g). Body temperature is

not high enough to initiate burning, of course. Instead, if

you swallow some glucose, enzymes in your cells will lower

the barrier of activation energy, allowing the sugar to be oxi-

dized in a series of steps.

Stepwise Energy Harvest via NAD*

and the Electron Transport Chain

If energy is released from a fuel all at once, it cannot be har-

nessed ef ciently for constructive work. For example, if a

gasoline tank explodes, it cannot drive a car very far. Cellular

respiration does not oxidize glucose in a single explosive step

either. Rather, glucose and other organic fuels are broken

down in a series of steps, each one catalyzed by an enzyme.

At key steps, electrons are stripped from the glucose. As is

often the case in oxidation reactions, each electron travels

with a proton thus, as a hydrogen atom. The hydrogen

atoms are not transferred directly to oxygen, but instead are

usually passed rst to an electron carrier, a coenzyme called

NAD
* (nicotinamide adenine dinucleotide, a derivative of

the vitamin niacin). NAD* is well suited as an electron carrier

because it can cycle easily between oxidized (NAD*) and re-

duced (NADH) states. As an electron acceptor, NAD* func-

tions as an oxidizing agent during respiration.

How does NAD* trap electrons from glucose and other or-

ganic molecules? Enzymes called dehydrogenases remove a
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O
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+
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O

C

H

N

H

NADH

Oxidation of NADH

Reduction of NAD+

Dehydrogenase

+

H OH + NAD+ O + NADH + H+
Dehydrogenase

CC

pair of hydrogen atoms (2 electrons and 2 protons) from the

substrate (glucose, in this example), thereby oxidizing it. The

enzyme delivers the 2 electrons along with 1 proton to its

coenzyme, NAD* (Figure 9.4). The other proton is released

as a hydrogen ion (H*) into the surrounding solution:

By receiving 2 negatively charged electrons but only 1 posi-

tively charged proton, NAD* has its charge neutralized when

it is reduced to NADH. The name NADH

shows the hydrogen that has been re-

ceived in the reaction. NAD* is the

most versatile electron acceptor in cellu-

lar respiration and functions in several

of the redox steps during the break-

down of glucose.

Electrons lose very little of their po-

tential energy when they are transferred

from glucose to NAD*. Each NADH

molecule formed during respiration

represents stored energy that can be

tapped to make ATP when the electrons

complete their fall  down an energy

gradient from NADH to oxygen.

How do electrons that are extracted

from glucose and stored as potential en-

ergy in NADH nally reach oxygen? It

will help to compare the redox chem-

istry of cellular respiration to a much

simpler reaction: the reaction between

hydrogen and oxygen to form water

(Figure 9.5a). Mix H2 and O2, provide a

spark for activation energy, and the

gases combine explosively. In fact, combustion of liquid H2

and O2 is harnessed to power the main engines of the space

shuttle after it is launched, boosting it into orbit. The explo-

sion represents a release of energy as the electrons of hydrogen

fall  closer to the electronegative oxygen atoms. Cellular res-

piration also brings hydrogen and oxygen together to form

water, but there are two important differences. First, in cellular

respiration, the hydrogen that reacts with oxygen is derived

from organic molecules rather than H2. Second, instead of

occurring in one explosive reaction, respiration uses an

+ Figure 9.4 NAD* as an electron shuttle. The full name for
NAD*, nicotinamide adenine dinucleotide, describes its structure: The
molecule consists of two nucleotides joined together at their phosphate
groups (shown in yellow). (Nicotinamide is a nitrogenous base, although
not one that is present in DNA or RNA; see Figure 5.26.) The enzymatic
transfer of 2 electrons and 1 proton (H*) from an organic molecule in food
to NAD* reduces the NAD* to NADH; the second proton (H*) is released.
Most of the electrons removed from food are transferred initially to NAD*.

* Figure 9.5 An introduction to electron transport chains. (a) The one-step exergonic
reaction of hydrogen with oxygen to form water releases a large amount of energy in the form of
heat and light: an explosion. (b) In cellular respiration, the same reaction occurs in stages: An
electron transport chain breaks the fall  of electrons in this reaction into a series of smaller steps
and stores some of the released energy in a form that can be used to make ATP. (The rest of the
energy is released as heat.)
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Visit the Study Area at
www.masteringbiology.com for
the BioFlix 3-D Animation on
Cellular Respiration.

ANIMATION

Glycolysis (color-coded teal throughout the chapter)1.

Pyruvate oxidation and the citric acid cycle 

(color-coded salmon)

2.

Oxidative phosphorylation: electron transport and

chemiosmosis (color-coded violet)

3.

* Figure 9.6 An overview of cellular
respiration. During glycolysis, each glucose
molecule is broken down into two molecules of
the compound pyruvate. In eukaryotic cells, as
shown here, the pyruvate enters the
mitochondrion. There it is oxidized to acetyl
CoA, which is further oxidized to CO2 in the
citric acid cycle. NADH and a similar electron
carrier, a coenzyme called FADH2, transfer
electrons derived from glucose to electron
transport chains, which are built into the inner
mitochondrial membrane. (In prokaryotes, the
electron transport chains are located in the
plasma membrane.) During oxidative
phosphorylation, electron transport chains
convert the chemical energy to a form used for
ATP synthesis in the process called chemiosmosis.

Glycolysis Citric
acid
cycle

Oxidative
phosphorylation

Substrate-level
phosphorylation

Substrate-level
phosphorylation

Glucose Pyruvate

CYTOSOL MITOCHONDRION

ATPATPATP

Electrons 
carried 

via NADH

Electrons carried
via NADH and

FADH2

Oxidative
phosphorylation:
electron transport

and
chemiosmosis

Pyruvate
oxidation

Acetyl CoA

electron transport chain to break the fall of electrons to oxygen

into several energy-releasing steps (Figure 9.5b). An electron

transport chain consists of a number of molecules, mostly

proteins, built into the inner membrane of the mitochondria of

eukaryotic cells and the plasma membrane of aerobically

respiring prokaryotes. Electrons removed from glucose are

shuttled by NADH to the top,  higher-energy end of the

chain. At the bottom,  lower-energy end, O2 captures these

electrons along with hydrogen nuclei (H*), forming water.

Electron transfer from NADH to oxygen is an exergonic re-

action with a free-energy change of +53 kcal/mol (+222

kJ/mol). Instead of this energy being released and wasted in a

single explosive step, electrons cascade down the chain from

one carrier molecule to the next in a series of redox reactions,

losing a small amount of energy with each step until they -

nally reach oxygen, the terminal electron acceptor, which has

a very great af nity for electrons. Each downhill  carrier is

more electronegative than, and thus capable of oxidizing, its

uphill  neighbor, with oxygen at the bottom of the chain.

Therefore, the electrons removed from glucose by NAD* fall

down an energy gradient in the electron transport chain to a

far more stable location in the electronegative oxygen atom.

Put another way, oxygen pulls electrons down the chain in an

energy-yielding tumble analogous to gravity pulling objects

downhill.

In summary, during cellular respiration, most electrons

travel the following downhill  route: glucose * NADH *

electron transport chain * oxygen. Later in this chapter, you

will learn more about how the cell uses the energy released

from this exergonic electron fall to regenerate its supply of

ATP. For now, having covered the basic redox mechanisms of

cellular respiration, let s look at the entire process by which

energy is harvested from organic fuels.

The Stages of Cellular Respiration: A Preview

The harvesting of energy from glucose by cellular respiration

is a cumulative function of three metabolic stages:

Biochemists usually reserve the term cellular respiration for

stages 2 and 3. We include glycolysis, however, because most

respiring cells deriving energy from glucose use glycolysis to

produce the starting material for the citric acid cycle.

As diagrammed in Figure 9.6, glycolysis and pyruvate oxida-

tion followed by the citric acid cycle are the catabolic pathways

that break down glucose and other organic fuels. Glycolysis,

which occurs in the cytosol, begins the degradation process by

breaking glucose into two molecules of a compound called

pyruvate. In eukaryotes, pyruvate enters the mitochondrion

and is oxidized to a compound called acetyl CoA, which enters

the citric acid cycle. There, the breakdown of glucose to car-

bon dioxide is completed. (In prokaryotes, these processes take

place in the cytosol.) Thus, the carbon dioxide produced by res-

piration represents fragments of oxidized organic molecules.

Some of the steps of glycolysis and the citric acid cycle are

redox reactions in which dehydrogenases transfer electrons

from substrates to NAD*, forming NADH. In the third stage of

respiration, the electron transport chain accepts electrons from

the breakdown products of the rst two stages (most often via

NADH) and passes these electrons from one molecule to an-

other. At the end of the chain, the electrons are combined with

molecular oxygen and hydrogen ions (H*), forming water (see
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Glucose

Energy Investment Phase

Energy Payoff Phase

Net

2 ADP + 2

2 Pyruvate + 2 H2O

Glycolysis Pyruvate
oxidation

Citric
acid
cycle

Oxidative
phosphorylation

ATP ATP ATP

2 ATP used

formed

+ 2 H+

4 ATP

2 NADH

4 ATP formed  2 ATP used

Glucose

 

2 NAD+ +  4 e  + 4 H+

2 Pyruvate + 2 H2O

2 ATP

2 NADH + 2 H+

P

4 ADP + 4 P

2 NAD+ +  4 e  + 4 H+

* Figure 9.8 The energy input and output of glycolysis.

C O N C E P T  C H E C K  9.1

1. Compare and contrast aerobic and anaerobic

respiration.

2. If the following redox reaction occurred,

which compound would be oxidized? Which reduced?

C4H6O5 * NAD** C4H4O5 * NADH * H*

For suggested answers, see Appendix A.

WHAT IF?

Figure 9.5b). The energy released at each step of the chain is

stored in a form the mitochondrion (or prokaryotic cell) can

use to make ATP from ADP. This mode of ATP synthesis is

called oxidative phosphorylation because it is powered by

the redox reactions of the electron transport chain.

In eukaryotic cells, the inner membrane of the mitochon-

drion is the site of electron transport and chemiosmosis, the

processes that together constitute oxidative phosphorylation.

(In prokaryotes, these processes take place in the plasma

membrane.) Oxidative phosphorylation accounts for almost

90% of the ATP generated by respiration. A smaller amount

of ATP is formed directly in a few reactions of glycolysis and

the citric acid cycle by a mechanism called substrate-level

phosphorylation (Figure 9.7). This mode of ATP synthesis

occurs when an enzyme transfers a phosphate group from a

substrate molecule to ADP, rather than adding an inorganic

phosphate to ADP as in oxidative phosphorylation. Sub-

strate molecule  here refers to an organic molecule generated

as an intermediate during the catabolism of glucose.

For each molecule of glucose degraded to carbon dioxide

and water by respiration, the cell makes up to about 32 mol-

ecules of ATP, each with 7.3 kcal/mol of free energy. Respira-

tion cashes in the large denomination of energy banked in a

single molecule of glucose (686 kcal/mol) for the small

change of many molecules of ATP, which is more practical for

the cell to spend on its work.

This preview has introduced you to how glycolysis, the

citric acid cycle, and oxidative phosphorylation t into the

process of cellular respiration. We are now ready to take a

closer look at each of these three stages of respiration.

CON C E P T 9.2
Glycolysis harvests chemical energy
by oxidizing glucose to pyruvate

The word glycolysis means sugar splitting,  and that is exactly

what happens during this pathway. Glucose, a six-carbon

sugar, is split into two three-carbon sugars. These smaller sug-

ars are then oxidized and their remaining atoms rearranged

to form two molecules of pyruvate. (Pyruvate is the ionized

form of pyruvic acid.)

As summarized in Figure 9.8, glycolysis can be divided into

two phases: energy investment and energy payoff. During the

energy investment phase, the cell actually spends ATP. This

investment is repaid with interest during the energy payoff

phase, when ATP is produced by substrate-level phosphoryla-

tion and NAD* is reduced to NADH by electrons released

from the oxidation of glucose. The net energy yield from gly-

colysis, per glucose molecule, is 2 ATP plus 2 NADH. The ten

steps of the glycolytic pathway are shown in Figure 9.9.

All of the carbon originally present in glucose is accounted

for in the two molecules of pyruvate; no carbon is released as

CO2 during glycolysis. Glycolysis occurs whether or not O2 is

present. However, if O2 is present, the chemical energy stored

in pyruvate and NADH can be extracted by pyruvate oxida-

tion, the citric acid

cycle, and oxidative

phosphorylation.

* Figure 9.7 Substrate-level phosphorylation. Some ATP is made
by direct transfer of a phosphate group from an organic substrate to ADP
by an enzyme. (For examples in glycolysis, see Figure 9.9, steps 7 and 10.)

Review Figure 8.8 on page 149. Do you think
the potential energy is higher for the reactants or the products in the
reaction shown above? Explain.

MAKE CONNECTIONS

Product

+ ATP

ADP

Substrate

Enzyme Enzyme

P
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To step 6

Glycolysis Pyruvate
oxidation

Citric
acid
cycle

Oxidative
phosphorylation

ATP ATP ATP

Hexokinase
transfers a
phosphate group
from ATP to
glucose, making it
more chemically
reactive. The charge
on the phosphate also
traps the sugar in the cell.

Glucose 6-
phosphate is
converted to its
isomer, fructose
6-phosphate.

Aldolase
cleaves the
sugar molecule
into two different
three-carbon
sugars (isomers).

Phosphofructokinase
transfers a phosphate
group from ATP to the
opposite end of the
sugar, investing a second
molecule of ATP. This is
a key step for regulation
of glycolysis.

Isomerase catalyzes the reversible conversion between the two isomers.
This reaction never reaches equilibrium: Glyceraldehyde 3-phosphate is
used as the substrate of the next reaction (step 6) as fast as it forms.

1
2 3

5

4

Glycolysis: Energy Investment Phase

The energy payoff phase occurs after glucose is
split into two three-carbon sugars. Thus, the
coefficient 2 precedes all molecules in this phase.

Glycolysis: Energy Payoff Phase

This enzyme catalyzes two
sequential reactions. First, the
sugar is oxidized by the
transfer of electrons to NAD+,
forming NADH. Second, the
energy released from this
exergonic redox reaction is
used to attach a phosphate
group to the oxidized
substrate, making a product
of very high potential energy.

The phosphate group added
in the previous step is
transferred to ADP (substrate-
level phosphorylation) in an
exergonic reaction. The
carbonyl group of a sugar
has been oxidized to the
carboxyl group ( COO ) of
an organic acid
(3-phosphoglycerate). 

This enzyme
relocates the
remaining
phosphate
group.

Enolase causes
a double bond to
form in the substrate
by extracting a water
molecule, yielding
phosphoenolpyruvate
(PEP), a compound
with a very high
potential energy.

The phosphate
group is transferred
from PEP to ADP
(a second example
of substrate-level
phosphorylation),
forming pyruvate.

7 8
9

10
6

* Figure 9.9 A closer look at glycolysis. The orientation diagram on the left relates
glycolysis to the entire process of respiration. Note that glycolysis is a source of ATP and NADH.

What would happen if you removed the dihydroxyacetone phosphate generated in

step as fast as it was produced?4

WHAT IF?

C O N C E P T  C H E C K  9.2

1. During the redox reaction in glycolysis (step 6 in

Figure 9.9), which molecule acts as the oxidizing

agent? The reducing agent?

2. Step 3 in Figure 9.9 is a major

point of regulation of glycolysis. The enzyme

phosphofructokinase is allosterically regulated by ATP

MAKE CONNECTIONS

and related molecules (see Concept 8.5, p. 158). Consid-

ering the overall result of glycolysis, would you expect

ATP to inhibit or stimulate activity of this enzyme?

(Hint: Make sure you consider the role of ATP as an al-

losteric regulator, not as a substrate of the enzyme.)

For suggested answers, see Appendix A.
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* Figure 9.10 Oxidation of pyruvate to acetyl CoA, the
step before the citric acid cycle. Pyruvate is a charged molecule,
so in eukaryotic cells it must enter the mitochondrion via active
transport, with the help of a transport protein. Next, a complex of
several enzymes (the pyruvate dehydrogenase complex) catalyzes the
three numbered steps, which are described in the text. The acetyl group
of acetyl CoA will enter the citric acid cycle. The CO2 molecule will
diffuse out of the cell. By convention, coenzyme A is abbreviated S-CoA
when it is attached to a molecule, emphasizing the sulfur atom (S).

Glycolysis Pyruvate
oxidation

Citric
acid
cycle

Oxidative
phosphorylation

ATP ATP ATP

CH3

O

C
CH3

O

C

Coenzyme A

Acetyl CoA

O

S-CoA

C O

NADH + H+NAD+

Pyruvate

Transport protein

2

31

CO2
CYTOSOL

MITOCHONDRION

* Figure 9.11 An overview of pyruvate oxidation and the
citric acid cycle. The inputs and outputs per pyruvate molecule are
shown. To calculate on a per-glucose basis, multiply by 2, because each
glucose molecule is split during glycolysis into two pyruvate molecules.

storing energy in the form of NADH. Finally, coenzyme A

(CoA), a sulfur-containing compound derived from a B vita-

min, is attached via its sulfur atom to the acetate, forming

acetyl CoA, which has a high potential energy; in other

words, the reaction of acetyl CoA to yield lower-energy prod-

ucts is highly exergonic. This molecule will now feed its acetyl

group into the citric acid cycle for further oxidation.

The Citric Acid Cycle

The citric acid cycle is also called the tricarboxylic acid cycle

or the Krebs cycle, the latter honoring Hans Krebs, the

German-British scientist who was largely responsible for

working out the pathway in the 1930s. The cycle functions as

a metabolic furnace that oxidizes organic fuel derived from

pyruvate. Figure 9.11 summarizes the inputs and outputs as

pyruvate is broken down to three CO2 molecules, including

the molecule of CO2 released during the conversion of pyru-

vate to acetyl CoA. The cycle generates 1 ATP per turn by

3
CON C E P T 9.3
After pyruvate is oxidized,
the citric acid cycle completes
the energy-yielding oxidation
of organic molecules

Glycolysis releases less than a quarter of the chemical energy

in glucose that can be released by cells; most of the energy re-

mains stockpiled in the two molecules of pyruvate. If molecu-

lar oxygen is present, the pyruvate enters a mitochondrion (in

eukaryotic cells), where the oxidation of glucose is completed.

(In prokaryotic cells, this process occurs in the cytosol.)

Oxidation of Pyruvate to Acetyl CoA

Upon entering the mitochondrion via active transport, pyru-

vate is rst converted to a compound called acetyl coenzyme

A, or acetyl CoA (Figure 9.10). This step, linking glycolysis

and the citric acid cycle, is carried out by a multienzyme com-

plex that catalyzes three reactions: Pyruvate s carboxyl

group ( COO+), which is already fully oxidized and thus has

little chemical energy, is removed and given off as a molecule

of CO2. (This is the rst step in which CO2 is released during

respiration.) The remaining two-carbon fragment is

oxidized, forming acetate (CH3COO+, the ionized form of

acetic acid). The extracted electrons are transferred to NAD*,

2

1
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substrate-level phosphorylation, but most of the chemical

energy is transferred to NAD* and a related electron carrier,

the coenzyme FAD ( avin adenine dinucleotide, derived

from ribo avin, a B vitamin), during the redox reactions. The

reduced coenzymes, NADH and FADH2, shuttle their cargo of

high-energy electrons into the electron transport chain.

Now let s look at the citric acid cycle in more detail. The

cycle has eight steps, each catalyzed by a speci c enzyme.

You can see in Figure 9.12 that for each turn of the citric acid

cycle, two carbons (red) enter in the relatively reduced form

of an acetyl group (step 1), and two different carbons (blue)

leave in the completely oxidized form of CO2 molecules

CO2

CO2

CoA-SH

Acetyl CoA

Succinate

Succinyl
CoA

*-Ketoglutarate 

+ H+
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1     Acetyl CoA (from 
oxidation of pyruvate) 
adds its two-carbon acetyl 
group to oxaloacetate, 
producing citrate.

     Citrate is 
converted to 
its isomer, 
isocitrate, by 
removal of 
one water 
molecule and 
addition of 
another.

2

     Isocitrate
is oxidized, 
reducing
NAD+ to
NADH. Then 
the resulting 
compound
loses a CO2 
molecule.

3

     Another CO2
is lost, and the 
resulting 
compound is 
oxidized,
reducing NAD+

to NADH.
The remain-
ing molecule is
then attached
to coenzyme A
by an unstable
bond.

4

     CoA is displaced by a phosphate group, 
which is transferred to GDP, forming GTP, a 
molecule with functions similar to ATP. GTP 
can also be used, as shown, to generate ATP.

5

S-CoA

CoA-SH

* Figure 9.12 A closer look at the citric
acid cycle. In the chemical structures, red type
traces the fate of the two carbon atoms that enter
the cycle via acetyl CoA (step 1), and blue type
indicates the two carbons that exit the cycle as
CO2 in steps 3 and 4. (The red labeling goes only
through step 5 because the succinate molecule is
symmetrical; the two ends cannot be distinguished

from each other.) Notice that the carbon atoms
that enter the cycle from acetyl CoA do not leave
the cycle in the same turn. They remain in the
cycle, occupying a different location in the
molecules on their next turn, after another acetyl
group is added. As a consequence, the
oxaloacetate that is regenerated at step 8 is
composed of different carbon atoms each time

around. In eukaryotic cells, all the citric acid cycle
enzymes are located in the mitochondrial matrix
except for the enzyme that catalyzes step 6, which
resides in the inner mitochondrial membrane.
Carboxylic acids are represented in their ionized
forms, as COO+, because the ionized forms
prevail at the pH within the mitochondrion. For
example, citrate is the ionized form of citric acid.
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CON C E P T 9.4
During oxidative phosphorylation,
chemiosmosis couples electron
transport to ATP synthesis

Our main objective in this chapter is to learn how cells harvest

the energy of glucose and other nutrients in food to make ATP.

But the metabolic components of respiration we have dis-

sected so far, glycolysis and the citric acid cycle, produce only

4 ATP molecules per glucose molecule, all by substrate-level

phosphorylation: 2 net ATP from glycolysis and 2 ATP from

the citric acid cycle. At this point, molecules of NADH (and

FADH2) account for most of the energy extracted from the glu-

cose. These electron escorts link glycolysis and the citric acid

cycle to the machinery of oxidative phosphorylation, which

uses energy released by the electron transport chain to power

ATP synthesis. In this section, you will learn rst how the elec-

tron transport chain works and then how electron ow down

the chain is coupled to ATP synthesis.

The Pathway of Electron Transport

The electron transport chain is a collection of molecules em-

bedded in the inner membrane of the mitochondrion in eu-

karyotic cells. (In prokaryotes, these molecules reside in the

plasma membrane.) The folding of the inner membrane to

form cristae increases its surface area, providing space for

thousands of copies of the chain in each mitochondrion.

(Once again, we see that structure ts function.) Most com-

ponents of the chain are proteins, which exist in multi-

protein complexes numbered I through IV. Tightly bound to

these proteins are prosthetic groups, nonprotein components

essential for the catalytic functions of certain enzymes.

Figure 9.13 shows the sequence of electron carriers in the

electron transport chain and the drop in free energy as elec-

trons travel down the chain. During electron transport along

the chain, electron carriers alternate between reduced and

oxidized states as they accept and donate electrons. Each

component of the chain becomes reduced when it accepts

electrons from its uphill  neighbor, which has a lower af n-

ity for electrons (is less electronegative). It then returns to its

oxidized form as it passes electrons to its downhill,  more

electronegative neighbor.

Now let s take a closer look at the electron transport chain

in Figure 9.13. We ll rst describe the passage of electrons

through complex I in some detail, as an illustration of the

general principles involved in electron transport. Electrons

removed from glucose by NAD*, during glycolysis and the

citric acid cycle, are transferred from NADH to the rst mol-

ecule of the electron transport chain in complex I. This mol-

ecule is a avoprotein, so named because it has a prosthetic

group called avin mononucleotide (FMN). In the next redox

reaction, the avoprotein returns to its oxidized form as it

passes electrons to an iron-sulfur protein (Fe S in complex I),

one of a family of proteins with both iron and sulfur tightly

bound. The iron-sulfur protein then passes the electrons to a

compound called ubiquinone (Q in Figure 9.13). This elec-

tron carrier is a small hydrophobic molecule, the only mem-

ber of the electron transport chain that is not a protein.

Ubiquinone is individually mobile within the membrane

rather than residing in a particular complex. (Another name

for ubiquinone is coenzyme Q, or CoQ; you may have seen it

sold as a nutritional supplement.)

(steps 3 and 4). The acetyl group of acetyl CoA joins the cycle

by combining with the compound oxaloacetate, forming cit-

rate (step 1). (Citrate is the ionized form of citric acid, for

which the cycle is named.) The next seven steps decompose

the citrate back to oxaloacetate. It is this regeneration of ox-

aloacetate that makes this process a cycle.

Now let s tally the energy-rich molecules produced by the

citric acid cycle. For each acetyl group entering the cycle, 3

NAD* are reduced to NADH (steps 3, 4, and 8). In step 6,

electrons are transferred not to NAD*, but to FAD, which ac-

cepts 2 electrons and 2 protons to become FADH2. In many

animal tissue cells, step 5 produces a guanosine triphosphate

(GTP) molecule by substrate-level phosphorylation, as shown

in Figure 9.12. GTP is a molecule similar to ATP in its struc-

ture and cellular function. This GTP may be used to make an

ATP molecule (as shown) or directly power work in the cell.

In the cells of plants, bacteria, and some animal tissues, step

5 forms an ATP molecule directly by substrate-level phospho-

rylation. The output from step 5 represents the only ATP gen-

erated directly by the citric acid cycle.

Most of the ATP produced by respiration results from ox-

idative phosphorylation, when the NADH and FADH2 pro-

duced by the citric acid cycle relay the electrons extracted

from food to the electron transport chain. In the process,

they supply the necessary energy for the phosphorylation of

ADP to ATP. We will explore this process in the next section.

C O N C E P T  C H E C K  9.3

1. Name the molecules that conserve most of the energy

from the citric acid cycle s redox reactions. How is

this energy converted to a form that can be used to

make ATP?

2. What processes in your cells produce the CO2 that

you exhale?

3. The conversions shown in Figure 9.10

and step 4 of Figure 9.12 are each catalyzed by a large

multienzyme complex. What similarities are there in

the reactions that occur in these two cases?

For suggested answers, see Appendix A.

WHAT IF?
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* Figure 9.13 Free-energy change during electron

transport. The overall energy drop (*G) for electrons traveling from
NADH to oxygen is 53 kcal/mol, but this fall  is broken up into a series
of smaller steps by the electron transport chain. (An oxygen atom is
represented here as 1

2 O2 to emphasize that the electron transport
chain reduces molecular oxygen, O2, not individual oxygen atoms.)
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Most of the remaining electron carriers between

ubiquinone and oxygen are proteins called cytochromes.

Their prosthetic group, called a heme group, has an iron atom

that accepts and donates electrons. (It is similar to the heme

group in hemoglobin, the protein of red blood cells, except

that the iron in hemoglobin carries oxygen, not electrons.)

The electron transport chain has several types of cytochromes,

each a different protein with a slightly different electron-

carrying heme group. The last cytochrome of the chain, cyt a3,

passes its electrons to oxygen, which is very electronegative.

Each oxygen atom also picks up a pair of hydrogen ions from

the aqueous solution, forming water.

Another source of electrons for the transport chain is

FADH2, the other reduced product of the citric acid cycle. No-

tice in Figure 9.13 that FADH2 adds its electrons to the elec-

tron transport chain from within complex II, at a lower

energy level than NADH does. Consequently, although

NADH and FADH2 each donate an equivalent number of

electrons (2) for oxygen reduction, the electron transport

chain provides about one-third less energy for ATP synthesis

when the electron donor is FADH2 rather than NADH. We ll

see why in the next section.

The electron transport chain makes no ATP directly. In-

stead, it eases the fall of electrons from food to oxygen,

breaking a large free-energy drop into a series of smaller steps

that release energy in manageable amounts. How does the

mitochondrion (or the prokaryotic plasma membrane) cou-

ple this electron transport and energy release to ATP synthe-

sis? The answer is a mechanism called chemiosmosis.

Chemiosmosis: The Energy-Coupling
Mechanism

Populating the inner membrane of the mitochondrion or the

prokaryotic plasma membrane are many copies of a protein

complex called ATP synthase, the enzyme that actually

makes ATP from ADP and inorganic phosphate. ATP synthase

works like an ion pump running in reverse. Recall from

Chapter 7 that ion pumps usually use ATP as an energy

source to transport ions against their gradients. In fact, the

proton pump shown in Figure 7.20 is an ATP synthase. As we

mentioned in Chapter 8, enzymes can catalyze a reaction in

either direction, depending on the *G for the reaction, which

is affected by the local concentrations of reactants and prod-

ucts. Rather than hydrolyzing ATP to pump protons against

their concentration gradient, under the conditions of cellular

respiration ATP synthase uses the energy of an existing ion

gradient to power ATP synthesis. The power source for the

ATP synthase is a difference in the concentration of H* on

opposite sides of the inner mitochondrial membrane. (We

can also think of this gradient as a difference in pH, since pH

is a measure of H* concentration.) This process, in which en-

ergy stored in the form of a hydrogen ion gradient across a

membrane is used to drive cellular work such as the synthesis

of ATP, is called chemiosmosis (from the Greek osmos,

push). We have previously used the word osmosis in dis-

cussing water transport, but here it refers to the ow of H*

across a membrane.

From studying the structure of ATP synthase, scientists

have learned how the ow of H* through this large enzyme
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* Figure 9.14 ATP synthase, a molecular mill. The ATP
synthase protein complex functions as a mill, powered by the ow of
hydrogen ions. Multiple copies of this complex reside in mitochondrial
and chloroplast membranes of eukaryotes and in the plasma
membranes of prokaryotes. Each of the four parts of ATP synthase
consists of a number of polypeptide subunits.
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powers ATP generation. ATP synthase is a multisubunit com-

plex with four main parts, each made up of multiple

polypeptides. Protons move one by one into binding sites on

one of the parts (the rotor), causing it to spin in a way that

catalyzes ATP production from ADP and inorganic phosphate

(Figure 9.14). The ow of protons thus behaves somewhat

like a rushing stream that turns a waterwheel. ATP synthase is

the smallest molecular rotary motor known in nature.

How does the inner mitochondrial membrane or the

prokaryotic plasma membrane generate and maintain the

H* gradient that drives ATP synthesis by the ATP synthase

protein complex? Establishing the H* gradient is a major

function of the electron transport chain, which is shown in

its mitochondrial location in Figure 9.15. The chain is an

energy converter that uses the exergonic ow of electrons

from NADH and FADH2 to pump H* across the membrane,

from the mitochondrial matrix into the intermembrane

space. The H* has a tendency to move back across the mem-

brane, diffusing down its gradient. And the ATP synthases

are the only sites that provide a route through the mem-

brane for H*. As we described previously, the passage of H*

through ATP synthase uses the exergonic ow of H* to drive

the phosphorylation of ADP. Thus, the energy stored in an

H* gradient across a membrane couples the redox reactions

of the electron transport chain to ATP synthesis, an example

of chemiosmosis.

At this point, you may be wondering how the electron

transport chain pumps hydrogen ions. Researchers have

found that certain members of the electron transport chain

accept and release protons (H*) along with electrons. (The

aqueous solutions inside and surrounding the cell are a ready

source of H*.) At certain steps along the chain, electron

transfers cause H* to be taken up and released into the sur-

rounding solution. In eukaryotic cells, the electron carriers

are spatially arranged in the inner mitochondrial membrane

in such a way that H* is accepted from the mitochondrial

matrix and deposited in the intermembrane space (see Figure

9.15). The H* gradient that results is referred to as a proton-

motive force, emphasizing the capacity of the gradient to

perform work. The force drives H* back across the membrane

through the H* channels provided by ATP synthases.

In general terms, chemiosmosis is an energy-coupling mecha-

nism that uses energy stored in the form of an H* gradient across

a membrane to drive cellular work. In mitochondria, the energy

for gradient formation comes from exergonic redox reac-

tions, and ATP synthesis is the work performed. But chemi-

osmosis also occurs elsewhere and in other variations.

Chloroplasts use chemiosmosis to generate ATP during

photosynthesis; in these organelles, light (rather than chemi-

cal energy) drives both electron ow down an electron trans-

port chain and the resulting H* gradient formation.

Prokaryotes, as already mentioned, generate H* gradients

across their plasma membranes. They then tap the proton-

motive force not only to make ATP inside the cell but also to

rotate their agella and to pump nutrients and waste prod-

ucts across the membrane. Because of its central importance

to energy conversions in prokaryotes and eukaryotes,

chemiosmosis has helped unify the study of bioenergetics.

Peter Mitchell was awarded the Nobel Prize in 1978 for origi-

nally proposing the chemiosmotic model.

An Accounting of ATP Production
by Cellular Respiration

In the last few sections, we have looked rather closely at the

key processes of cellular respiration. Now let s take a step

M09_REEC8237_09_SE_CH09.QXD  8/12/10  12:34 PM  Page 174



C H A P T E R  9 Cellular Respiration and Fermentation 175

Inner
mitochondrial
membrane

Intermembrane
space

Inner 
mitochondrial
membrane

Mitochondrial
matrix

Electron transport chain
Electron transport and pumping of protons (H+),

which create an H+ gradient across the membrane

Oxidative phosphorylation

Chemiosmosis
ATP synthesis powered by the flow
of H+ back across the membrane

ATPADP +

H2O2 H+ +      O2

NAD+

FAD

(carrying electrons
from food)

Cyt c

Q

Protein complex
of electron
carriers

I
III

IV

ATP
synthase

P
i

1
2

II

H+

H+
H+

H+

H+

NADH

FADH2

1 2

Glycolysis Pyruvate
oxidation

Citric
acid
cycle

ATP ATP ATP

Oxidative
phosphorylation:
electron transport
and chemiosmosis

* Figure 9.15 Chemiosmosis couples the
electron transport chain to ATP
synthesis. NADH and FADH2 shuttle high-
energy electrons extracted from food during
glycolysis and the citric acid cycle into an electron
transport chain built into the inner mitochondrial
membrane. The gold arrows trace the transport
of electrons, which nally pass to oxygen at the
downhill  end of the chain, forming water. As

Figure 9.13 showed, most of the electron
carriers of the chain are grouped into four
complexes. Two mobile carriers, ubiquinone (Q)

and cytochrome c (Cyt c), move rapidly, ferrying
electrons between the large complexes. As
complexes I, III, and IV accept and then donate
electrons, they pump protons from the
mitochondrial matrix into the intermembrane
space. (In prokaryotes, protons are pumped
outside the plasma membrane.) Note that
FADH2 deposits its electrons via complex II and
so results in fewer protons being pumped into
the intermembrane space than occurs with
NADH. Chemical energy originally harvested
from food is transformed into a proton-motive

force, a gradient of H* across the membrane.
During chemiosmosis, the protons ow back

down their gradient via ATP synthase, which is
built into the membrane nearby. The ATP
synthase harnesses the proton-motive force to
phosphorylate ADP, forming ATP. Together,
electron transport and chemiosmosis make up
oxidative phosphorylation.

If complex IV were nonfunctional,
could chemiosmosis produce any ATP, and if so,
how would the rate of synthesis differ?

WHAT IF?

2

1

back and remind ourselves of its overall function: harvesting

the energy of glucose for ATP synthesis.

During respiration, most energy ows in this sequence:

glucose * NADH * electron transport chain * proton-motive

force * ATP. We can do some bookkeeping to calculate the ATP

pro t when cellular respiration oxidizes a molecule of glucose to

six molecules of carbon dioxide. The three main departments of

this metabolic enterprise are glycolysis, the citric acid cycle, and

the electron transport chain, which drives oxidative phosphory-

lation. Figure 9.16, on the next page, gives a detailed accounting

of the ATP yield per glucose molecule oxidized. The tally adds

the 4 ATP produced directly by substrate-level phosphorylation

during glycolysis and the citric acid cycle to the many more mol-

ecules of ATP generated by oxidative phosphorylation. Each

NADH that transfers a pair of electrons from glucose to the elec-

tron transport chain contributes enough to the proton-motive

force to generate a maximum of about 3 ATP.

Why are the numbers in Figure 9.16 inexact? There are

three reasons we cannot state an exact number of ATP mol-

ecules generated by the breakdown of one molecule of glu-

cose. First, phosphorylation and the redox reactions are not

directly coupled to each other, so the ratio of the number of
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* Figure 9.16 ATP yield per molecule of glucose at each stage of cellular respiration.

Explain exactly how the numbers 26 or 28  were calculated.
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NADH molecules to the number of ATP molecules is not a

whole number. We know that 1 NADH results in 10 H* being

transported out across the inner mitochondrial membrane, but

the exact number of H* that must reenter the mitochondrial

matrix via ATP synthase to generate 1 ATP has long been de-

bated. Based on experimental data, however, most biochemists

now agree that the most accurate number is 4 H*. Therefore, a

single molecule of NADH generates enough proton-motive

force for the synthesis of 2.5 ATP. The citric acid cycle also sup-

plies electrons to the electron transport chain via FADH2, but

since its electrons enter later in the chain, each molecule of this

electron carrier is responsible for transport of only enough H*

for the synthesis of 1.5 ATP. These numbers also take into ac-

count the slight energetic cost of moving the ATP formed in

the mitochondrion out into the cytosol, where it will be used.

Second, the ATP yield varies slightly depending on the type

of shuttle used to transport electrons from the cytosol into

the mitochondrion. The mitochondrial inner membrane is

impermeable to NADH, so NADH in the cytosol is segregated

from the machinery of oxidative phosphorylation. The 2 elec-

trons of NADH captured in glycolysis must be conveyed into

the mitochondrion by one of several electron shuttle systems.

Depending on the kind of shuttle in a particular cell type, the

electrons are passed either to NAD* or to FAD in the mito-

chondrial matrix (see Figure 9.16). If the electrons are passed

to FAD, as in brain cells, only about 1.5 ATP can result from

each NADH that was originally generated in the cytosol. If the

electrons are passed to mitochondrial NAD*, as in liver cells

and heart cells, the yield is about 2.5 ATP per NADH.

A third variable that reduces the yield of ATP is the use of

the proton-motive force generated by the redox reactions of

respiration to drive other kinds of work. For example, the

proton-motive force powers the mitochondrion s uptake of

pyruvate from the cytosol. However, if all the proton-motive

force generated by the electron transport chain were used to

drive ATP synthesis, one glucose molecule could generate a

maximum of 28 ATP produced by oxidative phosphorylation

plus 4 ATP (net) from substrate-level phosphorylation to give

a total yield of about 32 ATP (or only about 30 ATP if the less

ef cient shuttle were functioning).

We can now roughly estimate the ef ciency of

respiration that is, the percentage of chemical energy in glu-

cose that has been transferred to ATP. Recall that the complete

oxidation of a mole of glucose releases 686 kcal of energy

under standard conditions (*G , +686 kcal/mol). Phosphory-

lation of ADP to form ATP stores at least 7.3 kcal per mole of

ATP. Therefore, the ef ciency of respiration is 7.3 kcal per mole

of ATP times 32 moles of ATP per mole of glucose divided by

686 kcal per mole of glucose, which equals 0.34. Thus, about

34% of the potential chemical energy in glucose has been

transferred to ATP; the actual percentage is probably higher be-

cause *G is lower under cellular conditions. Cellular respira-

tion is remarkably ef cient in its energy conversion. By

comparison, the most ef cient automobile converts only
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C O N C E P T  C H E C K  9.4

1. What effect would an absence of O2 have on the

process shown in Figure 9.15?

2. In the absence of O2, as in question 1,

what do you think would happen if you decreased

the pH of the intermembrane space of the mitochon-

drion? Explain your answer.

3. In Concept 7.1 (pp. 127 128),

you learned that membranes must be uid to func-

tion properly. How does the operation of the electron

transport chain support that assertion?

For suggested answers, see Appendix A.

MAKE CONNECTIONS

WHAT IF?

about 25% of the energy stored in gasoline to energy that

moves the car.

The rest of the energy stored in glucose is lost as heat. We

humans use some of this heat to maintain our relatively high

body temperature (37 C), and we dissipate the rest through

sweating and other cooling mechanisms.

Under certain conditions, it may be bene cial to reduce the

ef ciency of cellular respiration. A remarkable adaptation is

shown by hibernating mammals, which overwinter in a state

of inactivity and lowered metabolism. Although their internal

body temperature is lower than normal, it still must be kept

signi cantly higher than the external air temperature. One

type of tissue, called brown fat, is made up of cells packed full

of mitochondria. The inner mitochondrial membrane con-

tains a channel protein called the uncoupling protein, which

allows protons to ow back down their concentration gradient

without generating ATP. Activation of these proteins in hiber-

nating mammals results in ongoing oxidation of stored fuel

stores (fats), generating heat without any ATP production. In

the absence of such an adaptation, the ATP level would build

up to a point that cellular respiration would be shut down due

to regulatory mechanisms to be discussed later.

CON C E P T 9.5
Fermentation and anaerobic
respiration enable cells to produce
ATP without the use of oxygen

Because most of the ATP generated by cellular respiration is

due to the work of oxidative phosphorylation, our estimate

of ATP yield from aerobic respiration is contingent on an ad-

equate supply of oxygen to the cell. Without the electronega-

tive oxygen to pull electrons down the transport chain,

oxidative phosphorylation eventually ceases. However, there

are two general mechanisms by which certain cells can oxi-

dize organic fuel and generate ATP without the use of oxygen:

anaerobic respiration and fermentation. The distinction be-

tween these two is that an electron transport chain is used in

anaerobic respiration but not in fermentation. (The electron

transport chain is also called the respiratory chain because of

its role in both types of cellular respiration.)

We have already mentioned anaerobic respiration, which

takes place in certain prokaryotic organisms that live in envi-

ronments without oxygen. These organisms have an electron

transport chain but do not use oxygen as a nal electron ac-

ceptor at the end of the chain. Oxygen performs this function

very well because it is extremely electronegative, but other,

less electronegative substances can also serve as nal electron

acceptors. Some sulfate-reducing  marine bacteria, for in-

stance, use the sulfate ion (SO4
2+) at the end of their respira-

tory chain. Operation of the chain builds up a proton-motive

force used to produce ATP, but H2S (hydrogen sul de) is pro-

duced as a by-product rather than water. The rotten-egg odor

you may have smelled while walking through a salt marsh or

a mud at signals the presence of sulfate-reducing bacteria.

Fermentation is a way of harvesting chemical energy with-

out using either oxygen or any electron transport chain in

other words, without cellular respiration. How can food be

oxidized without cellular respiration? Remember, oxidation

simply refers to the loss of electrons to an electron acceptor,

so it does not need to involve oxygen. Glycolysis oxidizes

glucose to two molecules of pyruvate. The oxidizing agent of

glycolysis is NAD*, and neither oxygen nor any electron

transfer chain is involved. Overall, glycolysis is exergonic,

and some of the energy made available is used to produce

2 ATP (net) by substrate-level phosphorylation. If oxygen is

present, then additional ATP is made by oxidative phospho-

rylation when NADH passes electrons removed from glucose

to the electron transport chain. But glycolysis generates

2 ATP whether oxygen is present or not that is, whether

conditions are aerobic or anaerobic.

As an alternative to respiratory oxidation of organic nutri-

ents, fermentation is an extension of glycolysis that allows

continuous generation of ATP by the substrate-level phos-

phorylation of glycolysis. For this to occur, there must be a

suf cient supply of NAD* to accept electrons during the oxi-

dation step of glycolysis. Without some mechanism to recy-

cle NAD* from NADH, glycolysis would soon deplete the

cell s pool of NAD* by reducing it all to NADH and would

shut itself down for lack of an oxidizing agent. Under aerobic

conditions, NAD* is recycled from NADH by the transfer of

electrons to the electron transport chain. An anaerobic alter-

native is to transfer electrons from NADH to pyruvate, the

end product of glycolysis.

Types of Fermentation

Fermentation consists of glycolysis plus reactions that regen-

erate NAD* by transferring electrons from NADH to pyruvate

or derivatives of pyruvate. The NAD* can then be reused to

oxidize sugar by glycolysis, which nets two molecules of ATP

by substrate-level phosphorylation. There are many types of
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* Figure 9.17 Fermentation. In the absence of oxygen, many cells
use fermentation to produce ATP by substrate-level phosphorylation.
Pyruvate, the end product of glycolysis, serves as an electron acceptor
for oxidizing NADH back to NAD*, which can then be reused in
glycolysis. Two of the common end products formed from fermentation
are (a) ethanol and (b) lactate, the ionized form of lactic acid.
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fermentation, differing in the end products formed from

pyruvate. Two common types are alcohol fermentation and

lactic acid fermentation.

In alcohol fermentation (Figure 9.17a), pyruvate is

converted to ethanol (ethyl alcohol) in two steps. The rst

step releases carbon dioxide from the pyruvate, which is con-

verted to the two-carbon compound acetaldehyde. In the

second step, acetaldehyde is reduced by NADH to ethanol.

This regenerates the supply of NAD* needed for the continu-

ation of glycolysis. Many bacteria carry out alcohol fermenta-

tion under anaerobic conditions. Yeast (a fungus) also carries

out alcohol fermentation. For thousands of years, humans

have used yeast in brewing, winemaking, and baking. The

CO2 bubbles generated by baker s yeast during alcohol fer-

mentation allow bread to rise.

During lactic acid fermentation (Figure 9.17b), pyru-

vate is reduced directly by NADH to form lactate as an end

product, with no release of CO2. (Lactate is the ionized form of

lactic acid.) Lactic acid fermentation by certain fungi and bac-

teria is used in the dairy industry to make cheese and yogurt.

Human muscle cells make ATP by lactic acid fermentation

when oxygen is scarce. This occurs during the early stages of

strenuous exercise, when sugar catabolism for ATP produc-

tion outpaces the muscle s supply of oxygen from the blood.

Under these conditions, the cells switch from aerobic respira-

tion to fermentation. The lactate that accumulates was previ-

ously thought to cause muscle fatigue and pain, but recent

research suggests instead that increased levels of potassium

ions (K*) may be to blame, while lactate appears to enhance

muscle performance. In any case, the excess lactate is gradu-

ally carried away by the blood to the liver, where it is con-

verted back to pyruvate by liver cells. Because oxygen is

available, this pyruvate can then enter the mitochondria in

liver cells and complete cellular respiration.

Comparing Fermentation with Anaerobic
and Aerobic Respiration

Fermentation, anaerobic respiration, and aerobic respiration

are three alternative cellular pathways for producing ATP by

harvesting the chemical energy of food. All three use glycoly-

sis to oxidize glucose and other organic fuels to pyruvate,

with a net production of 2 ATP by substrate-level phosphory-

lation. And in all three pathways, NAD* is the oxidizing

agent that accepts electrons from food during glycolysis.

A key difference among the three pathways is the contrast-

ing mechanisms for oxidizing NADH back to NAD*, which is

required to sustain glycolysis. In fermentation, the nal elec-

tron acceptor is an organic molecule such as pyruvate (lactic

acid fermentation) or acetaldehyde (alcohol fermentation).

In cellular respiration, by contrast, electrons carried by

NADH are transferred to an electron transport chain, where

they move stepwise down a series of redox reactions to a nal

electron acceptor. In aerobic respiration, the nal electron ac-

ceptor is oxygen; in anaerobic respiration, the nal acceptor

is another molecule that is electronegative (although invari-

ably less so than oxygen). Passage of electrons from NADH to

the electron transport chain not only regenerates the NAD*

required for glycolysis but pays an ATP bonus when the step-

wise electron transport from this NADH to oxygen drives ox-

idative phosphorylation. An even bigger ATP payoff comes

from the oxidation of pyruvate in the mitochondrion, which

is unique to respiration. Without an electron transport chain,

the energy still stored in pyruvate is unavailable to most cells.

Thus, cellular respiration harvests much more energy from
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* Figure 9.18 Pyruvate as a key juncture in catabolism.
Glycolysis is common to fermentation and cellular respiration. The end
product of glycolysis, pyruvate, represents a fork in the catabolic
pathways of glucose oxidation. In a facultative anaerobe or a muscle
cell, which are capable of both aerobic cellular respiration and
fermentation, pyruvate is committed to one of those two pathways,
usually depending on whether or not oxygen is present.

C O N C E P T  C H E C K  9.5

1. Consider the NADH formed during glycolysis. What

is the nal acceptor for its electrons during fermenta-

tion? What is the nal acceptor for its electrons dur-

ing aerobic respiration?

2. A glucose-fed yeast cell is moved from an

aerobic environment to an anaerobic one. How

would its rate of glucose consumption change if ATP

were to be generated at the same rate?

For suggested answers, see Appendix A.

WHAT IF?

each sugar molecule than fermentation can. In fact, aerobic

respiration yields up to 16 times as much ATP per glucose

molecule as does fermentation up to 32 molecules of ATP

for respiration, compared with 2 molecules of ATP produced

by substrate-level phosphorylation in fermentation.

Some organisms, called obligate anaerobes, carry out

only fermentation or anaerobic respiration. In fact, these or-

ganisms cannot survive in the presence of oxygen, some

forms of which can actually be toxic if protective systems are

not present in the cell. A few cell types, such as cells of the

vertebrate brain, can carry out only aerobic oxidation of

pyruvate, not fermentation. Other organisms, including

yeasts and many bacteria, can make enough ATP to survive

using either fermentation or respiration. Such species are

called facultative anaerobes. On the cellular level, our

muscle cells behave as facultative anaerobes. In such cells,

pyruvate is a fork in the metabolic road that leads to two al-

ternative catabolic routes (Figure 9.18). Under aerobic condi-

tions, pyruvate can be converted to acetyl CoA, and

oxidation continues in the citric acid cycle via aerobic respi-

ration. Under anaerobic conditions, lactic acid fermentation

occurs: Pyruvate is diverted from the citric acid cycle, serving

instead as an electron acceptor to recycle NAD*. To make the

same amount of ATP, a facultative anaerobe has to consume

sugar at a much faster rate when fermenting than when

respiring.

The Evolutionary Signi cance of Glycolysis

The role of glycolysis in both fermentation

and respiration has an evolutionary basis. Ancient prokary-

otes are thought to have used glycolysis to make ATP long be-

fore oxygen was present in Earth s atmosphere. The oldest

known fossils of bacteria date back 3.5 billion years, but ap-

preciable quantities of oxygen probably did not begin to ac-

cumulate in the atmosphere until about 2.7 billion years ago.

Cyanobacteria produced this O2 as a by-product of photosyn-

thesis. Therefore, early prokaryotes may have generated ATP

exclusively from glycolysis. The fact that glycolysis is today

the most widespread metabolic pathway among Earth s or-

ganisms suggests that it evolved very early in the history of

life. The cytosolic location of glycolysis also implies great an-

tiquity; the pathway does not require any of the membrane-

bounded organelles of the eukaryotic cell, which evolved

approximately 1 billion years after the prokaryotic cell. Gly-

colysis is a metabolic heirloom from early cells that contin-

ues to function in fermentation and as the rst stage in the

breakdown of organic molecules by respiration.

EVOLUTION 

CON C E P T 9.6
Glycolysis and the citric acid
cycle connect to many other
metabolic pathways

So far, we have treated the oxidative breakdown of glucose in

isolation from the cell s overall metabolic economy. In this

section, you will learn that glycolysis and the citric acid cycle

are major intersections of the cell s catabolic and anabolic

(biosynthetic) pathways.

The Versatility of Catabolism

Throughout this chapter, we have used glucose as the fuel for

cellular respiration. But free glucose molecules are not com-

mon in the diets of humans and other animals. We obtain

most of our calories in the form of fats, proteins, sucrose and

other disaccharides, and starch, a polysaccharide. All these
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* Figure 9.19 The catabolism of various molecules from
food. Carbohydrates, fats, and proteins can all be used as fuel for
cellular respiration. Monomers of these molecules enter glycolysis or
the citric acid cycle at various points. Glycolysis and the citric acid cycle
are catabolic funnels through which electrons from all kinds of organic
molecules ow on their exergonic fall to oxygen.
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organic molecules in food can be used by cellular respiration

to make ATP (Figure 9.19).

Glycolysis can accept a wide range of carbohydrates for ca-

tabolism. In the digestive tract, starch is hydrolyzed to glu-

cose, which can then be broken down in the cells by

glycolysis and the citric acid cycle. Similarly, glycogen, the

polysaccharide that humans and many other animals store

in their liver and muscle cells, can be hydrolyzed to glucose

between meals as fuel for respiration. The digestion of disac-

charides, including sucrose, provides glucose and other

monosaccharides as fuel for respiration.

Proteins can also be used for fuel, but rst they must be di-

gested to their constituent amino acids. Many of the amino

acids are used by the organism to build new proteins. Amino

acids present in excess are converted by enzymes to interme-

diates of glycolysis and the citric acid cycle. Before amino

acids can feed into glycolysis or the citric acid cycle, their

amino groups must be removed, a process called deamination.

The nitrogenous refuse is excreted from the animal in the

form of ammonia (NH3), urea, or other waste products.

Catabolism can also harvest energy stored in fats obtained

either from food or from storage cells in the body. After fats

are digested to glycerol and fatty acids, the glycerol is

converted to glyceraldehyde 3-phosphate, an intermediate of

glycolysis. Most of the energy of a fat is stored in the fatty

acids. A metabolic sequence called beta oxidation breaks

the fatty acids down to two-carbon fragments, which enter

the citric acid cycle as acetyl CoA. NADH and FADH2 are also

generated during beta oxidation; they can enter the electron

transport chain, leading to further ATP production. Fats

make excellent fuel, in large part due to their chemical struc-

ture and the high energy level of their electrons (equally

shared between carbon and hydrogen) compared to those of

carbohydrates. A gram of fat oxidized by respiration produces

more than twice as much ATP as a gram of carbohydrate. Un-

fortunately, this also means that a person trying to lose

weight must work hard to use up fat stored in the body be-

cause so many calories are stockpiled in each gram of fat.

Biosynthesis (Anabolic Pathways)

Cells need substance as well as energy. Not all the organic

molecules of food are destined to be oxidized as fuel to make

ATP. In addition to calories, food must also provide the car-

bon skeletons that cells require to make their own mol-

ecules. Some organic monomers obtained from digestion

can be used directly. For example, as previously mentioned,

amino acids from the hydrolysis of proteins in food can be

incorporated into the organism s own proteins. Often, how-

ever, the body needs speci c molecules that are not present

as such in food. Compounds formed as intermediates of gly-

colysis and the citric acid cycle can be diverted into anabolic

pathways as precursors from which the cell can synthesize

the molecules it requires. For example, humans can make

about half of the 20 amino acids in proteins by modifying

compounds siphoned away from the citric acid cycle; the

rest are essential amino acids  that must be obtained in the

diet. Also, glucose can be made from pyruvate, and fatty

acids can be synthesized from acetyl CoA. Of course, these

anabolic, or biosynthetic, pathways do not generate ATP, but

instead consume it.

In addition, glycolysis and the citric acid cycle function as

metabolic interchanges that enable our cells to convert some

kinds of molecules to others as we need them. For example,

an intermediate compound generated during glycolysis, di-

hydroxyacetone phosphate (see Figure 9.9, step 5), can be

converted to one of the major precursors of fats. If we eat

more food than we need, we store fat even if our diet is fat-

free. Metabolism is remarkably versatile and adaptable.
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* Figure 9.20 The control of cellular respiration. Allosteric
enzymes at certain points in the respiratory pathway respond to inhibitors
and activators that help set the pace of glycolysis and the citric acid cycle.
Phosphofructokinase, which catalyzes an early step in glycolysis (see
Figure 9.9), is one such enzyme. It is stimulated by AMP (derived from
ADP) but is inhibited by ATP and by citrate. This feedback regulation adjusts
the rate of respiration as the cell s catabolic and anabolic demands change.
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Regulation of Cellular Respiration
via Feedback Mechanisms

Basic principles of supply and demand regulate the metabolic

economy. The cell does not waste energy making more of a par-

ticular substance than it needs. If there is a glut of a certain

amino acid, for example, the anabolic pathway that synthe-

sizes that amino acid from an intermediate of the citric acid

cycle is switched off. The most common mechanism for this

control is feedback inhibition: The end product of the anabolic

pathway inhibits the enzyme that catalyzes an early step of the

pathway (see Figure 8.21). This prevents the needless diversion

of key metabolic intermediates from uses that are more urgent.

The cell also controls its catabolism. If the cell is working

hard and its ATP concentration begins to drop, respiration

speeds up. When there is plenty of ATP to meet demand, respi-

ration slows down, sparing valuable organic molecules for

other functions. Again, control is based mainly on regulating

the activity of enzymes at strategic points in the catabolic

pathway. As shown in Figure 9.20, one important switch is

phosphofructokinase, the enzyme that catalyzes step 3 of gly-

colysis (see Figure 9.9). That is the rst step that commits the

substrate irreversibly to the glycolytic pathway. By controlling

the rate of this step, the cell can speed up or slow down the en-

tire catabolic process. Phosphofructokinase can thus be con-

sidered the pacemaker of respiration.

Phosphofructokinase is an allosteric enzyme with receptor

sites for speci c inhibitors and activators. It is inhibited by ATP

and stimulated by AMP (adenosine monophosphate), which

the cell derives from ADP. As ATP accumulates, inhibition of the

enzyme slows down glycolysis. The enzyme becomes active

again as cellular work converts ATP to ADP (and AMP) faster

than ATP is being regenerated. Phosphofructokinase is also sen-

sitive to citrate, the rst product of the citric acid cycle. If citrate

accumulates in mitochondria, some of it passes into the cytosol

and inhibits phosphofructokinase. This mechanism helps syn-

chronize the rates of glycolysis and the citric acid cycle. As cit-

rate accumulates, glycolysis slows down, and the supply of

acetyl groups to the citric acid cycle decreases. If citrate con-

sumption increases, either because of a demand for more ATP or

because anabolic pathways are draining off intermediates of the

citric acid cycle, glycolysis accelerates and meets the demand.

Metabolic balance is augmented by the control of enzymes that

catalyze other key steps of glycolysis and the citric acid cycle.

Cells are thrifty, expedient, and responsive in their metabolism.

Cellular respiration and metabolic pathways play a role of

central importance in organisms. Examine Figure 9.2 again to

put cellular respiration into the broader context of energy ow

and chemical cycling in ecosystems. The energy that keeps us

alive is released, not produced, by cellular respiration. We are

tapping energy that was stored in food by photosynthesis. In

the next chapter, you will learn how photosynthesis captures

light and converts it to chemical energy.

C O N C E P T  C H E C K  9.6

1. Compare the structure of a fat

(see Figure 5.10, p. 75) with that of a carbohydrate

(see Figure 5.3, p. 70). What features of their struc-

tures make fat a much better fuel?

2. Under what circumstances might your body synthe-

size fat molecules?

3. Return to Figure 5.6b on

page 72 and look at the arrangement of glycogen

and mitochondria in the micrograph. What is the

connection between glycogen and mitochondria?

4. What will happen in a muscle cell that

has used up its supply of oxygen and ATP? (Review

Figures 9.18 and 9.20.)

5. During intense exercise, can a muscle cell

use fat as a concentrated source of chemical energy?

Explain. (Review Figures 9.18 and 9.19.)

For suggested answers, see Appendix A.

WHAT IF?

WHAT IF?

MAKE CONNECTIONS

MAKE CONNECTIONS
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9 C H A P T E R  R E V I E W

SUMMARY OF KEY CONCEPTS

C O N C E P T  9.1
Catabolic pathways yield energy by oxidizing organic fuels
(pp. 164 168)

Cells break down glucose and other organic fuels to yield chemi-

cal energy in the form of ATP. Fermentation is a partial degra-

dation of glucose without the use of oxygen. Cellular

respiration is a more complete breakdown of glucose; in

aerobic respiration, oxygen is used as a reactant. The cell taps

the energy stored in food molecules through redox reactions,

in which one substance partially or totally shifts electrons to

another. Oxidation is the loss of electrons from one substance,

while reduction is the addition of electrons to the other.

During aerobic respiration, glucose (C6H12O6) is oxidized to CO2,

and O2 is reduced to H2O. Electrons lose potential energy during

their transfer from glucose or other organic compounds to oxy-

gen. Electrons are usually passed rst to NAD*, reducing it to

NADH, and then from NADH to an electron transport

chain, which conducts them to O2 in energy-releasing steps.

The energy is used to make ATP.

Aerobic respiration occurs in three stages: (1) glycolysis, (2) pyru-

vate oxidation and the citric acid cycle, and (3) oxidative

phosphorylation (electron transport and chemiosmosis).

Describe the difference between the two processes in cellular
respiration that produce ATP: oxidative phosphorylation and
substrate-level phosphorylation.

C O N C E P T  9.2
Glycolysis harvests chemical energy by oxidizing glucose to
pyruvate (pp. 168 169)

?

What is the source of energy for the formation of ATP and
NADH in glycolysis?

C O N C E P T  9.3
After pyruvate is oxidized, the citric acid cycle completes the
energy-yielding oxidation of organic molecules (pp. 170 172)

In eukaryotic cells, pyruvate enters the mitochondrion and is

oxidized to acetyl CoA, which is further oxidized in the citric

acid cycle.

?

C O N C E P T  9.4
During oxidative phosphorylation, chemiosmosis couples
electron transport to ATP synthesis (pp. 172 177)

NADH and FADH2 transfer electrons to the electron transport

chain. Electrons move down the chain, losing energy in several

energy-releasing steps. Finally, electrons are passed to O2, re-

ducing it to H2O.

What molecular products indicate the complete oxidation of
glucose during cellular respiration??

At certain steps along the

electron transport chain,

electron transfer causes pro-

tein complexes to move H*

from the mitochondrial ma-

trix (in eukaryotes) to the in-

termembrane space, storing

energy as a proton-motive

force (H* gradient). As H*

diffuses back into the matrix

through ATP synthase, its

passage drives the phospho-

rylation of ADP, a process

called chemiosmosis.

About 34% of the energy stored in a glucose molecule is trans-

ferred to ATP during cellular respiration, producing a maximum

of about 32 ATP.

Brie y explain the mechanism by which ATP synthase produces
ATP. List three locations in which ATP synthases are found.

C O N C E P T  9.5
Fermentation and anaerobic respiration enable cells to
produce ATP without the use of oxygen (pp. 177 179)

Glycolysis nets 2 ATP by substrate-level phosphorylation,

whether oxygen is present or not. Under anaerobic conditions,

either anaerobic respiration or fermentation can take place. In

anaerobic respiration, an electron transport chain is present

with a nal electron acceptor other than oxygen. In fermenta-

tion, the electrons from NADH are passed to pyruvate or a de-

rivative of pyruvate, regenerating the NAD* required to oxidize

more glucose. Two common types of fermentation are alcohol

fermentation and lactic acid fermentation.

Fermentation and anaerobic or aerobic respiration all use gly-

colysis to oxidize glucose, but they differ in their nal electron

acceptor and whether an electron transport chain is used (respi-

ration) or not (fermentation). Respiration yields more ATP;

?

ATPADP +

ATP
synthase

INTER-
MEMBRANE
SPACE

MITO-
CHONDRIAL
MATRIX

P
i

H+

H+
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aerobic respiration, with O2 as the nal electron acceptor, yields

about 16 times as much ATP as does fermentation.

Glycolysis occurs in nearly all organisms and is thought to have

evolved in ancient prokaryotes before there was O2 in the

atmosphere.

Which process yields more ATP, fermentation or anaerobic respi-
ration? Explain.

C O N C E P T  9.6

Glycolysis and the citric acid cycle connect to many other
metabolic pathways (pp. 179 181)

Catabolic pathways funnel electrons from many kinds of or-

ganic molecules into cellular respiration. Many carbohydrates

can enter glycolysis, most often after conversion to glucose.

Amino acids of proteins must be deaminated before being oxi-

dized. The fatty acids of fats undergo beta oxidation to two-

carbon fragments and then enter the citric acid cycle as acetyl

CoA. Anabolic pathways can use small molecules from food di-

rectly or build other substances using intermediates of glycoly-

sis or the citric acid cycle.

Cellular respiration is controlled by allosteric enzymes at key

points in glycolysis and the citric acid cycle.

Describe how the catabolic pathways of glycolysis and the citric acid
cycle intersect with anabolic pathways in the metabolism of a cell.

TEST YOUR UNDERSTANDING

LEVEL 1: KNOWLEDGE/COMPREHENSION

1. The immediate energy source that drives ATP synthesis by ATP

synthase during oxidative phosphorylation is the

a. oxidation of glucose and other organic compounds.

b. ow of electrons down the electron transport chain.

c. af nity of oxygen for electrons.

d. H* concentration across the membrane holding ATP synthase.

e. transfer of phosphate to ADP.

2. Which metabolic pathway is common to both fermentation

and cellular respiration of a glucose molecule?

a. the citric acid cycle

b. the electron transport chain

c. glycolysis

d. synthesis of acetyl CoA from pyruvate

e. reduction of pyruvate to lactate

3. In mitochondria, exergonic redox reactions

a. are the source of energy driving prokaryotic ATP synthesis.

b. are directly coupled to substrate-level phosphorylation.

c. provide the energy that establishes the proton gradient.

d. reduce carbon atoms to carbon dioxide.

e. are coupled via phosphorylated intermediates to ender-

gonic processes.

4. The nal electron acceptor of the electron transport chain

that functions in aerobic oxidative phosphorylation is

a. oxygen. b. water. c. NAD*. d. pyruvate. e. ADP.

LEVEL 2: APPLICATION/ANALYSIS

5. What is the oxidizing agent in the following reaction?

Pyruvate * NADH * H* S Lactate * NAD*

a. oxygen b. NADH c. NAD* d. lactate e. pyruvate

6. When electrons ow along the electron transport chains of

mitochondria, which of the following changes occurs?

a. The pH of the matrix increases.

b. ATP synthase pumps protons by active transport.

?

?

c. The electrons gain free energy.

d. The cytochromes phosphorylate ADP to form ATP.

e. NAD* is oxidized.

7. Most CO2 from catabolism is released during

a. glycolysis. d. electron transport.

b. the citric acid cycle. e. oxidative phosphorylation.

c. lactate fermentation.

LEVEL 3: SYNTHESIS/EVALUATION

8. The graph here shows

the pH difference across the inner

mitochondrial membrane over time

in an actively respiring cell. At the

time indicated by the vertical arrow,

a metabolic poison is added that

speci cally and completely inhibits

all function of mitochondrial ATP

synthase. Draw what you would ex-

pect to see for the rest of the graphed line.

9. EVOLUTION CONNECTION

ATP synthases are found in the prokaryotic plasma membrane

and in mitochondria and chloroplasts. What does this suggest

about the evolutionary relationship of these eukaryotic or-

ganelles to prokaryotes? How might the amino acid sequences

of the ATP synthases from the different sources support or re-

fute your hypothesis?

10. SCIENTIFIC INQUIRY

In the 1930s, some physicians prescribed low doses of a com-

pound called dinitrophenol (DNP) to help patients lose weight.

This unsafe method was abandoned after some patients died.

DNP uncouples the chemiosmotic machinery by making the

lipid bilayer of the inner mitochondrial membrane leaky to H*.

Explain how this could cause weight loss and death.

11.

Emergent Properties In a short essay (100 150 words),

explain how oxidative phosphorylation the production

of ATP using energy derived from the redox reactions of a

spatially organized electron transport chain followed by

chemiosmosis is an example of how new properties

emerge at each level of the biological hierarchy.

For selected answers, see Appendix A.
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K E Y  C O N C E P T S

10.1 Photosynthesis converts light energy to the
chemical energy of food 

10.2 The light reactions convert solar energy to the
chemical energy of ATP and NADPH 

10.3 The Calvin cycle uses the chemical energy of
ATP and NADPH to reduce CO2 to sugar 

10.4 Alternative mechanisms of carbon xation have
evolved in hot, arid climates 

O V E R V I E W

The Process That Feeds
the Biosphere

Life on Earth is solar powered. The chloroplasts of plants

capture light energy that has traveled 150 million kilo-

meters from the sun and convert it to chemical energy that

is stored in sugar and other organic molecules. This conver-

sion process is called photosynthesis. Let s begin by plac-

ing photosynthesis in its ecological context.

Photosynthesis nourishes almost the entire living world

directly or indirectly. An organism acquires the organic com-

pounds it uses for energy and carbon skeletons by one of

two major modes: autotrophic nutrition or heterotrophic

nutrition. Autotrophs are self-feeders  (auto- means self,

and trophos means feeder ); they sustain themselves with-

out eating anything derived from other living beings. Auto-

trophs produce their organic molecules from CO2 and other

inorganic raw materials obtained from the environment.

They are the ultimate sources of organic compounds for all

nonautotrophic organisms, and for this reason, biologists

refer to autotrophs as the producers of the biosphere.

Almost all plants are autotrophs; the only nutrients they re-

quire are water and minerals from the soil and carbon dioxide

from the air. Speci cally, plants are photoautotrophs, organ-

isms that use light as a source of energy to synthesize organic

substances (Figure 10.1). Photosynthesis also occurs in algae,

certain other protists, and some prokaryotes (Figure 10.2). In

this chapter, we will touch on these other groups in passing,

but our emphasis will be on plants. Variations in autotrophic

nutrition that occur in prokaryotes and algae will be described

in Chapters 27 and 28.

Heterotrophs obtain their organic material by the sec-

ond major mode of nutrition. Unable to make their own

food, they live on compounds produced by other organisms

(hetero- means other ). Heterotrophs are the biosphere s

consumers. The most obvious form of this other-feeding  oc-

curs when an animal eats plants or other animals. But hetero-

trophic nutrition may be more subtle. Some heterotrophs

consume the remains of dead organisms by decomposing

and feeding on organic litter such as carcasses, feces, and

fallen leaves; they are known as decomposers. Most fungi

and many types of prokaryotes get their nourishment this

way. Almost all heterotrophs, including humans, are com-

pletely dependent, either directly or indirectly, on photoau-

totrophs for food and also for oxygen, a by-product of

photosynthesis.

The Earth s supply of fossil fuels was formed from remains

of organisms that died hundreds of millions of years ago. In a

sense, then, fossil fuels represent stores of the sun s energy

from the distant past. Because these resources are being used

at a much higher rate than they are replenished, researchers

* Figure 10.1 How can sunlight, seen here
as a spectrum of colors in a rainbow, power
the synthesis of organic substances?

10

Photosynthesis
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(e) Purple sulfur
bacteria

1 *m

(a) Plants

(b) Multicellular alga

(c) Unicellular protists
10 *m

(d) Cyanobacteria
40 *m

* Figure 10.2 Photoautotrophs. These organisms use light
energy to drive the synthesis of organic molecules from carbon dioxide
and (in most cases) water. They feed themselves and the entire living
world. (a) On land, plants are the predominant producers of food.
In aquatic environments, photoautotrophs include unicellular and
(b) multicellular algae, such as this kelp; (c) some non-algal unicellular
protists, such as Euglena; (d) the prokaryotes called cyanobacteria; and
(e) other photosynthetic prokaryotes, such as these purple sulfur bacteria,
which produce sulfur (the yellow globules within the cells) (c e, LMs).

I M P A C T

Alternative Fuels from Plants and Algae

Biofuels from crops such as corn, soybeans, and cassava have been

proposed as a supplement or even replacement for fossil fuels. To

produce bioethanol,  the starch made naturally by the plants is

simply converted to glucose and then fermented to ethanol by mi-

croorganisms. Alternatively, a simple chemical process can yield

biodiesel  from plant oils. Either product can be mixed with gaso-

line or used alone to power vehicles. Some species of unicellular

algae are especially proli c oil producers, and they can be easily cul-

tured in containers such as the tubular plastic bags shown below.

+ Figure 10.3

WHY IT MATTERS The rate of fossil fuel use by humans far out-

paces its formation in the earth: Fossil fuels are a nonrenewable

source of energy. Tapping the power of sunlight by using products

of photosynthesis to generate energy is a sustainable alternative if

cost-effective techniques can be developed. It is generally agreed

that using algae is preferable to growing crops for this purpose be-

cause this use of cropland diminishes the food supply and drives up

food prices.

FURTHER READING A. L. Haag, Algae bloom again, Nature

447:520 521 (2007).

The main product of fossil fuel combustion is CO2, and

this combustion is the source of the increase in atmospheric CO2 con-

centration. Scientists have proposed strategically situating containers

of these algae near industrial plants, as shown above, or near highly

congested city streets. Why does this arrangement make sense?

WHAT IF?

are exploring methods of capitalizing on the photosynthetic

process to provide alternative fuels (Figure 10.3).

In this chapter, you will learn how photosynthesis works.

After a discussion of the general principles of photosynthesis,

we will consider the two stages of photosynthesis: the light

reactions, in which solar energy is captured and transformed

into chemical energy; and the Calvin cycle, in which the

chemical energy is used to make organic molecules of food.

Finally, we will consider a few aspects of photosynthesis from

an evolutionary perspective.
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CO2 O2
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20 *m
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* Figure 10.4 Zooming in on the location of
photosynthesis in a plant. Leaves are the major organs of
photosynthesis in plants. These pictures take you into a leaf, then into
a cell, and nally into a chloroplast, the organelle where
photosynthesis occurs (middle, LM; bottom, TEM).

CON C E P T 10.1
Photosynthesis converts
light energy to the
chemical energy of food

The remarkable ability of an organism to

harness light energy and use it to drive the

synthesis of organic compounds emerges from

structural organization in the cell: Photosyn-

thetic enzymes and other molecules are grouped

together in a biological membrane, enabling the nec-

essary series of chemical reactions to be carried out ef -

ciently. The process of photosynthesis most likely originated

in a group of bacteria that had infolded regions of the plasma

membrane containing clusters of such molecules. In existing

photosynthetic bacteria, infolded photosynthetic mem-

branes function similarly to the internal membranes of the

chloroplast, a eukaryotic organelle. According to the endo-

symbiont theory, the original chloroplast was a photosyn-

thetic prokaryote that lived inside an ancestor of eukaryotic

cells. (You learned about this theory in Chapter 6 and it will

be described more fully in Chapter 25.) Chloroplasts are pres-

ent in a variety of photosynthesizing organisms (see Figure

10.2), but here we will focus on plants.

Chloroplasts: The Sites of Photosynthesis
in Plants

All green parts of a plant, including green stems and unripened

fruit, have chloroplasts, but the leaves are the major sites of

photosynthesis in most plants (Figure 10.4). There are about

half a million chloroplasts in a chunk of leaf with a top surface

area of 1 mm2. Chloroplasts are found mainly in the cells of the

mesophyll, the tissue in the interior of the leaf. Carbon diox-

ide enters the leaf, and oxygen exits, by way of microscopic

pores called stomata (singular, stoma; from the Greek, mean-

ing mouth ). Water absorbed by the roots is delivered to the

leaves in veins. Leaves also use veins to export sugar to roots

and other nonphotosynthetic parts of the plant.

A typical mesophyll cell has about 30 40 chloroplasts, each

organelle measuring about 2 4 m by 4 7 m. A chloroplast

has an envelope of two membranes surrounding a dense uid

called the stroma. Suspended within the stroma is a third

membrane system, made up of sacs called thylakoids, which

segregates the stroma from the thylakoid space inside these sacs.

In some places, thylakoid sacs are stacked in columns called

grana (singular, granum). Chlorophyll, the green pigment

that gives leaves their color, resides in the thylakoid mem-

branes of the chloroplast. (The internal photosynthetic mem-

branes of some prokaryotes are also called thylakoid

membranes; see Figure 27.7b.) It is the light energy absorbed
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Reactants: 

Products:
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* Figure 10.5 Tracking atoms through photosynthesis. The
atoms from CO2 are shown in magenta, and the atoms from H2O are
shown in blue.

by chlorophyll that drives the synthesis of organic molecules

in the chloroplast. Now that we have looked at the sites of

photosynthesis in plants, we are ready to look more closely at

the process of photosynthesis.

Tracking Atoms Through Photosynthesis:
Scienti c Inquiry

Scientists have tried for centuries to piece together the

process by which plants make food. Although some of the

steps are still not completely understood, the overall photo-

synthetic equation has been known since the 1800s: In the

presence of light, the green parts of plants produce organic

compounds and oxygen from carbon dioxide and water.

Using molecular formulas, we can summarize the complex

series of chemical reactions in photosynthesis with this

chemical equation:

6 CO2 * 12 H2O * Light energy * C6H12O6 * 6 O2 * 6 H2O

We use glucose (C6H12O6) here to simplify the relationship be-

tween photosynthesis and respiration, but the direct product of

photosynthesis is actually a three-carbon sugar that can be used

to make glucose. Water appears on both sides of the equation

because 12 molecules are consumed and 6 molecules are newly

formed during photosynthesis. We can simplify the equation

by indicating only the net consumption of water:

6 CO2 * 6 H2O * Light energy * C6H12O6 * 6 O2

Writing the equation in this form, we can see that the overall

chemical change during photosynthesis is the reverse of the

one that occurs during cellular respiration. Both of these

metabolic processes occur in plant cells. However, as you will

soon learn, chloroplasts do not synthesize sugars by simply

reversing the steps of respiration.

Now let s divide the photosynthetic equation by 6 to put

it in its simplest possible form:

CO2 * H2O * [CH2O] * O2

Here, the brackets indicate that CH2O is not an actual sugar

but represents the general formula for a carbohydrate. In

other words, we are imagining the synthesis of a sugar mol-

ecule one carbon at a time. Six repetitions would theoretically

produce a glucose molecule. Let s now use this simpli ed for-

mula to see how researchers tracked the elements C, H, and O

from the reactants of photosynthesis to the products.

The Splitting of Water

One of the rst clues to the mechanism of photosynthesis

came from the discovery that the O2 given off by plants is de-

rived from H2O and not from CO2. The chloroplast splits

water into hydrogen and oxygen. Before this discovery, the

prevailing hypothesis was that photosynthesis split carbon

dioxide (CO2* C * O2) and then added water to the carbon

(C * H2O * [CH2O]). This hypothesis predicted that the O2

released during photosynthesis came from CO2. This idea

was challenged in the 1930s by C. B. van Niel, of Stanford

University. Van Niel was investigating photosynthesis in bac-

teria that make their carbohydrate from CO2 but do not re-

lease O2. He concluded that, at least in these bacteria, CO2 is

not split into carbon and oxygen. One group of bacteria used

hydrogen sul de (H2S) rather than water for photosynthesis,

forming yellow globules of sulfur as a waste product (these

globules are visible in Figure 10.2e). Here is the chemical

equation for photosynthesis in these sulfur bacteria:

CO2 * 2 H2S * [CH2O] * H2O * 2 S

Van Niel reasoned that the bacteria split H2S and used the hy-

drogen atoms to make sugar. He then generalized that idea,

proposing that all photosynthetic organisms require a hydro-

gen source but that the source varies:

Sulfur bacteria: CO2 * 2 H2S  * [CH2O] * H2O * 2 S

Plants: CO2 * 2 H2O * [CH2O] * H2O * O2

General: CO2 * 2 H2X * [CH2O] * H2O * 2 X

Thus, van Niel hypothesized that plants split H2O as a

source of electrons from hydrogen atoms, releasing O2 as a

by-product.

Nearly 20 years later, scientists con rmed van Niel s hy-

pothesis by using oxygen-18 (18O), a heavy isotope, as a

tracer to follow the fate of oxygen atoms during photosyn-

thesis. The experiments showed that the O2 from plants was

labeled with 18O only if water was the source of the tracer (ex-

periment 1). If the 18O was introduced to the plant in the

form of CO2, the label did not turn up in the released O2 (ex-

periment 2). In the following summary, red denotes labeled

atoms of oxygen (18O):

Experiment 1: CO2 * 2 H2O* [CH2O] * H2O * O2

Experiment 2: CO2 * 2 H2O * [CH2O] * H2O * O2

A signi cant result of the shuf ing of atoms during photo-

synthesis is the extraction of hydrogen from water and its in-

corporation into sugar. The waste product of photosynthesis,

O2, is released to the atmosphere. Figure 10.5 shows the fates

of all atoms in photosynthesis.
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Visit the Study Area at
www.masteringbiology.com for
the BioFlix 3-D Animation on
Photosynthesis.

* Figure 10.6 An overview of
photosynthesis: cooperation of the
light reactions and the Calvin cycle. In
the chloroplast, the thylakoid membranes are
the sites of the light reactions, whereas the
Calvin cycle occurs in the stroma. The light
reactions use solar energy to make ATP and
NADPH, which supply chemical energy and
reducing power, respectively, to the Calvin
cycle. The Calvin cycle incorporates CO2 into
organic molecules, which are converted to
sugar. (Recall that most simple sugars have
formulas that are some multiple of CH2O.)
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Photosynthesis as a Redox Process

Let s brie y compare photosynthesis with cellular respiration.

Both processes involve redox reactions. During cellular respi-

ration, energy is released from sugar when electrons associ-

ated with hydrogen are transported by carriers to oxygen,

forming water as a by-product (see p. 164). The electrons lose

potential energy as they fall  down the electron transport

chain toward electronegative oxygen, and the mitochondrion

harnesses that energy to synthesize ATP (see Figure 9.15). Pho-

tosynthesis reverses the direction of electron ow. Water is

split, and electrons are transferred along with hydrogen ions

from the water to carbon dioxide, reducing it to sugar.

ANIMATION

becomes reduced

becomes oxidized

C6H12O66 CO2 6 O26 H2OEnergy + + +

Because the electrons increase in potential energy as they move

from water to sugar, this process requires energy in other

words is endergonic. This energy boost is provided by light.

The Two Stages of Photosynthesis: A Preview

The equation for photosynthesis is a deceptively simple sum-

mary of a very complex process. Actually, photosynthesis is

not a single process, but two processes, each with multiple

steps. These two stages of photosynthesis are known as the

light reactions (the photo part of photosynthesis) and the

Calvin cycle (the synthesis part) (Figure 10.6).

The light reactions are the steps of photosynthesis that con-

vert solar energy to chemical energy. Water is split, providing a

source of electrons and protons (hydrogen ions, H*) and giv-

ing off O2 as a by-product. Light absorbed by chlorophyll

drives a transfer of the electrons and hydrogen ions from water

to an acceptor called NADP* (nicotinamide adenine dinu-

cleotide phosphate), where they are temporarily stored. The

electron acceptor NADP* is rst cousin to NAD*, which func-

tions as an electron carrier in cellular respiration; the two mol-

ecules differ only by the presence of an extra phosphate group

in the NADP* molecule. The light reactions use solar power to

reduce NADP* to NADPH by adding a pair of electrons along

with an H*. The light reactions also generate ATP, using

chemiosmosis to power the addition of a phosphate group to

ADP, a process called photophosphorylation. Thus, light

energy is initially converted to chemical energy in the form of

two compounds: NADPH, a source of electrons as reducing

power  that can be passed along to an electron acceptor, re-

ducing it, and ATP, the versatile energy currency of cells. No-

tice that the light reactions produce no sugar; that happens in

the second stage of photosynthesis, the Calvin cycle.

The Calvin cycle is named for Melvin Calvin, who, along

with his colleagues, began to elucidate its steps in the late

1940s. The cycle begins by incorporating CO2 from the air
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into organic molecules already present in the chloroplast.

This initial incorporation of carbon into organic compounds

is known as carbon xation. The Calvin cycle then re-

duces the xed carbon to carbohydrate by the addition of

electrons. The reducing power is provided by NADPH, which

acquired its cargo of electrons in the light reactions. To con-

vert CO2 to carbohydrate, the Calvin cycle also requires

chemical energy in the form of ATP, which is also generated

by the light reactions. Thus, it is the Calvin cycle that makes

sugar, but it can do so only with the help of the NADPH and

ATP produced by the light reactions. The metabolic steps of

the Calvin cycle are sometimes referred to as the dark reac-

tions, or light-independent reactions, because none of the

steps requires light directly. Nevertheless, the Calvin cycle in

most plants occurs during daylight, for only then can the

light reactions provide the NADPH and ATP that the Calvin

cycle requires. In essence, the chloroplast uses light energy to

make sugar by coordinating the two stages of photosynthesis.

As Figure 10.6 indicates, the thylakoids of the chloroplast

are the sites of the light reactions, while the Calvin cycle oc-

curs in the stroma. On the outside of the thylakoids, mol-

ecules of NADP* and ADP pick up electrons and phosphate,

respectively, and NADPH and ATP are then released to the

stroma, where they play crucial roles in the Calvin cycle. The

two stages of photosynthesis are treated in this gure as

metabolic modules that take in ingredients and crank out

products. In the next two sections, we ll look more closely at

how the two stages work, beginning with the light reactions.

C O N C E P T  C H E C K  10.1

1. How do the reactant molecules of photosynthesis

reach the chloroplasts in leaves?

2. How did the use of an oxygen isotope help elucidate

the chemistry of photosynthesis?

3. The Calvin cycle requires ATP and NADPH,

products of the light reactions. If a classmate asserted

that the light reactions don t depend on the Calvin

cycle and, with continual light, could just keep on pro-

ducing ATP and NADPH, how would you respond?

For suggested answers, see Appendix A.

WHAT IF?

C ON CE P T 10.2
The light reactions convert solar
energy to the chemical energy
of ATP and NADPH

Chloroplasts are chemical factories powered by the sun. Their

thylakoids transform light energy into the chemical energy of

ATP and NADPH. To understand this conversion better, we

need to know about some important properties of light.

380 450 500 550 600 650 700 750 nm

Visible light

Gamma 
rays

X-rays UV Infrared
Micro-
waves

Radio
waves

10 5 nm 10 3 nm 1 nm 103 nm 106 nm
1 m

(109 nm) 103 m

Longer wavelengthShorter wavelength

Lower energyHigher energy

* Figure 10.7 The electromagnetic spectrum. White light is a
mixture of all wavelengths of visible light. A prism can sort white light
into its component colors by bending light of different wavelengths at
different angles. (Droplets of water in the atmosphere can act as
prisms, forming a rainbow; see Figure 10.1.) Visible light drives
photosynthesis.

The Nature of Sunlight

Light is a form of energy known as electromagnetic energy,

also called electromagnetic radiation. Electromagnetic energy

travels in rhythmic waves analogous to those created by

dropping a pebble into a pond. Electromagnetic waves, how-

ever, are disturbances of electric and magnetic elds rather

than disturbances of a material medium such as water.

The distance between the crests of electromagnetic waves

is called the wavelength. Wavelengths range from less than

a nanometer (for gamma rays) to more than a kilometer (for

radio waves). This entire range of radiation is known as the

electromagnetic spectrum (Figure 10.7). The segment

most important to life is the narrow band from about 380 nm

to 750 nm in wavelength. This radiation is known as visible

light because it can be detected as various colors by the

human eye.

The model of light as waves explains many of light s prop-

erties, but in certain respects light behaves as though it con-

sists of discrete particles, called photons. Photons are not

tangible objects, but they act like objects in that each of them

has a xed quantity of energy. The amount of energy is in-

versely related to the wavelength of the light: the shorter the

wavelength, the greater the energy of each photon of that

light. Thus, a photon of violet light packs nearly twice as

much energy as a photon of red light.

Although the sun radiates the full spectrum of electromag-

netic energy, the atmosphere acts like a selective window, al-

lowing visible light to pass through while screening out a

substantial fraction of other radiation. The part of the spec-

trum we can see visible light is also the radiation that

drives photosynthesis.
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Chloroplast
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Reflected
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* Figure 10.8 Why leaves are green: interaction of light
with chloroplasts. The chlorophyll molecules of chloroplasts
absorb violet-blue and red light (the colors most effective in driving
photosynthesis) and re ect or transmit green light. This is why leaves
appear green.

+ Figure 10.9 RESEARCH METHOD

Determining an Absorption Spectrum

APPLICATION An absorption spectrum is a visual representation of
how well a particular pigment absorbs different wavelengths of visible
light. Absorption spectra of various chloroplast pigments help scientists
decipher each pigment s role in a plant.

TECHNIQUE A spectrophotometer measures the relative amounts of
light of different wavelengths absorbed and transmitted by a pigment
solution.

White light is separated into colors (wavelengths) by a prism.

One by one, the different colors of light are passed through the
sample (chlorophyll in this example). Green light and blue light are
shown here.

The transmitted light strikes a photoelectric tube, which converts
the light energy to electricity.

The electric current is measured by a galvanometer. The meter indi-
cates the fraction of light transmitted through the sample, from
which we can determine the amount of light absorbed.

4

3

2

1

Photosynthetic Pigments: The Light Receptors

When light meets matter, it may be re ected, transmitted,

or absorbed. Substances that absorb visible light are known

as pigments. Different pigments absorb light of different

wavelengths, and the wavelengths that are absorbed disap-

pear. If a pigment is illuminated with white light, the color

we see is the color most re ected or transmitted by the pig-

ment. (If a pigment absorbs all wavelengths, it appears

black.) We see green when we look at a leaf because chloro-

phyll absorbs violet-blue and red light while transmitting

and re ecting green light (Figure 10.8). The ability of a pig-

ment to absorb various wavelengths of light can be mea-

sured with an instrument called a spectrophotometer.

This machine directs beams of light of different wave-

lengths through a solution of the pigment and measures the

fraction of the light transmitted at each wavelength. A

graph plotting a pigment s light absorption versus wave-

length is called an absorption spectrum (Figure 10.9).

The absorption spectra of chloroplast pigments provide

clues to the relative effectiveness of different wavelengths for

driving photosynthesis, since light can perform work in chloro-

plasts only if it is absorbed. Figure 10.10a shows the absorp-

tion spectra of three types of pigments in chloroplasts:

chlorophyll a, which participates directly in the light reac-

tions; the accessory pigment chlorophyll b; and a group of acces-

sory pigments called carotenoids. The spectrum of chlorophyll

a suggests that violet-blue and red light work best for photosyn-

thesis, since they are absorbed, while green is the least effective

color. This is con rmed by an action spectrum for photo-

synthesis (Figure 10.10b), which pro les the relative effective-

ness of different wavelengths of radiation in driving the

process. An action spectrum is prepared by illuminating chloro-

plasts with light of different colors and then plotting wave-

length against some measure of photosynthetic rate, such as

CO2 consumption or O2 release. The action spectrum for pho-

tosynthesis was rst demonstrated by Theodor W. Engelmann,

a German botanist, in 1883. Before equipment for measuring

O2 levels had even been invented, Engelmann performed a

White 
light

Refracting 
prism

Slit moves to 
pass light 
of selected 
wavelength.

Green

light

Chlorophyll
solution

Photoelectric
tube

Galvanometer

The low transmittance
(high absorption)
reading indicates that
chlorophyll absorbs
most blue light.

The high transmittance
(low absorption)
reading indicates that
chlorophyll absorbs
very little green light.

Blue

light

1

2 3

4 0

0

100

100

RESULTS See Figure 10.10a for absorption spectra of three types of
chloroplast pigments.
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clever experiment in which he used bacteria to measure rates of

photosynthesis in lamentous algae (Figure 10.10c). His

results are a striking match to the modern action spectrum

shown in Figure 10.10b.

Notice by comparing Figures 10.10a and 10.10b that the

action spectrum for photosynthesis does not exactly match

the absorption spectrum of chlorophyll a. The absorption

spectrum of chlorophyll a alone underestimates the effective-

ness of certain wavelengths in driving photosynthesis. This is

partly because accessory pigments with different absorption

spectra are also photosynthetically important in chloroplasts

and broaden the spectrum of colors that can be used for pho-

tosynthesis. Figure 10.11 shows the structure of chlorophyll

a compared with that of chlorophyll b. A slight structural

difference between them is enough to cause the two pig-

ments to absorb at slightly different wavelengths in the red

and blue parts of the spectrum (see Figure 10.10a). As a result,

chlorophyll a is blue green and chlorophyll b is olive green.

Other accessory pigments include carotenoids, hydro-

carbons that are various shades of yellow and orange because

they absorb violet and blue-green light (see Figure 10.10a).

Carotenoids may broaden the spectrum of colors that can

drive photosynthesis. However, a more important function

of at least some carotenoids seems to be photoprotection: These

 Figure 10.10 INQUIRY

Which wavelengths of light are most effective
in driving photosynthesis?

EXPERIMENT Absorption and action spectra, along with a classic ex-
periment by Theodor W. Engelmann, reveal which wavelengths of light
are photosynthetically important.

RESULTS
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(a) Absorption spectra. The three curves show the wavelengths of light
best absorbed by three types of chloroplast pigments.
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Action spectrum. This graph plots the rate of photosynthesis 
versus wavelength. The resulting action spectrum resembles the 
absorption spectrum for chlorophyll a but does not match exactly 
(see part a). This is partly due to the absorption of light by accessory 
pigments such as chlorophyll b and carotenoids.

Filament
of alga

Aerobic bacteria

(c)
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Engelmann s experiment. In 1883, Theodor W. Engelmann 
illuminated a filamentous alga with light that had been passed 
through a prism, exposing different segments of the alga to different 
wavelengths. He used aerobic bacteria, which concentrate near an 
oxygen source, to determine which segments of the alga were 
releasing the most O2 and thus photosynthesizing most. Bacteria 
congregated in greatest numbers around the parts of the alga 
illuminated with violet-blue or red light.

CONCLUSION Light in the violet-blue and red portions of the spec-
trum is most effective in driving photosynthesis.

SOURCE T. W. Engelmann, Bacterium photometricum. Ein Betrag zur ver-
gleichenden Physiologie des Licht- und farbensinnes, Archiv. f r Physiologie
30:95 124 (1883).

See the related Experimental Inquiry Tutorial in MasteringBiology.

If Engelmann had used a lter that allowed only red light
to pass through, how would the results have differed?

WHAT IF?
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Figure 10.11 Structure of chlorophyll molecules in
chloroplasts of plants. Chlorophyll a and chlorophyll b differ only
in one of the functional groups bonded to the porphyrin ring. (Also see
the space- lling model of chlorophyll in Figure 1.4, p. 5.)
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compounds absorb and dissipate excessive light energy that

would otherwise damage chlorophyll or interact with oxy-

gen, forming reactive oxidative molecules that are dangerous

to the cell. Interestingly, carotenoids similar to the photopro-

tective ones in chloroplasts have a photoprotective role in

the human eye. These and related molecules, often found in

health food products, are valued as phytochemicals  (from

the Greek phyton, plant), compounds with antioxidant prop-

erties. Plants can synthesize all the antioxidants they require,

but humans and other animals must obtain some of them

from their diets.

Excitation of Chlorophyll by Light

What exactly happens when chlorophyll and other pigments

absorb light? The colors corresponding to the absorbed wave-

lengths disappear from the spectrum of the transmitted and

re ected light, but energy cannot disappear. When a mol-

ecule absorbs a photon of light, one of the molecule s elec-

trons is elevated to an orbital where it has more potential

energy. When the electron is in its normal orbital, the pig-

ment molecule is said to be in its ground state. Absorption of

a photon boosts an electron to an orbital of higher energy,

and the pigment molecule is then said to be in an excited

state. The only photons absorbed are those whose energy is

exactly equal to the energy difference between the ground

state and an excited state, and this energy difference varies

from one kind of molecule to another. Thus, a particular

compound absorbs only photons corresponding to speci c

wavelengths, which is why each pigment has a unique ab-

sorption spectrum.

Once absorption of a photon raises an electron from the

ground state to an excited state, the electron cannot remain

there long. The excited state, like all high-energy states, is un-

stable. Generally, when isolated pigment molecules absorb

light, their excited electrons drop back down to the ground-

state orbital in a billionth of a second, releasing their excess

energy as heat. This conversion of light energy to heat is

what makes the top of an automobile so hot on a sunny day.

(White cars are coolest because their paint re ects all wave-

lengths of visible light, although it may absorb ultraviolet

and other invisible radiation.) In isolation, some pigments,

including chlorophyll, emit light as well as heat after absorb-

ing photons. As excited electrons fall back to the ground

state, photons are given off. This afterglow is called uores-

cence. If a solution of chlorophyll isolated from chloroplasts

is illuminated, it will uoresce in the red-orange part of the

spectrum and also give off heat (Figure 10.12).

A Photosystem: A Reaction-Center Complex
Associated with Light-Harvesting Complexes

Chlorophyll molecules excited by the absorption of light en-

ergy produce very different results in an intact chloroplast

than they do in isolation (see Figure 10.12). In their native

environment of the thylakoid membrane, chlorophyll mol-

ecules are organized along with other small organic mole-

cules and proteins into complexes called photosystems.

A photosystem is composed of a reaction-center

complex surrounded by several light-harvesting complexes

(Figure 10.13). The reaction-center complex is an organized

association of proteins holding a special pair of chlorophyll a

molecules. Each light-harvesting complex consists of vari-

ous pigment molecules (which may include chlorophyll a,

chlorophyll b, and carotenoids) bound to proteins. The num-

ber and variety of pigment molecules enable a photosystem to

harvest light over a larger surface area and a larger portion of

the spectrum than could any single pigment molecule alone.

Together, these light-harvesting complexes act as an antenna

for the reaction-center complex. When a pigment molecule
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* Figure 10.12 Excitation of isolated
chlorophyll by light. (a) Absorption of a
photon causes a transition of the chlorophyll
molecule from its ground state to its excited
state. The photon boosts an electron to an
orbital where it has more potential energy. If the
illuminated molecule exists in isolation, its excited
electron immediately drops back down to the
ground-state orbital, and its excess energy is
given off as heat and uorescence (light). (b) A
chlorophyll solution excited with ultraviolet light
uoresces with a red-orange glow.

If a leaf containing a similar
concentration of chlorophyll as the solution was
exposed to the same ultraviolet light, no uo-
rescence would be seen. Explain the difference
in uorescence emission between the solution
and the leaf.

WHAT IF?
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absorbs a photon, the energy is transferred from pigment

molecule to pigment molecule within a light-harvesting com-

plex, somewhat like a human wave  at a sports arena, until it

is passed into the reaction-center complex. The reaction-

center complex also contains a molecule capable of accepting

electrons and becoming reduced; this is called the primary

electron acceptor. The pair of chlorophyll a molecules in

the reaction-center complex are special because their molecu-

lar environment their location and the other molecules with

which they are associated enables them to use the energy

from light not only to boost one of their electrons to a higher

energy level, but also to transfer it to a different molecule

the primary electron acceptor.

The solar-powered transfer of an electron from the reaction-

center chlorophyll a pair to the primary electron acceptor is the

rst step of the light reactions. As soon as the chlorophyll elec-

tron is excited to a higher energy level, the primary electron ac-

ceptor captures it; this is a redox reaction. In the ask shown in

Figure 10.12, isolated chlorophyll uoresces because there is no

electron acceptor, so electrons of photoexcited chlorophyll

drop right back to the ground state. In the structured environ-

ment of a chloroplast, however, an electron acceptor is readily

available, and the potential energy represented by the excited

electron is not dissipated as light and heat. Thus, each photo-

system a reaction-center complex surrounded by light-

harvesting complexes functions in the chloroplast as a unit.

It converts light energy to chemical energy, which will ulti-

mately be used for the synthesis of sugar.

The thylakoid membrane is populated by two types of

photosystems that cooperate in the light reactions of photo-

synthesis. They are called photosystem II (PS II) and

photosystem I (PS I). (They were named in order of their

discovery, but photosystem II functions rst in the light reac-

tions.) Each has a characteristic reaction-center complex a

particular kind of primary electron acceptor next to a special

pair of chlorophyll a molecules associated with speci c pro-

teins. The reaction-center chlorophyll a of photosystem II is

known as P680 because this pigment is best at absorbing

light having a wavelength of 680 nm (in the red part of the

spectrum). The chlorophyll a at the reaction-center complex

of photosystem I is called P700 because it most effectively ab-

sorbs light of wavelength 700 nm (in the far-red part of the

spectrum). These two pigments, P680 and P700, are nearly

identical chlorophyll a molecules. However, their association

with different proteins in the thylakoid membrane affects the

electron distribution in the two pigments and accounts for

the slight differences in their light-absorbing properties. Now

let s see how the two photosystems work together in using

light energy to generate ATP and NADPH, the two main

products of the light reactions.

Linear Electron Flow

Light drives the synthesis of ATP and NADPH by energizing

the two photosystems embedded in the thylakoid membranes

of chloroplasts. The key to this energy transformation is a ow

of electrons through the photosystems and other molecular

components built into the thylakoid membrane. This is called

(a) How a photosystem harvests light. When a photon strikes a 
pigment molecule in a light-harvesting complex, the energy is passed 
from molecule to molecule until it reaches the reaction-center
complex. Here, an excited electron from the special pair of chlorophyll 
a molecules is transferred to the primary electron acceptor.
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* Figure 10.13 The structure and function of a
photosystem.
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(b) Structure of photosystem II. This computer model of 
photosystem II, based on X-ray crystallography, shows two 
photosystem complexes side by side. Chlorophyll molecules (small 
green ball-and-stick models) are interspersed with protein subunits 
(cylinders and ribbons). For simplicity, photosystem II will be shown 
as a single complex in the rest of the chapter.
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linear electron ow, and it occurs during the light reac-

tions of photosynthesis, as shown in Figure 10.14. The follow-

ing steps correspond to the numbered steps in the gure.

A photon of light strikes a pigment molecule in a light-

harvesting complex of PS II, boosting one of its electrons to

a higher energy level. As this electron falls back to its ground

state, an electron in a nearby pigment molecule is simulta-

neously raised to an excited state. The process continues,

with the energy being relayed to other pigment molecules

until it reaches the P680 pair of chlorophyll a molecules in

the PS II reaction-center complex. It excites an electron in

this pair of chlorophylls to a higher energy state.

This electron is transferred from the excited P680 to the

primary electron acceptor. We can refer to the resulting

form of P680, missing an electron, as P680*.

An enzyme catalyzes the splitting of a water molecule into

two electrons, two hydrogen ions (H*), and an oxygen

atom. The electrons are supplied one by one to the P680*

pair, each electron replacing one transferred to the pri-

mary electron acceptor. (P680* is the strongest biological

oxidizing agent known; its electron hole  must be lled.

This greatly facilitates the transfer of electrons from the
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* Figure 10.14 How linear electron ow during the light
reactions generates ATP and NADPH. The gold arrows trace
the current of light-driven electrons from water to NADPH.

split water molecule.) The H* are released into the thy-

lakoid lumen. The oxygen atom immediately combines

with an oxygen atom generated by the splitting of an-

other water molecule, forming O2.

Each photoexcited electron passes from the primary elec-

tron acceptor of PS II to PS I via an electron transport

chain, the components of which are similar to those of the

electron transport chain that functions in cellular respira-

tion. The electron transport chain between PS II and PS I

is made up of the electron carrier plastoquinone (Pq), a cy-

tochrome complex, and a protein called plastocyanin (Pc).

The exergonic fall  of electrons to a lower energy level

provides energy for the synthesis of ATP. As electrons pass

through the cytochrome complex, H* are pumped into

the thylakoid lumen, contributing to the proton gradient

that is subsequently used in chemiosmosis.

Meanwhile, light energy has been transferred via light-

harvesting complex pigments to the PS I reaction-center

complex, exciting an electron of the P700 pair of chloro-

phyll a molecules located there. The photoexcited elec-

tron was then transferred to PS I s primary electron

acceptor, creating an electron hole  in the P700 which

6

5

4
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we now can call P700*. In other words, P700* can now act

as an electron acceptor, accepting an electron that reaches

the bottom of the electron transport chain from PS II.

Photoexcited electrons are passed in a series of redox reac-

tions from the primary electron acceptor of PS I down a

second electron transport chain through the protein ferre-

doxin (Fd). (This chain does not create a proton gradient

and thus does not produce ATP.)

The enzyme NADP* reductase catalyzes the transfer of

electrons from Fd to NADP*. Two electrons are required for

its reduction to NADPH. This molecule is at a higher energy

level than water, and its electrons are more readily available

for the reactions of the Calvin cycle than were those of wa-

ter. This process also removes an H* from the stroma.

As complicated as the scheme shown in Figure 10.14 is, do

not lose track of its functions. The light reactions use solar

power to generate ATP and NADPH, which provide chemical

energy and reducing power, respectively, to the carbohydrate-

synthesizing reactions of the Calvin cycle. The energy changes

of electrons during their linear ow through the light reac-

tions are shown in a mechanical analogy in Figure 10.15.

Cyclic Electron Flow

In certain cases, photoexcited electrons can take an alterna-

tive path called cyclic electron ow, which uses photosys-

tem I but not photosystem II. You can see in Figure 10.16

that cyclic ow is a short circuit: The electrons cycle back

from ferredoxin (Fd) to the cytochrome complex and from

there continue on to a P700 chlorophyll in the PS I reaction-

center complex. There is no production of NADPH and no re-

lease of oxygen. Cyclic ow does, however, generate ATP.

Several of the currently existing groups of photosynthetic

bacteria are known to have photosystem I but not photosys-

tem II; for these species, which include the purple sulfur bac-

teria (see Figure 10.2e), cyclic electron ow is the sole means

of generating ATP in photosynthesis. Evolutionary biologists

hypothesize that these bacterial groups are descendants of

8

7

the bacteria in which photosynthesis rst evolved, in a form

similar to cyclic electron ow.

Cyclic electron ow can also occur in photosynthetic species

that possess both photosystems; this includes some prokary-

otes, such as the cyanobacteria shown in Figure 10.2d, as well as

the eukaryotic photosynthetic species that have been tested so

far. Although the process is probably in part an evolutionary

leftover,  it clearly plays at least one bene cial role for these or-

ganisms. Mutant plants that are not able to carry out cyclic elec-

tron ow are capable of growing well in low light, but do not

grow well where light is intense. This is evidence for the idea

that cyclic electron ow may be photoprotective. Later you ll

learn more about cyclic electron ow as it relates to a particular

adaptation of photosynthesis (C4 plants; see Concept 10.4).

Whether ATP synthesis is driven by linear or cyclic elec-

tron ow, the actual mechanism is the same. Before we move

on to consider the Calvin cycle, let s review chemiosmosis,

the process that uses membranes to couple redox reactions to

ATP production.
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Mill
makes

ATP
NADPH

Photosystem IPhotosystem II

ATP

* Figure 10.15 A mechanical analogy for linear electron
ow during the light reactions.

Photosystem II

Photosystem I

ATP

Pq

Fd

Primary
acceptor

Pc

Cytochrome
complex

Fd

NADP+

reductase

NADP+

 + H+

NADPH

Primary
acceptor

+ Figure 10.16 Cyclic electron ow.
Photoexcited electrons from PS I are
occasionally shunted back from ferredoxin
(Fd) to chlorophyll via the cytochrome
complex and plastocyanin (Pc). This electron
shunt supplements the supply of ATP (via
chemiosmosis) but produces no NADPH. The

shadow  of linear electron ow is included
in the diagram for comparison with the cyclic
route. The two ferredoxin molecules shown
in this diagram are actually one and the
same the nal electron carrier in the
electron transport chain of PS I.

Look at Figure 10.15, and explain how
you would alter it to show a mechanical

analogy for cyclic electron ow.

?
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A Comparison of Chemiosmosis
in Chloroplasts and Mitochondria

Chloroplasts and mitochondria generate ATP by the same

basic mechanism: chemiosmosis. An electron transport chain

assembled in a membrane pumps protons across the mem-

brane as electrons are passed through a series of carriers that

are progressively more electronegative. In this way, electron

transport chains transform redox energy to a proton-motive

force, potential energy stored in the form of an H* gradient

across a membrane. Built into the same membrane is an ATP

synthase complex that couples the diffusion of hydrogen

ions down their gradient to the phosphorylation of ADP.

Some of the electron carriers, including the iron-containing

proteins called cytochromes, are very similar in chloroplasts

and mitochondria. The ATP synthase complexes of the two

organelles are also very much alike. But there are noteworthy

differences between oxidative phosphorylation in mitochon-

dria and photophosphorylation in chloroplasts. In mito-

chondria, the high-energy electrons dropped down the

transport chain are extracted from organic molecules (which

are thus oxidized), while in chloroplasts, the source of elec-

trons is water. Chloroplasts do not need molecules from food

to make ATP; their photosystems capture light energy and

use it to drive the electrons from water to the top of the

transport chain. In other words, mitochondria use chemios-

mosis to transfer chemical energy from food molecules to

ATP, whereas chloroplasts transform light energy into chemi-

cal energy in ATP.

Although the spatial organization of chemiosmosis differs

slightly between chloroplasts and mitochondria, it is easy to

see similarities in the two (Figure 10.17). The inner mem-

brane of the mitochondrion pumps protons from the mito-

chondrial matrix out to the intermembrane space, which

then serves as a reservoir of hydrogen ions. The thylakoid

membrane of the chloroplast pumps protons from the

stroma into the thylakoid space (interior of the thylakoid),

which functions as the H* reservoir. If you imagine the

cristae of mitochondria pinching off from the inner mem-

brane, this may help you see how the thylakoid space and

the intermembrane space are comparable spaces in the two

organelles, while the mitochondrial matrix is analogous to

the stroma of the chloroplast. In the mitochondrion, protons

diffuse down their concentration gradient from the inter-

membrane space through ATP synthase to the matrix, driv-

ing ATP synthesis. In the chloroplast, ATP is synthesized as

the hydrogen ions diffuse from the thylakoid space back to

the stroma through ATP synthase complexes, whose catalytic

knobs are on the stroma side of the membrane. Thus, ATP

forms in the stroma, where it is used to help drive sugar syn-

thesis during the Calvin cycle (Figure 10.18).

The proton (H*) gradient, or pH gradient, across the thy-

lakoid membrane is substantial. When chloroplasts in an

experimental setting are illuminated, the pH in the thylakoid

space drops to about 5 (the H* concentration increases), and

the pH in the stroma increases to about 8 (the H* concentra-

tion decreases). This gradient of three pH units corresponds

to a thousandfold difference in H* concentration. If in the

laboratory the lights are turned off, the pH gradient is abol-

ished, but it can quickly be restored by turning the lights

back on. Experiments such as this provided strong evidence

in support of the chemiosmotic model.

Based on studies in several laboratories, Figure 10.18 shows a

current model for the organization of the light-reaction ma-

chinery  within the thylakoid membrane. Each of the mol-

ecules and molecular complexes in the gure is present in

numerous copies in each thylakoid. Notice that NADPH, like

ATP, is produced on the side of the membrane facing the

stroma, where the Calvin cycle reactions take place.

Let s summarize the light reactions. Electron ow pushes

electrons from water, where they are at a low state of poten-

tial energy, ultimately to NADPH, where they are stored at a

high state of potential energy. The light-driven electron cur-

rent also generates ATP. Thus, the equipment of the thy-

lakoid membrane converts light energy to chemical energy

stored in ATP and NADPH. (Oxygen is a by-product.) Let s

now see how the Calvin cycle uses the products of the light

reactions to synthesize sugar from CO2.

ATP
ADP +

H+ 

H+ Diffusion

Mitochondrion Chloroplast

Thylakoid
space

Thylakoid
membrane

Stroma

ATP
synthase

Matrix

Inner
membrane

Intermembrane
space

MITOCHONDRION
STRUCTURE

CHLOROPLAST
STRUCTURE

Higher [H+]

P
i

Lower [H+]

Electron
transport

chain

Key

* Figure 10.17 Comparison of chemiosmosis in
mitochondria and chloroplasts. In both kinds of organelles,
electron transport chains pump protons (H*) across a membrane from a
region of low H* concentration (light gray in this diagram) to one of
high H* concentration (dark gray). The protons then diffuse back across
the membrane through ATP synthase, driving the synthesis of ATP.
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* Figure 10.18 The light reactions
and chemiosmosis: the organization
of the thylakoid membrane. This
diagram shows a current model for the
organization of the thylakoid membrane. The
gold arrows track the linear electron ow
outlined in Figure 10.14. As electrons pass
from carrier to carrier in redox reactions,
hydrogen ions removed from the stroma are
deposited in the thylakoid space, storing

energy as a proton-motive force (H* gradient).
At least three steps in the light reactions
contribute to the proton gradient: Water is
split by photosystem II on the side of the
membrane facing the thylakoid space; as
plastoquinone (Pq), a mobile carrier, transfers
electrons to the cytochrome complex, four
protons are translocated across the membrane
into the thylakoid space; and a hydrogen
ion is removed from the stroma when it is

taken up by NADP*. Notice that in step 2,
hydrogen ions are being pumped from the
stroma into the thylakoid space, as in
Figure 10.17. The diffusion of H* from the
thylakoid space back to the stroma (along the
H* concentration gradient) powers the ATP
synthase. These light-driven reactions store
chemical energy in NADPH and ATP, which
shuttle the energy to the carbohydrate-
producing Calvin cycle.

3

2

1

C O N C E P T  C H E C K 10.2

1. What color of light is least effective in driving photo-

synthesis? Explain.

2. Compared to a solution of isolated chlorophyll, why

do intact chloroplasts release less heat and uores-

cence when illuminated?

3. In the light reactions, what is the initial electron

donor? Where do the electrons nally end up?

4. In an experiment, isolated chloroplasts

placed in an illuminated solution with the appropri-

ate chemicals can carry out ATP synthesis. Predict

what would happen to the rate of synthesis if a com-

pound is added to the solution that makes mem-

branes freely permeable to hydrogen ions.

For suggested answers, see Appendix A.

WHAT IF?
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enters the Calvin cycle in the form of CO2 and leaves in the

form of sugar. The cycle spends ATP as an energy source and

consumes NADPH as reducing power for adding high-energy

electrons to make the sugar.

As we mentioned previously, the carbohydrate produced di-

rectly from the Calvin cycle is actually not glucose, but a three-

carbon sugar; the name of this sugar is glyceraldehyde

3-phosphate (G3P). For the net synthesis of one molecule of

G3P, the cycle must take place three times, xing three mol-

ecules of CO2. (Recall that carbon xation refers to the initial

incorporation of CO2 into organic material.) As we trace the

steps of the cycle, keep in mind that we are following three

molecules of CO2 through the reactions. Figure 10.19 divides

CON C E P T 10.3
The Calvin cycle uses the chemical
energy of ATP and NADPH
to reduce CO2 to sugar

The Calvin cycle is similar to the citric acid cycle in that a

starting material is regenerated after molecules enter and

leave the cycle. However, while the citric acid cycle is cata-

bolic, oxidizing acetyl CoA and using the energy to synthe-

size ATP, the Calvin cycle is anabolic, building carbohydrates

from smaller molecules and consuming energy. Carbon
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Glucose and
other organic
compounds

5
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3
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* Figure 10.19 The Calvin cycle. This diagram tracks carbon
atoms (gray balls) through the cycle. The three phases of the cycle
correspond to the phases discussed in the text. For every three
molecules of CO2 that enter the cycle, the net output is one
molecule of glyceraldehyde 3-phosphate (G3P), a three-carbon
sugar. The light reactions sustain the Calvin cycle by regenerating
ATP and NADPH.

Redraw this cycle using numerals to indicate the
numbers of carbons instead of gray balls, multiplying at each step
to ensure that you have accounted for all carbons. In what forms
do the carbon atoms enter and leave the cycle?

DRAW IT

M10_REEC8237_09_SE_CH10.QXD  8/12/10  12:36 PM  Page 198



C H A P T E R  1 0 Photosynthesis 199

the Calvin cycle into three phases: carbon xation, reduction,

and regeneration of the CO2 acceptor.

Phase 1: Carbon xation. The Calvin cycle incorpo-

rates each CO2 molecule, one at a time, by attaching it to a

ve-carbon sugar named ribulose bisphosphate (abbrevi-

ated RuBP). The enzyme that catalyzes this rst step is RuBP

carboxylase, or rubisco. (This is the most abundant protein

in chloroplasts and is also thought to be the most abundant

protein on Earth.) The product of the reaction is a six-carbon

intermediate so unstable that it immediately splits in half,

forming two molecules of 3-phosphoglycerate (for each

CO2 xed).

Phase 2: Reduction. Each molecule of 3-phosphoglycerate

receives an additional phosphate group from ATP,

becoming 1,3-bisphosphoglycerate. Next, a pair of electrons

donated from NADPH reduces 1,3-bisphosphoglycerate,

which also loses a phosphate group, becoming G3P.

Speci cally, the electrons from NADPH reduce a car-

boyxl group on 1,3-bisphosphoglycerate to the aldehyde

group of G3P, which stores more potential energy. G3P is

a sugar the same three-carbon sugar formed in glycoly-

sis by the splitting of glucose (see Figure 9.9). Notice in

Figure 10.19 that for every three molecules of CO2 that

enter the cycle, there are six molecules of G3P formed.

But only one molecule of this three-carbon sugar can be

counted as a net gain of carbohydrate. The cycle began

with 15 carbons  worth of carbohydrate in the form of

three molecules of the ve-carbon sugar RuBP. Now

there are 18 carbons  worth of carbohydrate in the

form of six molecules of G3P. One molecule exits the

cycle to be used by the plant cell, but the other ve

molecules must be recycled to regenerate the three

molecules of RuBP.

Phase 3: Regeneration of the CO2 acceptor (RuBP).

In a complex series of reactions, the carbon skeletons of

ve molecules of G3P are rearranged by the last steps of

the Calvin cycle into three molecules of RuBP. To accom-

plish this, the cycle spends three more molecules of ATP.

The RuBP is now prepared to receive CO2 again, and the

cycle continues.

For the net synthesis of one G3P molecule, the Calvin

cycle consumes a total of nine molecules of ATP and six mol-

ecules of NADPH. The light reactions regenerate the ATP and

NADPH. The G3P spun off from the Calvin cycle becomes

the starting material for metabolic pathways that synthesize

other organic compounds, including glucose and other car-

bohydrates. Neither the light reactions nor the Calvin cycle

alone can make sugar from CO2. Photosynthesis is an emer-

gent property of the intact chloroplast, which integrates the

two stages of photosynthesis.

CON C E P T 10.4
Alternative mechanisms of carbon

xation have evolved in hot,
arid climates

Ever since plants rst moved onto land about

475 million years ago, they have been adapting to the prob-

lems of terrestrial life, particularly the problem of dehydra-

tion. In Chapters 29 and 36, we will consider anatomical

adaptations that help plants conserve water, while in this

chapter we are concerned with metabolic adaptations. The

solutions often involve trade-offs. An important example is

the compromise between photosynthesis and the prevention

of excessive water loss from the plant. The CO2 required for

photosynthesis enters a leaf via stomata, the pores on the leaf

surface (see Figure 10.4). However, stomata are also the main

avenues of transpiration, the evaporative loss of water from

leaves. On a hot, dry day, most plants close their stomata, a

response that conserves water. This response also reduces

photosynthetic yield by limiting access to CO2. With stomata

even partially closed, CO2 concentrations begin to decrease

in the air spaces within the leaf, and the concentration of O2

released from the light reactions begins to increase. These

conditions within the leaf favor an apparently wasteful

process called photorespiration.

Photorespiration: An Evolutionary Relic?

In most plants, initial xation of carbon occurs via rubisco,

the Calvin cycle enzyme that adds CO2 to ribulose bisphos-

phate. Such plants are called C3 plants because the rst or-

ganic product of carbon xation is a three-carbon compound,

EVOLUTION 

C O N C E P T  C H E C K  10.3

1. To synthesize one glucose molecule, the Calvin cycle

uses _________ molecules of CO2, _________ molecules

of ATP, and _________ molecules of NADPH.

2. Explain why the large numbers of ATP and NADPH

molecules used during the Calvin cycle are consistent

with the high value of glucose as an energy source.

3. Explain why a poison that inhibits an

enzyme of the Calvin cycle will also inhibit the light

reactions.

4. Review Figures 9.9 (p. 169) and

10.19. Discuss the roles of intermediate and product

played by glyceraldehyde 3-phosphate (G3P) in the

two processes shown in these gures.

For suggested answers, see Appendix A.

MAKE CONNECTIONS

WHAT IF?
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3-phosphoglycerate (see Figure 10.19). Rice, wheat, and soy-

beans are C3 plants that are important in agriculture. When

their stomata partially close on hot, dry days, C3 plants pro-

duce less sugar because the declining level of CO2 in the leaf

starves the Calvin cycle. In addition, rubisco can bind O2 in

place of CO2. As CO2 becomes scarce within the air spaces of

the leaf, rubisco adds O2 to the Calvin cycle instead of CO2.

The product splits, and a two-carbon compound leaves the

chloroplast. Peroxisomes and mitochondria rearrange and

split this compound, releasing CO2. The process is called

photorespiration because it occurs in the light (photo) and

consumes O2 while producing CO2 (respiration). However,

unlike normal cellular respiration, photorespiration gener-

ates no ATP; in fact, photorespiration consumes ATP. And un-

like photosynthesis, photorespiration produces no sugar. In

fact, photorespiration decreases photosynthetic output by si-

phoning organic material from the Calvin cycle and releasing

CO2 that would otherwise be xed.

How can we explain the existence of a metabolic process

that seems to be counterproductive for the plant? According

to one hypothesis, photorespiration is evolutionary bag-

gage a metabolic relic from a much earlier time when the

atmosphere had less O2 and more CO2 than it does today. In

the ancient atmosphere that prevailed when rubisco rst

evolved, the inability of the enzyme s active site to exclude

O2 would have made little difference. The hypothesis sug-

gests that modern rubisco retains some of its chance af nity

for O2, which is now so concentrated in the atmosphere that

a certain amount of photorespiration is inevitable.

We now know that, at least in some cases, photorespira-

tion plays a protective role in plants. Plants that are impaired

in their ability to carry out photorespiration (due to defective

genes) are more susceptible to damage induced by excess

light. Researchers consider this clear evidence that photores-

piration acts to neutralize the otherwise damaging products

of the light reactions, which build up when a low CO2 con-

centration limits the progress of the Calvin cycle. Whether

there are other bene ts of photorespiration is still unknown.

In many types of plants including a signi cant number of

crop plants photorespiration drains away as much as 50%

of the carbon xed by the Calvin cycle. As heterotrophs that

depend on carbon xation in chloroplasts for our food, we

naturally view photorespiration as wasteful. Indeed, if pho-

torespiration could be reduced in certain plant species with-

out otherwise affecting photosynthetic productivity, crop

yields and food supplies might increase.

In some plant species, alternate modes of carbon xation

have evolved that minimize photorespiration and optimize

the Calvin cycle even in hot, arid climates. The two most

important of these photosynthetic adaptations are C4 photo-

synthesis and crassulacean acid metabolism (CAM).

C4 Plants

The C4 plants are so named because they preface the Calvin

cycle with an alternate mode of carbon xation that forms a

four-carbon compound as its rst product. Several thousand

species in at least 19 plant families use the C4 pathway.

Among the C4 plants important to agriculture are sugarcane

and corn, members of the grass family.

A unique leaf anatomy is correlated with the mechanism of

C4 photosynthesis (Figure 10.20; compare with Figure 10.4). In

C4 plants, there are two distinct types of photosynthetic cells:

bundle-sheath cells and mesophyll cells. Bundle-sheath

cells are arranged into tightly packed sheaths around the

veins of the leaf. Between the bundle sheath and the leaf sur-

face are the more loosely arranged mesophyll cells. The

Calvin cycle is con ned to the chloroplasts of the bundle-

sheath cells. However, the Calvin cycle is preceded by incor-

poration of CO2 into organic compounds in the mesophyll

cells. See the numbered steps in Figure 10.20, which are also

described here:

The rst step is carried out by an enzyme present only

in mesophyll cells called PEP carboxylase. This en-

zyme adds CO2 to phosphoenolpyruvate (PEP), forming

the four-carbon product oxaloacetate. PEP carboxylase

has a much higher af nity for CO2 than does rubisco

and no af nity for O2. Therefore, PEP carboxylase can

x carbon ef ciently when rubisco cannot that is,

when it is hot and dry and stomata are partially closed,

causing CO2 concentration in the leaf to fall and O2

concentration to rise.

After the C4 plant xes carbon from CO2, the mesophyll

cells export their four-carbon products (malate in the ex-

ample shown in Figure 10.20) to bundle-sheath cells

through plasmodesmata (see Figure 6.31).

Within the bundle-sheath cells, the four-carbon com-

pounds release CO2, which is reassimilated into organic

material by rubisco and the Calvin cycle. The same re-

action regenerates pyruvate, which is transported to

mesophyll cells. There, ATP is used to convert pyruvate

to PEP, allowing the reaction cycle to continue; this ATP

can be thought of as the price  of concentrating CO2 in

the bundle-sheath cells. To generate this extra ATP, bun-

dle-sheath cells carry out cyclic electron ow, the process

described earlier in this chapter (see Figure 10.16). In

fact, these cells contain PS I but no PS II, so cyclic elec-

tron ow is their only photosynthetic mode of generat-

ing ATP.

In effect, the mesophyll cells of a C4 plant pump CO2 into

the bundle sheath, keeping the CO2 concentration in the

bundle-sheath cells high enough for rubisco to bind carbon

3

2

1
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* Figure 10.20 C4 leaf anatomy and the C4 pathway. The structure and biochemical functions of the
leaves of C4 plants are an evolutionary adaptation to hot, dry climates. This adaptation maintains a CO2

concentration in the bundle sheath that favors photosynthesis over photorespiration.

dioxide rather than oxygen. The cyclic series of reactions in-

volving PEP carboxylase and the regeneration of PEP can be

thought of as a CO2-concentrating pump that is powered by

ATP. In this way, C4 photosynthesis minimizes photorespira-

tion and enhances sugar production. This adaptation is espe-

cially advantageous in hot regions with intense sunlight,

where stomata partially close during the day, and it is in such

environments that C4 plants evolved and thrive today.

Since the Industrial Revolution began in the 1800s,

human activities such as the burning of fossil fuels have

drastically increased the concentration of CO2 in the at-

mosphere. The resulting global climate change, including

an increase in average temperatures around the planet,

may have far-reaching effects on plant species. Scientists

are concerned that increasing CO2 concentration and tem-

perature may affect C3 and C4 plants differently, thus

changing the relative abundance of these species in a given

plant community.

Which type of plant would stand to gain more from in-

creasing CO2 levels? Recall that in C3 plants, the binding of O2

rather than CO2 by rubisco leads to photorespiration, lowering

the ef ciency of photosynthesis. C4 plants overcome this

problem by concentrating CO2 in the bundle-sheath cells

at the cost of ATP. Rising CO2 levels should bene t C3 plants

by lowering the amount of photorespiration that occurs. At

the same time, rising temperatures have the opposite effect, in-

creasing photorespiration. (Other factors such as water avail-

ability may also come into play.) In contrast, many C4 plants

could be largely unaffected by increasing CO2 levels or temper-

ature. In different regions, the particular combination of these

two factors is likely to alter the balance of C3 and C4 plants in

varying ways. The effects of such a widespread and variable

change in community structure are unpredictable and thus a

cause of legitimate concern.

CAM Plants

A second photosynthetic adaptation to arid conditions has

evolved in many succulent (water-storing) plants, numerous

cacti, pineapples, and representatives of several other plant

families. These plants open their stomata during the night

and close them during the day, just the reverse of how other

plants behave. Closing stomata during the day helps desert

plants conserve water, but it also prevents CO2 from entering

the leaves. During the night, when their stomata are open,

these plants take up CO2 and incorporate it into a variety
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C O N C E P T  C H E C K  10.4

1. Explain why photorespiration lowers photosynthetic

output for plants.

2. The presence of only PS I, not PS II, in the bundle-

sheath cells of C4 plants has an effect on O2 concen-

tration. What is that effect, and how might that

bene t the plant?

3. Refer to the discussion of ocean

acidi cation in Concept 3.3 (p. 55). Ocean acidi ca-

tion and changes in the distribution of C3 and C4

plants may seem to be two very different problems,

but what do they have in common? Explain.

4. How would you expect the relative abun-

dance of C3 versus C4 and CAM species to change in a

geographic region whose climate becomes much hot-

ter and drier, with no change in CO2 concentration?

For suggested answers, see Appendix A.

WHAT IF?

MAKE CONNECTIONS

of organic acids. This mode of carbon xation is called

crassulacean acid metabolism, or CAM, after the plant

family Crassulaceae, the succulents in which the process was

rst discovered. The mesophyll cells of CAM plants store the

organic acids they make during the night in their vacuoles

until morning, when the stomata close. During the day, when

the light reactions can supply ATP and NADPH for the Calvin

cycle, CO2 is released from the organic acids made the night

before to become incorporated into sugar in the chloroplasts.

Notice in Figure 10.21 that the CAM pathway is similar to

the C4 pathway in that carbon dioxide is rst incorporated

into organic intermediates before it enters the Calvin cycle.

The difference is that in C4 plants, the initial steps of carbon

xation are separated structurally from the Calvin cycle,

whereas in CAM plants, the two steps occur at separate times

but within the same cell. (Keep in mind that CAM, C4, and

C3 plants all eventually use the Calvin cycle to make sugar

from carbon dioxide.)

Sugar

CO2

CO2

Calvin
Cycle

Calvin
Cycle

Sugar

CO2

Organic acid

CO2

Bundle-
sheath
cell

Mesophyll
cell

C4 CAM

Day

NightOrganic acid

Sugarcane

(a)

Pineapple

Spatial separation of steps.
In C4 plants, carbon fixation and
the Calvin cycle occur in different
types of cells.

(b) Temporal separation of steps.
In CAM plants, carbon fixation
and the Calvin cycle occur in the
same cells at different times.

CO2 incorporated
into four-carbon
organic acids
(carbon fixation)

1

CO2 released by
organic acids to
the Calvin cycle

2

* Figure 10.21 C4 and CAM
photosynthesis compared. Both
adaptations are characterized by preliminary
incorporation of CO2 into organic acids,
followed by transfer of CO2 to the Calvin
cycle. The C4 and CAM pathways are two
evolutionary solutions to the problem of
maintaining photosynthesis with stomata
partially or completely closed on hot, dry days.

2

1
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The Importance of Photosynthesis: A Review

In this chapter, we have followed photosynthesis from pho-

tons to food. The light reactions capture solar energy and use it

to make ATP and transfer electrons from water to NADP*,

forming NADPH. The Calvin cycle uses the ATP and NADPH

to produce sugar from carbon dioxide. The energy that enters

the chloroplasts as sunlight becomes stored as chemical energy

in organic compounds. See Figure 10.22 for a review of the en-

tire process.

What are the fates of photosynthetic products? The sugar

made in the chloroplasts supplies the entire plant with chemical

energy and carbon skeletons for the synthesis of all the major

organic molecules of plant cells. About 50% of the organic ma-

terial made by photosynthesis is consumed as fuel for cellular

respiration in the mitochondria of the plant cells. Sometimes

there is a loss of photosynthetic products to photorespiration.

Technically, green cells are the only autotrophic parts of the

plant. The rest of the plant depends on organic molecules ex-

ported from leaves via veins. In most plants, carbohydrate is

transported out of the leaves in the form of sucrose, a disaccha-

ride. After arriving at nonphotosynthetic cells, the sucrose pro-

vides raw material for cellular respiration and a multitude of

anabolic pathways that synthesize proteins, lipids, and other

products. A considerable amount of sugar in the form of glu-

cose is linked together to make the polysaccharide cellulose,

Calvin
Cycle

Light
Reactions:

Chloroplast

NADP+

ADP

Sucrose (export)

NADPH

ATP

+ P
i

Light Reactions:

 Are carried out by molecules in the
  thylakoid membranes

 Convert light energy to the chemical
   energy of ATP and NADPH

 Split H2O and release O2 to the
   atmosphere 

Calvin Cycle Reactions:

 Take place in the stroma

 Use ATP and NADPH to convert
   CO2 to the sugar G3P

 Return ADP, inorganic phos-
   phate, and NADP+ to the light
   reactions

G3P

3-PhosphoglycerateRuBP

Starch
(storage)

Photosystem II
Electron transport chain

Photosystem I
Electron transport chain

Light

H2O

O2

CO2

* Figure 10.22 A review of
photosynthesis. This diagram outlines
the main reactants and products of the light
reactions and the Calvin cycle as they occur
in the chloroplasts of plant cells. The entire
ordered operation depends on the structural
integrity of the chloroplast and its membranes.
Enzymes in the chloroplast and cytosol
convert glyceraldehyde 3-phosphate (G3P),
the direct product of the Calvin cycle, to
many other organic compounds.

Return to the
micrograph in Figure 5.6a, on page 72.
Label and describe where the light reactions
and the Calvin cycle take place. Also explain
where the starch granules in the micrograph
came from.

MAKE CONNECTIONS

especially in plant cells that are still growing and maturing.

Cellulose, the main ingredient of cell walls, is the most abun-

dant organic molecule in the plant and probably on the sur-

face of the planet.

Most plants manage to make more organic material each

day than they need to use as respiratory fuel and precursors

for biosynthesis. They stockpile the extra sugar by synthesiz-

ing starch, storing some in the chloroplasts themselves and

some in storage cells of roots, tubers, seeds, and fruits. In ac-

counting for the consumption of the food molecules pro-

duced by photosynthesis, let s not forget that most plants

lose leaves, roots, stems, fruits, and sometimes their entire

bodies to heterotrophs, including humans.

On a global scale, photosynthesis is the process responsible

for the presence of oxygen in our atmosphere. Furthermore,

in terms of food production, the collective productivity of the

minuscule chloroplasts is prodigious: Photosynthesis makes

an estimated 160 billion metric tons of carbohydrate per year

(a metric ton is 1,000 kg, about 1.1 tons). That s organic mat-

ter equivalent in mass to a stack of about 60 trillion copies of

this textbook 17 stacks of books reaching from Earth to the

sun! No other chemical process on the planet can match the

output of photosynthesis. And as we mentioned earlier, re-

searchers are seeking ways to capitalize on photosynthetic

production to produce alternative fuels. No process is more

important than photosynthesis to the welfare of life on Earth.
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SUMMARY OF KEY CONCEPTS

C O N C E P T  10.1
Photosynthesis converts light energy to the chemical energy
of food (pp. 186 189)

In autotrophic eukaryotes, photosynthesis occurs in

chloroplasts, organelles containing thylakoids. Stacks of

thylakoids form grana. Photosynthesis is summarized as

6 CO2 * 12 H2O * Light energy * C6H12O6 * 6 O2 * 6 H2O.

Chloroplasts split water into hydrogen and oxygen, incorporat-

ing the electrons of hydrogen into sugar molecules. Photosyn-

thesis is a redox process: H2O is oxidized, and CO2 is reduced.

The light reactions in the thylakoid membranes split water,

releasing O2, producing ATP, and forming NADPH. The

Calvin cycle in the stroma forms sugar from CO2, using ATP

for energy and NADPH for reducing power.

Compare and describe the roles of CO2 and H2O in respiration
and photosynthesis.

C O N C E P T  10.2
The light reactions convert solar energy to the chemical
energy of ATP and NADPH (pp. 189 197)

Light is a form of electromagnetic energy. The colors we see as

visible light include those wavelengths that drive photo-

synthesis. A pigment absorbs light of speci c wavelengths;

chlorophyll a is the main photosynthetic pigment in plants.

Other accessory pigments absorb different wavelengths of light

and pass the energy on to chlorophyll a.

A pigment goes from a ground state to an excited state when a

photon of light boosts one of the pigment s electrons to a

higher-energy orbital. This excited state is unstable. Electrons

from isolated pigments tend to fall back to the ground state,

giving off heat and/or light.

A photosystem is composed of a reaction-center complex

surrounded by light-harvesting complexes that funnel the

energy of photons to the reaction-center complex. When a spe-

cial pair of reaction-center chlorophyll a molecules absorbs en-

ergy, one of its electrons is boosted to a higher energy level and

transferred to the primary electron acceptor. Photosystem

II contains P680 chlorophyll a molecules in the reaction-center

complex; photosystem I contains P700 molecules.

Linear electron ow during the light reactions uses both

photosystems and produces NADPH, ATP, and oxygen:

?

Cyclic electron ow employs only photosystem I, producing

ATP but no NADPH or O2.

During chemiosmosis in both mitochondria and chloroplasts,

electron transport chains generate an H* gradient across a mem-

brane. ATP synthase uses this proton-motive force to make ATP.

The absorption spectrum of chlorophyll a differs from the action
spectrum of photosynthesis. Explain this observation.

C O N C E P T  10.3
The Calvin cycle uses the chemical energy of ATP and
NADPH to reduce CO2 to sugar (pp. 198 199)

The Calvin cycle occurs in the stroma, using electrons from

NADPH and energy from ATP. One molecule of G3P exits the

cycle per three CO2 molecules xed and is converted to glucose

and other organic molecules.

?

10 C H A P T E R  R E V I E W

Photosystem II

Photosystem I
ATP

Pq

Fd

Primary
acceptor

Pc

Cytochrome
complex

NADP+

reductase

NADP
+

+ H+

NADPH

Primary
acceptor

O
2

H
2
O

Electron transport

chain

Electron transport

chain

On the diagram above, draw where ATP and NADPH
are used and where rubisco functions. Describe these steps.

C O N C E P T  10.4
Alternative mechanisms of carbon xation have evolved in
hot, arid climates (pp. 199 202)

On dry, hot days, C3 plants close their stomata, conserving

water. Oxygen from the light reactions builds up. In

photorespiration, O2 substitutes for CO2 in the active site of

rubisco. This process consumes organic fuel and releases CO2

without producing ATP or carbohydrate. Photorespiration may

be an evolutionary relic, and it may play a photoprotective role.

C4 plants minimize the cost of photorespiration by incorpo-

rating CO2 into four-carbon compounds in mesophyll cells.

These compounds are exported to bundle-sheath cells,

where they release carbon dioxide for use in the Calvin cycle.

CAM plants open their stomata at night, incorporating CO2

into organic acids, which are stored in mesophyll cells. During

the day, the stomata close, and the CO2 is released from the or-

ganic acids for use in the Calvin cycle.

Organic compounds produced by photosynthesis provide the

energy and building material for ecosystems.

Why are C4 and CAM photosynthesis more energetically expen-
sive than C3 photosynthesis? What climate conditions would
favor C4 and CAM plants?

?

DRAW IT

Calvin

Cycle

Carbon fixation

Regeneration of

CO2 acceptor

Reduction

3 x 5C 6 x 3C

5 x 3C

1 G3P (3C)

3 CO2
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9. SCIENTIFIC INQUIRY

The following diagram

represents an experiment with isolated thylakoids. The thylakoids

were rst made acidic by soaking them in a solution at pH 4. After

the thylakoid space reached pH 4, the thylakoids were transferred

to a basic solution at pH 8. The thylakoids then made ATP in the

dark. (See Concept 3.3, pp. 53 54, to review pH).

DRAW ITMAKE CONNECTIONS

TEST YOUR UNDERSTANDING

LEVEL 1: KNOWLEDGE/COMPREHENSION

1. The light reactions of photosynthesis supply the Calvin cycle

with

a. light energy.

b. CO2 and ATP.

c. H2O and NADPH.

d. ATP and NADPH.

e. sugar and O2.

2. Which of the following sequences correctly represents the

ow of electrons during photosynthesis?

a. NADPH * O2* CO2

b. H2O * NADPH * Calvin cycle

c. NADPH * chlorophyll * Calvin cycle

d. H2O * photosystem I * photosystem II

e. NADPH * electron transport chain * O2

3. How is photosynthesis similar in C4 plants and CAM plants?

a. In both cases, only photosystem I is used.

b. Both types of plants make sugar without the Calvin cycle.

c. In both cases, rubisco is not used to x carbon initially.

d. Both types of plants make most of their sugar in the dark.

e. In both cases, thylakoids are not involved in

photosynthesis.

4. Which of the following statements is a correct distinction be-

tween autotrophs and heterotrophs?

a. Only heterotrophs require chemical compounds from the

environment.

b. Cellular respiration is unique to heterotrophs.

c. Only heterotrophs have mitochondria.

d. Autotrophs, but not heterotrophs, can nourish themselves

beginning with CO2 and other nutrients that are inorganic.

e. Only heterotrophs require oxygen.

5. Which of the following does not occur during the Calvin

cycle?

a. carbon xation

b. oxidation of NADPH

c. release of oxygen

d. regeneration of the CO2 acceptor

e. consumption of ATP

LEVEL 2: APPLICATION/ANALYSIS

6. In mechanism, photophosphorylation is most similar to

a. substrate-level phosphorylation in glycolysis.

b. oxidative phosphorylation in cellular respiration.

c. the Calvin cycle.

d. carbon xation.

e. reduction of NADP*.

7. Which process is most directly driven by light energy?

a. creation of a pH gradient by pumping protons across the

thylakoid membrane

b. carbon xation in the stroma

c. reduction of NADP* molecules

d. removal of electrons from chlorophyll molecules

e. ATP synthesis

LEVEL 3: SYNTHESIS/EVALUATION

8. EVOLUTION CONNECTION

Photorespiration can decrease soybeans  photosynthetic out-

put by about 50%. Would you expect this gure to be higher

or lower in wild relatives of soybeans? Why?
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pH 7

pH 4

pH 4

pH 8

ATP

Draw an enlargement of part of the thylakoid membrane in the

beaker with the solution at pH 8. Draw ATP synthase. Label the

areas of high H* concentration and low H* concentration.

Show the direction protons ow through the enzyme, and

show the reaction where ATP is synthesized. Would ATP end up

in the thylakoid or outside of it? Explain why the thylakoids in

the experiment were able to make ATP in the dark.

10. SCIENCE, TECHNOLOGY, AND SOCIETY

Scienti c evidence indicates that the CO2 added to the air by

the burning of wood and fossil fuels is contributing to global

warming, a rise in global temperature. Tropical rain forests are

estimated to be responsible for approximately 20% of global

photosynthesis, yet the consumption of large amounts of CO2

by living trees is thought to make little or no net contribution

to reduction of global warming. Why might this be? (Hint:

What processes in both living and dead trees produce CO2?)

11.

Energy Transfer Life is solar powered. Almost all the pro-

ducers of the biosphere depend on energy from the sun to

produce the organic molecules that supply the energy and

carbon skeletons needed for life. In a short essay (100 150

words), describe how the process of photosynthesis in the

chloroplasts of plants transforms the energy of sunlight

into the chemical energy of sugar molecules.

For selected answers, see Appendix A.

WRITE ABOUT A THEME
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K E Y  C O N C E P T S

11.1 External signals are converted to responses
within the cell 

11.2 Reception: A signaling molecule binds to a
receptor protein, causing it to change shape 

11.3 Transduction: Cascades of molecular
interactions relay signals from receptors to
target molecules in the cell 

11.4 Response: Cell signaling leads to regulation of
transcription or cytoplasmic activities 

11.5 Apoptosis integrates multiple cell-signaling
pathways 

O V E R V I E W

Cellular Messaging

The Thomson s gazelle in Figure 11.1 is eeing for its life,

seeking to escape the predatory cheetah nipping at its heels.

The gazelle s heart is racing, its breathing accelerated and its

muscles performing at their highest level. These physiologi-

cal functions are all part of the ght-or- ight  response,

driven by hormones released from the adrenal glands at

times of stress in this case, when the gazelle rst sensed the

cheetah. Hormonal signaling and the subsequent response

by cells and tissues throughout the gazelle s body illustrate

how cell-to-cell communication allows the trillions of cells

in a multicellular organism to talk  to each other, coordi-

nating their activities. Communication between cells is es-

sential not only for multicellular organisms such as gazelles

and oak trees but for many unicellular organisms as well.

In studying how cells signal to each other and how they

interpret the signals they receive, biologists have discovered

some universal mechanisms of cellular regulation, additional

evidence for the evolutionary relatedness of all life. The same

small set of cell-signaling mechanisms shows up again and

again in diverse species, in biological processes ranging from

hormone action to embryonic development to cancer. The

signals received by cells, whether originating from other cells

or from changes in the physical environment, take various

forms, including light and touch. However, cells most often

communicate with each other by chemical signals. For in-

stance, the ght-or- ight response is triggered by a signaling

molecule called epinephrine. In this chapter, we focus on the

main mechanisms by which cells receive, process, and re-

spond to chemical signals sent from other cells. We will also

take a look at apoptosis, a type of programmed cell death that

integrates input from multiple signaling pathways.

C ON C E P T 11.1
External signals are converted
to responses within the cell

What does a talking  cell say to a listening  cell, and how

does the latter cell respond to the message? Let s approach

these questions by rst looking at communication among

microorganisms, for microbes living today provide a glimpse

into the role of cell signaling in the evolution of life on Earth.

Evolution of Cell Signaling

One topic of cell conversation  is sex at least

for the yeast Saccharomyces cerevisiae, which people have used

for millennia to make bread, wine, and beer. Researchers have

learned that cells of this yeast identify their mates by chemical

signaling. There are two sexes, or mating types, called a and *

(Figure 11.2). Cells of mating type a secrete a signaling

EVOLUTION 

* Figure 11.1 How does cell signaling
trigger the desperate ight of this gazelle?

11

Cell 

Communication

206 U N I T  T W O The Cell
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* Figure 11.2 Communication between mating yeast cells.
Saccharomyces cerevisiae cells use chemical signaling to identify cells
of opposite mating type and initiate the mating process. The two
mating types and their corresponding chemical signaling molecules, or
mating factors, are called a and *.

a

1

2

3

Exchange of 
mating factors. 
Each cell type 
secretes a 
mating factor 
that binds to 
receptors on the 
other cell type.

*

*

a/*

Yeast cell,
mating type a

a factor

* factor
Receptor

Yeast cell,
mating type *

Mating. Binding 
of the factors to 
receptors
induces changes 
in the cells that 
lead to their 
fusion.

New a/* cell. 
The nucleus of 
the fused cell 
includes all the 
genes from the 
a and * cells.

a

* Figure 11.3 Communication among bacteria. Soil-dwelling
bacteria called myxobacteria ( slime bacteria ) use chemical signals to
share information about nutrient availability. When food is scarce,
starving cells secrete a molecule that stimulates neighboring cells to
aggregate. The cells form a structure, called a fruiting body, that
produces thick-walled spores capable of surviving until the environment
improves. The bacteria shown here are Myxococcus xanthus (steps 1 3,
SEMs; lower photo, LM).

Individual rod-shaped cells1

Spore-forming structure
(fruiting body)

Fruiting bodies

3

Aggregation in progress2

0.5 mm

2.5 mm

molecule called a factor, which can bind to speci c receptor

proteins on nearby * cells. At the same time, * cells secrete *

factor, which binds to receptors on a cells. Without actually en-

tering the cells, the two mating factors cause the cells to grow

toward each other and also bring about other cellular changes.

The result is the fusion, or mating, of two cells of opposite type.

The new a/* cell contains all the genes of both original cells, a

combination of genetic resources that provides advantages to

the cell s descendants, which arise by subsequent cell divisions.

Once received at the yeast cell surface, how is the mating

signal changed, or transduced, into a form that brings about the

cellular response of mating? The received signal is converted to

a speci c cellular response in a series of steps called a signal

transduction pathway. Many such pathways have been ex-

tensively studied in both yeast and animal cells. Amazingly, the

molecular details of signal transduction in yeast and mammals

are strikingly similar, even though the last common ancestor of

these two groups of organisms lived over a billion years ago.

These similarities and others more recently uncovered be-

tween signaling systems in bacteria and plants suggest that

early versions of today s cell-signaling mechanisms evolved

well before the rst multicellular creatures appeared on Earth.

Scientists such as Bonnie Bassler, the interviewee for Unit 2

(see pp. 92 93), think that signaling mechanisms rst evolved

in ancient prokaryotes and single-celled eukaryotes, then were

adopted for new uses by their multicellular descendants. Cell

signaling is critical in the microbial world; a classic example in

one bacterial species is shown in Figure 11.3. Bacterial cells se-

crete small molecules that can be detected by other bacterial

cells. The concentration of such signaling molecules, sensed by

the bacteria, allows them to monitor the local density of cells, a

phenomenon called quorum sensing. Quorum sensing allows

bacterial populations to coordinate their behaviors so they can

carry out activities that are only productive when performed by

a given number of cells in synchrony. One example is forma-

tion of a bio lm, an aggregation of bacterial cells adhered to a

surface; the cells in the bio lm generally derive nutrition from

the surface they are on. You have probably encountered

bio lms many times, perhaps without realizing it. The slimy

coating on a fallen log or on leaves lying on a forest path, or on

your teeth each morning, are examples of bacterial bio lms.

Bio lms are responsible for cavities a good argument for daily

tooth brushing and ossing to disrupt them!
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Plasma membranes

Gap junctions
between animal cells

Plasmodesmata
between plant cells

(a)

(b)

Cell junctions. Both animals and plants have cell junctions that
allow molecules to pass readily between adjacent cells without
crossing plasma membranes.

Cell-cell recognition. Two cells in an animal may communicate
by interaction between molecules protruding from their surfaces.

* Figure 11.4 Communication by direct contact between cells.

Local regulator 
diffuses through 
extracellular fluid.

Secreting
cell

Target cell

Secretory
vesicle

Electrical signal
along nerve cell
triggers release of
neurotransmitter.

Blood
vessel

Target cell
specifically
binds
hormone.

Endocrine cell

Neurotransmitter
  diffuses across
      synapse.

Target cell
is stimulated.

Hormone travels
in bloodstream.

(a) (b)

(c)

Paracrine signaling. A secreting cell acts 
on nearby target cells by discharging mol-
ecules of a local regulator (a growth factor, 
for example) into the extracellular fluid.

Synaptic signaling. A nerve cell releases
neurotransmitter molecules into a
synapse, stimulating the target cell.

Endocrine (hormonal) signaling. Specialized 
endocrine cells secrete hormones into body 
fluids, often blood. Hormones reach virtually 
all body cells, but are bound only by some cells.

Local signaling Long-distance signaling

Local and Long-Distance Signaling

Like bacteria or yeast cells, cells in a multicellular organism

usually communicate via chemical messengers targeted for

cells that may or may not be immediately adjacent. As we

saw in Chapters 6 and 7, eukaryotic cells may communicate

by direct contact (Figure 11.4), one type of local signaling.

Both animals and plants have cell junctions that, where

present, directly connect the cytoplasms of adjacent cells

(Figure 11.4a). In these cases, signaling substances dissolved

in the cytosol can pass freely between adjacent cells. More-

over, animal cells may communicate via direct contact be-

tween membrane-bound cell-surface molecules in a process

called cell-cell recognition (Figure 11.4b). This sort of local

signaling is important in embryonic development and the

immune response.

In many other cases of local signaling, messenger mol-

ecules are secreted by the signaling cell. Some of these travel

only short distances; such local regulators in uence cells

in the vicinity. One class of local regulators in animals, growth

factors, consists of compounds that stimulate nearby target

cells to grow and divide. Numerous cells can simultaneously

receive and respond to the molecules of growth factor pro-

duced by a single cell in their vicinity. This type of local sig-

naling in animals is called paracrine signaling (Figure 11.5a).

Another, more specialized type of local signaling called

synaptic signaling occurs in the animal nervous system

(Figure 11.5b). An electrical signal along a nerve cell triggers

the secretion of neurotransmitter molecules carrying a chem-

ical signal. These molecules diffuse across the synapse, the

narrow space between the nerve cell and its target cell (often

another nerve cell), triggering a response in the target cell.

Beyond communication through plasmodesmata (plant

cell junctions), local signaling in plants is not as well under-

stood. Because of their cell walls, plants use mechanisms

somewhat different from those operating locally in animals.

* Figure 11.5 Local and long-distance cell signaling by secreted molecules
in animals. In both local and long-distance signaling, only speci c target cells that can
recognize a given signaling molecule will respond to it.
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Both animals and plants use chemicals called hormones

for long-distance signaling. In hormonal signaling in animals,

also known as endocrine signaling, specialized cells release hor-

mone molecules, which travel via the circulatory system to

other parts of the body, where they reach target cells that can

recognize and respond to the hormones (Figure 11.5c). Plant

hormones (often called plant growth regulators) sometimes

travel in vessels but more often reach their targets by moving

through cells or by diffusing through the air as a gas (see

Chapter 39). Hormones vary widely in molecular size and

type, as do local regulators. For instance, the plant hormone

ethylene, a gas that promotes fruit ripening and helps regulate

growth, is a hydrocarbon of only six atoms (C2H4), small

enough to pass through cell walls. In contrast, the mammalian

hormone insulin, which regulates sugar levels in the blood, is

a protein with thousands of atoms.

The transmission of a signal through the nervous system

can also be considered an example of long-distance signaling.

An electrical signal travels the length of a nerve cell and is

then converted back to a chemical signal when a signaling

molecule is released and crosses the synapse to another nerve

cell. Here it is converted back to an electrical signal. In this

way, a nerve signal can travel along a series of nerve cells. Be-

cause some nerve cells are quite long, the nerve signal can

quickly travel great distances from your brain to your big

toe, for example. This type of long-distance signaling will be

covered in detail in Chapter 48.

What happens when a cell encounters a secreted signaling

molecule? The ability of a cell to respond is determined by

whether it has a speci c receptor molecule that can bind to the

signaling molecule. The information conveyed by this bind-

ing, the signal, must then be changed into another form

transduced inside the cell before the cell can respond. The

remainder of the chapter discusses this process, primarily as it

occurs in animal cells.

The Three Stages of Cell Signaling: A Preview

Our current understanding of how chemical messengers act

via signal transduction pathways had its origins in the

pioneering work of Earl W. Sutherland, whose research led

to a Nobel Prize in 1971. Sutherland and his colleagues at

Vanderbilt University were investigating how the animal

hormone epinephrine (also called adrenaline) stimulates

the breakdown of the storage polysaccharide glycogen

within liver cells and skeletal muscle cells. Glycogen break-

down releases the sugar glucose 1-phosphate, which the cell

converts to glucose 6-phosphate. The cell (a liver cell, for ex-

ample) can then use this compound, an early intermediate

in glycolysis, for energy production. Alternatively, the com-

pound can be stripped of phosphate and released from the

liver cell into the blood as glucose, which can fuel cells

throughout the body. Thus, one effect of epinephrine is the

mobilization of fuel reserves, which can be used by the ani-

mal to either defend itself ( ght) or escape whatever elicited

a scare ( ight). (The gazelle in Figure 11.1 is clearly engaged

in the latter.)

Sutherland s research team discovered that epinephrine

stimulates glycogen breakdown by somehow activating a cy-

tosolic enzyme, glycogen phosphorylase. However, when ep-

inephrine was added to a test-tube mixture containing the

enzyme and its substrate, glycogen, no breakdown occurred.

Epinephrine could activate glycogen phosphorylase only

when the hormone was added to a solution containing intact

cells. This result told Sutherland two things. First, epineph-

rine does not interact directly with the enzyme responsible

for glycogen breakdown; an intermediate step or series of

steps must be occurring inside the cell. Second, the plasma

membrane is somehow involved in transmitting the signal.

Sutherland s early work suggested that the process going

on at the receiving end of a cellular conversation can be dis-

sected into three stages: reception, transduction, and re-

sponse (Figure 11.6):

Reception. Reception is the target cell s detection of a

signaling molecule coming from outside the cell. A chem-

ical signal is detected  when the signaling molecule

binds to a receptor protein located at the cell s surface or

inside the cell.

1

Relay molecules in a signal transduction pathway 

Activation
of cellular
response

Transduction ResponseReception

Signaling 
molecule

Plasma membrane

CYTOPLASMEXTRACELLULAR
FLUID

Receptor

1 2 3

* Figure 11.6 Overview of cell
signaling. From the perspective of the cell
receiving the message, cell signaling can be
divided into three stages: signal reception,
signal transduction, and cellular response.
When reception occurs at the plasma
membrane, as shown here, the transduction
stage is usually a pathway of several steps,
with each relay molecule in the pathway
bringing about a change in the next
molecule. The nal molecule in the pathway
triggers the cell s response. The three stages
are explained in more detail in the text.

How does the epinephrine in Sutherland s
experiment t into this diagram of cell

signaling?

?
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Transduction. The binding of the signaling molecule

changes the receptor protein in some way, initiating the

process of transduction. The transduction stage converts

the signal to a form that can bring about a speci c cellular

response. In Sutherland s system, the binding of epineph-

rine to a receptor protein in a liver cell s plasma membrane

leads to activation of glycogen phosphorylase. Transduc-

tion sometimes occurs in a single step but more often re-

quires a sequence of changes in a series of different

molecules a signal transduction pathway. The molecules in

the pathway are often called relay molecules.

Response. In the third stage of cell signaling, the trans-

duced signal nally triggers a speci c cellular response. The

response may be almost any imaginable cellular activity

such as catalysis by an enzyme (for example, glycogen

phosphorylase), rearrangement of the cytoskeleton, or ac-

tivation of speci c genes in the nucleus. The cell-signal-

ing process helps ensure that crucial activities like these

occur in the right cells, at the right time, and in proper co-

ordination with the activities of other cells of the organ-

ism. We ll now explore the mechanisms of cell signaling in

more detail, including a discussion of ne-tuning and ter-

mination of the process.

3

2

CON C E P T 11.2
Reception: A signaling molecule
binds to a receptor protein, causing
it to change shape

A radio station broadcasts its signal indiscriminately, but it

can only be picked up by radios tuned to the right wave-

length: Reception of the signal depends on the receiver. Sim-

ilarly, the signals emitted by an a yeast cell are heard  only

C O N C E P T  C H E C K  11.1

1. Explain how signaling is involved in ensuring that

yeast cells fuse only with cells of the opposite mating

type.

2. Explain how nerve cells provide examples of both

local and long-distance signaling.

3. When epinephrine is mixed with glyco-

gen phosphorylase and glycogen in a test tube, is glu-

cose 1-phosphate generated? Why or why not?

4. In liver cells, glycogen phosphorylase acts in which

of the three stages of the signaling pathway associ-

ated with an epinephrine-initiated signal?

For suggested answers, see Appendix A.

WHAT IF?

by its prospective mates, * cells. In the case of epinephrine,

the hormone encounters many types of cells as it circulates

in the blood, but only certain target cells detect and react to

the hormone molecule. A receptor protein on or in the tar-

get cell allows the cell to hear  the signal and respond to it.

The signaling molecule is complementary in shape to a spe-

ci c site on the receptor and attaches there, like a key in a

lock or a substrate in the catalytic site of an enzyme. The sig-

naling molecule behaves as a ligand, the term for a mole-

cule that speci cally binds to another molecule, often a

larger one. Ligand binding generally causes a receptor pro-

tein to undergo a change in shape. For many receptors, this

shape change directly activates the receptor, enabling it to

interact with other cellular molecules. For other kinds of re-

ceptors, the immediate effect of ligand binding is to cause

the aggregation of two or more receptor molecules, which

leads to further molecular events inside the cell.

Most signal receptors are plasma membrane proteins.

Their ligands are water-soluble and generally too large to pass

freely through the plasma membrane. Other signal receptors,

however, are located inside the cell. We discuss both of these

types next.

Receptors in the Plasma Membrane

Most water-soluble signaling molecules bind to speci c sites

on receptor proteins that span the cell s plasma membrane.

Such a transmembrane receptor transmits information from

the extracellular environment to the inside of the cell by

changing shape or aggregating when a speci c ligand binds

to it. We can see how cell-surface transmembrane receptors

work by looking at three major types: G protein-coupled re-

ceptors, receptor tyrosine kinases, and ion channel receptors.

These receptors are discussed and illustrated in Figure 11.7,

on the next three pages; study this gure before going on.

Cell-surface receptor molecules play crucial roles in the bi-

ological systems of animals, and not surprisingly, their

malfunctions are associated with many human diseases, in-

cluding cancer, heart disease, and asthma. Working out the

structure and function of these receptors will allow us to bet-

ter understand and treat these conditions. Therefore, this en-

deavor has been a major focus of both university research

teams and the pharmaceutical industry. In spite of this effort,

and although cell-surface receptors make up 30% of all

human proteins, they make up only 1% of the proteins

whose structures have been determined by X-ray crystallogra-

phy (see Figure 5.24): Their structures are very challenging to

determine.

The largest family of human cell-surface receptors consists

of the nearly 1,000 G protein-coupled receptors (GPCRs).

After persistent efforts, researchers have made signi cant
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* Figure 11.7

Exploring Cell-Surface Transmembrane Receptors

G Protein-Coupled Receptors

Signaling moleculeActivated
receptor

Inactive
enzyme

GTP

GTP

Plasma
membrane

G protein-coupled
receptor

G protein
(inactive)CYTOPLASM

Enzyme

GDP

GDP

1 Loosely attached to the cytoplasmic side of the membrane, the G 
protein functions as a molecular switch that is either on or off, 
depending on which of two guanine nucleotides is attached, GDP 
or GTP hence the term G protein. (GTP, or guanosine triphos-
phate, is similar to ATP.) When GDP is bound to the G protein, as 
shown above, the G protein is inactive. The receptor and G protein 
work together with another protein, usually an enzyme.  

2 When the appropriate signaling molecule binds to the extracellular 
side of the receptor, the receptor is activated and changes shape. 
Its cytoplasmic side then binds an inactive G protein, causing a GTP 
to displace the GDP. This activates the G protein.

GDP

P
i

Activated
enzyme

Cellular response

GTP

3 The activated G protein dissociates from the receptor, diffuses along 
the membrane, and then binds to an enzyme, altering the enzyme s 
shape and activity. Once activated, the enzyme can trigger the next 
step leading to a cellular response. (Binding of signaling molecules is 
reversible: Like other ligands, they bind and dissociate many times. 
The ligand concentration outside the cell determines how often a 
ligand is bound and causes signaling.)

4 The changes in the enzyme and G protein are only temporary 
because the G protein also functions as a GTPase enzyme in other 
words, it then hydrolyzes its bound GTP to GDP. Now inactive 
again, the G protein leaves the enzyme, which returns to its 
original state. The G protein is now available for reuse. The GTPase 
function of the G protein allows the pathway to shut down rapidly 
when the signaling molecule is no longer present. 

A G protein-coupled receptor (GPCR) is
a cell-surface transmembrane receptor that
works with the help of a G protein, a protein
that binds the energy-rich molecule GTP.
Many different signaling molecules, including
yeast mating factors, epinephrine and many
other hormones, and neurotransmitters, use
G protein-coupled receptors. These receptors
vary in the binding sites for their signaling
molecules (often referred to as their ligands)
and also for different types of G proteins inside
the cell. Nevertheless, G protein-coupled
receptor proteins are all remarkably similar 
in structure. 

In fact, they make up a large family of
eukaryotic receptor proteins with a secondary
structure in which the single polypeptide, rep-
resented here as a ribbon, has seven transmem-
brane * helices, outlined with cylinders and
depicted in a row for clarity. Speci c loops

between the helices form binding sites for
signaling and G protein molecules.

G protein-coupled receptor systems are
extremely widespread and diverse in their func-
tions, including roles in embryonic development
and sensory reception. In humans, for example,
vision, smell, and taste depend on such systems.
Similarities in structure in G proteins and 
G protein-coupled receptors in diverse organisms
suggest that G proteins and associated receptors
evolved very early.

G protein systems are involved in many
human diseases, including bacterial infections.
The bacteria that cause cholera, pertussis
(whooping cough), and botulism, among
others, make their victims ill by producing
toxins that interfere with G protein function.
Pharmacologists now realize that up to 60%
of all medicines used today exert their effects by
in uencing G protein pathways.

Segment that
interacts with
G proteins

G protein-coupled receptor

Signaling molecule binding site

Continued on next page

C H A P T E R  1 1 Cell Communication 211

M11_REEC8237_09_SE_CH11.QXD  8/12/10  12:37 PM  Page 211



* Figure 11.7 (continued)

Exploring Cell-Surface Transmembrane Receptors

Receptor Tyrosine Kinases

Receptor tyrosine kinases (RTKs) belong to a major class of
plasma membrane receptors characterized by having enzymatic
activity. A kinase is an enzyme that catalyzes the transfer of phos-
phate groups. The part of the receptor protein extending into
the cytoplasm functions as a tyrosine kinase, an enzyme that
catalyzes the transfer of a phosphate group from ATP to the
amino acid tyrosine on a substrate protein. Thus, receptor
tyrosine kinases are membrane receptors that attach phosphates
to tyrosines.

One receptor tyrosine kinase complex may activate ten or more
different transduction pathways and cellular responses. Often,
more than one signal transduction pathway can be triggered at
once, helping the cell regulate and coordinate many aspects of cell
growth and cell reproduction. The ability of a single ligand-binding
event to trigger so many pathways is a key difference between
receptor tyrosine kinases and G protein-coupled receptors. Abnor-
mal receptor tyrosine kinases that function even in the absence of
signaling molecules are associated with many kinds of cancer.

Tyr

Tyr

Tyr

Tyr

Tyr

Tyr

Signaling
molecule (ligand)

* helix in the 
membrane

Ligand-binding site

Receptor tyrosine

kinase proteins

(inactive monomers)

Tyrosines

Many receptor tyrosine kinases have the structure depicted 
schematically here. Before the signaling molecule binds, the
receptors exist as individual units referred to as monomers. Notice 
that each has an extracellular ligand-binding site, an * helix 
spanning the membrane, and an intracellular tail containing 
multiple tyrosines.

Tyr

Tyr

Tyr

Tyr

Tyr

Tyr

Dimer

Tyr

Tyr

Tyr

Tyr

Tyr

Tyr

Signaling
molecule

21 The binding of a signaling molecule (such as a growth factor) causes 
two receptor monomers to associate closely with each other, 
forming a complex known as a dimer (dimerization). 

CYTOPLASM

Fully activated receptor
tyrosine kinase
(phosphorylated
dimer)

Activated tyrosine
kinase regions
(unphosphorylated
dimer)

Tyr

Tyr

Tyr

Tyr

Tyr

Tyr
ATP6 6 ADP

P

P

P

P

P

P

3 Dimerization activates the tyrosine kinase region of each monomer; 
each tyrosine kinase adds a phosphate from an ATP molecule to a 
tyrosine on the tail of the other monomer.

4 Now that the receptor is fully activated, it is recognized by specific 
relay proteins inside the cell. Each such protein binds to a specific 
phosphorylated tyrosine, undergoing a resulting structural change 
that activates the bound protein. Each activated protein  triggers a 
transduction pathway, leading to a cellular response.

Tyr

Tyr

Tyr

Cellular
response 1

Cellular
response 2

Activated relay
proteins

Tyr

Tyr

Tyr

P

P

P

P

P

P

Inactive
relay proteins

Tyr
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Ion Channel Receptors

A ligand-gated ion channel is a type of membrane receptor
containing a region that can act as a gate  when the receptor
changes shape. When a signaling molecule binds as a ligand to
the receptor protein, the gate opens or closes, allowing or block-
ing the ow of speci c ions, such as Na+ or Ca2+, through a
channel in the receptor. Like the other receptors we have dis-
cussed, these proteins bind the ligand at a speci c site on their
extracellular sides.

Ligand-gated ion channels are very important in the nervous
system. For example, the neurotransmitter molecules released
at a synapse between two nerve cells (see Figure 11.5b) bind as
ligands to ion channels on the receiving cell, causing the chan-
nels to open. Ions ow in (or, in some cases, out), triggering an
electrical signal that propagates down the length of the receiv-
ing cell. Some gated ion channels are controlled by electrical
signals instead of ligands; these voltage-gated ion channels are
also crucial to the functioning of the nervous system, as we will
discuss in Chapter 48.

Cellular
response

1 Here we show a 
ligand-gated ion 
channel receptor in 
which the gate 
remains closed 
until a ligand binds 
to the receptor.

2 When the ligand 
binds to the 
receptor and the 
gate opens, specific 
ions can flow 
through the channel 
and rapidly change 
the concentration of 
that particular ion 
inside the cell. This 
change may directly 
affect the activity of 
the cell in some way.

3 When the ligand 
dissociates from this 
receptor, the gate 
closes and ions no 
longer enter the 
cell. 

Signaling 
molecule
(ligand)

Ligand-gated
ion channel receptor

Gate open

Ions

Plasma
membrane

Gate
closed

Gate closed

Examine the ion channel protein in

Figure 7.1 (p. 125) and the discussion of it on page 135. What type

of stimulus opens that ion channel? According to the information

given above, what type of ion channel is described?

MAKE CONNECTIONS

C H A P T E R  1 1 Cell Communication 213

breakthroughs in elucidating the structure of several G

protein-coupled receptors over the past few years (Figure 11.8).

Abnormal functioning of receptor tyrosine kinases (RTKs)

is associated with many types of cancers. For example, pa-

tients with breast cancer cells that have excessive levels of a

receptor tyrosine kinase called HER2 have a poor prognosis.

Using molecular biological techniques, researchers have de-

veloped a protein called Herceptin that binds to HER2 on

cells and inhibits their growth, thus thwarting further tumor

development. In some clinical studies, treatment with Her-

ceptin improved patient survival rates by more than one-

third. One goal of ongoing research into these cell-surface

receptors and other cell-signaling proteins is development of

additional successful treatments.

* Figure 11.8

I M P A C T

Determining the Structure of a G Protein-
Coupled Receptor (GPCR)

GPCRs are exible and inherently unstable, so they have been dif -

cult to crystallize, a required step in determining their structure by

X-ray crystallography. Recently, however, researchers have crystal-

lized the human *2-adrenergic receptor in the presence of a ligand

similar to the natural one (green in the model below) and choles-

terol (orange), which stabilized the receptor enough for its structure

to be determined. Two receptor molecules (blue) are shown here as

ribbon models in a side view within the plasma membrane.

*2-adrenergic
receptors

Molecule
resembling
ligand

Cholesterol

Plasma
membrane

WHY IT MATTERS The *2-adrenergic receptor is found on smooth

muscle cells throughout the body, and abnormal forms of it are associ-

ated with diseases such as asthma, hypertension, and heart failure.

Current drugs used for these conditions produce unwanted side effects,

and further research may yield better drugs. Also, since GPCRs share

structural similarities, this work on the *2-adrenergic receptor will aid

development of treatments for diseases associated with other GPCRs.

FURTHER READING R. Ranganathan, Signaling across the cell

membrane, Science 318:1253 1254 (2007).

The model shown above represents the receptor in an

inactive state, not bound to a G protein. Can you suggest condi-

tions for crystallizing the protein that would reveal the structure of

the receptor while it is actively signaling to the inside of the cell?

WHAT IF?
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* Figure 11.9 Steroid hormone interacting with an
intracellular receptor.

Why is a cell-surface receptor protein not required for this steroid
hormone to enter the cell??

Hormone
(testosterone)

EXTRACELLULAR
FLUID

Plasma
membrane

Receptor
protein

Hormone-
receptor
complex

mRNA

DNA

NUCLEUS

CYTOPLASM

New protein

     The steroid
hormone testosterone
passes through the
plasma membrane.

1

     Testosterone binds
to a receptor protein
in the cytoplasm,
activating it.

2

     The hormone-
receptor complex
enters the nucleus
and binds to specific 
genes.

3

     The bound protein
acts as a transcription
factor, stimulating the
transcription of
the gene into mRNA.

4

     The mRNA is
translated into a
specific protein.

5

C O N C E P T  C H E C K  11.2

1. Nerve growth factor (NGF) is a water-soluble signal-

ing molecule. Would you expect the receptor for NGF

to be intracellular or in the plasma membrane? Why?

2. What would the effect be if a cell made

defective receptor tyrosine kinase proteins that were

unable to dimerize?

3. How is ligand binding similar

to the process of allosteric regulation of enzymes? See

Figure 8.19 on page 158.

For suggested answers, see Appendix A.

MAKE CONNECTIONS

WHAT IF?

Intracellular Receptors

Intracellular receptor proteins are found in either the cyto-

plasm or nucleus of target cells. To reach such a receptor, a

chemical messenger passes through the target cell s plasma

membrane. A number of important signaling molecules can

do this because they are either hydrophobic enough or small

enough to cross the hydrophobic interior of the membrane.

Such hydrophobic chemical messengers include the steroid

hormones and thyroid hormones of animals. Another chem-

ical signaling molecule with an intracellular receptor is nitric

oxide (NO), a gas; its very small molecules readily pass be-

tween the membrane phospholipids.

The behavior of testosterone is representative of steroid

hormones. In males, the hormone is secreted by cells of the

testes. It then travels through the blood and enters cells all

over the body. However, only cells that contain receptor mol-

ecules for testosterone respond. In these cells, the hormone

binds to the receptor protein, activating it (Figure 11.9).

With the hormone attached, the active form of the receptor

protein then enters the nucleus and turns on speci c genes

that control male sex characteristics.

How does the activated hormone-receptor complex turn on

genes? Recall that the genes in a cell s DNA function by being

transcribed and processed into messenger RNA (mRNA), which

leaves the nucleus and is translated into a speci c protein by ri-

bosomes in the cytoplasm (see Figure 5.25). Special proteins

called transcription factors control which genes are turned on

that is, which genes are transcribed into mRNA in a particular

cell at a particular time. The testosterone receptor, when acti-

vated, acts as a transcription factor that turns on speci c genes.

By acting as a transcription factor, the testosterone recep-

tor itself carries out the complete transduction of the signal.

Most other intracellular receptors function in the same way,

although many of them, such as the thyroid hormone recep-

tor, are already in the nucleus before the signaling molecule

reaches them. Interestingly, many of these intracellular re-

ceptor proteins are structurally similar, suggesting an evolu-

tionary kinship.

CON C E P T 11.3
Transduction: Cascades of
molecular interactions relay
signals from receptors to target
molecules in the cell

When receptors for signaling molecules are plasma membrane

proteins, like most of those we have discussed, the transduc-

tion stage of cell signaling is usually a multistep pathway. Steps

often include activation of proteins by addition or removal of

phosphate groups or release of other small molecules or ions

that act as messengers. One bene t of multiple steps is the pos-

sibility of greatly amplifying a signal. If some of the molecules

in a pathway transmit the signal to numerous molecules at the

next step in the series, the result can be a large number of acti-

vated molecules at the end of the pathway. Moreover, multi-

step pathways provide more opportunities for coordination

and regulation than simpler systems do. This allows ne-

tuning of the response, in both unicellular and multicellular

organisms, as we ll discuss later in the chapter.
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Signal Transduction Pathways

The binding of a speci c signaling molecule to a receptor in

the plasma membrane triggers the rst step in the chain of

molecular interactions the signal transduction pathway

that leads to a particular response within the cell. Like falling

dominoes, the signal-activated receptor activates another

molecule, which activates yet another molecule, and so on,

until the protein that produces the nal cellular response is

activated. The molecules that relay a signal from receptor to

response, which we call relay molecules in this book, are

often proteins. The interaction of proteins is a major theme

of cell signaling. Indeed, protein interaction is a unifying

theme of all regulation at the cellular level.

Keep in mind that the original signaling molecule is not

physically passed along a signaling pathway; in most cases, it

never even enters the cell. When we say that the signal is re-

layed along a pathway, we mean that certain information is

passed on. At each step, the signal is transduced into a differ-

ent form, commonly a shape change in a protein. Very often,

the shape change is brought about by phosphorylation.

Protein Phosphorylation and Dephosphorylation

Previous chapters introduced the concept of activating a protein

by adding one or more phosphate groups to it (see Figure 8.10a).

In Figure 11.7, we have already seen how phosphorylation is

involved in the activation of receptor tyrosine kinases. In

fact, the phosphorylation and dephosphorylation of proteins

is a widespread cellular mechanism for regulating protein ac-

tivity. An enzyme that transfers phosphate groups from ATP

to a protein is generally known as a protein kinase. Recall

that a receptor tyrosine kinase phosphorylates tyrosines on

the other receptor tyrosine kinase in a dimer. Most cytoplas-

mic protein kinases, however, act on proteins different from

themselves. Another distinction is that most cytoplasmic

protein kinases phosphorylate either of two other amino

acids, serine or threonine, rather than tyrosine. Such

serine/threonine kinases are widely involved in signaling

pathways in animals, plants, and fungi.

Many of the relay molecules in signal transduction path-

ways are protein kinases, and they often act on other protein

kinases in the pathway. Figure 11.10 depicts a hypothetical

Signaling molecule
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     A relay molecule
activates protein kinase 1.
1

     Active protein kinase 1
transfers a phosphate from ATP
to an inactive molecule of
protein kinase 2, thus activating
this second kinase.

2

     Active protein kinase 2
then catalyzes the phos-
phorylation (and activation) of
protein kinase 3.

3

     Finally, active protein
kinase 3 phosphorylates a
protein (pink) that brings 
about the cell s response to
the signal.

4

 Enzymes called protein 
phosphatases (PP) catalyze the 

removal of the phosphate 
groups from the proteins, 
making them inactive and 

available for reuse.

* Figure 11.10 A phosphorylation cascade.
In a phosphorylation cascade, a series of different
molecules in a pathway are phosphorylated in turn, each
molecule adding a phosphate group to the next one in line.
In this example, phosphorylation activates each molecule, and
dephosphorylation returns it to its inactive form. The active and
inactive forms of each protein are represented by different shapes
to remind you that activation is usually associated with a change in
molecular shape.

Which protein is responsible for activation of protein kinase 3?
?
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* Figure 11.11 Cyclic AMP. The second messenger cyclic AMP (cAMP) is made from ATP by adenylyl
cyclase, an enzyme embedded in the plasma membrane. Cyclic AMP is inactivated by phosphodiesterase, an
enzyme that converts it to AMP.

What would happen if a molecule that inactivated phosphodiesterase were introduced into the cell?WHAT IF?
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pathway containing three different protein kinases that create

a phosphorylation cascade.  The sequence shown is similar to

many known pathways, including those triggered in yeast by

mating factors and in animal cells by many growth factors. The

signal is transmitted by a cascade of protein phosphorylations,

each bringing with it a shape change. Each such shape change

results from the interaction of the newly added phosphate

groups with charged or polar amino acids (see Figure 5.16). The

addition of phosphate groups often changes a protein from

an inactive form to an active form. In other cases, though,

phosphorylation decreases the activity of the protein.

The importance of protein kinases can hardly be over-

stated. About 2% of our own genes are thought to code for

protein kinases. A single cell may have hundreds of different

kinds, each speci c for a different substrate protein. Together,

they probably regulate a large proportion of the thousands of

proteins in a cell. Among these are most of the proteins that,

in turn, regulate cell reproduction. Abnormal activity of such

a kinase can cause abnormal cell growth and contribute to

the development of cancer.

Equally important in the phosphorylation cascade are the

protein phosphatases, enzymes that can rapidly remove

phosphate groups from proteins, a process called dephospho-

rylation. By dephosphorylating and thus inactivating protein

kinases, phosphatases provide the mechanism for turning off

the signal transduction pathway when the initial signal is no

longer present. Phosphatases also make the protein kinases

available for reuse, enabling the cell to respond again to an

extracellular signal. The phosphorylation-dephosphorylation

system acts as a molecular switch in the cell, turning activi-

ties on or off, or up or down, as required. At any given mo-

ment, the activity of a protein regulated by phosphorylation

depends on the balance in the cell between active kinase

molecules and active phosphatase molecules.

Small Molecules and Ions
as Second Messengers

Not all components of signal transduction pathways are

proteins. Many signaling pathways also involve small, non-

protein, water-soluble molecules or ions called second

messengers. (This term is used because the pathway s rst

messenger  is considered to be the extracellular signaling

molecule the ligand that binds to the membrane recep-

tor.) Because second messengers are small and water-soluble,

they can readily spread throughout the cell by diffusion. For

example, as we ll see shortly, a second messenger called cyclic

AMP carries the signal initiated by epinephrine from the

plasma membrane of a liver or muscle cell into the cell s inte-

rior, where the signal eventually brings about glycogen

breakdown. Second messengers participate in pathways that

are initiated by both G protein-coupled receptors and recep-

tor tyrosine kinases. The two most widely used second mes-

sengers are cyclic AMP and calcium ions, Ca2*. A large variety

of relay proteins are sensitive to the cytosolic concentration of

one or the other of these second messengers.

Cyclic AMP

As discussed on page 209, Earl Sutherland established that

epinephrine somehow causes glycogen breakdown without

passing through the plasma membrane. This discovery

prompted him to search for a second messenger that trans-

mits the signal from the plasma membrane to the metabolic

machinery in the cytoplasm.

Sutherland found that the binding of epinephrine to

the plasma membrane of a liver cell elevates the cytosolic

concentration of a compound called cyclic adenosine mono-

phosphate, abbreviated as either cyclic AMP or cAMP

(Figure 11.11). An enzyme embedded in the plasma
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First messenger
(signaling molecule
such as epinephrine)

ATP
Second
messenger

G protein-coupled
receptor

G protein

Adenylyl
cyclase

Protein
kinase A

cAMP

Cellular responses

GTP

* Figure 11.12 cAMP as a second messenger in a G protein
signaling pathway. The rst messenger activates a G protein-coupled
receptor, which activates a speci c G protein. In turn, the G protein
activates adenylyl cyclase, which catalyzes the conversion of ATP to
cAMP. The cAMP then acts as a second messenger and activates
another protein, usually protein kinase A, leading to cellular responses.

membrane, adenylyl cyclase, converts ATP to cAMP in re-

sponse to an extracellular signal in this case, provided by

epinephrine. But epinephrine doesn t stimulate adenylyl cy-

clase directly. When epinephrine outside the cell binds to a

speci c receptor protein, the protein activates adenylyl cy-

clase, which in turn can catalyze the synthesis of many

molecules of cAMP. In this way, the normal cellular concen-

tration of cAMP can be boosted 20-fold in a matter of sec-

onds. The cAMP broadcasts the signal to the cytoplasm. It

does not persist for long in the absence of the hormone be-

cause another enzyme, called phosphodiesterase, converts

cAMP to AMP. Another surge of epinephrine is needed to

boost the cytosolic concentration of cAMP again.

Subsequent research has revealed that epinephrine is only

one of many hormones and other signaling molecules that

trigger the formation of cAMP. It has also brought to light the

other components of cAMP pathways, including G proteins, G

protein-coupled receptors, and protein kinases (Figure 11.12).

The immediate effect of cAMP is usually the activation of a

serine/threonine kinase called protein kinase A. The activated

protein kinase A then phosphorylates various other proteins,

depending on the cell type. (The complete pathway for epi-

nephrine s stimulation of glycogen breakdown is shown later,

in Figure 11.16.)

Further regulation of cell metabolism is provided by other

G protein systems that inhibit adenylyl cyclase. In these

systems, a different signaling molecule activates a different

receptor, which in turn activates an inhibitory G protein.

Now that we know about the role of cAMP in G protein

signaling pathways, we can explain in molecular detail how

certain microbes cause disease. Consider cholera, a disease

that is frequently epidemic in places where the water supply

is contaminated with human feces. People acquire the

cholera bacterium, Vibrio cholerae, by drinking contaminated

water. The bacteria form a bio lm on the lining of the small

intestine and produce a toxin. The cholera toxin is an en-

zyme that chemically modi es a G protein involved in regu-

lating salt and water secretion. Because the modi ed G

protein is unable to hydrolyze GTP to GDP, it remains stuck

in its active form, continuously stimulating adenylyl cyclase

to make cAMP. The resulting high concentration of cAMP

causes the intestinal cells to secrete large amounts of salts

into the intestines, with water following by osmosis. An in-

fected person quickly develops profuse diarrhea and if left

untreated can soon die from the loss of water and salts.

Our understanding of signaling pathways involving cyclic

AMP or related messengers has allowed us to develop treat-

ments for certain conditions in humans. In one pathway,

cyclic GMP, or cGMP, acts as a signaling molecule whose ef-

fects include relaxation of smooth muscle cells in artery

walls. A compound that inhibits the hydrolysis of cGMP to

GMP, thus prolonging the signal, was originally prescribed

for chest pains because it increased blood ow to the heart

muscle. Under the trade name Viagra, this compound is now

widely used as a treatment for erectile dysfunction in human

males. Because Viagra leads to dilation of blood vessels, it

also allows increased blood ow to the penis, optimizing

physiological conditions for penile erections.

Calcium Ions and Inositol Trisphosphate (IP3)

Many signaling molecules in animals, including neurotrans-

mitters, growth factors, and some hormones, induce re-

sponses in their target cells via signal transduction pathways

that increase the cytosolic concentration of calcium ions

(Ca2*). Calcium is even more widely used than cAMP as a

second messenger. Increasing the cytosolic concentration of

Ca2* causes many responses in animal cells, including mus-

cle cell contraction, secretion of certain substances, and cell

division. In plant cells, a wide range of hormonal and environ-

mental stimuli can cause brief increases in cytosolic Ca2* con-

centration, triggering various signaling pathways, such as the

pathway for greening in response to light (see Figure 39.4).

Cells use Ca2* as a second messenger in both G protein and

receptor tyrosine kinase pathways.

Although cells always contain some Ca2*, this ion can

function as a second messenger because its concentration in

the cytosol is normally much lower than the concentration
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+ Figure 11.14 Calcium and IP3 in
signaling pathways. Calcium ions (Ca2*)
and inositol trisphosphate (IP3) function as
second messengers in many signal transduction
pathways. In this gure, the process is initiated
by the binding of a signaling molecule to a
G protein-coupled receptor. A receptor tyrosine
kinase could also initiate this pathway by
activating phospholipase C.

     IP3
(second messenger)

Various
proteins
activated

Cellular
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Ca2+

(second 
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G protein

Phospholipase C PIP2

DAG

G protein-coupled
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Endoplasmic
reticulum (ER)
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CELLULAR
FLUID
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IP3-gated
calcium channel

Ca2+
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(first messenger)

GTP

     A signaling molecule binds
to a receptor, leading to
activation of phospholipase C.

1      Phospholipase C cleaves a
plasma membrane phospholipid
called PIP2 into DAG and IP3.

2      DAG functions as
a second messenger
in other pathways.

3

 4  IP3 quickly diffuses through
the cytosol and binds to an IP3-
gated calcium channel in the ER
membrane, causing it to open.

4  4  Calcium ions flow out of
the ER (down their con-
centration gradient), raising
the Ca2+ level in the cytosol.

5  4  The calcium ions
activate the next
protein in one or more
signaling pathways.

6

* Figure 11.13 The maintenance of
calcium ion concentrations in an
animal cell. The Ca2* concentration in the
cytosol is usually much lower (beige) than in
the extracellular uid and ER (blue). Protein
pumps in the plasma membrane and the ER
membrane, driven by ATP, move Ca2* from the
cytosol into the extracellular uid and into the
lumen of the ER. Mitochondrial pumps, driven
by chemiosmosis (see Chapter 9), move Ca2*

into mitochondria when the calcium level in
the cytosol rises signi cantly.
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outside the cell (Figure 11.13). In fact, the level of Ca2* in

the blood and extracellular uid of an animal is often more

than 10,000 times higher than that in the cytosol. Calcium

ions are actively transported out of the cell and are actively

imported from the cytosol into the endoplasmic reticulum

(and, under some conditions, into mitochondria and chloro-

plasts) by various protein pumps. As a result, the calcium

concentration in the ER is usually much higher than that in

the cytosol. Because the cytosolic calcium level is low, a small

change in absolute numbers of ions represents a relatively

large percentage change in calcium concentration.

In response to a signal relayed by a signal transduction path-

way, the cytosolic calcium level may rise, usually by a mecha-

nism that releases Ca2* from the cell s ER. The pathways leading

to calcium release involve still other second messengers,

inositol trisphosphate (IP3) and diacylglycerol (DAG).

These two messengers are produced by cleavage of a certain

kind of phospholipid in the plasma membrane. Figure 11.14

shows how this occurs and how IP3 stimulates the release of cal-

cium from the ER. Because IP3 acts before calcium in these path-

ways, calcium could be considered a third messenger.

However, scientists use the term second messenger for all small,

nonprotein components of signal transduction pathways.
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CON C E P T 11.4
Response: Cell signaling leads
to regulation of transcription
or cytoplasmic activities

We now take a closer look at the cell s subsequent response to

an extracellular signal what some researchers call the out-

put response.  What is the nature of the nal step in a signal-

ing pathway?

Nuclear and Cytoplasmic Responses

Ultimately, a signal transduction pathway leads to the regula-

tion of one or more cellular activities. The response at the

end of the pathway may occur in the nucleus of the cell or in

the cytoplasm.

Many signaling pathways ultimately regulate protein

synthesis, usually by turning speci c genes on or off in the

nucleus. Like an activated steroid receptor (see Figure 11.9),

the nal activated molecule in a signaling pathway may

function as a transcription factor. Figure 11.15 shows an

example in which a signaling pathway activates a transcrip-

tion factor that turns a gene on: The response to the

growth factor signal is transcription, the synthesis of

mRNA, which will be translated in the cytoplasm into a

speci c protein. In other cases, the transcription factor

might regulate a gene by turning it off. Often a transcrip-

tion factor regulates several different genes.

Sometimes a signaling pathway may regulate the activity

of proteins rather than their synthesis, directly affecting pro-

teins that function outside the nucleus. For example, a sig-

nal may cause the opening or closing of an ion channel in

the plasma membrane or a change in cell metabolism. As we

C O N C E P T  C H E C K  11.3

1. What is a protein kinase, and what is its role in a sig-

nal transduction pathway?

2. When a signal transduction pathway involves a phos-

phorylation cascade, how does the cell s response get

turned off?

3. What is the actual signal  that is being transduced

in any signal transduction pathway, such as those

shown in Figures 11.6 and 11.10? In what way is this

information being passed from the exterior to the in-

terior of the cell?

4. Upon activation of phospholipase C by

the binding of a ligand to a receptor, what effect does

the IP3-gated calcium channel have on Ca2* concen-

tration in the cytosol?

For suggested answers, see Appendix A.

WHAT IF?

* Figure 11.15 Nuclear responses to a signal: the
activation of a speci c gene by a growth factor. This diagram
is a simpli ed representation of a typical signaling pathway that leads
to the regulation of gene activity in the cell nucleus. The initial
signaling molecule, a local regulator called a growth factor, triggers a
phosphorylation cascade, as in Figure 11.10. (The ATP molecules and
phosphate groups are not shown.) Once phosphorylated, the last
kinase in the sequence enters the nucleus and there activates a gene-
regulating protein, a transcription factor. This protein stimulates
transcription of a speci c gene (or genes). The resulting mRNA then
directs the synthesis of a particular protein in the cytoplasm.

CYTOPLASM

DNA

Gene

Inactive
transcription
factor

Growth factor

mRNANUCLEUS

Active
transcription
factor

P

Phosphorylation
cascade

Transduction

Reception

Response

Receptor

have seen, the response of liver cells to the hormone epi-

nephrine helps regulate cellular energy metabolism by af-

fecting the activity of an enzyme. The nal step in the

signaling pathway that begins with epinephrine binding acti-

vates the enzyme that catalyzes the breakdown of glycogen.

Figure 11.16, on the next page, shows the complete pathway

leading to the release of glucose 1-phosphate molecules from

glycogen. Notice that as each molecule is activated, the re-

sponse is ampli ed, a subject we ll return to shortly.

In addition to controlling enzymes, signaling events may

regulate other cellular attributes, even activities of the cell as a

whole. An example of the latter can be found in the processes

leading to the mating of yeast cells (see Figure 11.2). Yeast

cells are not motile; their mating process depends on the

growth of localized projections of one cell toward a cell of the
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* Figure 11.16 Cytoplasmic response to a signal: the
stimulation of glycogen breakdown by epinephrine. In this
signaling system, the hormone epinephrine acts through a G protein-
coupled receptor to activate a succession of relay molecules, including
cAMP and two protein kinases (see also Figure 11.12). The nal protein
activated is the enzyme glycogen phosphorylase, which uses inorganic
phosphate to release glucose monomers from glycogen in the form of
glucose 1-phosphate molecules. This pathway ampli es the hormonal
signal: One receptor protein can activate about 100 molecules of
G protein, and each enzyme in the pathway, once activated, can act
on many molecules of its substrate, the next molecule in the cascade.
The number of activated molecules given for each step is approximate.

Active G protein (102 molecules)

Inactive adenylyl cyclase

Active adenylyl cyclase (102)

Inactive protein kinase A

Active protein kinase A (104)

Inactive phosphorylase kinase

Active phosphorylase kinase (105)

Inactive glycogen phosphorylase

Active glycogen phosphorylase (106)
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ATP

Cyclic AMP (104)

Reception

Binding of epinephrine to G protein-coupled receptor (1 molecule)

Inactive G protein

Transduction

Response

opposite mating type. As shown in Figure 11.17, binding of

the mating factor causes this directional growth. When the

mating factor binds, it activates signaling pathway kinases

that affect the growth and orientation of cytoskeletal micro-

laments. Because activation of signaling kinases is coupled

in this way to cytoskeletal dynamics, cell projections emerge

from regions of the plasma membrane exposed to the highest

concentration of the mating factor. As a result, these projec-

tions are oriented toward the cell of the opposite mating

type, which is the source of the signaling molecule.

The signal receptors, relay molecules, and second messen-

gers introduced so far in this chapter participate in a variety

of pathways, leading to both nuclear and cytoplasmic re-

sponses. Some of these pathways lead to cell division. The

molecular messengers that initiate cell division pathways in-

clude growth factors and certain plant and animal hormones.

Malfunctioning of growth factor pathways like the one in

Figure 11.15 can contribute to the development of cancer, as

we will see in Chapter 18.

Fine-Tuning of the Response

Regardless of whether the response occurs in the nucleus or

in the cytoplasm, it is ne-tuned at multiple points rather

than simply being turned on  or off.  Here we ll consider

four aspects of ne-tuning. First, as mentioned earlier, a sig-

naling pathway with numerous steps between the initial sig-

naling event at the cell surface and the cell s response results

in ampli cation of the signal and thus the response. Second,

such a multistep pathway has many different points at which

the cell s response can be regulated, contributing to the speci-

city of the response and allowing coordination with other

signaling pathways. Third, the overall ef ciency of the re-

sponse is enhanced by the presence of proteins known as

scaffolding proteins. Finally, a crucial point in ne-tuning

the response is the termination of the signal.

Signal Ampli cation

Elaborate enzyme cascades amplify the cell s response to a

signal. At each catalytic step in the cascade, the number of

activated products is much greater than in the preceding

step. For example, in the epinephrine-triggered pathway in

Figure 11.16, each adenylyl cyclase molecule catalyzes the

formation of many cAMP molecules, each molecule of pro-

tein kinase A phosphorylates many molecules of the next ki-

nase in the pathway, and so on. The ampli cation effect

stems from the fact that these proteins persist in the active

form long enough to process numerous molecules of sub-

strate before they become inactive again. As a result of the

signal s ampli cation, a small number of epinephrine mole-

cules binding to receptors on the surface of a liver cell or

muscle cell can lead to the release of hundreds of millions of

glucose molecules from glycogen.

The Speci city of Cell Signaling and Coordination

of the Response

Consider two different cells in your body a liver cell and a

heart muscle cell, for example. Both are in contact with your

bloodstream and are therefore constantly exposed to many

different hormone molecules, as well as to local regulators se-

creted by nearby cells. Yet the liver cell responds to some sig-

nals but ignores others, and the same is true for the heart cell.

And some kinds of signals trigger responses in both cells

but different responses. For instance, epinephrine stimulates

the liver cell to break down glycogen, but the main response

of the heart cell to epinephrine is contraction, leading to a

more rapid heartbeat. How do we account for this difference?
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RESULTS The cells of the wild-type strain showed shmoo projections,
whose walls were stained red, while the rest of their cell walls were
green, indicating asymmetrical growth. Cells of both the *Fus3 and
*formin strains showed no shmoo formation, and their cell walls were
stained almost uniformly yellow. This color resulted from merged green
and red stains, indicating symmetrical growth, characteristic of cells not
exposed to mating factor.

CONCLUSION The similar de-
fect (lack of ability to form
shmoos) in strains lacking ei-
ther Fus3 or formin suggests
that both proteins are required
for shmoo formation. These re-
sults led the investigators to
propose the model shown here
for the induction of asymmetri-
cal growth in the receiving cell
directed toward the cell of the
opposite mating type.

SOURCE D. Matheos et al., Pheromone-induced polarization is dependent on the Fus3p MAPK
acting through the formin Bni1p, Journal of Cell Biology 165:99 109 (2004).

Based on these results and the proposed model from this work, what would hap-
pen to a cell if its Fus3 kinase were not able to associate with the membrane upon activation?

WHAT IF?

C H A P T E R  1 1 Cell Communication 221

* Figure 11.17 INQUIRY

How do signals induce directional cell growth during mating in yeast?
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The explanation for the speci city exhibited in cellular re-

sponses to signals is the same as the basic explanation for vir-

tually all differences between cells: Because different kinds of

cells turn on different sets of genes, different kinds of cells have

different collections of proteins (Figure 11.18, on the next page).

The response of a particular cell to a signal depends on its par-

ticular collection of signal receptor proteins, relay proteins,

and proteins needed to carry out the response. A liver cell, for

example, is poised to respond appropriately to epinephrine by

having the proteins listed in Figure 11.16 as well as those

needed to manufacture glycogen.

Thus, two cells that respond differently to the same signal

differ in one or more of the proteins that handle and respond

to the signal. Notice in Figure 11.18 that different pathways

may have some molecules in common. For example, cells A,

B, and C all use the same receptor protein for the red signaling

molecule; differences in other proteins account for their dif-

fering responses. In cell D, a different receptor protein is used

for the same signaling molecule, leading to yet another re-

sponse. In cell B, a pathway that is triggered by a single kind

of signal diverges to produce two responses; such branched

pathways often involve receptor tyrosine kinases (which can

activate multiple relay proteins) or second messengers (which

can regulate numerous proteins). In cell C, two pathways trig-

gered by separate signals converge to modulate a single re-

sponse. Branching of pathways and cross-talk  (interaction)

cro laments, as a phosphorylation target of Fus3 kinase. To examine the
role of Fus3 and formin in shmoo formation, the researchers generated
two mutant yeast strains: one that no longer had the kinase (this strain is
called *Fus3) and one that lacked the formin (*formin). To observe the ef-
fects of these mutations on cell growth induced by the mating factor, the
cell walls of each strain were rst stained with a green uorescent dye.
These green-stained cells were then exposed to mating factor and stained
with a red uorescent dye that labeled new cell wall growth. Images
taken of the cells after the staining procedure were then compared with a
similarly treated strain that expressed Fus3 and formin (the wild type).

EXPERIMENT When a yeast cell binds mating factor molecules from a
cell of the opposite mating type, a signaling pathway causes it to grow a
projection toward the potential mate. The cell with the projection is called
a shmoo  because it resembles a 1950s cartoon character by that name.
Dina Matheos and colleagues in Mark Rose s lab at Princeton University
sought to determine how mating factor signaling is linked to this asym-
metrical growth. Previous work had shown that activation of Fus3, one of
the kinases in the signaling cascade, caused it to move to the membrane
near where the factor bound. Preliminary experiments by these re-
searchers identi ed formin, a protein that directs the construction of mi-
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* Figure 11.18 The speci city of cell signaling. The particular
proteins a cell possesses determine what signaling molecules it
responds to and the nature of the response. The four cells in these
diagrams respond to the same signaling molecule (red) in different
ways because each has a different set of proteins (purple and teal).
Note, however, that the same kinds of molecules can participate in
more than one pathway.

Study the signaling pathway shown in
Figure 11.14 (p. 218), and explain how the situation pictured for
cell B above could apply to that pathway.

MAKE CONNECTIONS

Response 1 Response 2 Response 3

Response 5Response 4

Activation
or inhibition

Signaling
molecule

Receptor

Relay
molecules

Cell A. Pathway leads 
to a single response.

Cell B. Pathway branches, 
leading to two responses.

Cell C. Cross-talk occurs 
between two pathways.

Cell D. Different receptor
leads to a different response.

* Figure 11.19 A scaffolding protein. The scaffolding protein
shown here (pink) simultaneously binds to a speci c activated
membrane receptor and three different protein kinases. This physical
arrangement facilitates signal transduction by these molecules and
may directly activate relay molecules in some cases.
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Scaffolding
proteinbetween pathways are important in regulating and coordinat-

ing a cell s responses to information coming in from different

sources in the body. (You ll learn more about this coordina-

tion in Concept 11.5.) Moreover, the use of some of the same

proteins in more than one pathway allows the cell to econo-

mize on the number of different proteins it must make.

Signaling Ef ciency: Scaffolding Proteins

and Signaling Complexes

The illustrations of signaling pathways in Figure 11.18 (as

well as diagrams of other pathways in this chapter) are

greatly simpli ed. The diagrams show only a few relay mole-

cules and, for clarity s sake, display these molecules spread

out in the cytosol. If this were true in the cell, signaling path-

ways would operate very inef ciently because most relay

molecules are proteins, and proteins are too large to diffuse

quickly through the viscous cytosol. How does a particular

protein kinase, for instance, nd its substrate?

In many cases, the ef ciency of signal transduction is ap-

parently increased by the presence of scaffolding proteins,

large relay proteins to which several other relay proteins are si-

multaneously attached. For example, one scaffolding protein

isolated from mouse brain cells holds three protein kinases

and carries these kinases with it when it binds to an appropri-

ately activated membrane receptor; it thus facilitates a speci c

phosphorylation cascade (Figure 11.19). Researchers have

found scaffolding proteins in brain cells that permanently hold

together networks of signaling pathway proteins at synapses.

This hardwiring enhances the speed and accuracy of signal

transfer between cells, because the rate of protein-protein

interaction is not limited by diffusion. Furthermore, in addi-

tion to this indirect role in activation of relay proteins, the

scaffolding proteins themselves may more directly activate

some of the other relay proteins.

When signaling pathways were rst discovered, they were

thought to be linear, independent pathways. Our under-

standing of cellular communication has bene ted from the

realization that signaling-pathway components interact with

each other in various ways. As seen in Figure 11.18, some

proteins may participate in more than one pathway, either in

different cell types or in the same cell at different times or

under different conditions. These observations underscore
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the importance of transient or, in some cases, permanent

protein complexes in the process of cell signaling.

The importance of the relay proteins that serve as points of

branching or intersection in signaling pathways is highlighted

by the problems arising when these proteins are defective or

missing. For instance, in an inherited disorder called Wiskott-

Aldrich syndrome (WAS), the absence of a single relay protein

leads to such diverse effects as abnormal bleeding, eczema, and

a predisposition to infections and leukemia. These symptoms

are thought to arise primarily from the absence of the protein

in cells of the immune system. By studying normal cells, scien-

tists found that the WAS protein is located just beneath the

cell surface. The protein interacts both with micro laments of

the cytoskeleton and with several different components of sig-

naling pathways that relay information from the cell surface,

including pathways regulating immune cell proliferation. This

multifunctional relay protein is thus both a branch point and

an important intersection point in a complex signal transduc-

tion network that controls immune cell behavior. When the

WAS protein is absent, the cytoskeleton is not properly organ-

ized and signaling pathways are disrupted, leading to the WAS

symptoms.

Termination of the Signal

To keep Figure 11.18 simple, we did not indicate the

inactivation mechanisms that are an essential aspect of cell

signaling. For a cell of a multicellular organism to remain ca-

pable of responding to incoming signals, each molecular

change in its signaling pathways must last only a short time.

As we saw in the cholera example, if a signaling pathway

component becomes locked into one state, whether active or

inactive, consequences for the organism can be dire.

The ability of a cell to receive new signals depends on re-

versibility of the changes produced by prior signals. The bind-

ing of signaling molecules to receptors is reversible. As the

external concentration of signaling molecules falls, fewer re-

ceptors are bound at any given moment, and the unbound re-

ceptors revert to their inactive form. The cellular response

occurs only when the concentration of receptors with bound

signaling molecules is above a certain threshold. When the

number of active receptors falls below that threshold, the

cellular response ceases. Then, by a variety of means, the relay

molecules return to their inactive forms: The GTPase activity

intrinsic to a G protein hydrolyzes its bound GTP; the enzyme

phosphodiesterase converts cAMP to AMP; protein phos-

phatases inactivate phosphorylated kinases and other pro-

teins; and so forth. As a result, the cell is soon ready to respond

to a fresh signal.

In this section, we explored the complexity of signaling

initiation and termination in a single pathway, and we saw

the potential for pathways to intersect with each other. In the

next section, we ll consider one especially important network

of interacting pathways in the cell.

CON C E P T 11.5
Apoptosis integrates multiple 
cell-signaling pathways

To be or not to be? One of the most elaborate networks of sig-

naling pathways in the cell seems to ask and answer this

question posed by Hamlet. Cells that are infected, damaged,

or have reached the end of their functional life span often

undergo programmed cell death.  The best-understood type

of this controlled cell suicide is apoptosis (from the Greek,

meaning falling off,  and used in a classic Greek poem to

refer to leaves falling from a tree). During this process, cellu-

lar agents chop up the DNA and fragment the organelles and

other cytoplasmic components. The cell shrinks and be-

comes lobed (a change called blebbing ; Figure 11.20), and

the cell s parts are packaged up in vesicles that are engulfed

and digested by specialized scavenger cells, leaving no trace.

Apoptosis protects neighboring cells from damage that they

would otherwise suffer if a dying cell merely leaked out all its

contents, including its many digestive enzymes.

C O N C E P T  C H E C K  11.4

1. How can a target cell s response to a single hormone

molecule result in a response that affects a million

other molecules?

2. If two cells have different scaffolding

proteins, explain how they might behave differently

in response to the same signaling molecule.

3. Review the discussion of pro-

tein phosphatases on page 216, and see Figure 11.10

on page 215. Some human diseases are associated

with malfunctioning protein phosphatases. How

would such proteins affect signaling pathways?

For suggested answers, see Appendix A.

MAKE CONNECTIONS

WHAT IF?

* Figure 11.20 Apoptosis of a human white blood cell. We
can compare a normal white blood cell (left) with a white blood cell
undergoing apoptosis (right). The apoptotic cell is shrinking and
forming lobes ( blebs ), which eventually are shed as membrane-
bounded cell fragments (colorized SEMs).

2 *m
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* Figure 11.21 Molecular basis of apoptosis in C. elegans.

Three proteins, Ced-3, Ced-4, and Ced-9, are critical to apoptosis and
its regulation in the nematode. Apoptosis is more complicated in
mammals but involves proteins similar to those in the nematode.

Ced-9
protein (active)
inhibits Ced-4
activity

Receptor
for death-
signaling
molecule

Death-
signaling
molecule

Ced-4 Ced-3

Inactive proteins

(a) No death signal. As long as Ced-9, located in the outer 
mitochondrial membrane, is active, apoptosis is inhibited, and 
the cell remains alive.

(b) Death signal. When a cell receives a death signal, Ced-9 is 
inactivated, relieving its inhibition of Ced-3 and Ced-4. Active 
Ced-3, a protease, triggers a cascade of reactions leading to 
activation of nucleases and other proteases. The action of these 
enzymes causes the changes seen in apoptotic cells and eventual 
cell death.

Ced-9
(inactive)

Cell
forms
blebs

Active
Ced-4

Active
Ced-3

Activation
cascade

Other
proteases

Nucleases

Mitochondrion

Apoptosis in the Soil Worm
Caenorhabditis elegans

Embryonic development is a period during which apoptosis

is widespread and plays a crucial role. The molecular mecha-

nisms underlying apoptosis were worked out in detail by re-

searchers studying embryonic development of a small soil

worm, a nematode called Caenorhabditis elegans. Because the

adult worm has only about a thousand cells, the researchers

were able to work out the entire ancestry of each cell. The

timely suicide of cells occurs exactly 131 times during normal

development of C. elegans, at precisely the same points in the

cell lineage of each worm. In worms and other species, apop-

tosis is triggered by signals that activate a cascade of suicide

proteins in the cells destined to die.

Genetic research on C. elegans has revealed two key apopto-

sis genes, called ced-3 and ced-4 (ced stands for cell death ),

which encode proteins essential for apoptosis. The proteins are

called Ced-3 and Ced-4, respectively. These and most other

proteins involved in apoptosis are continually present in cells,

but in inactive form; thus, regulation occurs at the level of pro-

tein activity rather than through gene activity and protein

synthesis. In C. elegans, a protein in the outer mitochondrial

membrane, called Ced-9 (the product of the ced-9 gene), serves

as a master regulator of apoptosis, acting as a brake in the ab-

sence of a signal promoting apoptosis (Figure 11.21). When a

death signal is received by the cell, it overrides the brake, and

the apoptotic pathway activates proteases and nucleases, en-

zymes that cut up the proteins and DNA of the cell. The main

proteases of apoptosis are called caspases; in the nematode, the

chief caspase is Ced-3.

Apoptotic Pathways and the Signals
That Trigger Them

In humans and other mammals, several different pathways,

involving about 15 different caspases, can carry out apopto-

sis. The pathway that is used depends on the type of cell and

on the particular signal that initiates apoptosis. One major

pathway involves certain mitochondrial proteins that are

triggered to form molecular pores in the mitochondrial outer

membrane, causing it to leak and release other proteins that

promote apoptosis. Surprisingly, these latter include cy-

tochrome c, which functions in mitochondrial electron

transport in healthy cells (see Figure 9.15) but acts as a cell

death factor when released from mitochondria. The process

of mitochondrial apoptosis in mammals uses proteins similar

to the nematode proteins Ced-3, Ced-4, and Ced-9. These

can be thought of as relay proteins capable of transducing

the apoptotic signal.

At key gateways into the apoptotic program, relay proteins

integrate signals from several different sources and can send a

cell down an apoptotic pathway. Often, the signal originates

outside the cell, like the death-signaling molecule depicted in

Figure 11.21b, which presumably was released by a neighbor-

ing cell. When a death-signaling ligand occupies a cell-surface

receptor, this binding leads to activation of caspases and other

enzymes that carry out apoptosis, without involving the mi-

tochondrial pathway. This process of signal reception, trans-

duction, and response is similar to what we discussed earlier

in this chapter. In a twist on the classic scenario, two other

types of alarm signals that can lead to apoptosis originate

from inside the cell rather than from a cell-surface receptor.
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One signal comes from the nucleus, generated when the DNA

has suffered irreparable damage, and a second comes from the

endoplasmic reticulum when excessive protein misfolding oc-

curs. Mammalian cells make life-or-death decisions  by

somehow integrating the death signals and life signals they

receive from these external and internal sources.

A built-in cell suicide mechanism is essential to develop-

ment and maintenance in all animals. The similarities be-

tween apoptosis genes in nematodes and mammals, as well

as the observation that apoptosis occurs in multicellular

fungi and even in single-celled yeasts, indicate that the basic

mechanism evolved early in the evolution of eukaryotes. In

vertebrates, apoptosis is essential for normal development of

the nervous system, for normal operation of the immune

system, and for normal morphogenesis of hands and feet in

humans and paws in other mammals (Figure 11.22). The

level of apoptosis between the developing digits is lower in

the webbed feet of ducks and other water birds than in the

nonwebbed feet of land birds, such as chickens. In the case

of humans, the failure of appropriate apoptosis can result in

webbed ngers and toes.

Signi cant evidence points to the involvement of apoptosis

in certain degenerative diseases of the nervous system, such as

Parkinson s disease and Alzheimer s disease. Also, cancer can

result from a failure of cell suicide; some cases of human

melanoma, for example, have been linked to faulty forms of

the human version of the C. elegans Ced-4 protein. It is not

surprising, therefore, that the signaling pathways feeding into

apoptosis are quite elaborate. After all, the life-or-death ques-

tion is the most fundamental one imaginable for a cell.

This chapter has introduced you to many of the general

mechanisms of cell communication, such as ligand binding,

protein-protein interactions and shape changes, cascades of

interactions, and protein phosphorylation. As you continue

through the text, you will encounter numerous examples of

cell signaling.

* Figure 11.22 Effect of apoptosis
during paw development in the mouse.
In mice, humans, other mammals, and land
birds, the embryonic region that develops into
feet or hands initially has a solid, platelike

structure. Apoptosis eliminates the cells in the
interdigital regions, thus forming the digits. The
embryonic mouse paws shown in these
uorescence light micrographs are stained so

that cells undergoing apoptosis appear a bright

yellowish green. Apoptosis of cells begins at the
margin of each interdigital region (left), peaks
as the tissue in these regions is reduced
(middle), and is no longer visible when the
interdigital tissue has been eliminated (right).

Interdigital tissue Cells undergoing apoptosis Space between digits
1 mm

C O N C E P T  C H E C K  11.5

1. Give an example of apoptosis during embryonic de-

velopment, and explain its function in the develop-

ing embryo.

2. What types of protein defects could re-

sult in apoptosis occurring when it should not? What

types could result in apoptosis not occurring when it

should?

For suggested answers, see Appendix A.

WHAT IF?

lar organisms, suggesting an early evolutionary origin of signal-

ing mechanisms. Bacterial cells can sense the local density of

bacterial cells (quorum sensing) by binding molecules secreted

by other cells. In some cases, such signals lead to aggregation of

these cells into bio lms.

In local signaling, animal cells may communicate by direct con-

tact or by secreting local regulators, such as growth factors or

neurotransmitters. For long-distance signaling, both animals

and plants use hormones; animals also pass signals electrically.

11 C H A P T E R  R E V I E W

SUMMARY OF KEY CONCEPTS

C O N C E P T  11.1

External signals are converted to responses within the cell
(pp. 206 210)

Signal transduction pathways are crucial for many

processes, including the mating of yeast cells. In fact, signaling

in microbes has much in common with processes in multicellu-
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Earl Sutherland discovered how the hormone epinephrine acts

on cells. Like other hormones that bind to membrane receptors,

it triggers a three-stage cell-signaling pathway:

Ca2* as a second messenger in both G protein and tyrosine ki-

nase pathways. The tyrosine kinase pathways can also involve

two other second messengers, diacylglycerol (DAG) and

inositol trisphosphate (IP3). IP3 can trigger a subsequent in-

crease in Ca2* levels.

What is the difference between a protein kinase and a second
messenger? Can both types of molecules operate in the same
signal transduction pathway?

C O N C E P T  11.4
Response: Cell signaling leads to regulation of transcription
or cytoplasmic activities (pp. 219 223)

Some pathways lead to a nuclear response: Speci c genes are

turned on or off by activation of proteins called transcription

factors. In other pathways, the response involves cytoplasmic

regulation, including cytoskeletal rearrangement (which can

lead to cell shape changes) or changes in enzyme activity.

Cellular responses are not simply on or off; they are ne-tuned

at many steps in the process. Each catalytic protein in a signal-

ing pathway ampli es the signal by activating multiple copies

of the next component of the pathway; for long pathways, the

total ampli cation may be a millionfold or more. The particular

combination of proteins in a cell gives the cell great speci city

in both the signals it detects and the responses it carries out.

Scaffolding proteins can increase signal transduction ef -

ciency. Pathway branching and cross-talk further help the cell

coordinate incoming signals and responses. Signal response is

terminated quickly by the reversal of ligand binding.

What mechanisms in the cell terminate its response to a signal
and maintain its ability to respond to new signals?

C O N C E P T  11.5
Apoptosis integrates multiple cell-signaling pathways
(pp. 223 225)

Apoptosis is a type of programmed cell death in which cell

components are disposed of in an orderly fashion, without

damage to neighboring cells. Studies of the soil worm

Caenorhabditis elegans showed that apoptosis occurs at de ned

times during embryonic development and clari ed molecular

details of the signaling pathway involved in the process. A pro-

tein (Ced-9) in the mitochondrial membrane acts as a brake;

when released by a death signal, it allows activation of caspases,

the main proteases that carry out apoptosis, and nucleases.

Several apoptotic signaling pathways exist in the cells of hu-

mans and other mammals, and these pathways may be trig-

gered in several ways. A major pathway involves pore

formation in the outer mitochondrial membrane, which leads

to release of factors that activate caspases. Signals eliciting this

response can originate from outside or inside the cell.

What is an explanation for the similarities between genes in
yeasts, nematodes, and mammals that control apoptosis?

TEST YOUR UNDERSTANDING

LEVEL 1: KNOWLEDGE/COMPREHENSION

1. Phosphorylation cascades involving a series of protein kinases

are useful for cellular signal transduction because

a. they are species speci c.

b. they always lead to the same cellular response.

c. they amplify the original signal manyfold.

d. they counter the harmful effects of phosphatases.

e. the number of molecules used is small and xed.

?

?

?

What determines whether a cell responds to a hormone such as epi-
nephrine? What determines how a cell responds to such a hormone?

C O N C E P T  11.2
Reception: A signaling molecule binds to a receptor protein,
causing it to change shape (pp. 210 214)

The binding between signaling molecule (ligand) and receptor

is highly speci c. A speci c shape change in a receptor is often

the initial transduction of the signal.

There are three major types of cell-surface transmembrane recep-

tors: (1) G protein-coupled receptors (GPCRs) work with

the help of cytoplasmic G proteins. Ligand binding activates

the receptor, which then activates a speci c G protein, which ac-

tivates yet another protein, thus propagating the signal along a

signal transduction pathway. (2) Receptor tyrosine kinases

(RTKs) react to the binding of signaling molecules by forming

dimers and then adding phosphate groups to tyrosines on the

cytoplasmic part of the other monomer making up the dimer.

Relay proteins in the cell can then be activated by binding to dif-

ferent phosphorylated tyrosines, allowing this receptor to trigger

several pathways at once. (3) Ligand-gated ion channels

open or close in response to binding by speci c signaling mole-

cules, regulating the ow of speci c ions across the membrane.

The activity of all three types of receptors is crucial to proper

cell functioning, and abnormal GPCRs and RTKs are associated

with many human diseases.

Intracellular receptors are cytoplasmic or nuclear proteins. Signal-

ing molecules that are hydrophobic or small enough to cross the

plasma membrane bind to these receptors inside the cell.

How are the structures of a G protein-coupled receptor and a receptor
tyrosine kinase similar? In what key way does the triggering of sig-
nal transduction pathways differ for these two types of receptors?

C O N C E P T  11.3
Transduction: Cascades of molecular interactions relay signals
from receptors to target molecules in the cell (pp. 214 219)

At each step in a signal transduction pathway, the signal is

transduced into a different form, which commonly involves a

shape change in a protein. Many signal transduction pathways

include phosphorylation cascades, in which a series of protein

kinases each add a phosphate group to the next one in line,

activating it. Enzymes called protein phosphatases remove

the phosphate groups. The balance between phosphorylation

and dephosphorylation regulates the activity of proteins in-

volved in the sequential steps of a signal transduction pathway.

Second messengers, such as the small molecule cyclic AMP

(cAMP) and the ion Ca2*, diffuse readily through the cytosol

and thus help broadcast signals quickly. Many G proteins acti-

vate adenylyl cyclase, which makes cAMP from ATP. Cells use

?

?
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2. Binding of a signaling molecule to which type of receptor

leads directly to a change in the distribution of ions on

opposite sides of the membrane?

a. receptor tyrosine kinase

b. G protein-coupled receptor

c. phosphorylated receptor tyrosine kinase dimer

d. ligand-gated ion channel

e. intracellular receptor

3. The activation of receptor tyrosine kinases is character-

ized by

a. dimerization and phosphorylation.

b. dimerization and IP3 binding.

c. a phosphorylation cascade.

d. GTP hydrolysis.

e. channel protein shape change.

4. Lipid-soluble signaling molecules, such as testosterone,

cross the membranes of all cells but affect only target

cells because

a. only target cells retain the appropriate DNA segments.

b. intracellular receptors are present only in target cells.

c. most cells lack the Y chromosome required.

d. only target cells possess the cytosolic enzymes that trans-

duce the testosterone.

e. only in target cells is testosterone able to initiate the

phosphorylation cascade leading to activated transcription

factor.

5. Consider this pathway: epinephrine * G protein-coupled

receptor * G protein * adenylyl cyclase * cAMP.

Identify the second messenger.

a. cAMP

b. G protein

c. GTP

d. adenylyl cyclase

e. G protein-coupled receptor

6. Apoptosis involves all but which of the following?

a. fragmentation of the DNA

b. cell-signaling pathways

c. activation of cellular enzymes

d. lysis of the cell

e. digestion of cellular contents by scavenger cells

LEVEL 2: APPLICATION/ANALYSIS

7. Which observation suggested to Sutherland the involve-

ment of a second messenger in epinephrine s effect on

liver cells?

a. Enzymatic activity was proportional to the amount of

calcium added to a cell-free extract.

b. Receptor studies indicated that epinephrine was a ligand.

c. Glycogen breakdown was observed only when epinephrine

was administered to intact cells.

d. Glycogen breakdown was observed when epinephrine and

glycogen phosphorylase were combined.

e. Epinephrine was known to have different effects on differ-

ent types of cells.

8. Protein phosphorylation is commonly involved with all of

the following except

a. regulation of transcription by extracellular signaling

molecules.

b. enzyme activation.

c. activation of G protein-coupled receptors.

d. activation of receptor tyrosine kinases.

e. activation of protein kinase molecules.

LEVEL 3: SYNTHESIS/EVALUATION

9. Draw the following apoptotic pathway, which op-

erates in human immune cells. A death signal is received when

a molecule called Fas binds its cell-surface receptor. The binding

of many Fas molecules to receptors causes receptor clustering.

The intracellular regions of the receptors, when together, bind

proteins called adaptor proteins. These in turn bind to inactive

molecules of caspase-8, which become activated and then acti-

vate caspase-3. Once activated, caspase-3 initiates apoptosis.

10. EVOLUTION CONNECTION

What evolutionary mechanisms might account for the origin

and persistence of cell-to-cell signaling systems in unicellular

prokaryotes?

11. SCIENTIFIC INQUIRY

Epinephrine initiates a signal transduction pathway that in-

volves production of cyclic AMP (cAMP) and leads to the break-

down of glycogen to glucose, a major energy source for cells.

But glycogen breakdown is actually only part of the ght-or-

ight response that epinephrine brings about; the overall effect

on the body includes increased heart rate and alertness, as well

as a burst of energy. Given that caffeine blocks the activity of

cAMP phosphodiesterase, propose a mechanism by which caf-

feine ingestion leads to heightened alertness and sleeplessness.

12. SCIENCE, TECHNOLOGY, AND SOCIETY

The aging process is thought to be initiated at the cellular

level. Among the changes that can occur after a certain num-

ber of cell divisions is the loss of a cell s ability to respond to

growth factors and other chemical signals. Much research into

aging is aimed at understanding such losses, with the ultimate

goal of signi cantly extending the human life span. Not

everyone, however, agrees that this is a desirable goal. If life

expectancy were greatly increased, what might be the social

and ecological consequences?

13.

Emergent Properties The property of life emerges at the bio-

logical level of the cell. The highly regulated process of apop-

tosis is not simply the destruction of a cell; it is also an

emergent property. Write a short essay (about 100 150 words)

that brie y explains the role of apoptosis in the development

and proper functioning of an animal and then describes how

this form of programmed cell death is a process that emerges

from the orderly integration of signaling pathways.

For selected answers, see Appendix A.
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12.1 Most cell division results in genetically identical
daughter cells 

12.2 The mitotic phase alternates with interphase in
the cell cycle 

12.3 The eukaryotic cell cycle is regulated by a
molecular control system 

O V E R V I E W

The Key Roles of Cell Division

The ability of organisms to produce more of their own kind

is the one characteristic that best distinguishes living things

from nonliving matter. This unique capacity to procreate,

like all biological functions, has a cellular basis. Rudolf

Virchow, a German physician, put it this way in 1855:

Where a cell exists, there must have been a preexisting cell,

just as the animal arises only from an animal and the plant

only from a plant.  He summarized this concept with the

Latin axiom Omnis cellula e cellula,  meaning Every cell from

a cell.  The continuity of life is based on the reproduction of

cells, or cell division. The series of uorescence micrographs

in Figure 12.1 follows an animal cell s chromosomes, from

lower left to lower right, as one cell divides into two.

Cell division plays several important roles in life. The divi-

sion of one prokaryotic cell reproduces an entire organism.

The same is true of a unicellular eukaryote (Figure 12.2a).

Cell division also enables multicellular eukaryotes to develop

from a single cell, like the fertilized egg that gave rise to the

two-celled embryo in Figure 12.2b. And after such an organ-

ism is fully grown, cell division continues to function in re-

newal and repair, replacing cells that die from normal wear

and tear or accidents. For example, dividing cells in your bone

marrow continuously make new blood cells (Figure 12.2c).

The cell division process is an integral part of the cell

cycle, the life of a cell from the time it is rst formed from a

dividing parent cell until its own division into two daughter

cells. (Our use of the words daughter or sister in relation to

cells is not meant to imply gender.) Passing identical genetic

material to cellular offspring is a crucial function of cell divi-

sion. In this chapter, you will learn how this process occurs.

After studying the cellular mechanics of cell division in eu-

karyotes and bacteria, you will learn about the molecular

control system that regulates progress through the eukaryotic

cell cycle and what happens when the control system mal-

functions. Because a breakdown in cell cycle control plays a

major role in cancer development, this aspect of cell biology

is an active area of research.

Figure 12.1 How do a cell s chromosomes
change during cell division?

12

The Cell Cycle
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 (c) Tissue renewal. These 
dividing bone marrow cells 
will give rise to new blood 
cells (LM).

 (a)

(b) Growth and develop-
ment. This micrograph 
shows a sand dollar 
embryo shortly after the 
fertilized egg divided, 
forming two cells (LM).

(a) Reproduction. An amoeba, 
a single-celled eukaryote, is 
dividing into two cells. Each 
new cell will be an 
individual organism (LM).

Figure 12.2 The functions of cell division.
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* Figure 12.3 Eukaryotic chromosomes. Chromosomes
(stained purple) are visible within the nucleus of this cell from an
African blood lily. The thinner red threads in the surrounding cytoplasm
are the cytoskeleton. The cell is preparing to divide (LM).

20 *m

CON C E P T 12.1
Most cell division results in
genetically identical daughter cells

The reproduction of an assembly as complex as a cell cannot

occur by a mere pinching in half; a cell is not like a soap bub-

ble that simply enlarges and splits in two. In both prokaryotes

and eukaryotes, most cell division involves the distribution of

identical genetic material DNA to two daughter cells. (The

exception is meiosis, the special type of eukaryotic cell divi-

sion that can produce sperm and eggs.) What is most remark-

able about cell division is the delity with which the DNA is

passed along from one generation of cells to the next. A divid-

ing cell duplicates its DNA, allocates the two copies to oppo-

site ends of the cell, and only then splits into daughter cells.

After we describe the distribution of DNA during cell division

in animal and plant cells, we ll consider the process in other

eukaryotes as well as in bacteria.

Cellular Organization of the Genetic Material

A cell s endowment of DNA, its genetic information, is called its

genome. Although a prokaryotic genome is often a single DNA

molecule, eukaryotic genomes usually consist of a number of

DNA molecules. The overall length of DNA in a eukaryotic cell

is enormous. A typical human cell, for example, has about 2 m

of DNA a length about 250,000 times greater than the cell s di-

ameter. Yet before the cell can divide to form genetically identi-

cal daughter cells, all of this DNA must be copied, or replicated,

and then the two copies must be separated so that each daugh-

ter cell ends up with a complete genome.

The replication and distribution of so much DNA is man-

ageable because the DNA molecules are packaged into struc-

tures called chromosomes, so named because they take up

certain dyes used in microscopy (from the Greek chroma,

color, and soma, body) (Figure 12.3). Each eukaryotic chro-

mosome consists of one very long, linear DNA molecule asso-

ciated with many proteins (see Figure 6.9). The DNA molecule

carries several hundred to a few thousand genes, the units of

information that specify an organism s inherited traits. The

associated proteins maintain the structure of the chromo-

some and help control the activity of the genes. Together, the

entire complex of DNA and proteins that is the building ma-

terial of chromosomes is referred to as chromatin. As you

will soon see, the chromatin of a chromosome varies in its de-

gree of condensation during the process of cell division.

Every eukaryotic species has a characteristic number of

chromosomes in each cell nucleus. For example, the nuclei of

human somatic cells (all body cells except the reproductive

cells) each contain 46 chromosomes, made up of two sets of

23, one set inherited from each parent. Reproductive cells, or

gametes sperm and eggs have half as many chromosomes

as somatic cells, or one set of 23 chromosomes in humans. The

* Figure 12.4 A highly condensed, duplicated human
chromosome (SEM).

Circle one sister chromatid of the chromosome in this
micrograph.

DRAW IT

Sister 

chromatids

Centromere 0.5 *m

number of chromosomes in somatic cells varies widely among

species: 18 in cabbage plants, 48 in chimpanzees, 56 in ele-

phants, 90 in hedgehogs, and 148 in one species of alga. We ll

now consider how these chromosomes behave during cell

division.

Distribution of Chromosomes During
Eukaryotic Cell Division

When a cell is not dividing, and even as it replicates its DNA

in preparation for cell division, each chromosome is in the

form of a long, thin chromatin ber. After DNA replication,

however, the chromosomes condense as a part of cell divi-

sion: Each chromatin ber becomes densely coiled and

folded, making the chromosomes much shorter and so thick

that we can see them with a light microscope.

Each duplicated chromosome has two sister chromatids,

which are joined copies of the original chromosome

(Figure 12.4). The two chromatids, each containing an identi-

cal DNA molecule, are initially attached all along their lengths

by protein complexes called cohesins; this attachment is known

as sister chromatid cohesion. Each sister chromatid has a

centromere, a region containing speci c DNA sequences
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C O N C E P T  C H E C K  12.1

1. How many chromatids are in a duplicated

chromosome?

2. A chicken has 78 chromosomes in its so-

matic cells. How many chromosomes did the chicken

inherit from each parent? How many chromosomes

are in each of the chicken s gametes? How many

chromosomes will be in each somatic cell of the

chicken s offspring?

For suggested answers, see Appendix A.

WHAT IF?

where the chromatid is attached most

closely to its sister chromatid. This at-

tachment is mediated by proteins bound

to the centromeric DNA sequences and

gives the condensed, duplicated chro-

mosome a narrow waist.  The part of a

chromatid on either side of the cen-

tromere is referred to as an arm of the

chromatid. (An uncondensed, undupli-

cated chromosome has a single cen-

tromere and two arms.)

Later in the cell division process, the

two sister chromatids of each dupli-

cated chromosome separate and move

into two new nuclei, one forming at

each end of the cell. Once the sister

chromatids separate, they are no longer

called sister chromatids but are consid-

ered individual chromosomes. Thus,

each new nucleus receives a collection

of chromosomes identical to that of the

parent cell (Figure 12.5). Mitosis, the division of the genetic

material in the nucleus, is usually followed immediately by

cytokinesis, the division of the cytoplasm. One cell has be-

come two, each the genetic equivalent of the parent cell.

What happens to the chromosome number as we follow the

human life cycle through the generations? You inherited

46 chromosomes, one set of 23 from each parent. They were

combined in the nucleus of a single cell when a sperm from

your father united with an egg from your mother, forming a

fertilized egg, or zygote. Mitosis and cytokinesis produced the

200 trillion somatic cells that now make up your body, and the

same processes continue to generate new cells to replace dead

and damaged ones. In contrast, you produce gametes eggs or

sperm by a variation of cell division called meiosis, which

yields nonidentical daughter cells that have only one set of

chromosomes, half as many chromosomes as the parent cell.

Meiosis in humans occurs only in the gonads (ovaries or testes).

In each generation, meiosis reduces the chromosome number

from 46 (two sets of chromosomes) to 23 (one set). Fertilization

fuses two gametes together and returns the chromosome num-

ber to 46, and mitosis conserves that number in every somatic

cell nucleus of the new individual. In Chapter 13, we will ex-

amine the role of meiosis in reproduction and inheritance in

more detail. In the remainder of this chapter, we focus on mito-

sis and the rest of the cell cycle in eukaryotes.

CON C E P T 12.2
The mitotic phase alternates
with interphase in the cell cycle

In 1882, a German anatomist named Walther Flemming de-

veloped dyes that allowed him to observe, for the rst time,

the behavior of chromosomes during mitosis and cytokine-

sis. (In fact, Flemming coined the terms mitosis and

chromatin.) During the period between one cell division and

the next, it appeared to Flemming that the cell was simply

growing larger. But we now know that many critical events

occur during this stage in the life of a cell.

* Figure 12.5 Chromosome
duplication and distribution during
cell division.

How many chromatid arms does the
chromosome in have?2?

Chromosome duplication
(including DNA replication)
and condensation 

Chromosome 
arm

Centromere

Chromosomes

Chromosomal

DNA molecules

Sister
chromatids

Separation of sister
chromatids into
two chromosomes

One of the multiple chromosomes 
in a eukaryotic cell is represented 
here, not yet duplicated. Normally 
it would be a long, thin chromatin 
fiber containing one DNA molecule 
and associated proteins; here its 
condensed form is shown for 
illustration purposes only.

1

Once duplicated, a chromosome 
consists of two sister chroma-
tids connected along their entire 
lengths by sister chromatid 
cohesion. Each chromatid contains 
a copy of the DNA molecule.

2

Molecular and mechanical 
processes separate the sister 
chromatids into two chromosomes 
and distribute them to two 
daughter cells.

3
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* Figure 12.6 The cell cycle. In a dividing cell, the mitotic (M)
phase alternates with interphase, a growth period. The rst part of
interphase (G1) is followed by the S phase, when the chromosomes
duplicate; G2 is the last part of interphase. In the M phase, mitosis
distributes the daughter chromosomes to daughter nuclei, and
cytokinesis divides the cytoplasm, producing two daughter cells. The
relative durations of G1, S, and G2 may vary.

Cyto
kin

es
is

M
ito

sis

G1

G2

S
(DNA synthesis)

MITOTIC      
 (M) PHASE 

INTERPHASE 

Phases of the Cell Cycle

Mitosis is just one part of the cell cycle (Figure 12.6). In fact,

the mitotic (M) phase, which includes both mitosis and cy-

tokinesis, is usually the shortest part of the cell cycle. Mitotic

cell division alternates with a much longer stage called

interphase, which often accounts for about 90% of the cycle.

During interphase, a cell that is about to divide grows and

copies its chromosomes in preparation for cell division. Inter-

phase can be divided into subphases: the G1 phase ( rst

gap ), the S phase ( synthesis ), and the G2 phase ( second

gap ). During all three subphases, a cell that will eventually di-

vide grows by producing proteins and cytoplasmic organelles

such as mitochondria and endoplasmic reticulum. However,

chromosomes are duplicated only during the S phase. (We will

discuss synthesis of DNA in Chapter 16.) Thus, a cell grows

(G1), continues to grow as it copies its chromosomes (S), grows

more as it completes preparations for cell division (G2), and di-

vides (M). The daughter cells may then repeat the cycle.

A particular human cell might undergo one division in

24 hours. Of this time, the M phase would occupy less than

1 hour, while the S phase might occupy about 10 12 hours,

or about half the cycle. The rest of the time would be appor-

tioned between the G1 and G2 phases. The G2 phase usually

takes 4 6 hours; in our example, G1 would occupy about

5 6 hours. G1 is the most variable in length in different types

of cells. Some cells in a multicellular organism divide very in-

frequently or not at all. These cells spend their time in G1 (or

a related phase called G0) doing their job in the organism a

nerve cell carries impulses, for example.

Mitosis is conventionally broken down into ve stages:

prophase, prometaphase, metaphase, anaphase, and

telophase. Overlapping with the latter stages of mitosis, cy-

tokinesis completes the mitotic phase. Figure 12.7, on the

next two pages, describes these stages in an animal cell. Study

this gure thoroughly before progressing to the next two sec-

tions, which examine mitosis and cytokinesis more closely.

The Mitotic Spindle: A Closer Look

Many of the events of mitosis depend on the mitotic

spindle, which begins to form in the cytoplasm during

prophase. This structure consists of bers made of micro-

tubules and associated proteins. While the mitotic spindle as-

sembles, the other microtubules of the cytoskeleton partially

disassemble, providing the material used to construct the spin-

dle. The spindle microtubules elongate (polymerize) by incor-

porating more subunits of the protein tubulin (see Table 6.1)

and shorten (depolymerize) by losing subunits.

In animal cells, the assembly of spindle microtubules starts

at the centrosome, a subcellular region containing material

that functions throughout the cell cycle to organize the

cell s microtubules. (It is also called the microtubule-organizing

center.) A pair of centrioles is located at the center of the cen-

trosome, but they are not essential for cell division: If the

centrioles are destroyed with a laser microbeam, a spindle

nevertheless forms during mitosis. In fact, centrioles are not

even present in plant cells, which do form mitotic spindles.

During interphase in animal cells, the single centrosome

duplicates, forming two centrosomes, which remain together

near the nucleus. The two centrosomes move apart during

prophase and prometaphase of mitosis as spindle micro-

tubules grow out from them. By the end of prometaphase, the

two centrosomes, one at each pole of the spindle, are at oppo-

site ends of the cell. An aster, a radial array of short micro-

tubules, extends from each centrosome. The spindle includes

the centrosomes, the spindle microtubules, and the asters.

Each of the two sister chromatids of a duplicated chromo-

some has a kinetochore, a structure of proteins associated

with speci c sections of chromosomal DNA at each cen-

tromere. The chromosome s two kinetochores face in oppo-

site directions. During prometaphase, some of the spindle

microtubules attach to the kinetochores; these are called

kinetochore microtubules. (The number of microtubules at-

tached to a kinetochore varies among species, from one mi-

crotubule in yeast cells to 40 or so in some mammalian cells.)

When one of a chromosome s kinetochores is captured  by

microtubules, the chromosome begins to move toward the

pole from which those microtubules extend. However, this

movement is checked as soon as microtubules from the op-

posite pole attach to the other kinetochore. What happens

next is like a tug-of-war that ends in a draw. The chromo-

some moves rst in one direction, then the other, back and

forth, nally settling midway between the two ends of the

cell. At metaphase, the centromeres of all the duplicated

chromosomes are on a plane midway between the spindle s
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spindle
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KinetochoreNucleolus Nuclear
envelope

Plasma
membrane

Chromosome, consisting
of two sister chromatids

AsterChromatin
(duplicated)

* Figure 12.7

Exploring Mitosis in an Animal Cell

Prophase

The chromatin bers become more
tightly coiled, condensing into discrete
chromosomes observable with a light
microscope.

The nucleoli disappear.

Each duplicated chromosome appears as
two identical sister chromatids joined at
their centromeres and, in some species,
all along their arms by cohesins (sister
chromatid cohesion).

The mitotic spindle (named for its shape)
begins to form. It is composed of the
centrosomes and the microtubules that
extend from them. The radial arrays of
shorter microtubules that extend from
the centrosomes are called asters
( stars ).

The centrosomes move away from each
other, propelled partly by the lengthen-
ing microtubules between them.

G2 of Interphase Prophase Prometaphase

Prometaphase

The nuclear envelope fragments.

The microtubules extending from
each centrosome can now invade the
nuclear area.

The chromosomes have become even
more condensed.

Each of the two chromatids of each
chromosome now has a kinetochore,
a specialized protein structure at the
centromere.

Some of the microtubules attach to the
kinetochores, becoming kinetochore
microtubules,  which jerk the chromo-
somes back and forth.

Nonkinetochore microtubules interact
with those from the opposite pole of
the spindle.

How many molecules of DNA are in the

prometaphase drawing? How many mol-

ecules per chromosome? How many double he-

lices are there per chromosome? Per chromatid?

?

G2 of Interphase

A nuclear envelope encloses the nucleus.

The nucleus contains one or more
nucleoli (singular, nucleolus).

Two centrosomes have formed by dupli-
cation of a single centrosome. Centro-
somes are regions in animal cells that
organize the microtubules of the spindle.
Each centrosome contains two centrioles.

Chromosomes, duplicated during S
phase, cannot be seen individually
because they have not yet condensed.

The light micrographs show dividing lung
cells from a newt, which has 22 chromo-
somes in its somatic cells. Chromosomes
appear blue, microtubules green, and in-
termediate laments red. For simplicity, the
drawings show only 6 chromosomes.
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Metaphase

The centrosomes are now at opposite
poles of the cell.

The chromosomes convene at the meta-
phase plate, a plane that is equidistant
between the spindle s two poles. The
chromosomes  centromeres lie at the
metaphase plate.

For each chromosome, the kinetochores
of the sister chromatids are attached to
kinetochore microtubules coming from
opposite poles.

Anaphase

Anaphase is the shortest stage of mitosis,
often lasting only a few minutes.

Anaphase begins when the cohesin
proteins are cleaved. This allows the
two sister chromatids of each pair to
part suddenly. Each chromatid thus
becomes a full- edged chromosome.

The two liberated daughter chromosomes
begin moving toward opposite ends of
the cell as their kinetochore microtubules
shorten. Because these microtubules are
attached at the centromere region, the
chromosomes move centromere rst (at
about 1 m/min).

The cell elongates as the nonkinetochore
microtubules lengthen.

By the end of anaphase, the two ends of
the cell have equivalent and complete
collections of chromosomes.

Telophase

Two daughter nuclei form in the cell.
Nuclear envelopes arise from the
fragments of the parent cell s nuclear
envelope and other portions of the
endomembrane system.

Nucleoli reappear.

The chromosomes become less condensed.

Any remaining spindle microtubules are
depolymerized.

Mitosis, the division of one nucleus into
two genetically identical nuclei, is now
complete.

Cytokinesis

The division of the cytoplasm is usually
well under way by late telophase, so the
two daughter cells appear shortly after
the end of mitosis.

In animal cells, cytokinesis involves the
formation of a cleavage furrow, which
pinches the cell in two.

Metaphase Anaphase Telophase and Cytokinesis

Visit the Study Area
at www.masteringbiology.com
for the BioFlix 3-D Animation on
Mitosis.

ANIMATION
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* Figure 12.8 The mitotic spindle at metaphase. The
kinetochores of each chromosome s two sister chromatids face in
opposite directions. Here, each kinetochore is attached to a cluster of
kinetochore microtubules extending from the nearest centrosome.
Nonkinetochore microtubules overlap at the metaphase plate (TEMs).

On the lower micrograph, draw a line indicating the posi-
tion of the metaphase plate. Circle an aster. Draw arrows indicating the
directions of chromosome movement once anaphase begins.

DRAW IT

Sister
chromatids

Aster

Centrosome

Metaphase
plate 
(imaginary)

Kineto-
chores

Kinetochore
microtubules

Overlapping
nonkinetochore
microtubules

0.5 m

Chromosomes

1 m

Centrosome

Microtubules

two poles. This plane is called the metaphase plate, which

is an imaginary rather than an actual cellular structure

(Figure 12.8). Meanwhile, microtubules that do not attach to

kinetochores have been elongating, and by metaphase they

overlap and interact with other nonkinetochore micro-

tubules from the opposite pole of the spindle. (These are

sometimes called polar  microtubules.) By metaphase, the

microtubules of the asters have also grown and are in contact

with the plasma membrane. The spindle is now complete.

The structure of the completed spindle correlates well

with its function during anaphase. Anaphase commences

suddenly when the cohesins holding together the sister chro-

matids of each chromosome are cleaved by an enzyme called

separase. Once the chromatids become separate, full- edged

chromosomes, they move toward opposite ends of the cell.

How do the kinetochore microtubules function in this

poleward movement of chromosomes? Apparently, two mech-

anisms are in play, both involving motor proteins. (To review

how motor proteins move an object along a microtubule, see

Figure 6.21.) A clever experiment carried out in 1987 suggested

that motor proteins on the kinetochores walk  the chro-

mosomes along the microtubules, which depolymerize at

their kinetochore ends after the motor proteins have passed

(Figure 12.9). (This is referred to as the Pacman  mechanism

because of its resemblance to the arcade game character that

moves by eating all the dots in its path.) However, other re-

searchers, working with different cell types or cells from other

species, have shown that chromosomes are reeled in  by

motor proteins at the spindle poles and that the microtubules

depolymerize after they pass by these motor proteins. The gen-

eral consensus now is that both mechanisms are used and that

their relative contributions vary among cell types.

In a dividing animal cell, the nonkinetochore microtubules

are responsible for elongating the whole cell during anaphase.

Nonkinetochore microtubules from opposite poles overlap

each other extensively during metaphase (see Figure 12.8). Dur-

ing anaphase, the region of overlap is reduced as motor pro-

teins attached to the microtubules walk them away from one

another, using energy from ATP. As the microtubules push apart

from each other, their spindle poles are pushed apart, elongat-

ing the cell. At the same time, the microtubules lengthen

somewhat by the addition of tubulin subunits to their overlap-

ping ends. As a result, the microtubules continue to overlap.

At the end of anaphase, duplicate groups of chromosomes

have arrived at opposite ends of the elongated parent cell.

Nuclei re-form during telophase. Cytokinesis generally be-

gins during anaphase or telophase, and the spindle eventu-

ally disassembles by depolymerization of microtubules.

Cytokinesis: A Closer Look

In animal cells, cytokinesis occurs by a process known as

cleavage. The rst sign of cleavage is the appearance of a

cleavage furrow, a shallow groove in the cell surface near the

old metaphase plate (Figure 12.10a). On the cytoplasmic side

of the furrow is a contractile ring of actin micro laments associ-

ated with molecules of the protein myosin. The actin micro la-

ments interact with the myosin molecules, causing the ring to

contract. The contraction of the dividing cell s ring of micro la-

ments is like the pulling of a drawstring. The cleavage furrow

deepens until the parent cell is pinched in two, producing two

completely separated cells, each with its own nucleus and share

of cytosol, organelles, and other subcellular structures.
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* Figure 12.9 INQUIRY

At which end do kinetochore microtubules
shorten during anaphase?

EXPERIMENT Gary Borisy and colleagues at the University of Wisconsin
wanted to determine whether kinetochore microtubules depolymerize at
the kinetochore end or the pole end as chromosomes move toward the
poles during mitosis. First they labeled the microtubules of a pig kidney
cell in early anaphase with a yellow uorescent dye.

Kinetochore

Spindle
pole

Mark

Chromosome
movement

Kinetochore

Tubulin
subunits

Chromosome

Motor
proteinMicrotubule

(a) Cleavage of an animal cell (SEM)

(b) Cell plate formation in a plant cell (TEM)

Daughter cells

Cleavage furrow

Contractile ring of
microfilaments

Daughter cells

Cell plate

Wall of
parent cell

Vesicles
forming
cell plate New cell wall

100 *m

1 *m

* Figure 12.10 Cytokinesis in animal and plant cells.

Then they marked a region of the kinetochore microtubules between
one spindle pole and the chromosomes by using a laser to eliminate the
uorescence from that region, while leaving the microtubules intact

(see below). As anaphase proceeded, they monitored the changes in
microtubule length on either side of the mark.

RESULTS As the chromosomes moved poleward, the microtubule seg-
ments on the kinetochore side of the mark shortened, while those on
the spindle pole side stayed the same length.

CONCLUSION During anaphase in this cell type, chromosome move-
ment is correlated with kinetochore microtubules shortening at their
kinetochore ends and not at their spindle pole ends. This experiment
supports the hypothesis that during anaphase, a chromosome is walked
along a microtubule as the microtubule depolymerizes at its kineto-
chore end, releasing tubulin subunits.

SOURCE G. J. Gorbsky, P. J. Sammak, and G. G. Borisy, Chromosomes
move poleward in anaphase along stationary microtubules that coordi-
nately disassemble from their kinetochore ends, Journal of Cell Biology
104:9 18 (1987).

If this experiment had been done on a cell type in which
reeling in  at the poles was the main cause of chromosome move-

ment, how would the mark have moved relative to the poles? How
would the microtubule lengths have changed?

WHAT IF?
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Nucleus Chromatin
condensing ChromosomesNucleolus

Prophase. The chroma-
tin is condensing and the 
nucleolus is beginning to 
disappear. Although not 
yet visible in the micro-
graph, the mitotic spindle 
is starting to form.

Prometaphase. Discrete 
chromosomes are now 
visible; each consists of 
two aligned, identical 
sister chromatids. Later 
in prometaphase, the 
nuclear envelope will 
fragment.

Anaphase. The 
chromatids of each 
chromosome have 
separated, and the 
daughter chromosomes 
are moving to the ends
of the cell as their 
kinetochore micro-
tubules shorten.

Telophase. Daughter 
nuclei are forming. 
Meanwhile, cytokinesis 
has started: The cell 
plate, which will divide 
the cytoplasm in two, is 
growing toward the 
perimeter of the parent 
cell.

Metaphase. The spindle 
is complete, and the 
chromosomes, attached 
to microtubules at their 
kinetochores, are all at 
the metaphase plate.

10 *m
Cell plate

1 2 3 4 5

* Figure 12.11 Mitosis in a plant cell. These light micrographs show mitosis in cells of an onion root.

such a long chromosome to t within the cell requires that it

be highly coiled and folded.

In E. coli, the process of cell division is initiated when the

DNA of the bacterial chromosome begins to replicate at a

speci c place on the chromosome called the origin of

replication, producing two origins. As the chromosome

continues to replicate, one origin moves rapidly toward the

opposite end of the cell (Figure 12.12). While the chromo-

some is replicating, the cell elongates. When replication is

complete and the bacterium has reached about twice its ini-

tial size, its plasma membrane pinches inward, dividing the

parent E. coli cell into two daughter cells. In this way, each

cell inherits a complete genome.

Using the techniques of modern DNA technology to tag the

origins of replication with molecules that glow green in uo-

rescence microscopy (see Figure 6.3), researchers have directly

observed the movement of bacterial chromosomes. This

movement is reminiscent of the poleward movements of the

centromere regions of eukaryotic chromosomes during

anaphase of mitosis, but bacteria don t have visible mitotic

spindles or even microtubules. In most bacterial species stud-

ied, the two origins of replication end up at opposite ends of

the cell or in some other very speci c location, possibly an-

chored there by one or more proteins. How bacterial chromo-

somes move and how their speci c location is established and

maintained are still not fully understood. However, several

proteins have been identi ed that play important roles: One

resembling eukaryotic actin apparently functions in bacterial

chromosome movement during cell division, and another

that is related to tubulin seems to help pinch the plasma mem-

brane inward, separating the two bacterial daughter cells.

Cytokinesis in plant cells, which have cell walls, is markedly

different. There is no cleavage furrow. Instead, during telophase,

vesicles derived from the Golgi apparatus move along micro-

tubules to the middle of the cell, where they coalesce, produc-

ing a cell plate (Figure 12.10b). Cell wall materials carried in

the vesicles collect in the cell plate as it grows. The cell plate en-

larges until its surrounding membrane fuses with the plasma

membrane along the perimeter of the cell. Two daughter cells

result, each with its own plasma membrane. Meanwhile, a new

cell wall arising from the contents of the cell plate has formed

between the daughter cells.

Figure 12.11 is a series of micrographs of a dividing plant

cell. Examining this gure will help you review mitosis and

cytokinesis.

Binary Fission in Bacteria

Prokaryotes (bacteria and archaea) can undergo a type of re-

production in which the cell grows to roughly double its size

and then divides to form two cells. The term binary

ssion, meaning division in half,  refers to this process and

to the asexual reproduction of single-celled eukaryotes, such

as the amoeba in Figure 12.2a. However, the process in eu-

karyotes involves mitosis, while that in prokaryotes does not.

In bacteria, most genes are carried on a single bacterial

chromosome that consists of a circular DNA molecule and as-

sociated proteins. Although bacteria are smaller and simpler

than eukaryotic cells, the challenge of replicating their

genomes in an orderly fashion and distributing the copies

equally to two daughter cells is still formidable. The chromo-

some of the bacterium Escherichia coli, for example, when it is

fully stretched out, is about 500 times as long as the cell. For
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* Figure 12.12 Bacterial cell division by binary ssion. The
bacterium E. coli, shown here, has a single, circular chromosome.

Chromosome
replication begins.
Soon after, one copy 
of the origin moves 
rapidly toward the
other end of the cell by
a mechanism not yet
fully understood.

1

Replication continues.
One copy of the origin
is now at each end of
the cell. Meanwhile,
the cell elongates.

2

Replication finishes.
The plasma membrane
grows inward, and
a new cell wall is
deposited.

3

Two daughter
cells result.

4

Origin of
replication

E. coli cell Bacterial
chromosome

Plasma 
membrane

Cell wall

Two copies
of origin

Origin Origin

The Evolution of Mitosis

Given that prokaryotes preceded eukaryotes

on Earth by more than a billion years, we might hypothesize

that mitosis evolved from simpler prokaryotic mechanisms

of cell reproduction. The fact that some of the proteins in-

volved in bacterial binary ssion are related to eukaryotic

proteins that function in mitosis supports that hypothesis.

As eukaryotes evolved, along with their larger genomes and

nuclear envelopes, the ancestral process of binary ssion, seen

today in bacteria, somehow gave rise to mitosis. Figure 12.13

shows some variations on cell division in different groups of

organisms. These processes may be similar to mechanisms

used by ancestral species and thus may resemble steps in the

evolution of mitosis from a binary ssion-like process presum-

ably carried out by very early bacteria. Possible intermediate

stages are suggested by two unusual types of nuclear division

found today in certain unicellular eukaryotes dino agellates,

diatoms, and some yeasts. These two modes of nuclear divi-

sion are thought to be cases where ancestral mechanisms have

remained relatively unchanged over evolutionary time. In

both types, the nuclear envelope remains intact, in contrast to

what happens in most eukaryotic cells.

EVOLUTION 

* Figure 12.13 Mechanisms of cell division in several groups of
organisms. Some unicellular eukaryotes existing today have mechanisms
of cell division that may resemble intermediate steps in the evolution of
mitosis. Except for (a), these schematic diagrams do not show cell walls.

Bacteria. During binary fission in bacteria, the origins of the 
daughter chromosomes move to opposite ends of the cell. The 
mechanism is not fully understood, but proteins may anchor the 
daughter chromosomes to specific sites on the plasma membrane.

(a)

Dinoflagellates. In unicellular protists called dinoflagellates, the 
chromosomes attach to the nuclear envelope, which remains 
intact during cell division. Microtubules pass through the nucleus 
inside cytoplasmic tunnels, reinforcing the spatial orientation of 
the nucleus, which then divides in a process reminiscent of 
bacterial binary fission.

(b)

Diatoms and some yeasts. In two other groups of unicellular 
protists, diatoms and some yeasts, the nuclear envelope also 
remains intact during cell division. In these organisms, the 
microtubules form a spindle within the nucleus. Microtubules 
separate the chromosomes, and the nucleus splits into two 
daughter nuclei.

(c)

Most eukaryotes. In most other eukaryotes, including plants and 
animals, the spindle forms outside the nucleus, and the nuclear 
envelope breaks down during mitosis. Microtubules separate the 
chromosomes, and two nuclear envelopes then form.

(d)

Microtubules

Chromosomes

Kinetochore 
microtubule

Fragments of
nuclear envelope

Kinetochore 
microtubule

Intact nuclear
envelope

Intact nuclear 
envelope

Bacterial
chromosome
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C O N C E P T  C H E C K  12.2

1. How many chromosomes are shown in the diagram

in Figure 12.8? Are they duplicated? How many chro-

matids are shown?

2. Compare cytokinesis in animal cells and plant cells.

3. What is the function of nonkinetochore microtubules?

4. Compare the roles of tubulin and actin during eu-

karyotic cell division with the roles of tubulin-like

and actin-like proteins during bacterial binary ssion.

5. What other functions do actin

and tubulin carry out? Name the proteins they inter-

act with to do so. (Review Figures 6.21a and 6.27a.)

6. During which stages of the cell cycle does

a chromosome consist of two identical chromatids?

For suggested answers, see Appendix A.

WHAT IF?

MAKE CONNECTIONS

* Figure 12.14 INQUIRY

Do molecular signals in the cytoplasm regulate
the cell cycle?

EXPERIMENT Researchers at the University of Colorado wondered
whether a cell s progression through the cell cycle is controlled by cyto-
plasmic molecules. To investigate this, they selected cultured mam-
malian cells that were at different phases of the cell cycle and induced
them to fuse. Two such experiments are shown here.

a single cell with two nuclei. If one of the original cells was in

the S phase and the other was in G1, the G1 nucleus immedi-

ately entered the S phase, as though stimulated by signaling

molecules present in the cytoplasm of the rst cell. Similarly, if

a cell undergoing mitosis (M phase) was fused with another

cell in any stage of its cell cycle, even G1, the second nucleus

immediately entered mitosis, with condensation of the chro-

matin and formation of a mitotic spindle (Figure 12.14).

The Cell Cycle Control System

The experiment shown in Figure 12.14 and other experi-

ments on animal cells and yeasts demonstrated that the se-

quential events of the cell cycle are directed by a distinct cell

cycle control system, a cyclically operating set of mole-

cules in the cell that both triggers and coordinates key events

CON C E P T 12.3
The eukaryotic cell cycle is regulated
by a molecular control system

The timing and rate of cell division in different parts of a plant

or animal are crucial to normal growth, development, and

maintenance. The frequency of cell division varies with the

type of cell. For example, human skin cells divide frequently

throughout life, whereas liver cells maintain the ability to di-

vide but keep it in reserve until an appropriate need arises

say, to repair a wound. Some of the most specialized cells, such

as fully formed nerve cells and muscle cells, do not divide at all

in a mature human. These cell cycle differences result from

regulation at the molecular level. The mechanisms of this reg-

ulation are of intense interest, not only for understanding the

life cycles of normal cells but also for understanding how can-

cer cells manage to escape the usual controls.

Evidence for Cytoplasmic Signals

What controls the cell cycle? One reasonable hypothesis might

be that each event in the cell cycle merely leads to the next, as

in a simple metabolic pathway. According to this hypothesis,

the replication of chromosomes in the S phase, for example,

might cause cell growth during the G2 phase, which might in

turn lead inevitably to the onset of mitosis. However, this hy-

pothesis, which proposes a pathway that is not subject to either

internal or external regulation, turns out to be incorrect.

In the early 1970s, a variety of experiments led to an alter-

native hypothesis: that the cell cycle is driven by speci c sig-

naling molecules present in the cytoplasm. Some of the rst

strong evidence for this hypothesis came from experiments

with mammalian cells grown in culture. In these experiments,

two cells in different phases of the cell cycle were fused to form

When a cell in the 
S phase was fused with 
a cell in G1, the G1  
nucleus immediately 
entered the S 
phase DNA was 
synthesized.

When a cell in the 
M phase was fused with 
a cell in G1, the G1 
nucleus immediately 
began mitosis a spindle 
formed and chromatin 
condensed, even though 
the chromosome had not 
been duplicated. 

S S M M

S

Experiment 1 Experiment 2

G1 M G1

RESULTS

CONCLUSION The results of fusing a G1 cell with a cell in the S or
M phase of the cell cycle suggest that molecules present in the cyto-
plasm during the S or M phase control the progression to those phases.

SOURCE R. T. Johnson and P. N. Rao, Mammalian cell fusion: Induction
of premature chromosome condensation in interphase nuclei, Nature
226:717 722 (1970).

If the progression of phases did not depend on cytoplas-
mic molecules and each phase began when the previous one was com-
plete, how would the results have differed?

WHAT IF?
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in the cell cycle. The cell cycle control system has been com-

pared to the control device of an automatic washing ma-

chine (Figure 12.15). Like the washer s timing device, the

cell cycle control system proceeds on its own, according to a

built-in clock. However, just as a washer s cycle is subject to

both internal control (such as the sensor that detects when

the tub is lled with water) and external adjustment (such as

activation of the start mechanism), the cell cycle is regulated

at certain checkpoints by both internal and external signals.

A checkpoint in the cell cycle is a control point where stop

and go-ahead signals can regulate the cycle. (The signals are

transmitted within the cell by the kinds of signal transduction

pathways discussed in Chapter 11.) Animal cells generally have

built-in stop signals that halt the cell cycle at checkpoints until

overridden by go-ahead signals. Many signals registered at

checkpoints come from cellular surveillance mechanisms in-

side the cell. These signals report whether crucial cellular

processes that should have occurred by that point have in fact

been completed correctly and thus whether or not the cell

cycle should proceed. Checkpoints also register signals from

outside the cell, as we will discuss later. Three major check-

points are found in the G1, G2, and M phases (see Figure 12.15).

For many cells, the G1 checkpoint dubbed the restric-

tion point  in mammalian cells seems to be the most im-

portant. If a cell receives a go-ahead signal at the G1 checkpoint,

it will usually complete the G1, S, G2, and M phases and di-

vide. If it does not receive a go-ahead signal at that point, it

will exit the cycle, switching into a nondividing state called

the G0 phase (Figure 12.16). Most cells of the human body

are actually in the G0 phase. As mentioned earlier, mature

nerve cells and muscle cells never divide. Other cells, such

as liver cells, can be called back  from the G0 phase to the

cell cycle by external cues, such as growth factors released

during injury.

To understand how cell cycle checkpoints work, we rst

need to see what kinds of molecules make up the cell cycle

control system (the molecular basis for the cell cycle clock)

and how a cell progresses through the cycle. Then we will

consider the internal and external checkpoint signals that

can make the clock pause or continue.

The Cell Cycle Clock: 

Cyclins and Cyclin-Dependent Kinases

Rhythmic uctuations in the abundance and activity of cell

cycle control molecules pace the sequential events of the cell

cycle. These regulatory molecules are mainly proteins of two

types: protein kinases and cyclins. Protein kinases are en-

zymes that activate or inactivate other proteins by phospho-

rylating them (see Chapter 11). Particular protein kinases

give the go-ahead signals at the G1 and G2 checkpoints.

Many of the kinases that drive the cell cycle are actually

present at a constant concentration in the growing cell, but

much of the time they are in an inactive form. To be active,

such a kinase must be attached to a cyclin, a protein that

gets its name from its cyclically uctuating concentration in

the cell. Because of this requirement, these kinases are called

cyclin-dependent kinases, or Cdks. The activity of a Cdk

rises and falls with changes in the concentration of its cyclin

partner. Figure 12.17a, on the next page, shows the uctuat-

ing activity of MPF, the cyclin-Cdk complex that was discov-

ered rst (in frog eggs). Note that the peaks of MPF activity

correspond to the peaks of cyclin concentration. The cyclin

level rises during the S and G2 phases and then falls abruptly

during M phase.

The initials MPF stand for maturation-promoting factor,

but we can think of MPF as M-phase-promoting factor  be-

cause it triggers the cell s passage past the G2 checkpoint into

* Figure 12.15 Mechanical analogy for the cell cycle
control system. In this diagram of the cell cycle, the at stepping
stones  around the perimeter represent sequential events. Like the
control device of an automatic washer, the cell cycle control system
proceeds on its own, driven by a built-in clock. However, the system is
subject to internal and external regulation at various checkpoints, of
which three are shown (red).

G1 checkpoint

M checkpoint

G2 checkpoint

G1

G2M

S
Control
system

G1G1

G0

G1 checkpoint

(a) If a cell receives a go-ahead
signal at the G1 checkpoint,
the cell continues on in the
cell cycle.

(b) If a cell does not receive a
go-ahead signal at the G1
checkpoint, the cell exits the
cell cycle and goes into G0, a
nondividing state.

* Figure 12.16 The G1 checkpoint.

What might be the result if the cell ignored the checkpoint
and progressed through the cell cycle?

WHAT IF?
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* Figure 12.17 Molecular control of the cell cycle at the G2

checkpoint. The steps of the cell cycle are timed by rhythmic
uctuations in the activity of cyclin-dependent kinases (Cdks). Here we

focus on a cyclin-Cdk complex in animal cells called MPF, which acts at
the G2 checkpoint as a go-ahead signal, triggering the events of mitosis.

Explain how the events in the diagram in (b) are related to the
Time  axis of the graph in (a).?

G1 S G2

MPF activity

Cyclin
concentration

Time

(a) Fluctuation of MPF activity and cyclin concentration during
     the cell cycle

M G1 S G1G2 MM

C
yclin

 a
ccu

m
u
latio

n
 

Cdk

Degraded
cyclin

Cyclin is
degraded

Cdk

(b) Molecular mechanisms that help regulate the cell cycle

Cyclin
MPF

G2
checkpoint

M
 

G2 

G 1 S 

     During G1, the degradation
of cyclin continues, and 
the Cdk component of
MPF is recycled.

5

1

     Cyclin combines
with Cdk, producing
MPF. When enough
MPF molecules
accumulate, the cell
passes the G2
checkpoint and
begins mitosis.

2     MPF promotes 
mitosis by phos-
phorylating 
various proteins. 
MPF s activity
peaks during 
metaphase.

3     During 
anaphase, the 
cyclin com-
ponent of MPF is 
degraded,
terminating the 
M phase. The
cell enters the 
G1 phase.

4

     Synthesis of cyclin 
begins in late S 
phase and continues 
through G2. Because 
cyclin is protected 
from degradation 
during this stage, it 
accumulates.

M phase (Figure 12.17b). When cyclins that accumulate during

G2 associate with Cdk molecules, the resulting MPF complex

phosphorylates a variety of proteins, initiating mitosis. MPF acts

both directly as a kinase and indirectly by activating other ki-

nases. For example, MPF causes phosphorylation of various pro-

teins of the nuclear lamina (see Figure 6.9), which promotes

fragmentation of the nuclear envelope during prometaphase of

mitosis. There is also evidence that MPF contributes to molecu-

lar events required for chromosome condensation and spindle

formation during prophase.

During anaphase, MPF helps switch itself off by initiating

a process that leads to the destruction of its own cyclin. The

noncyclin part of MPF, the Cdk, persists in the cell, inactive

until it becomes part of MPF again by associating with new

cyclin molecules synthesized during the S and G2 phases of

the next round of the cycle.

Cell behavior at the G1 checkpoint is also regulated by the

activity of cyclin-Cdk protein complexes. Animal cells appear

to have at least three Cdk proteins and several different cy-

clins that operate at this checkpoint. The uctuating activities

of different cyclin-Cdk complexes are of major importance in

controlling all the stages of the cell cycle.

Stop and Go Signs: Internal and External Signals

at the Checkpoints

Research scientists are currently working out the pathways

that link signals originating inside and outside the cell with

the responses by cyclin-dependent kinases and other proteins.

An example of an internal signal occurs at the third important

checkpoint, the M phase checkpoint. Anaphase, the separa-

tion of sister chromatids, does not begin until all the chromo-

somes are properly attached to the spindle at the metaphase

plate. Researchers have learned that as long as some kineto-

chores are unattached to spindle microtubules, the sister chro-

matids remain together, delaying anaphase. Only when the

kinetochores of all the chromosomes are properly attached to

the spindle does the appropriate regulatory protein complex

become activated. (In this case, the regulatory molecule is not

a cyclin-Cdk complex but, instead, a different complex made

up of several proteins.) Once activated, the complex sets off a

chain of molecular events that activates the enzyme separase,

which cleaves the cohesins, allowing the sister chromatids to

separate. This mechanism ensures that daughter cells do not

end up with missing or extra chromosomes.

Studies using animal cells in culture have led to the identi-

cation of many external factors, both chemical and physi-

cal, that can in uence cell division. For example, cells fail to

divide if an essential nutrient is lacking in the culture

medium. (This is analogous to trying to run an automatic

washing machine without the water supply hooked up; an

internal sensor won t allow the machine to continue past the

point where water is needed.) And even if all other condi-

tions are favorable, most types of mammalian cells divide in

culture only if the growth medium includes speci c growth

factors. As mentioned in Chapter 11, a growth factor is a

protein released by certain cells that stimulates other cells to

divide. Researchers have discovered more than 50 growth

factors. Different cell types respond speci cally to different

growth factors or combinations of growth factors.
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Consider, for example, platelet-derived growth factor (PDGF),

which is made by blood cell fragments called platelets. The

experiment illustrated in Figure 12.18 demonstrates that

PDGF is required for the division of cultured broblasts, a

type of connective tissue cell. Fibroblasts have PDGF recep-

tors on their plasma membranes. The binding of PDGF mol-

ecules to these receptors (which are receptor tyrosine kinases;

see Chapter 11) triggers a signal transduction pathway that

allows the cells to pass the G1 checkpoint and divide. PDGF

stimulates broblast division not only in the arti cial condi-

tions of cell culture, but also in an animal s body. When an

injury occurs, platelets release PDGF in the vicinity. The re-

sulting proliferation of broblasts helps heal the wound.

The effect of an external physical factor on cell division is

clearly seen in density-dependent inhibition, a phenom-

enon in which crowded cells stop dividing (Figure 12.19a).

As rst observed many years ago, cultured cells normally

divide until they form a single layer of cells on the inner sur-

face of the culture container, at which point the cells stop di-

viding. If some cells are removed, those bordering the open

space begin dividing again and continue until the vacancy is

lled. Follow-up studies revealed that the binding of a cell-

surface protein to its counterpart on an adjoining cell sends a

growth-inhibiting signal to both cells, preventing them from

moving forward in the cell cycle, even in the presence of

growth factors.

Most animal cells also exhibit anchorage dependence

(see Figure 12.19a). To divide, they must be attached to a sub-

stratum, such as the inside of a culture jar or the extracellular

matrix of a tissue. Experiments suggest that like cell density,

Cells are transferred to 
culture vessels containing 
a basic growth medium 
consisting of glucose, 
amino acids, salts, and 
antibiotics (to prevent
bacterial growth). 

A sample of human
connective tissue is
cut up into small
pieces.

1

2 Enzymes are used to 
digest the extracellular 
matrix in the tissue
pieces, resulting in a 
suspension of free
fibroblasts.

3

PDGF is added to half 
the vessels. The culture 
vessels are incubated 
at 37*C for 24 hours.

4

Scalpels

Petri
dish

With PDGF

In the basic growth medium plus
PDGF, the cells proliferate. The 
SEM shows cultured fibroblasts.

Without PDGF

In the basic growth medium
without PDGF (the control),
the cells fail to divide.

10 +m

* Figure 12.19 Density-dependent inhibition and
anchorage dependence of cell division. Individual cells are
shown disproportionately large in the drawings.

When cells have formed a
complete single layer, they stop
dividing (density-dependent
inhibition).

If some cells are scraped away,
the remaining cells divide to fill
the gap and then stop once they
contact each other (density-
dependent inhibition).

Cells anchor to dish surface and
divide (anchorage dependence).

(b)

(a) Normal mammalian cells. Contact with neighboring cells and
the availability of nutrients, growth factors, and a substratum for 
attachment limit cell density to a single layer. 

Cancer cells. Cancer cells usually continue to divide well beyond
a single layer, forming a clump of overlapping cells. They do not
exhibit anchorage dependence or density-dependent inhibition.

20 +m

20 +m

+ Figure 12.18 The
effect of platelet-
derived growth
factor (PDGF) on cell
division.

PDGF signals cells by bind-
ing to a cell-surface receptor
tyrosine kinase. If you added
a chemical that blocked
phosphorylation, how would
the results differ? (See
Figure 11.7.)

MAKE CONNECTIONS
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anchorage is signaled to the cell cycle control system via path-

ways involving plasma membrane proteins and elements of

the cytoskeleton linked to them.

Density-dependent inhibition and anchorage dependence

appear to function in the body s tissues as well as in cell cul-

ture, checking the growth of cells at some optimal density

and location. Cancer cells, which we discuss next, exhibit

neither density-dependent inhibition nor anchorage depen-

dence (Figure 12.19b).

Loss of Cell Cycle Controls in Cancer Cells

Cancer cells do not heed the normal signals that regulate the

cell cycle. They divide excessively and invade other tissues. If

unchecked, they can kill the organism.

Cancer cells in culture do not stop dividing when growth

factors are depleted. A logical hypothesis is that cancer cells

do not need growth factors in their culture medium to grow

and divide. They may make a required growth factor them-

selves, or they may have an abnormality in the signaling

pathway that conveys the growth factor s signal to the cell

cycle control system even in the absence of that factor. An-

other possibility is an abnormal cell cycle control system. In

all of these scenarios, the underlying basis of the abnormality

is almost always a change in one or more genes that alters the

function of their protein products, resulting in faulty cell

cycle control. You will learn more in Chapter 18 about the

genetic bases of these changes and how these conditions may

lead to cancer.

There are other important differences between normal

cells and cancer cells that re ect derangements of the cell

cycle. If and when they stop dividing, cancer cells do so at

random points in the cycle, rather than at the normal check-

points. Moreover, cancer cells can go on dividing inde nitely

in culture if they are given a continual supply of nutrients; in

essence, they are immortal.  A striking example is a cell line

that has been reproducing in culture since 1951. Cells of this

line are called HeLa cells because their original source was a

tumor removed from a woman named Henrietta Lacks. By con-

trast, nearly all normal mammalian cells growing in culture di-

vide only about 20 to 50 times before they stop dividing, age,

and die. (We ll see a possible reason for this phenomenon

when we discuss DNA replication in Chapter 16.) Finally, can-

cer cells evade the normal controls that trigger a cell to un-

dergo apoptosis when something is wrong for example,

when an irreparable mistake has occurred during DNA repli-

cation preceding mitosis.

The abnormal behavior of cancer cells can be catastrophic

when it occurs in the body. The problem begins when a single

cell in a tissue undergoes transformation, the process that

converts a normal cell to a cancer cell. The body s immune sys-

tem normally recognizes a transformed cell as an insurgent

and destroys it. However, if the cell evades destruction, it may

proliferate and form a tumor, a mass of abnormal cells within

otherwise normal tissue. The abnormal cells may remain at

the original site if they have too few genetic and cellular

changes to survive at another site. In that case, the tumor is

called a benign tumor. Most benign tumors do not cause se-

rious problems and can be completely removed by surgery. In

contrast, a malignant tumor includes cells whose genetic

and cellular changes enable them to spread to new tissues and

impair the functions of one or more organs. An individual

with a malignant tumor is said to have cancer; Figure 12.20

shows the development of breast cancer.

The changes that have occurred in cells of malignant tu-

mors show up in many ways besides excessive proliferation.

These cells may have unusual numbers of chromosomes,

* Figure 12.20 The growth and metastasis of a malignant breast tumor. The cells of malignant
(cancerous) tumors grow in an uncontrolled way and can spread to neighboring tissues and, via lymph and
blood vessels, to other parts of the body. The spread of cancer cells beyond their original site is called metastasis.

1 2 3A tumor grows from a single
cancer cell.

Tumor

Cancer cells invade neigh-
boring tissue.

Cancer cells spread through 
lymph and blood vessels to 
other parts of the body.

4 A small percentage of cancer
cells may survive and establish
a new tumor in another part
of the body.

Lymph
vessel

Blood
vessel

Cancer
cell

Metastatic
tumor

Glandular
tissue
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though whether this is a cause or an effect of transformation is

a current topic of debate. Their metabolism may be disabled,

and they may cease to function in any constructive way. Ab-

normal changes on the cell surface cause cancer cells to lose at-

tachments to neighboring cells and the extracellular matrix,

allowing them to spread into nearby tissues. Cancer cells may

also secrete signaling molecules that cause blood vessels to

grow toward the tumor. A few tumor cells may separate from

the original tumor, enter blood vessels and lymph vessels, and

travel to other parts of the body. There, they may proliferate

and form a new tumor. This spread of cancer cells to locations

distant from their original site is called metastasis (see

Figure 12.20).

A tumor that appears to be localized may be treated with

high-energy radiation, which damages DNA in cancer cells

much more than it does in normal cells, apparently because

the majority of cancer cells have lost the ability to repair such

damage. To treat known or suspected metastatic tumors,

chemotherapy is used, in which drugs that are toxic to actively

dividing cells are administered through the circulatory system.

As you might expect, chemotherapeutic drugs interfere with

speci c steps in the cell cycle. For example, the drug Taxol

freezes the mitotic spindle by preventing microtubule depoly-

merization, which stops actively dividing cells from proceeding

past metaphase. The side effects of chemotherapy are due to

the drugs  effects on normal cells that divide often. For exam-

ple, nausea results from chemotherapy s effects on intestinal

cells, hair loss from effects on hair follicle cells, and susceptibil-

ity to infection from effects on immune system cells.

Over the past several decades, researchers have produced

a ood of valuable information about cell-signaling path-

ways and how their malfunction contributes to the devel-

opment of cancer through effects on the cell cycle. Coupled

with new molecular techniques, such as the ability to rap-

idly sequence the DNA of cells in a particular tumor, med-

ical treatments for cancer are beginning to become more

personalized  to a particular patient s tumor. Breast cancer

provides a good example. Basic research on the processes

described in Chapters 11 and 12 has augmented our under-

standing of the molecular events underlying development

of breast cancer. Proteins functioning in cell signaling path-

ways that affect the cell cycle are often found to be altered

in breast cancer cells. Analyzing the level and sequences of

such proteins has allowed physicians to better tailor the

treatment to the cancers of some individuals, as shown in

Figure 12.21.

One of the big lessons we ve learned about the development

of cancer, though, is how very complex the process is. There are

many areas that remain to be explored. Perhaps the reason we

have so many unanswered questions about cancer cells is that

there is still so much to learn about how normal cells function.

The cell, life s basic unit of structure and function, holds

enough secrets to engage researchers well into the future.

* Figure 12.21

I M P A C T

Advances in Treatment of Breast Cancer

C
ancer cells, such as the breast cancer cell shown below, are ana-

lyzed by DNA sequencing and other molecular techniques to

look for alterations in the level or sequence of speci c proteins

associated with cancer. For example, the cells of roughly 20 25% of

breast cancer tumors show abnormally high amounts of a cell-surface

receptor tyrosine kinase called HER2, and many show an increase

in the number of estrogen receptor (ER) molecules, intracellular

receptors that can trigger cell division. Based on lab ndings, a physi-

cian can prescribe chemotherapy with a molecule that blocks the

function of the speci c protein (Herceptin for HER2 and tamoxifen

for ERs). Treatment using these agents, when appropriate, has led to

increased survival rates and fewer cancer recurrences.

C O N C E P T  C H E C K  12.3

1. In Figure 12.14, why do the nuclei resulting from ex-

periment 2 contain different amounts of DNA?

2. How does MPF allow a cell to pass the G2 phase

checkpoint and enter mitosis? (See Figure 12.17.)

3. What phase are most of your body cells in?

4. Compare and contrast a benign tumor and a malig-

nant tumor.

5. What would happen if you performed

the experiment in Figure 12.18 with cancer cells?

For suggested answers, see Appendix A.

WHAT IF?

WHY IT MATTERS Approximately one out of every eight women

will develop breast cancer, the most common cancer among women.

Worldwide, the incidence of breast cancer has been increasing annu-

ally. However, the mortality rate from this disease is falling in the

United States and elsewhere, probably a result of earlier detection

and improved treatment. Furthermore, what we are learning from

the study of breast cancer also enhances our understanding of the

development and treatment of other types of cancer.

FURTHER READING F. J. Esteva and G. N. Hortobagyi, Gaining

ground on breast cancer, Scienti c American 298:58 65 (2008).

Review the material in Chapter 11 on recep-

tor tyrosine kinases and intracellular receptors (Figures 11.7 and 11.9

on pp. 212 214). Explain in general how these receptors might func-

tion in triggering cell division.

MAKE CONNECTIONS
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G1

Cytokinesis

Telophase and
Cytokinesis

Anaphase

Metaphase

Prometaphase

Prophase

MITOTIC (M) PHASE

Mitosis G2

S

INTERPHASE 

12 C H A P T E R  R E V I E W

SUMMARY OF KEY CONCEPTS

Unicellular organisms reproduce by cell division; multicellu-

lar organisms depend on cell division for their development

from a fertilized egg and for growth and repair. Cell division is

part of the cell cycle, an ordered sequence of events in the life

of a cell from its origin until it divides into daughter cells.

C O N C E P T  12.1

Most cell division results in genetically identical daughter
cells (pp. 229 230)

The genetic material (DNA) of a cell its genome is parti-

tioned among chromosomes. Each eukaryotic chromosome

consists of one DNA molecule associated with many proteins

that maintain chromosome structure and help control the ac-

tivity of genes. Together, the complex of DNA and associated

proteins is called chromatin. The chromatin of a chromo-

some exists in different states of condensation at different

times. In animals, gametes have one set of chromosomes and

somatic cells have two sets.

Cells replicate their genetic material before they divide, ensuring

that each daughter cell can receive a copy of the DNA. In prepara-

tion for cell division, chromosomes are duplicated, each one then

consisting of two identical sister chromatids joined along their

lengths by sister chromatid cohesion and held most tightly to-

gether at a constricted region at the centromeres of the chro-

matids. When this cohesion is broken, the chromatids separate

during cell division, becoming the chromosomes of the new

daughter cells. Eukaryotic cell division consists of mitosis (divi-

sion of the nucleus) and cytokinesis (division of the cytoplasm).

Differentiate between these terms: chromosome, chromatin, and
chromatid.

C O N C E P T  12.2

The mitotic phase alternates with interphase in the cell cycle
(pp. 230 238)

Between divisions, a cell is in interphase: the G1, S, and G2

phases. The cell grows throughout interphase, but DNA is repli-

cated only during the synthe-

sis (S) phase. Mitosis and

cytokinesis make up the

mitotic (M) phase

of the cell cycle.

?

The mitotic spindle is an apparatus of microtubules that con-

trols chromosome movement during mitosis. In animal cells, the

spindle arises from the centrosomes and includes spindle mi-

crotubules and asters. Some spindle microtubules attach to the

kinetochores of chromosomes and move the chromosomes to

the metaphase plate. In anaphase, sister chromatids separate,

and motor proteins move them along the kinetochore micro-

tubules toward opposite ends of the cell. Meanwhile, motor pro-

teins push nonkinetochore microtubules from opposite poles

away from each other, elongating the cell. In telophase, geneti-

cally identical daughter nuclei form at opposite ends of the cell.

Mitosis is usually followed by cytokinesis. Animal cells carry

out cytokinesis by cleavage, and plant cells form a cell plate.

During binary ssion in bacteria, the chromosome replicates

and the two daughter chromosomes actively move apart. Some

of the proteins involved in bacterial binary ssion are related to

eukaryotic actin and tubulin.

Since prokaryotes preceded eukaryotes by more than a billion

years, it is likely that mitosis evolved from prokaryotic cell divi-

sion. Certain unicellular eukaryotes exhibit mechanisms of cell

division that may be similar to those of ancestors of existing

eukaryotes. Such mechanisms might have been intermediate

steps in the evolution of mitosis from bacterial binary ssion.

In which of the three subphases of interphase and the stages of
mitosis do chromosomes exist as single DNA molecules?

C O N C E P T  12.3

The eukaryotic cell cycle is regulated by a molecular control
system (pp. 238 243)

Signaling molecules present in the cytoplasm regulate progress

through the cell cycle.

The cell cycle control system is molecularly based. Cyclic

changes in regulatory proteins work as a cell cycle clock. The

key molecules are cyclins and cyclin-dependent kinases

(Cdks). The clock has speci c checkpoints where the cell

cycle stops until a go-ahead signal is received. Cell culture has

enabled researchers to study the molecular details of cell divi-

sion. Both internal signals and external signals control the cell

cycle checkpoints via signal transduction pathways. Most cells

exhibit density-dependent inhibition of cell division as

well as anchorage dependence.

Cancer cells elude normal cell cycle regulation and divide out

of control, forming tumors. Malignant tumors invade sur-

rounding tissues and can undergo metastasis, exporting can-

cer cells to other parts of the body, where they may form

secondary tumors. Recent advances in understanding the cell

cycle and cell signaling, as well as techniques for sequencing

DNA, have allowed improvements in cancer treatment.

Explain the signi cance of the G1, G2, and M checkpoints and
the go-ahead signals involved in the cell cycle control system.

TEST YOUR UNDERSTANDING

LEVEL 1: KNOWLEDGE/COMPREHENSION

1. Through a microscope, you can see a cell plate beginning to

develop across the middle of a cell and nuclei forming on

either side of the cell plate. This cell is most likely

a. an animal cell in the process of cytokinesis.

b. a plant cell in the process of cytokinesis.

?

?
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c. an animal cell in the S phase of the cell cycle.

d. a bacterial cell dividing.

e. a plant cell in metaphase.

2. Vinblastine is a standard chemotherapeutic drug used to treat

cancer. Because it interferes with the assembly of micro-

tubules, its effectiveness must be related to

a. disruption of mitotic spindle formation.

b. inhibition of regulatory protein phosphorylation.

c. suppression of cyclin production.

d. myosin denaturation and inhibition of cleavage furrow

formation.

e. inhibition of DNA synthesis.

3. One difference between cancer cells and normal cells is that

cancer cells

a. are unable to synthesize DNA.

b. are arrested at the S phase of the cell cycle.

c. continue to divide even when they are tightly packed

together.

d. cannot function properly because they are affected by

density-dependent inhibition.

e. are always in the M phase of the cell cycle.

4. The decline of MPF activity at the end of mitosis is due to

a. the destruction of the protein kinase Cdk.

b. decreased synthesis of Cdk.

c. the degradation of cyclin.

d. the accumulation of cyclin.

e. synthesis of DNA.

5. In the cells of some organisms, mitosis occurs without cytoki-

nesis. This will result in

a. cells with more than one nucleus.

b. cells that are unusually small.

c. cells lacking nuclei.

d. destruction of chromosomes.

e. cell cycles lacking an S phase.

6. Which of the following does not occur during mitosis?

a. condensation of the chromosomes

b. replication of the DNA

c. separation of sister chromatids

d. spindle formation

e. separation of the spindle poles

LEVEL 2: APPLICATION/ANALYSIS

7. In the light micrograph below of dividing cells near the tip of

an onion root, identify a cell in each of the following stages:

prophase, prometaphase, metaphase, anaphase, and

telophase. Describe the major events occurring at each stage.

8. A particular cell has half as much DNA as some other cells in a

mitotically active tissue. The cell in question is most likely in

a. G1. c. prophase. e. anaphase.

b. G2. d. metaphase.

9. The drug cytochalasin B blocks the function of actin. Which

of the following aspects of the animal cell cycle would be

most disrupted by cytochalasin B?

a. spindle formation

b. spindle attachment to kinetochores

c. DNA synthesis

d. cell elongation during anaphase

e. cleavage furrow formation and cytokinesis

10. Draw one eukaryotic chromosome as it would

appear during interphase, during each of the stages of mitosis,

and during cytokinesis. Also draw and label the nuclear enve-

lope and any microtubules attached to the chromosome(s).

LEVEL 3: SYNTHESIS/EVALUATION

11. EVOLUTION CONNECTION

The result of mitosis is that the daughter cells end up with the

same number of chromosomes that the parent cell had. An-

other way to maintain the number of chromosomes would be

to carry out cell division rst and then duplicate the chromo-

somes in each daughter cell. Do you think this would be an

equally good way of organizing the cell cycle? Why do you

suppose that evolution has not led to this alternative?

12. SCIENTIFIC INQUIRY

Although both ends of a microtubule can gain or lose sub-

units, one end (called the plus end) polymerizes and depoly-

merizes at a higher rate than the other end (the minus end).

For spindle microtubules, the plus ends are in the center of the

spindle, and the minus ends are at the poles. Motor proteins

that move along microtubules specialize in walking either to-

ward the plus end or toward the minus end; the two types are

called plus end directed and minus end directed motor pro-

teins, respectively. Given what you know about chromosome

movement and spindle changes during anaphase, predict

which type of motor proteins would be present on (a) kineto-

chore microtubules and (b) nonkinetochore microtubules.

13.

The Genetic Basis of Life The continuity of life is based on

heritable information in the form of DNA. In a short essay

(100 150 words), explain how the process of mitosis faith-

fully parcels out exact copies of this heritable information

in the production of genetically identical daughter cells.

For selected answers, see Appendix A.
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Joan A. Steitz
RNA is Joan Steitz s favorite mol-

ecule, and her research into its

structures and functions has

made contributions of enormous

importance to our understand-

ing of genetics at the molecular

level. Raised in Minnesota, Dr.

Steitz has a B.S. in Chemistry

from Antioch College and a

Ph.D. in Biochemistry and Mol-

ecular Biology from Harvard,

where she worked in the labora-

tory of James D. Watson. Among

her many awards and honors

are the National Medal of Science, the Gairdner International

Award, and 12 honorary doctorates. She is a member of the Na-

tional Academy of Sciences and the Institute of Medicine. A

teacher and researcher at Yale University since 1970, she is now

Sterling Professor of Molecular Biophysics and Biochemistry and

an Investigator of the Howard Hughes Medical Institute.

How did you get started in molecular genetics?
I rst learned about the structure of DNA in my third year of col-

lege, during a co-op job at MIT. I was enthralled with the idea that

DNA might be the molecular basis for all of the genetics red hair,

wrinkled peas, and so forth that I had learned about in high

school. After that, I worked in a molecular biology lab in Germany

as a student abroad. Nevertheless, I decided to go to medical school.

I didn t apply to a Ph.D. program because I d never seen a

woman heading up a research lab, and it didn t enter my mind that

I could do that. But I did know some women physicians, so I ap-

plied to medical school and was admitted to Harvard. However, the

summer before I was supposed to enter, I ended up working in the

lab of cell biologist Joe Gall, then at the University of Minnesota.

For the rst time, I had my own project, and I loved it. By August

1st, I decided that I didn t care if I would never be the head of a lab;

I just wanted to do research. Luckily, I was able to switch from the

medical school to a graduate program at Harvard.

How did you end up as a graduate student of Jim Watson?
I was interested in the question of whether all cellular organelles

have DNA, like mitochondria do. So I rst approached a cell biolo-
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gist, a famous microscopist who nevertheless reserved a bench in

the corner of his lab for biochemistry. He conceded that his lab

might be suitable, then gave me an unencouraging look and said,

But you re a woman. What are you going to do when you get mar-

ried and have kids?  I barely made it out of his of ce before bursting

into tears. Then I went to my second-choice thesis advisor, Jim Wat-

son. I had done very well in his course, and he accepted me into his

lab. So I became his rst female graduate student, something I didn t

discover until months later.

What was it like being in Watson s lab?
The Watson lab was a very exciting place at that time, in 1964. We

knew that genes in DNA were transcribed into complementary RNA

(a process called transcription) and that RNA called messenger RNA

(mRNA) was translated into protein by ribosomes (translation). Be-

sides mRNA, the only kinds of cellular RNA that were known were

transfer RNA (tRNA) and ribosomal RNA (rRNA), although it was

also known that some viruses had RNA instead of DNA as their

genomes. But when I started grad school, we didn t yet know the ge-

netic code how the nucleotide sequence in mRNA corresponds to

the amino acid sequence in protein or much of anything about

how transcription or translation occurred.

Jim would go off to meetings, and when he came back, every-

body would crowd around him in the hall to nd out what was new.

Imagine the excitement when we heard, at an international bio-

chemistry congress I actually attended, that the genetic code had

been gured out! Or when someone in our lab discovered that a spe-

cial kind of tRNA initiated protein synthesis. Things were happening

very, very rapidly! The atmosphere was ercely competitive but para-

doxically collegial the three or four labs that were working on the

mechanisms of transcription and translation were all in contact with

each other.

What was your research as a graduate student?
I worked on a newly discovered virus, R17, that infects the bac-

terium E. coli. Like other simple viruses, R17 is just a small amount

of nucleic acid inside a protein coat. Throughout that era, molecular

biologists fervently believed that unless you worked on something

really simple, you would never gure out the molecular basis of life.

So a virus that had only three genes (later found to be four) was the

perfect thing to study.

The nucleic acid of R17, its genome, is RNA. This RNA gets into

bacterial cells, and about an hour later out come 10,000 copies of

the virus. So lots of things are happening in those cells. I studied a

viral protein called the A-protein. For my thesis, I characterized the

A-protein and what happened if there were mutations in its gene:

You got virus particles that looked normal in the electron microscope

but couldn t infect a bacterium. It turned out that the A-protein was

needed for the virus to attach to the cell.

What did you do after graduate school?
I was married by then, and my husband had arranged to do a post-

doc at the Medical Research Council (MRC) at Cambridge Univer-

sity, a mecca for structural and molecular biology. Jim Watson had

written to Francis Crick asking him to nd a place for me, but when

I arrived at Cambridge, Francis suggested I do library research. Even-

tually, however, I found a bit of bench space for a lab project.

Fred Sanger s lab was nearby, and he was just working out his

method for sequencing RNA. There was a lot of interchange with

the people in Fred s lab, and they were very interested in the se-

quence of the R17 genome. Since it was very small, it was a really

good molecule to work on. Previously, a paper had been published

describing a method for isolating the particular stretches of mRNA

bound to a functioning ribosome: You treated the mRNA-ribosome

complex with ribonuclease, an enzyme that breaks down unpro-

tected RNA, and you ended up with the part of the mRNA that had
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been bound and therefore protected by the ribosome, about 30 nu-

cleotides long. The project I took on was to make ribosomes bind to

R17 RNA (which functions as mRNA in normal virus infection)

under conditions where they start but do not elongate proteins, and

then isolate the ribosome-bound RNA segments. I would then deter-

mine the sequence of the parts of this RNA where translation

started. Other people had considered and rejected this project. They

were all male postdocs with wives and children who knew that in

two years they would have to interview for tenure-track jobs, and

this project had little chance of quick success. But since I thought I

couldn t aim higher than a research position in somebody else s lab,

I felt free to take on a risky project. (So, being a woman determined

the two most important decisions of my early scienti c career: end-

ing up in Watson s lab and choosing my project at Cambridge.)

I determined the RNA nucleotide sequences at the beginning of

the three R17 genes known at the time. These sequences included

AUG, already known to be the start codon  in mRNA (the rst nu-

cleotide triplet translated). And the sequences that followed AUG t

what was already known about the protein sequences, according to

the genetic code. We also established that there were spaces between

genes in the viral genome. And we gured out that sometimes the

virus RNA folded into secondary structures that were important in

regulating how many ribosomes would get on at a particular start

site. This work at Cambridge and better academic opportunities for

women in the United States led to my faculty position at Yale.

When you arrived at Yale, what was your rst big discovery?
I found out how ribosomes locate the regions on mRNA where

they attach and start translation. At Cambridge I had worked out

the three 30-nucleotide sequences where ribosomes bind to R17

RNA, but it still wasn t clear how ribosomes honed in on these se-

quences out of the virus s 3,500 nucleotides. One idea was that a

stretch of mRNA rich in purines, just upstream of where transla-

tion actually starts, would base-pair with the 3* end of the rRNA

molecule in the small ribosomal subunit of bacteria. So I went to

work testing that hypothesis. I soon had direct evidence that there

actually is a physical interaction between the end of the 16S

rRNA molecule and the regions of mRNA that are

bound by ribosomes. So this RNA-RNA base pair-

ing, along with RNA-RNA base pairing be-

tween tRNA and mRNA, is the basis of

polypeptide initiation.

You then turned to eukaryotic

mRNA. What is different about

mRNA production in eukaryotic

cells, compared with bacteria?
The main difference comes from the fact

that the genes of humans and other eu-

karyotes have interruptions in them,

stretches of nucleic acid that are not trans-

lated. These interruptions, called introns, have

to be removed from the RNA transcript before it

is translated. But we didn t know this when I got

interested in the subject. At that time, all we knew was

that only 5 10% of the RNA transcribed from eukaryotic

genes got out of the nucleus as mRNA. I was intrigued by

this mystery and decided to switch from prokaryotes to

eukaryotes to try to study it. Then, when introns were

discovered, the reason for the loss of RNA became

clear though not how the extra RNA was removed.

To make mRNA, somehow the introns have to be

precisely removed and the coding bits have to be

glued back together a process called RNA splic-

ing.

What have you learned since then about RNA splicing?
The most important molecular players are small RNA molecules that

base-pair with sequences at the ends of RNA introns. This base pair-

ing initiates the assembly of a ribosome-sized machine called a

spliceosome made of RNA-protein subunits called snRNPs (pro-

nounced snurps ) and other proteins. A spliceosome removes in-

trons and joins together the protein-coding pieces. So RNA-RNA

base pairing is the basis of the whole splicing process, just like it s

the basis of the initiation of translation. Now there is more and

more evidence that the RNAs are the catalytic components of the

spliceosome, with the proteins playing supporting roles.

Does your research have any medical relevance?
We learned early on that people with lupus, an autoimmune dis-

ease, make antibodies to snRNPs, the RNA-protein subunits of

spliceosomes. This discovery has been useful for the diagnosis of a

number of autoimmune diseases and even for the prognosis of indi-

vidual patients although it hasn t led to cures. What we do in my

lab, however, is very basic research. Somebody s got to gure out the

basics in order for somebody else to gure out how to apply it.

What s going on now in the RNA eld?
Lots of new classes of small RNA molecules have been discovered

that, like rRNA, tRNA, and the RNAs in snRNPs, do not themselves

code for protein. All these RNAs are important in getting informa-

tion out of the DNA and into the functioning proteins of the cell.

For instance, tiny RNAs called microRNAs, which associate with par-

ticular proteins, are involved in regulating translation. Again, it s

RNA-RNA base pairing that determines the speci city. The theme of

my research over my entire career has been nding out how RNAs

interact with other RNAs to provide speci city along the pathway of

gene expression. Proteins play important auxiliary roles, but it s basi-

cally been one RNA interacting with another RNA. I started working

on RNA while I was a student, and it has continued to be my favorite

molecule! There s enough to learn to last for many more lifetimes.

What do the discoveries about RNA suggest about the early

stages of life on Earth?
Most biologists think that RNA was the rst and most important ge-

netic material, probably serving the rst cells as both genome and

the means by which the information in the genome directed

cellular functions. Over time, cells have replaced the RNA

genome with DNA, and many of the other RNA molecules

with proteins. But the crucial processes of gene expression

and its regulation are still dependent on various RNAs

4 billion years after life rst arose!

Joan Steitz

(center) with Lisa

Urry (right) and

Jane Reece

I started working on

RNA while I was a

student, and it has

continued to be my

favorite molecule!
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