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What we are going to discuss?

• Undecidable problems from language theory
• Reductions via computation histories

• Mapping reducibility
• Computable functions
• Formal definition of mapping reducibility

• Post correspondence problem, or PCP
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Reduction

A way of converting one problem to another problem in such a way that
a solution to the second problem can be used to solve the first problem.
A way of converting one problem to another problem in such a way that
a solution to the second problem can be used to solve the first problem.
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Problem AProblem A Problem BProblem B݂݂
ݓ (ݓ)݂



ܮܣܪ ்ܶெ = ݓ,ܯ ݓ is a TM and halts on input ܯ|
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Theorem 5.1Theorem 5.1



ெ்ܧ = ܯ ܮ is a TM and ܯ| ܯ = ∅
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Theorem 5.2Theorem 5.2



Regular்ெ = ܯ ܮ is a TM and ܯ| ܯ  is regular
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Theorem 5.3Theorem 5.3

Exercise 5.28
(Rice’s theorem)



ெ்ܳܧ = ଶܯ,ଵܯ ܮ ଶ are TMs andܯ ଵ andܯ| ଵܯ = (ଶܯ)ܮ
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Theorem 5.4Theorem 5.4



Computation Histories for Turing Machines

The sequence of configurations that the machine goes 
through as it processes the input.

The sequence of configurations that the machine goes 
through as it processes the input.
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Sequence of configurations ܥଵ, … ℓܥ, is an accepting computation history for ܯ on ݓ
where ܥଵ is the start configuration and ܥℓ is an accepting configuration and every 
configuration ܥାଵ legally follows from configuration ܥ.



Computation Histories for Turing Machines

The sequence of configurations that the machine goes 
through as it processes the input.

The sequence of configurations that the machine goes 
through as it processes the input.
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Sequence of configurations ܥଵ, … ℓܥ, is a rejecting computation history for ܯ on ݓ
where ܥଵ is the start configuration and ܥℓ is an rejecting configuration and every 
configuration ܥାଵ legally follows from configuration ܥ.



Computation Histories for Turing Machines

The sequence of configurations that the machine goes 
through as it processes the input.

The sequence of configurations that the machine goes 
through as it processes the input.
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Sequence of configurations ܥଵ, … ℓܥ, is a rejecting computation history for ܯ on ݓ
where ܥଵ is the start configuration and ܥℓ is an rejecting configuration and every 
configuration ܥାଵ legally follows from configuration ܥ.

ℓ < ∞



If TM ܯ does not reject on input ݓ, then …
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No accepting or 
rejecting computation 

history exists



Computation histories for …

• Deterministic machines
• at most one computation history on any given input

• Non-deterministic machines
• many computation histories are possible

23



ܣ = ݓ,ܯ ݓ is an LBA that accepts string ܯ|
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What’s LBA?



Linear Bounded Automaton, or LBA, is …

• a restriction of a TM in terms of memory,

• the tape head is not permitted to move off the portion of the tape 
containing the input.

• the tape head stays on the rightmost or leftmost tape cell if the 
machine tries to move off the end of the input.
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Why the name 
“Linear”?



ܣ = ݓ,ܯ ݓ is an LBA that accepts string ܯ|
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Theorem 5.9Theorem 5.9



Lemma 5.8: There are ݃݊ݍ distinct configurations for an LBA with ݍ
states and ݃ symbols on input of length ݊.
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Proof on boardProof on board



ܣ = ݓ,ܯ ݓ is an LBA that accepts string ܯ|
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Theorem 5.9Theorem 5.9



ܧ = ܯ ܮ is an LBA and ܯ| ܯ = ∅
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Theorem 5.10Theorem 5.10



ிீܮܮܣ = ܩ ܮ is a CFG and ܩ| ܩ = Σ∗
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Theorem 5.13Theorem 5.13

Do not forget 
ிீܳܧ is 

undecidable 
(Exercise 5.1).

Do not forget 
ிீܳܧ is 

undecidable 
(Exercise 5.1).


