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Abstract In this essay, a new approach for the ethical
study of emerging technology ethics will be presented,
called anticipatory technology ethics (ATE). The
ethics of emerging technology is the study of ethical
issues at the R&D and introduction stage of technolo-
gy development through anticipation of possible fu-
ture devices, applications, and social consequences. I
will argue that a major problem for its development is
the problem of uncertainty, which can only be over-
come through methodologically sound forecasting and
futures studies. I will then consider three contempo-
rary approaches to the ethics of emerging technologies
that use forecasting: ethical technology assessment,
the techno-ethical scenarios approach and the ETICA
approach, and I considered their strengths and weak-
nesses. Based on this critical study, I then present my
own approach: ATE. ATE is a conceptually and meth-
odologically rich approach for the ethical analysis of
emerging technologies that incorporates a large variety
of ethical principles, issues, objects and levels of anal-
ysis, and research aims. It is ready to be applied to
contemporary and future emerging technologies.

Keywords Anticipatory technology ethics . Emerging
technologies . Uncertainty . Futures studies .

Forecasting . Technology assessment

Introduction

Different technologies find themselves at different
stages of development and societal uptake. Some tech-
nologies have yielded many concrete devices and appli-
cations and are used by a many different people in a
variety of contexts. For such technologies, ethical anal-
ysis has the benefit that many of the ethical issues have
already been identified in society. For instance, a large
variety of ethical issues in relation to the Internet have
been identified not only by ethicists, but also by users
and other stakeholders who run into them as they use or
deliberate on the technology. Other technologies, how-
ever, are still emergent: they are at an early stage of
development and have not yielded many applications
and societal consequences. They are still largely, or
fully, at the research and development (R&D) stage,
meaning that they are still at the stage of research into
basic techniques, or at an early stage of development
which at most has resulted in lab prototypes and exper-
imental applications but little or no serious products that
are being used by ordinary users. These technologies
will be called emerging technologies.

For technologies at the R&D stage, ethical issues
relating to their use in society cannot be known reliably,
as their impact on society lies in the uncertain future. At
the research (R) stage, the stage of fundamental re-
search, the focus is on basic techniques, principles and
methods that can be used for later development of
concrete devices or processes, whereas development
focuses on the actual design and manufacture of devices
and processes. At this stage, no knowledgemay yet exist
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about possible devices or applications that may result
from the research, so ethical reflection on future con-
sequences may be wholly speculative at this stage. At
the development (D) stage, the focus is on the design
and manufacture of actual devices and processes. At this
stage, more information is known about possible
designs, but there is still considerable uncertainty about
the devices and systems that will eventually gain socie-
tal acceptance, the ways in which these may ultimately
be used, and the societal consequences that their use will
bring. So at this stage, also, there is much uncertainty
regarding ethical issues and ways in which these may be
approached.

The question that is the focus of this essay is how
we can identify and evaluate ethical issues for tech-
nologies that are still emerging because they are still at
the R&D stage. With the accelerated pace of techno-
logical change in contemporary society, and the major
impact that technology has on people’s lives, early
identification and evaluation of ethical issues is an
important aim. Early identification can help users
and other societal actors better prepare for future mor-
al dilemmas, and can also help steer R&D or usage
practices so as to avoid or minimize ethically undesir-
able consequences. Yet, so far very little research has
been directed at developing sound approaches and
methods for ethical analysis of emerging technologies.
It is only in recent years that such research has seri-
ously gotten underway. My aim in this essay is to
review some of this recent work and to present a
new, integrative approach for the ethical study of
emerging technologies.

Ultimately, ethical assessment of emerging technol-
ogies concerns the question of what is good and bad
about the devices and processes that these technolo-
gies may bring forth, and what is right and wrong
about ways in which they may be used. Since at the
R&D stage many devices, usage patterns and social
consequences of the technology are not yet present,
ethical assessment turns speculative, as it focuses on
particular R&D activities and techniques and then
projects possible devices and usage patterns which
are then assessed ethically. Such assessments may then
be used to make ethical recommendations for R&D
practices themselves, so as to increase the likelihood
that these practices yield morally desirable devices and
uses. Or they may be used for policy.

The paper is structured as follows. In the next
section, two approaches within the ethics of emerging

technology will be distinguished, based on how they
deal with the problem of uncertainty about the future.
In section 3, three recent ethical approaches to emerg-
ing technology will be discussed and critiqued, and it
will be concluded that neither is fully satisfactory. In
section 4, my own approach will be presented, which
is called anticipatory technology ethics (ATE). I will
present ATE as a promising new approach that builds
on previous approaches, and I will provide examples
throughout its discussion how it can be applied in
practice.

Ethics, Uncertainty and Forecasting

The central problem for an ethics of emerging tech-
nologies is that we do not know the future, and there-
fore do not know which ethical issues will play out
once the technology is fully developed and entrenched
in society. Because emerging technology is technolo-
gy in the making, many questions about its nature, its
future use and its social consequences are still unde-
cided. For this reason, many ethical issues in relation
to it cannot yet be identified or analyzed reliably. We
can speculate about future applications and uses, but
as history has shown, speculations about future tech-
nology are often way off the mark, meaning that we
may end up exploring a misguided or irrelevant set of
ethical issues.

The ethics of emerging technology therefore has to
deal with an epistemological problem, the problem of
uncertainty concerning future devices, applications,
uses and social consequences [8]. The question is
how it can deal with this problem in a responsible
manner. On the one hand, it is to be avoided that
ethicists lose themselves in idle speculation on future
ethical issues in technology that in most cases turn out
to rest on mistaken projections on how the technology
will actually evolve. On the other hand, it is to be
avoided that ethicists feel that they can say nothing
about emerging technologies because they do not
know which devices and uses will result from them.
So the question is how ethicists can come to assess-
ments of emerging technologies that are based on
somewhat reliable knowledge of the future.

Two approaches are possible at this point, one more
conservative and reliable, the other more uncertain and
speculative. The first approach is to restrict oneself to
ethical analysis of generic qualities of the new
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technology that are likely to manifest themselves in all
or most future applications of the technology and that
are likely to present ethical challenges. For example,
when nuclear energy technology was being developed
it was known early on that however it were to be
developed, there would be a problem of radioactive
waste, which requires ethical deliberation. When ge-
netic technology was being developed it was known
from the beginning that it would involve the modifi-
cation of genetic material, which was considered to be
intrinsically morally controversial. So even when par-
ticular applications or uses are not yet known, it is
often possible to identify generic ethical issues that are
likely to manifest themselves as the technology pro-
gresses, and these can be discussed at an early stage. I
will call this approach the generic approach.

A second approach is to speculate on future devi-
ces, uses and social consequences. This requires that
ethicists either rely on existing forecasting studies or
do such studies themselves. They can then use the
forecasts to explore ethical issues. For example, ethi-
cists can forecast that nanotechnology will yield appli-
cations for targeted drug delivery in the human body
using nanoparticles, and that such applications will
become widely available to both doctors and patients.
They can then analyze ethical issues that are likely to
occur when such devices are being used. I will call this
the forecasting approach to the ethics of emerging
technology.

The forecasting approach relies on predictive stud-
ies of future technological devices, uses and social
consequences. Such studies are undertaken in two
related fields. Futures studies is a field that aims to
study what possible or probably futures may look like
[1]. Futures research includes many different forecast-
ing approaches, such as environmental scanning, caus-
al layered analysis, the Delphi method and scenario
methods. Some of these, like the Delphi method, rely
on the consultation of experts in various fields, where-
as others may rely on surveys, time series analysis,
regression analysis, or simulations. Some work in
futures studies focuses on technology forecasting. It
forecasts future technologies, including the develop-
ment spread of certain types artifacts, and optionally
their utilization and social consequences that may
result from their use. Technology assessment (TA) is
a field that studies the effects of new technologies on
industry, the environment and society, evaluates such
effects and develops instruments to steer technology

development in more desired directions [5,12]. It makes
such assessments on the basis of known or potential
applications of the technology. Thus, TA in part relies
on, and in part engages in, futures studies. Both futures
studies and TA can hence be useful for forecasting the
development of emerging technologies.

The forecasting approach has as an advantage over
the generic approach that it is able to consider more
ethical issues, by including not only those that are
generic to the technology but also those that are spe-
cific to projected future devices and their uses. Its
potential disadvantage is that its ethical assessments
is based on forecasts that are to some degree specula-
tive and that may be incorrect. However, to the extent
that forecasts can be reliable, a forecasting approach
will be able to anticipate many more ethical issues
than a mere generic approach would, and would there-
fore be preferable. In the next two sections, therefore, I
will focus on forecasting approaches. I will first look
at three contemporary forecasting approaches to the
ethics of emerging technology, which I will critically
evaluate. In the section thereafter, I will then present
my own approach.

Critique of Existing Approaches

In recent years, forecasting approaches to technology
ethics have been gaining attention, although few ma-
ture approaches currently exist. In what follows I will
consider three promising approaches that have been
formulated in recent years: ethical technology assess-
ment, the techno-ethical scenarios approach, and the
ETICA approach. For each, I will consider their
strengths and weaknesses, after which I will draw a
general conclusion.

Ethical Technology Assessment

Ethical technology asessesment (eTA), proposed by
Palm and Hansson [7], has as its purpose “to provide
indicators of negative ethical implications at an early
stage of technological development” (p. 543). Such
indicators can subsequently be used to guide design
or technology policy. The focus of eTA is on the
whole life-cycle of technology development, from
initial R&D to ultimate impacts on society. To attain
an adequate understanding of future developments,
eTA relies on studies in technology assessment (TA)
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and on close interactions with developers of technol-
ogy. The interactions with technology developers are
to guarantee an adequate understanding of the tech-
nology in question. Studies in TA are to provide
insight into both the technology in question and its
social consequences, and are also used to organize
interactions with technology developers in which
eTA is made relevant for the development process.
The goal of eTA is not to predict far into the future,
but rather to continually assess current practices in
technology development and provide feedback to
designers and policy makers.

The ethical analysis of an emerging technology takes
place by confronting projected features of the technolo-
gy or projected social consequences with ethical con-
cepts and principles. This yields areas in which a
conflict may emerge between the technology and one
or more accepted moral principles. This ethical knowl-
edge may then be used to adjust design processes to
avoid ethical concerns or to steer decision-making on an
emerging technology. Palm and Hansson go on to pro-
pose an ethical checklist of nine issues to identify the
most common ethical issues in emerging technologies.
This list contains issues like privacy, sustainability,
issues of control, influence and power and issues of
gender, minorities and justice. Not all of these issues
are ethical in a conventional sense, but all can be framed
as ethical issues.

Palm and Hansson’s approach is one of the first
ethical approaches explicitly targeted at emerging tech-
nologies. It does a good job at advocating the need for
ethical TA, and then presents an original approach that
seems workable and appears to cover a lot of different
issues. Still, the approach has a few limitations. Most
importantly, it is rather vague in its methodology, as it
does not specify in detail what kind of knowledge needs
to be acquired from technology developers and from TA
and how it should be acquired, and it also does not spell
out in detail how ethical analysis can be performed on
the basis of this knowledge. In addition, the ethical
checklist of nine items seems somewhat limited, as
many recognized moral values and principles are not
found on the list, such as autonomy, human dignity,
informed consent, distributive justice, and so on. So it
would seem one would need a much longer list to be
able to do comprehensive ethical assessments of new
technologies. Even then, moral issues could be into play
for a new technology that are not included in the list. To
identify such issues, it would seem that exploring moral

intuitions of either stakeholders or the analyst would be
in order.

The Techno-Ethical Scenarios Approach

The techno-ethical scenarios approach of Boenink et
al. [2] aims at ethical assessments of emerging tech-
nologies that are intended to help policy makers to
anticipate ethical controversies regarding emerging
technologies. It relies on scenario analysis, which is
a well-established approach within futures studies. A
unique features of the approach is that it aims to
anticipate the mutual interaction between technology
and morality, and changes in morality that may result
from this interaction. Boenink et al. argue that tech-
nology may change the way we interpret moral values
and may also affect the relative important of particular
moral principles. For example, privacy may become a
less important principle in an information society
where personal information is ubiquitous, and the
concept of human responsibility may change in a
society in which human decision-making is supported
by expert systems. They want to take such changes
into account when ethically assessing new technolo-
gies, so that new technologies are not evaluated from
within a moral system that may not have the same
validity by the time an emerging technology has be-
come entrenched in society.

The techno-ethical scenarios approach involves
three steps. The first step, “sketching the moral land-
scape,” aims to describe the new technology in ques-
tion, as well as current moral beliefs, practices and
regulations that are directly or indirectly relevant to
the technology, and may optionally provide some his-
torical background on the evolution of these beliefs
and practices. The second step, “generating potential
moral controversies, using NEST-ethics,” aims to
identify ethical issues and arguments regarding the
new technology. This is done using the approach of
NEST-ethics [11], which is an approach for identifying
ethical issues and arguments in a new technology
using a taxonomy of issues and arguments that have
been used in past ethical controversies on technology.
(“NEST” stands for “New and Emerging Science and
Technology”.) The NEST-ethics approach performs
three tasks. First, it identifies promises and expect-
ations concerning a new technology. Second, it iden-
tifies critical objections that may be raised against
these promises, for example regarding efficiency and
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effectiveness, as well as many conventionally ethical
objections, regarding rights, harms and obligations,
just distribution, the good life, and others. Third, it
identifies chains of arguments and counter-arguments
regarding the positive and negative aspects of the
technology, which can be used to anticipate how the
moral debate on the new technology may develop.
During this step, effects of the moral debate on the
development of the technology may also be consid-
ered. These different steps may involve literature
reviews of technologies, promises and expectations,
literature reviews of ethical issues, as well as work-
shops with policy makers and TA experts.

The third step of the techno-ethical scenarios ap-
proach, finally, is “constructing closure by judging
plausibility of resolutions”. In this step, the multitude
of views and arguments from step 2 is reduced by
imagining which resolution of the debate is the most
plausible. The intention is to use steps 1 through 3 to
develop a scenario of how the new technology will
develop in the future, how this affects the moral land-
scape (i.e., moral beliefs, practices and regulations),
and how moral closure is eventually reached. The
particular scenario they develop, for example, consid-
ers how developments in molecular medicine may
affect existing moral practices concerning medical
experiments with human beings. They project several
changes in these practices, based on a scenario study
set in Dutch society between 2010 and 2030.

The techno-ethical scenarios approach has some ob-
vious advantages over the eTA approach. It takes into
account moral change. It moreover takes on a larger
time-frame than eTA, which seems to focus on incre-
mental steps. In addition, it identifies not only ethical
issues but also complex patterns of argumentation re-
garding them. Yet, the techno-ethical scenarios ap-
proach has an important limitation as well. This is that
it is a descriptive and predictive approach, rather than a
normative and prescriptive one. It describes moral issues
that are likely to emerge as the technology progresses,
not ones that ought to emerge from an ethical point of
view, and it considers how these are likely to be re-
solved, not necessarily how they ought to be resolved.

What this approach may miss, as a result, are ethical
issues that are unlikely to collect much public attention
but that are nevertheless important. As I have argued in
earlier work, important moral controversies may re-
main hidden because of the complexity or opaqueness
of technological artifacts or practices [3]. Such

controversies are not likely to be included in techno-
ethical scenarios. Conversely, moral controversies may
ensue that are based on a false or misguided under-
standing of the technology or its social consequences.
Such moral controversies do not present moral issues
that ought to be considered in assessing emerging
technologies, because they are based on false premises.
In addition, moral controversies may ensue that are
based on parochial moral concerns that would not be
considered in an ordinary ethical analysis. My point is
hence that moral controversies that may emerge in
public debate may be different from moral issues that
may result from thorough ethical assessments, even
though there may be a large overlap in practice be-
tween the two. The current approach focuses on the
former type whereas I think an ethical analysis of
emerging technology should primarily focus on the
latter, as its aim should not be to predict moral debate
but to identify normative ethical issues.

The ETICA Approach

The ETICA approach [9,10] is a recent method for the
ethical assessment of emerging information and com-
munication technologies (ICTs).1 It is so general in
scope, however, that nothing prevents its application
to other types of technology as well, and it will for this
reason be considered as a general approach for the
ethical assessment of emerging technology. Thus con-
ceived, the aim of the ETICA approach is to provide
comprehensive overviews of ethical issues for emerg-
ing technologies that are likely to play out in the
medium-term future. The ETICA approach makes
use of projections of the future which it derives from
futures research. It aims to arrive at a foresight anal-
ysis, which is a forecasting analysis that considers
multiple possible futures, out of which one is chosen
as most desirable or important to consider. The ETICA
approach relies on multiple futures methods and stud-
ies, under the assumption that while individual studies
will contain biases and shortcomings, their aggregate
use will tend to yield more reliable results.

Ideally the ETICA approach would include doing
one’s own future studies, as its researchers say.
However, in their study of emerging ICT’s, limitations
in resources limit them to two methods for identifying

1 See also http://www.etica-project.eu/, especially the
deliverables.
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ethical issues in emerging technology. The first is to
extract ethical issues from texts about particular
emerging technologies in which ethical issues are dis-
cussed. Such texts include governmental and political
sources, scientific sources such as research reports and
journal articles, and non-academic sources such as
published future visions of companies. The second is
to use bibliometric analysis that finds correlations
between emerging technologies and ethical values
and concepts in a database of texts on ethics of tech-
nology in the academic literature.

The results of multiple futures research studies are
used to identify a range of projected artifacts and
applications for particular emerging technologies,
along with capabilities, constraints and social impacts.
These data form the basis for ethical analysis. In the
first stage of ethical analysis, the identification stage,
ethical issues are identified for particular applications,
artifacts or technological properties.2 Most of the eth-
ical values and principles used in this approach are
derived from a prior list of ethical issues for ethical
evaluation in a European context. The resulting ethical
issues are summarized in a normative issues matrix,
which specifies relevant normative issues in relation to
particular emerging technologies and the artifacts and
applications that are expected to result from them. For
example, an analysis of robots, as an emerging tech-
nology, may focus on particular applications such as
service robots in households, robots as companions
and robots as soldiers, and discuss ethical aspects of
each application. The normative issues matrix also
contains more general ethical issues with particular
technologies that are not bound to particular applica-
tions. For example, an analysis of robots may focus on
privacy issues in relation to the sensory capabilities of
robots, or responsibility issues in relation to the be-
havioral autonomy of robots, or ethical issues that are
specific to humanoid robots.

At a second stage of ethical analysis, the evaluation
stage, the ethical issues of the identification stage are
subjected to ethical evaluation and are ranked and or-
dered in relation to each other. In a third and final stage,
the governance stage, governance recommendations are
developed for policy makers for dealing with the ethical
issues described in the earlier stages.

The ETICA approach is possibly the most elaborate
ethical approach to emerging technologies that has
been developed to date. It aims at thoroughness by
considering a wide range of technological properties,
artifacts, applications, and ethical issues. It also
engages in ethical evaluation and develops recommen-
dations for governance. And it aims to make use of
state-of-the-art work in futures studies. Yet, the ap-
proach also has weaknesses. First, its claim to adopt
a futures studies approach is somewhat dubious. The
main sources of the ETICA approach for locating
ethical issues are government and political texts, sci-
entific texts, and non-academic texts. Many of the
non-academic and government texts will not be based
on scientific methods of futures research. Moreover,
many of the scientific texts do not seem to be either.
Judging from the literature references in the ETICA
projects, many of these texts come from ethics and
computer science journals, and most of them do not
use methods of futures research.

Second, its assumption that “the overall discourse on
future[s] technologies provides as good and reliable an
understanding of the future as will be possible to
achieve” ([10], p. 9) is also dubious. Rather than merely
aggregating predictions about new technologies, it
would be better if the approach would provide indepen-
dent critical assessments of such predictions and the
methods used for arriving at them before such predic-
tions are used as a basis for subsequent ethical analysis.
It should be granted, though, that in the ETICA project
some independent foresight research is undertaken to
validate some of the predictions that are made. Third
and finally, many of the ethical analysis undertaken in
the ETICA project appear to refer to generic properties
of the technologies that are studied. In the project these
are called “ethical issues stemming from the defining
features of the technology” ([6], p. 27). The range of
artifacts and implications that is considered is often
somewhat limited, and elaborate descriptions of possi-
ble artifacts and applications are often missing. For
example, in the ethical analysis of robotics, most space
goes to the consideration of generic ethical issues, and
only a few types of robots and application areas of
robotics are considered in detail.

Conclusion

My review of the three approaches has revealed strong
and weak points in each approach. It has also brought

2 The ETICA project also uses these data to perform social and
legal analyses. However, in my discussion I will focus on its use
for ethical analysis.
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forward various points to consider in an ethics of
emerging technologies. A first point is through what
approaches and methods technological forecasts are
arrived at. The three approaches use various
approaches from futures studies and technology as-
sessment, including approaches developed as part of
their own approach. A second point concerns the use
of ethics and the identification and evaluation of eth-
ical issues. How should this be done? Here, the three
approaches also have different answers, though what
they have in common is their drive to identify possible
ethical issues or controversies and their heuristic use
of ethical checklists in doing so. A final point, which
has been more implicit in the discussion, concerns the
question what an ethics of emerging technology actu-
ally studies: is it whole technologies and techniques, is
it possible future artifacts, is it uses of artifacts, social
consequences, or yet something else? To this question,
also, the three approaches give different answers.
These three points for an ethics of emerging technol-
ogies provide a good challenge to build and improve
on the three approaches discussed above. That is what
I will turn to in the next section.

Anticipatory Technology Ethics

Based on the previous discussion, I will now present
an ethical approach of my own, which I will call
anticipatory technology ethics (ATE). ATE distin-
guishes itself from other approaches in its definition
of objects of analysis, its particular approach to fore-
casting, and its methods of ethical analysis. I will now
discuss these in turn.

Levels and Objects of Ethical Analysis

A first characteristic of ATE is that it distinguishes
three levels of ethical analysis: the technology, artifact
and application level (Fig. 1). At each of these levels,
various objects of ethical analysis are defined: things,
properties or processes that raise ethical issues. Its
three levels of analysis are similar to those of the
ETICA approach, which distinguishes defining fea-
tures of a technology, artifacts and applications.
However, in ATE a more refined conceptual apparatus
is developed through which a larger variety of objects
of ethical analysis is defined.

The technology level, to start with, is the level at
which a particular technology is defined, independently
of any artifacts or applications that may result from it. A
technology is a collection of techniques that are related
to each other because of a common purpose, domain, or
formal or functional features. Nuclear technology, for
example, is the collection of techniques for the fission
and fusion of atomic nuclei. Nanotechnology is the
collection of techniques for manipulating matter on an
atomic and molecular scale. Biometric technology per-
tains to methods for the measurement and recognition of
physical and behavioral traits of humans for identifica-
tion and authentication purposes. A technique is a pro-
cedure to accomplish a specific activity or task. For
example, nanotechnology embodies such techniques as
solid state silicon methods, focused ion beams, and
molecular scale electronics. Techniques may depend
on technological methods, processes, tools, knowledge
and skills that make them possible. Within a technology,
it is often possible to distinguish subclasses that are
distinguished by a more specific purpose, domain, or

Fig. 1 Three levels of
ethical analysis
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set of features than the parent class. For example, in
nanotechnology, it is possible to distinguish bionano-
technology, optical nanotechnology and DNA nano-
technology. Such subclasses are also technologies
themselves.3

At the technology level, ethical analysis focuses on
features of the technology at large, particular sub-
classes of it, or techniques within it. It then considers
generic ethical issues that are attached to these fea-
tures. These are either ethical issues inherent to the
character of the technology, issues that pertain to con-
sequences that are likely to manifest themselves in any
or nearly any artifact or application of the technology,
or issues pertaining to risks that the technology will
result in artifacts or applications that are morally prob-
lematic. Genetic engineering, for example, involves
the manipulation of DNA in cells and organisms.
This is a defining feature of the technology. At the
technology level, a generic ethical issue is whether
such manipulation violates natural order or the dignity
of life. When nuclear technology was being devel-
oped, a moral discussion emerged whether the tech-
nology should be developed at all because of the
potential to build a nuclear bomb. So here the tech-
nology is ethically criticized because of its potential to
lead to dangerous or morally problematic applications.
Nuclear energy technology, finally, can be critiqued
for developing energy solutions that inevitably gener-
ate a problem of nuclear waste.

Let us now turn to the artifact level. On the basis of
a technology, functional artifacts, systems and proce-
dures are developed. For example, nuclear technology
has yielded artifacts like nuclear reactors, nuclear
bombs, x-ray imaging systems and ionization smoke
detectors. It has also yielded procedures such as food
irradiation and nuclear well logging. An artifact is a
physical configuration that, when operated in the
proper manner and in the proper environment, produ-
ces a desired result.4 A procedure is a sequence of

actions that, when performed in the proper manner in
the proper environment using the proper tools, produ-
ces a desired result. The useful products of technology
are technological artifacts and procedures. They are
often the result of combining novel techniques within
a technological field with more conventional techni-
ques of engineering to produce artifacts and proce-
dures that can be used in practice. Within each class
of artifacts and procedures, it is moreover possible to
distinguish various subclasses. For example, within
the class of robots, one can distinguish subclasses of
humanoid, industrial, mobile, and service robots.
Similarly, there are often subtypes within a particular
class of procedures.

At the artifact level, ethical analysis focuses on
types of artifacts and processes that have resulted or
are likely to result from a particular technology. It
considers features of them that present moral issues.
As was at the case at the technology level, such moral
issue may present themselves for three reasons: be-
cause of the inherent character of the artifact, because
the artifact has certain unavoidable consequences in
most or all of its uses, or because certain potential
applications of the artifact are so risky or morally
controversial that it warrants reflection on the ethical
justification of its manufacture. Examples are video
games that contain depictions degrading to human
beings, automobiles that produce greenhouse gases,
smartphones that store and disseminate location data
of users, and nerve gas weapons that can cause horri-
ble agony and disfigurement.

At the application level, finally, ethical analysis
focuses on particular ways of using an artifact or
procedure, or on particular ways of configuring it for
use. An application, as I will define it, is the concrete
use of a technological artifact or procedure for a par-
ticular purpose or in a particular context, or a specific
configuration of an artifact to enable it to be used in a
certain way. Put differently, an application is a way of
using or configuring an artifact or procedure. For
example, a particular service robot may be configured
and used to perform household chores, to assist the
disabled, or to perform industrial tasks. These are
different applications of it. The term “application” is
sometimes used in a different way. Technological arti-
facts and procedures are sometimes called applications
themselves. For example, an electro-galvanic fuel cell
may be called an application of fuel cell technology. I
will not use the term in this way, but will only use it to

3 Some technologies are defined in terms of specific types of
artifacts that they aim to develop and use. Examples are fuel cell
technology and membrane technology. In such technologies, the
technology and artifact level blend into each other.
4 Certain complex artifacts, like power plants and railroad sys-
tems, may involve human actors as well. In such cases, human
actors playing predefined roles are part of the design of the
artifact, and the artifact is hence not a completely physical entity
but also, in part, a social one.
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refer to particular uses or configurations of technolog-
ical artifacts and procedures.5

Another way to think of an application is a situation
in which one or more aspects of the context of use of
an artifact or procedure are fixed. Such aspects may
include the particular purposes for which the artifact is
used (e.g., industrial vs. domestic use; cleaning vs.
cooking), the manner in which it is used (e.g., manu-
ally vs. automatically; for short or long durations), the
characteristics of its users (e.g., male vs. female,
skilled vs. unskilled, Western vs. non-Western),
aspects of the social or physical context of use, prop-
erties of the technological configuration within which
the artifact functions, and so on. As more and more
elements of the context of use are fixed, more specific
ethical issues may emerge from the dynamic interplay
between an artifact and its contextual elements. The
use of artifacts by specific groups of users for specific
within specific social, cultural and institutional
arrangements will give rise to all kinds of ethical
issues that are specific to these users, purposes, and
contextual elements. This is what is being considered
at the application level.

Let us consider ethical issues that may play at the
application level. A first group consists of moral issues
relating to the intended use of the artifact. They con-
cern the morality of certain purposes for which an
artifact or procedure may be used. For example, moral
issues may be raised by the use of in vitro fertilization
for impregnating older women, the use of morphine
for mercy killing, or the unauthorized use or dissem-
ination of proprietary software. A second group con-
sists of moral issues concerning side-effects or
unintended consequences for users. These are conse-
quences that arise in certain uses, in certain contexts of
use, or for certain user groups. For example, a drug
may cause cancer at a disproportionate rate for certain
user groups, when used in combination with certain
other drugs, or when used for an extended period of
time. Similarly, computer games may exacerbate so-
cial isolation for those individuals who already have
weak social ties. A third group consists of moral issues

pertaining the rights and interests of non-user stake-
holders who may be affected by a particular use of an
artifact. For example, the use of a new medical proce-
dures by a surgeon without informed consent violates
the rights of patients, and the construction and use of a
power plant in a way that does not take into account
concerns about pollution and noise by members of the
local community also presents moral issues.

To conclude, I have identified three levels of anal-
ysis for an ethics of emerging technologies: (1) the
technology level, at which morally relevant features of
the technology at large are studied, as well as features
of subclasses of the technology and particular techni-
ques; (2) the artifact level, at which morally relevant
features of artifacts and procedures are analyzed, as
well as of particular subcategories of them; (3) the
application level, at which morally relevant features
of particular uses or configurations of artifacts and
procedures are analyzed. The ethics of emerging tech-
nology should, I believe be aimed at all three levels.
At the technology level, fundamental ethical issues
pertaining to the technology are studied, whereas at
the artifact and application levels, more specific and
contingent issues are studied. It should not be con-
cluded that the fundamental ethical issues are neces-
sarily more important than the specific ones. They are
more generic, but possibly of lesser importance than
certain specific issues. For instance, any fundamental
ethical issues with nuclear technology are probably of
less ethical importance than specific issues relating to
nuclear weapons and nuclear energy.

Forecasting Methods

I hold that different forecasting methods are required
for the technology, artifact and application levels. I
agree with Palm and Hansson that at the technological
level, an understanding of the technology is best ac-
quired from engineers. They are best positioned to
describe the features that define the technology, the
particular techniques and subclasses of technology
that it contains and the techniques that may be devel-
oped in the future. Both for the present and future state
of a technology, engineers are best positioned to in-
form ethicists, and we most likely need no consulta-
tion of experts from other fields or separate future
studies to get knowledgeable about the technology.

For the artifact and application levels, projections
of the future are needed, this requires that ethicists

5 Even then, there are terminological difficulties. Should we say
that an industrial robot is application of service robots to the
industrial domain? Or should we rather say that an industrial
robot is a subtype of service robots? This may depend on
whether industrial robots are designed differently in important
ways than generic service robots or whether they are only used
in a different way.
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either utilize or engage in futures studies. But how
should they do this? First, I hold, they should utilize
existing studies in forecasting and TA about the tech-
nology, to the extent that these are available. These
provide ethicists with a first view of artifacts and
applications that are likely to emerge in the future.
Second, ethicists should initiate expert surveys and
roundtable discussions with experts that yield expert
predictions of possible or likely future artifacts and
applications. Relevant experts would include engi-
neers, technology forecasters and TA experts, as well
as historians and sociologists of technology and mar-
keting experts.

It would be useful if these experts would also
reflect on the plausibility of projected futures in the
forecasting studies that are being considered. Because
the conjecturing of future artifacts and applications is
an imaginative activity, it may also be useful to con-
sider policy documents, company studies, academic
texts or even science fiction stories for ideas about
possible future artifacts and applications, as long as
these ideas are then subjected to scrutiny regarding
their feasibility and plausibility. The consultation of
existing future studies and of relevant experts are both
important steps to take, and may in many cases be
sufficient. However, if these steps do not yield enough
insight, it may be necessary for ethicists to do their
own future studies as well, possibly in tandem with
future studies researchers.

A thorough forecasting analysis of a new technology
would consider how it is likely to evolve and mature
over time, how it might be combinedwith other new and
existing technologies to yield new artifacts and proce-
dures and new application areas, and for which of these
artifacts and procedures there is likely to be both signif-
icant demand and the possibility to realize a stable
supply. There is no secure method for doing such an
analysis, because it requires imagination: it requires
projections of how different technologies and techni-
ques may be combined in new artifacts and devices,
and how existing techniques could be used in new
domains or for new purposes. However, futures studies
can be made more secure by ensuring that one is well-
informed about relevant technologies and techniques,
potential application domains, and social and economic
needs for particular applications.

In a systematic approach, different techniques with-
in the technology would be considered for their po-
tential for yielding new or better functionalities, in

combination with techniques from other technologies
that are emerging or already existent. For example, in
analyzing possible implications of nanomaterials re-
search, it could be considered how the engineering of
nanomaterials could be combined with tissue engi-
neering techniques to yield new tissues with new
functional properties. It would then be considered
how these combined techniques would have potential
use in different application domains, such as health-
care, food, transportation, entertainment, security and
defense, and how they could serve purposes that have
clear benefits which would result in significant de-
mand and which have no significant drawbacks that
are likely to undermine social acceptability. Various
types of artifacts would be projected that would likely
be technologically feasible in the future and that
would satisfy needs in these domains. In addition,
various types of applications of these artifacts would
be studied by varying elements in the context of use,
such as user types, use environments, and usage pat-
terns. The result of such an analysis would be a sys-
tematic timed prediction of possible future artifacts
and applications in various domains. This, of course,
would be the ideal. Because of the imaginative and
speculative nature of forecasting, such predictions will
never be exhaustive, and will necessarily overlook
many possible or likely future artifacts or applications.
In addition, those that are postulated may not materi-
alize because predictions about technological feasibil-
ity, economic feasibility, needs and social acceptability
may be off.

Out of all the possibilities that may be mapped in
forecasting studies, ethicists have a particular interest
in those artifacts, applications and social consequences
that may cause harm, violate rights, affect well-being,
or cause unjust distributions of goods. This particular
interest may imply that ethicists will sometimes have
to develop their own forecasts and scenarios that focus
on such matters. For instance, in studying future point-
of-care testing devices that bring medical testing to the
site of patient care, ethicists may want to consider
specifically the potential impact for different social
groups, so as to be able to explore issues of distribu-
tive justice. In studying future deep brain implant
techniques for psychiatric treatment, ethicists may
want to explore in more detail the possibilities of
abuse of such techniques, or potentially negative
side-effects on the well-being or autonomy of patients.
Thus, ethicists will likely want to do extended futures
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studies of at least some artifacts and applications, in
order to identify ethical issues that may not be trans-
parent in the less specialized analyses from futures
research.

To summarize, an exhaustive futures study of a new
technology would consult with engineering scientists
to chart the internal features and development of the
technology, and would rely on both existing futures
studies and expert panels to forecast future artifacts
and applications. A systematic futures study would
consider how the technology may be combined with
various new and emerging technologies to yield pos-
sible new capabilities and functionalities not found in
current artifacts. It would then consider how such
functionalities may

Methods of Ethical Analysis

Technological forecasting, as described above, results
in descriptions of present and anticipated technologies,
artifacts and applications. These descriptions consti-
tute the input for ethical analysis. I agree with the
ETICA approach that there are two stages to such
ethical analysis: a first one in which ethical issues
are identified (the identification stage) and a second
one in which they are evaluated (the evaluation stage).
Optionally, in a third stage the results of ethical anal-
ysis may be used to make ethical recommendations for
technology development or for governance.

Let us now consider the identification stage. At this
stage, descriptions of the technology are cross-
referenced with ethical values and principles. It is
investigated if features of the technology are likely to
negatively impact moral values or principles. For in-
stance, it is investigated if a future neuroimaging sys-
tem that makes cognitive processes visible may
possibly harm privacy or autonomy. The question is
how ethicists determine whether a particular technol-
ogy, artifact or application may negatively impact
moral values and principles. The general way in which
this is done, I hold, is through an operationalization of
the value or principle, which is a description of it that
specifies real-world conditions for its realization or
frustration. For instance, information privacy can be
described as the right to control access to personal
information about oneself. The real-world conditions
that must be present for this value to be realized are
hence that people have the ability to control access to
such personal information. At the identification stage,

it can then be ascertained whether particular informa-
tion systems, as described at the forecasting stage, are
likely to allow for such control, or whether there is a
significant probability that such control will be absent.

Another question is how ethicists arrive at the val-
ues that they cross-reference with the technology. All
three previously discussed ethical approaches in some
way make use of an ethical checklist that contains
ethical values, principles or arguments. I agree that
such a checklist can be useful. It may help one to
identify ethical issues that might otherwise have been
missed. Such an ethical checklist should contain those
ethical values and principles that are widely accepted
in society and in ethics.6 Table 1 represents an attempt
at such a list. The list is built around four categories of
ethical principles that have been widely recognized in
ethics (as well as in policy documents like the
Universal Declaration of Human Rights): those relat-
ing to the prevention of harms, the protection of rights,
the pursuit of justice, and the promotion of well-being
and the common good.

A disadvantage of ethical checklists is that they are
necessarily incomplete and may result in ethical issues
that are specific to a particular technology or domain
being missed. For example, in the ethics of robotics it
is sometimes proposed that advanced robots should
have rights. Most ethical checklists will not recognize
ethical values or principles granting rights to robots. In
addition to employing an ethical checklist, it is there-
fore recommended that the technology ethics literature
is also surveyed to identify ethical issues, and that the
various artifacts and applications are also subjected to
bottom-up ethical analyses. A bottom-up approach can
either draw from moral values and principles
expressed by stakeholders, or from moral intuitions
of the analyst.

After the identification stage, there is the evaluation
stage, at which the potential importance of ethical
issues is assessed, the likelihood that they will become
a significant issue in society, as well as their relation to

6 For particular purposes, it may be useful to employ more
specific lists, e.g., lists that reflect European values, Asian
values, conservative values or Christian values. In addition, it
may be useful to develop specific checklists for specific types of
technology. E.g., a checklist for information technology may
focus on such values as privacy, security and accountability,
whereas a checklist for medical technology may focus on such
values as beneficence, nonmaleficence, human dignity and in-
formed consent.
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each other, including potential value conflicts. For
instance, while in the identification stage it may have
been determined that behavioral profiling by ambient
intelligence systems presents privacy issues, in the
evaluation stage it is determined how serious such
privacy issues would be, what the arguments would
be pro and con the permissibility allowing the viola-
tion of privacy by these technologies, and how privacy
may conflict with other values in the use of ambient
intelligence technology, such as autonomy, security
and well-being.

After the evaluation stage, there are various option-
al stages in which the results of evaluation are applied
for various purposes. One possible stage would be one
on which the results of the evaluation stage are used to
guide the development of the technology, and to en-
sure that designed artifacts conform to ethical stand-
ards. Let us call this the design feedback stage. This
stage is prominent in Palm and Hansson’s eTA.
Methods like value-sensitive design [4] can be used
to help implement the results of ethical evaluation into
design processes.7 A second possible stage would be a
responsibility assignment stage, at which moral re-
sponsibilities are assigned to different relevant actors
for ethical outcomes at the artifact and application
levels. For instance, if behavioral profiling by ambient
intelligent systems present privacy issues, this stage
may assign responsibilities to designers, retailers, gov-
ernment agents and users for handling these issues. A
third possible stage would be a governance stage, as in
the ETICA project. During this stage, governance
recommendations are made for policy makers for deal-
ing with the outcomes of the evaluation stage. This
stage could make use of results of the responsibility
assignment stage or the design feedback stage.

Conclusion

In this essay, I have presented a new approach to the
ethics of emerging technology ethics, called anticipa-
tory technology ethics (ATE). I started my discussion

7 For the design of specific artifacts, it is not necessary to await a
full ATE analysis of the technology behind it. It would suffice to
do an ATE analysis of potential ethical issues in relation to the
planned artifact, which can then be used as input for a value-
sensitive design analysis which helps designers to design the
artifact in such a way that it displays conformity with relevant
ethical values and principles.

Table 1 The anticipatory technology ethics checklist

• Harms and risks

○ Health and bodily harm

○ Pain and suffering

○ Psychological harm

○ Harm to human capabilities

○ Environmental harm

○ Harms to society

• Rights

○ Freedom

- Freedom of movement

- Freedom of speech and expression

- Freedom of assembly

○ Autonomy

- Ability to think one’s own thoughts and form one’s own
opinions

- Ability to make one’s own choices

- Responsibility and accountability

- Informed consent

○ Human dignity

○ Privacy

- Information privacy

- Bodily privacy

- Relational privacy

○ Property

- Right to property

- Intellectual property rights

○ Other basic human rights as specified in human rights
declarations (e.g., to life, to have a fair trial, to vote, to
receive an education, to pursue happiness, to seek asylum,
to engage in peaceful protest, to practice one’s religion, to
work for anyone, to have a family, etc.)

○ Animal rights and animal welfare

• Justice (distributive)

○ Just distribution of primary goods, capabilities, risks and
hazards

○ Nondiscrimination and equal treatment relative to age,
gender, sexual orientation, social class, race, ethnicity,
religion, disability, etc.

○ North–south justice

○ Intergenerational justice

○ Social inclusion

• Well-being and the common good

○ Supportive of happiness, health, knowledge, wisdom, virtue,
friendship, trust, achievement, desire-fulfillment, and tran
scendent meaning

○ Supportive of vital social institutions and structures

○ Supportive of democracy and democratic institutions

○ Supportive of culture and cultural diversity
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with an appeal for the importance of ethical analysis of
emerging technology, after which I described its na-
ture and scope, defining it as the study of ethical issues
at the R&D and introduction stage of technology
development through anticipation of possible future
devices, applications, and social consequences. I then
considered the problem of uncertainty and two
approaches to it in the ethics of emerging technology,
which I called the generic approach and the forecast-
ing approach. I argued that a large part of the focus
should be on forecasting, and I identified futures stud-
ies and technology assessments as two fields that
engage in it.

I then considered three contemporary approaches
to the ethics of emerging technologies: ethical tech-
nology assessment, the techno-ethical scenarios ap-
proach and the ETICA approach, and I considered
their strengths and weaknesses. Based on this crit-
ical study, I then presented my own approach: ATE.
I discussed how levels and objects of ethical anal-
ysis are defined in ATE, how forecasting is used,
and how ethical analysis is performed. ATE
employs three levels of ethical analysis, the tech-
nology, artifact and application level, which each
contain various objects of analysis. Knowledge of
these objects of analysis is acquired through fore-
casting, including the use of existing forecasting
studies, expert panels and surveys, and self-
performed futures studies. Ethical analysis, finally,
is performed at two initial stages, the identification
and evaluation stage. At the identification stage,
moral values and principles are operationalized
and cross-referenced with technology descriptions
resulting from the forecasting stage. The values
and issues are derived from an ethical checklist as
well as from the technology ethics literature and
bottom-up analyses. At the evaluation stage, the
potential importance of identified ethical issues is eval-
uated and these issues are elaborated. Evaluations may
subsequently be used for improving technology devel-
opment, for better governance of technology, or for
other purposes.

ATE constitutes a general approach for ethical anal-
ysis for new and emerging technologies that is com-
prehensive yet flexible enough to be used and tailored
in different ways. It can be used for the ethical analysis
of any new and emerging technology, as well as for the
analysis of any particular artifacts and applications
that this technology may yield. It also specifies how

these ethical analyses may be used in technology
development and in technology governance.
Admittedly, some parts of the approach are still
sketchy. It is my hope that a further development of
ATE may advance the field of technology ethics and
may afford more ethical development and governance
of technology.8
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