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Abstract Nowadays, stock market trend prediction repre-
sents a challenging subject both in terms of the choice of
the prediction model and in terms of constructing the set of
features that model will use for prediction. To address both
of these aspects, we propose a feature ranking and feature
selection approach in combinationwithweighted kernel least
squares support vector machines (LS-SVMs). We introduce
the analytic hierarchy process (AHP) into the stock market
and propose evaluation criteria which provide the prediction
model with relevant knowledge of the underlying processes
of the studied stock market. The feature weights obtained by
the AHP method are used for feature ranking and selection,
and used with the LS-SVMs through a weighted kernel. The
test results indicate that the proposed model outperforms the
benchmark models. In addition, the set of feature weights
obtained by the proposed approach can also independently
be incorporated into other kernel-based learners.
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1 Introduction

The key to generating a high return on the stockmarket lies in
howwell we are able to successfully predict the future move-
ment of financial asset prices (Huang et al. 2005). The stock
market index as a hypothetical portfolio of selected stocks
is commonly used to measure the performance of both the
overall stock market and a particular sector. Consequently,
a market trading strategy can be considered effective only if
it relies on the precise prediction of the trend of change of
the index value of that particular market (Kara et al. 2011;
Wang and Choi 2013). Stock market trend prediction rep-
resents a challenge for science both in terms of the choice
of methodology and in terms of the theoretical basis of its
application.

To address these problems, machine learning models,
among which the most popular were Artificial Neural Net-
works (ANNs) (Crone and Kourentzes 2010; Dai et al. 2012;
Kara et al. 2011), Support Vector Machines (SVMs) (Huang
et al. 2005; Lee 2009; Ni et al. 2011; Yu et al. 2005; Yul-
ing et al. 2013) and Least Squares Support Vector Machines
(LS-SVMs) (Chai et al. 2015; Marković et al. 2015; Yu et al.
2009), were the most frequently used alternatives to the clas-
sical statistical models in the area of financial forecasting
during the last two decades. Due to the principles of the weak
form of the efficient market hypothesis (EMH) (Fama 1970;
Hawawini and Keim 1995), the behavior of financial asset
prices is often governed by a random walk process; thus, the
degree of accuracy of an approximate 60 % hit rate obtained
in prediction using various machine learning techniques is
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often considered a satisfactory result for stock market trend
prediction (Atsalakis and Valavanis 2009b; Lahmiri 2011).

The determination of sufficient and necessary features is
essential for training a good prediction model. If the num-
ber of features is insufficient, the prediction accuracy of the
model will be poor, and the model may be prone to under-
fitting (Stojanović et al. 2014). On the other hand, if we have
too many features, the information that they provide for the
model could be unnecessary or redundant. As a result, the
model could have a poor generalization performance and
may be prone to over-fitting. As stated byHe et al. (2013) and
Barak and Modarres (2015), the most important issue in the
creation of a stock market prediction model is the selection
of input features for predictors, where the selection of appro-
priate methods for feature subset selection is highly relevant.
In Yuling et al. (2013) and Atsalakis and Valavanis (2009b),
it was pointed out that a widely referred to prediction system
consists of two parts: feature selection and prediction model
design.

According to the selection strategies, feature subset selec-
tion can be performed using filter andwrapper approaches, as
presented in Guyon and Elisseeff (2003). In the filter meth-
ods, the selection criterion uses a selection function which
is independent of the learning algorithm used for model
construction, as for example, different methods of variable
ranking.On the other hand, in thewrappermethods, the selec-
tion criterion is based on evaluation measures according to
their usefulness to a given learning algorithm. In this way,
features that do not contribute to the prediction quality are
discarded from the feature set.

In real-world data sets, it is common that different char-
acteristics are less or more relevant to the given problem.
However, most learning methods postulate that all the input
features have equal relevance. In recent studies, feature
weighting has become a very important issue, primarily in
the area of clustering algorithms. To increase the effect of
relevant features, a learning method that implies Mutual
Information (MI) as a criterion, which assigns weights to
the features in order to determine their relevance for a spe-
cific task, was proposed by Giveki (2012). Guo et al. (2008)
introduced spectrally weighted kernels as a way of incorpo-
rating theoretical knowledge of the non-uniform information
distribution into the machine learning method.

In numerous studies which focused on feature selection
in the scope of financial time series and stock market trend
prediction, input features are selected based on the analysis
of the numerical values of financial assets, including index
values, trading volume, financial ratios and technical indica-
tors. For example, in Lee (2009), the F score and Supported
Sequential Forward Search (F_SSFS) are combined, and the
advantages of both filter and wrapper methods are used to
select the optimal feature subset from the original feature
set. In Ni et al. (2011), a fractal feature selection method is

integrated with SVMs to predict the direction of the daily
stock price index. Yu et al. (2005) used a hybrid data mining
approachwith a genetic algorithm (GA) as a feature selection
method.Awide rangeof various feature selection algorithms,
such as GA and sequential forward search, were studied by
He et al. (2013). A comprehensive literature review on fore-
casting techniques can be found in the study of Atsalakis and
Valavanis (2009b).

Several recent studies (Fung et al. 2002; Mittermayer
2004; Yoo et al. 2005; Zhai et al. 2007) have been based on
qualitative data analysis. Overall, their use of event knowl-
edge and time-series data led to increased accuracy of the
prediction models. In Fung et al. (2002), Zhai et al. (2007)
and Mittermayer (2004), forecasting of stock price trends is
done within the framework of text mining techniques.

According toAtsalakis andValavanis (2009a) andMcNelis
(2005), accurate stock market prediction should incorporate
how stock market experts learn and process information.
Thereby, stock trading is best described as a decision-making
process influenced by dynamic market conditions and poten-
tial trading risk.

In the multi-criteria decision-making process, where it is
necessary to both appropriately evaluate and rank the selected
alternatives, the analytic hierarchy process (AHP) devel-
oped by Saaty (1999) has widely been applied. Evidence
shows that AHP was introduced in several studies for feature
weighting in combination with machine learning algorithms
(Liu and Shih 2005; Liu et al. 2013; Wang and Zhang 2013).
According to our best knowledge, despite their widespread
use, there was insufficient evidence on the possibility of opti-
mizing LS-SVMs in the field of stockmarket trend prediction
through customized kernel weighting.

As can be seen, the choice of the predictionmethod and the
determination of its parameters depend on knowing the prop-
erties of the underlying processes. The research presented in
this paper is motivated by the work presented in Atsalakis
and Valavanis (2009a), Guo et al. (2008), Liu et al. (2013),
Omak et al. (2007) and Yuling et al. (2013). We proposed
an approach concerned with decision making on stock trad-
ing, using AHP for feature ranking and feature selection. The
contribution of the paper can be summarized as follow:

First, we propose criteria for AHP evaluation of the rel-
evance of technical indicators through the construction of
technical trading strategies as a measure of the success of
each technical indicator relied on. In this way, we in essence
provide the prediction model with a priori knowledge of the
underlying processes of the observed stock market.

Second, the weights obtained by AHP are then used for
technical indicator ranking and selection. Additionally, the
obtained weights are integrated into the LS-SVM through a
weighted kernel (WK).

Finally, the AHP-WK-LSSVM model is proposed for
stock market trend prediction and tested with the following
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data sets: the Belex15 index of the Belgrade Stock Exchange,
S&P500 index of the US stock market and FTSE100 index
of the London Stock Exchange. The obtained results are then
compared with the benchmark results of commonly used
classifiers and feature selection algorithms.

The test results indicate that the proposed approachoutper-
forms most of benchmark models and that the set of feature
weights obtained in our approach can also be incorporated
into other kernel-based learners, such as SVMs.

The rest of this paper is organized as follows: Sect. 2
presents a brief overview of the theoretical preliminaries.
Section 3 introduces feature evaluation criteria and the pro-
posed algorithm for feature ranking and selection. Section
4 gives the data set analysis and presents the experimental
results and discussions. Finally, Sect. 5 provides the conclu-
sions.

2 Preliminaries

The following section provides an overview of the theoret-
ical framework of Least Squares Support Vector Machines,
weighted kernels and the Analytical Hierarchy Process.

2.1 Least squares support vector machines for binary
classification

Least squares support vector machines are commonly used
for function estimation and for solving non-linear classifica-
tion problems (Suykens et al. 2002). Let us define the training
set {xk, yk}, k = 1, . . . N , where N represents the overall
number of training examples, with the input of xk ∈ Rn

and an output of yk ∈ {−1, 1}. We can form a prediction
model in the primal weight space using non-linear mapping
φ(·) : Rn → Rnh which maps the input feature space into a
multi-dimensional space, defined as:

y(x) = sign[ωTφ(x) + b] (1)

where ω represents the weight vector and b defines the bias
term.

The optimization problem is formed in the primal space:

min Jp(ω, e)
ω,b,e

= 1

2
ωTω + 1

2
γ

N∑

k=1

e2k (2)

with the following constraints:

yk[ωTφ(xk) + b] = 1 − ek, k = 1, . . . , N (3)

where ek are allowed errors during the formation of the pre-
diction model, while γ is a parameter which assigns them
with a relative weight.

After solving the optimization problem, the classification
model in dual form can be represented as:

y(x) = sign

[
N∑

k=1

αk yk K (x, xk) + b

]
(4)

The dot product:

K (x, xk) = φ(x)Tφ(xk) (5)

in (4) represents a kernel function, while αk are Lagrange
multipliers.

When using a radial basis function (RBF) defined by:

K (x, xk) = e
−‖(x−xk )‖2

σ2 (6)

the optimal parameter combination (γ, σ ) should be estab-
lished, where γ denotes the relative weights to allowed ek
errors during the training phase, and σ is a kernel parame-
ter. For this purpose, a grid-search algorithm in combination
with a k-fold cross-validation is a commonly used method
(Arlot and Celisse 2010).

2.2 Weighted kernel LS-SVMs

In the following section, we present the basics of weighted
kernels in relation to LS-SVM theory.

The weighted kernel function is defined as K (θxi , θx)
where θ is a weight vector of data set features. Without pre-
senting the complete mathematic derivation, which can be
found in Xing et al. (2009) for SVMs and can be adopted for
LS-SVMs, the classification model in dual form with fea-
ture weights is formulated in (7), with the note that feature
weights were also included during the computation of αk

and b.

y(x) = sign

[
N∑

k=1

αk yk K (θx, θxk) + b

]
(7)

From (7), it can be seen that the defined weighted kernel
is not dependent on the type of kernel function (Yao et al.
2006).

The proposed approach used to determine the weight vec-
tor θ = (θ1, θ2, . . . , θd)

T is based on the AHPmethod, and it
will be introduced in detail in Sect. 3. However, as presented
in Guo et al. (2008) and Xing et al. (2009), it should be noted
here that the elements of the feature weight vector obey the
following two conditions:
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0 ≤ θi ≤ 1 i = 1, . . . , d
and
d∑

i=1
θi = 1

(8)

The weighted RBF kernel in (6) can now be rewritten as:

K (x, xk) = e
−‖�(x−xk )‖2

σ2 (9)

where � = diag[θ1, θ2, . . . , θn].
Further, as in the conventional RBF Kernel, the optimal

parameter combination (γ , σ) should be established.

2.3 Basics of the analytic hierarchy process

AHP is a method of selection between sets of factors based
on their relevance in terms of meeting even opposing crite-
ria. The AHP calculation techniques are used on a designed
pairwise comparison matrix to obtain the eigenvector which
represents relative feature values for the obtained criterion.
The pairwise comparison is represented using the Fundamen-
tal 1–9 Scale, as defined by Saaty (1999). The factors could
be classified as Equal importance (denoted with 1), Weak
importance of one over another (denoted with 3), Essential
or strong importance (denoted with 5), Demonstrated—very
strong importance (denoted with 7), and Absolute or extreme
importance (denoted with 9). The remaining four scales are
intermediate values. The successful application of AHP in
various empirical data analysis, which is the result of the clar-
ity of its underlying mathematical principles and its ability
to evaluate decision-making consistency, has led to it being
used on stock market data in this paper.

The AHP calculations can be summarized as follows:
compare n elements, A1 . . . An and determine the signifi-
cance of Ai with respect to A j by pi j to form a reciprocal
matrix P = (pi j )nxn with the implication that pi j = 1/p ji

for i �= j and pii = 1. For precisely measured data, the Pi j
matrix is transitive and the eigenvector ω of the order n can
be calculated such that Pω = λω, where λ is an eigenvalue.
Referring to Coyle (2004), in practice, the first step is to pro-
vide an initial matrix for the pairwise criteria comparisons to
obtain an eigenvector, referred to as theRelativeValueVector
(RVV). Next, for each observed criterion, we need a pairwise
comparisonmatrix (PCM) of howwell the selected input fea-
tures perform in terms of each evaluated criterion. Then, the
evaluation of the Option PerformanceMatrix (OPM) enables
us to present the observed features in terms of the selected
criteria. The final step is the multiplication of the RVV and
the OPM, to obtain the overall ranks.

Due to the inconsistency of the decision-making process,
theω vector generally satisfies the equation Pω = λmaxω and
λmax ≥ n. The relationship between λmax and n determines

the level of (in)consistency of the decisions, where equality
between the two is an indication of consistency.

A Consistency Index (CI) is calculated as (λmax−n)/(n−
1) and needs to be determined in relation to a corresponding
Random consistency Index (RI) (Saaty 1999), which leads
to the calculation of the Consistency Ratio (CR) as follows:
CI/RI. It is established that a CR exceeding 0.1 indicates
inconsistent decisions, while a CR of 0 indicates perfectly
consistent decisions.

3 The proposed approach for feature ranking and
selection

In this section, we explain the proposed feature selection
procedure and the algorithm for determining feature weights
by applying the analytic hierarchy process.

3.1 The proposed AHP evaluation criteria

First, we introduce AHP evaluation criteria for the assess-
ment of the relevance of technical indicators, which in
essence provides the model with a priori knowledge of the
observed stock market. We suggest the construction of tech-
nical trading strategies as a measure of the success of each
technical indicator relied on. A technical trading strategy is
composed of a set of trading rules that are used to generate
trading signals. In general, commonly used trading systems
rely on one or two technical indicators that define the timing
of trading signals (Kaufman 2003; Pauwels 2011). The AHP
evaluation criteria are twofold. The first group consists of
two criteria used to measure the economic relevance of the
selected indicators: cumulative gross return, as a measure of
stock market profitability, and systematic risk as a measure
of market volatility. The third criterion represents a compar-
ison of the trading signals generated with a trading strategy
and the signals generated based on actual stock market index
values, in relation to their achieved prediction accuracy.

3.1.1 Return evaluation

Returns on investments in the case of a specific stock market
index were calculated as the differences between daily index
values presented in national currency, multiplied by the gen-
erated trading signal for the current day. Gross returns were
defined as the cumulative capital gains for a specified period
of time, as follows:

R =
n∑

t=1

St ∗ (CPt − CPt−1) (10)

where St represents the trading signals generated by the trad-
ing strategy. The calculated return on investment value allows
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Fig. 1 Algorithm for feature ranking and selection based on AHP evaluation

us to compare the selected set of technical indicators. For the
evaluation criteria, we created a relative weighting function
which ascribes AHP scale values to the obtained returns,
taking into consideration the min–max range of the resulting
calculations. The same function is applied in the calculations
of the following two criteria.

3.1.2 Risk evaluation

In this study, in addition to return, risk was introduced into
stockmarket prediction as one of the evaluation criteria in the
AHP analysis, since in stock trading the return is balanced
with a proper level of risk (Barak and Modarres 2015; Rabin
2000). Systematic risk, in relation to return, is defined as:

σ =
√√√√ 1

n − 1

n∑

t=1

(Rt − R̄)2 (11)

where R̄ represents the mean value of the gross return R in
a selected time period t.

3.1.3 Accuracy evaluation

As a general measure for the evaluation of the prediction
effect, the Hit Ratio (HR)was used. HRwas calculated based
on the number of properly generated trading signals within
the test group:

HR = 1

m

m∑

i=1

POi (12)

where POi is the prediction output of the i th trading day, that
is, St for the observed trading strategies. POi equals 1 if it is
the actual value for the i th trading day; otherwise, POi equals
0, and m is the number of data in the used data set.

3.2 Determining feature weights by AHP

The proposed approach for the selection of subsets of the
features in accordance with the AHP evaluations is shown in
Fig. 1.
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After forming the initial set of technical indicators, the first
step in the proposed algorithm is the calculation of the crite-
rion values for AHP evaluation. For the technical indicators,
calculate values of the evaluation criterion: return, system-
atic risk and prediction accuracy. TheRelativeValueVector is
calculated by the methods described in Sect. 2.3. Then three
pairwise comparison matrices are constructed. The weights
in the matrices reflect how the technical indicators perform
in terms of each criterion. According to Sect. 2.3, we then
create the Option Performance Matrix, and in the next step
multiply the RVV and the OPM to obtain the overall feature
weights. The weights (θ) determine the relative significance
(ranking) of each input technical indicator candidate in rela-
tion to the criterion values. The following step is the sorting
of the set of technical indicators in descending order accord-
ing to θ values. The goal of this step is to find a feature subset
that will be used for the prediction model. More precisely,
if one plots the weights, the technical indicator that corre-
sponds to the largest weight will add the most information
to the prediction model. At some point the feature relevance
will decrease, leading to what is known as an “angle” effect
in the plot (see Fig. 3). The estimated feature weights for
selected features should proportionally be rescaled in accor-
dance with the constraints defined in (8). In the last step,
kernel weighting is performed by feature multiplication with
rescaled weights, within the input feature space.

4 Experimental results and discussion

This section presents the experimental results and discus-
sion of applying the proposed approach. The goal of the
experimental study is to compare the performance of the
proposed feature ranking and selection approach in combina-
tionwithweightedkernelLS-SVMswith benchmarkmodels.
The section begins with a description of the datasets used in
the experiments, following the experimental setup. Then the
results are presented, and finally a discussion of the results
concludes the section.

The experiments were conducted on the data for the
Belex15, S&P500 and FTSE100 stock market indexes. The
value of indexes determines the price of themost liquid stocks
traded on the regulated market of the observed markets. The
series consists of six time-series values which are deter-
mined for each day: the closing price, the change in the value
of the index in relation to the previous trading day in per-
centages, the opening price, highest price, lowest price and
the trading volume. The data were divided into two groups.
The first group consisted of records required for the model
training, from 26 October 2005 to 31 December 2012. The
Belex15 index training data set consisted of 1793 samples.
The S&P500 training data set consisted of 1775 samples and
the FTSE100 training set consisted of 1851 data samples. For

Fig. 2 Trend fluctuations

the model testing, data from 3 January 2013 to 31 December
2013 were used, a total of 252 days of trading for all the data
series. The results are obtained for one-day-ahead predictions
using data over an extended period of time, 1 trading year, and
exceed most of the time horizons presented in the literature
(Huang et al. 2005; Ni et al. 2011; Yuling et al. 2013).

The stock market trend prediction problem is commonly
modeled as a two-class classification problem where the
classes are labeled with −1 and 1. Class −1 indicates that
the closing price of the current day is higher than the closing
price of the following day. The second class indicates the
opposite. Figure 2 shows the trend fluctuations.

From Fig. 2, it can be noticed that the trend fluctuates
up and down repeatedly, rendering it challenging for predic-
tion.

4.1 Experimental framework

We consider now the set of nine potential input features. In
this study, we rely on the most commonly used technical
indicators—Exponential Moving Average (EMA—the mov-
ing average of the closing price calculated using a smoothing
factor to place a higher weight on recent closing prices),
Relative Strength Index (RSI—the index that measures the
speed and change of price movements), Stochastic Oscilla-
tor % K (an indicator that predicts the price turning points by
comparing a security’s closing price to its price range over a
given time period), Stochastic Oscillator %D (the average of
the last three % K values calculated daily), Moving Average
Convergence–Divergence (MACD, the indicator that mea-
sures the strength and direction of the trend and momentum),
ROC (Rate of Change, the indicator that shows the percentile
change in the closing prices), Commodity Channel Index
(CCI—an indicator used to detect cyclical movements in
price change by measuring stock price variations from its
statistical mean), and SAR (Parabolic Stop and Reverse—
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Table 1 Descriptive statistics for the selected inputs features

Technical indicator BELEX15 S&P500 FTSEl00

Min Max Mean Std dev Min Max Mean Std dev Min Max Mean Std dev

ROC −37.41 38.93 −0.10 7.16 −25.19 20.57 0.29 3.91 −22.83 15.88 0.17 3.83

CCI −400.8 454.5 0.79 118.3 −396.8 286.42 26.32 108.4 −343.94 272.93 17.36 108.6

RSI 0 100 49.46 23.95 9.34 99.3 54.80 15.59 9.06 98.52 53.35 15.92

%K 0 100 48.97 33.32 0 100 61.29 31.54 0 100 58.19 31.1

%D 1.33 99.04 48.98 31.52 1.57 99.15 61.27 28.18 2.61 99.69 58.18 27.94

EMA1 354.39 3304.6 1028.56 722.9 676.53 1842 1297.58 218.9 3512.1 6840.3 5701.21 674.1

EMA10 378.61 3173.1 1029.60 721.3 713.78 1824 1296.32 216.4 3670.5 6725.8 5698.79 665.9

MACD −147.2 230.14 −1.66 39.15 −77.2 25.81 1.94 14.98 −318.28 123.77 3.80 62.97

SAR 347.46 3335.2 1033.14 727.3 666.79 1813.6 1290.96 219 3460.7 6875.6 5676.33 689.3

Table 2 Technical indicators and trading strategies

Technical indicator Formula Trading strategy signals, ST
CPt—closing price, t = 1, 2, . . . , n, LPN /HPN—lowest/highest price in the past N days

EMA EMAt = CPt ∗ k + EMAt−1 ∗ (1 − k), k = 2/(N + 1)

{
1 if EMA1,t > EMA10,t
−1 if EMA1,t < EMA10,t

MACD MACDt = EMA12,t − EMA26,t

{
1 if MACDt > EMA9,t
−1 if MACDt < EMA9,t

RSI RSIt = 100 − 100
1+RSt

RSt =
∑t−d

n=t max(0,CPn−CPn−1)∑t−d
n=t |min(0,CPn−CPn−1)|

{
1 if RSIt−1 ≥ 30 and RSIt ≥ 30
−1 if RSIt−1 ≤ 70 and RSIt ≤ 70

CCI
CCIt = (Mt − SMt )/0.0015Dt

Mt = HPt + CPt + LPt SMt = ∑t
i=t−m+i Mi/m

Dt = ∑t
i=t−m+i |Mi − SMt |/m

{
1 if CCIt > 100 or CCIt > −100
−1 if CCIt < 100 or CCIt < −100

SO
%Kt = 100((CPt − LP14)/(HP14 − LP14))
%D = 1

t

∑3
t=1 %Kt

{
1 if %D < 0.2 and %Kt > %D
−1 if %D > 0.8and %Kt < %D

SAR
SARt+1 = SARt + α(EP − SARt )

EPis the extreme point
αis the acceleration factor

{
1 if CPt > SARt
−1 if CPt < SARt

ROC ROCt = 100((CPt − CPt−n)/CPt−n)

{
1 if ROCt> 0
−1 if ROCt< 0

an indicator which detects stock price trend direction and
determines entry and exit points). Descriptive statistics for
the selected indicators based on the available data sets were
calculated, and are shown in Table 1.

The detailed procedure for calculating these indicators and
the rules for generating trading signals are given in Table 2.

The first step is to provide an initial matrix for the crite-
rion pairwise comparisons. The risk and return criteria are
evaluated based on standard economic theory assumptions
that investors are commonly averse to risk (Levy 2006; Lo
2007). Since the aim of this paper is to improve the precision
of the prediction model, the third criterion is evaluated as the
most significant one. For our calculations, we used a 4-year
trading cycle sub-sample period starting from the beginning
of 2009 and lasting until the end of 2012.

The eigenvector, the Relative Value Vector, is calculated
by the methods described in Sect. 2.3. as RVV = (0.082,
0.236, 0.682)T (Table 3). These three numbers correspond,

Table 3 Pairwise criteria comparison matrix

Return Risk HR RVV

Return 1 1/4 1/6 0.082

Risk 4 1 1/4 0.236

HR 6 4 1 0.682

λmax = 3.1078, consistency ratio = 0.09297

respectively, to the relative values of each criterion of return,
risk and accuracy. The result 0.682 means that the model val-
ues accuracy most of all; 0.236 shows that risk is valued less;
and 0.082 shows that the model values return the least. The
CR value is 0.09297, which is less than the value of the crit-
ical limit 0.1, and thus the model is consistent in its choices.
Previously, the terms technical trading strategies and techni-
cal indicators were used. To simplify the notation for further
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Table 4 Option performance matrixT × RVVT = feature weights (θ)T

EMA MACD RSI CCI SO ROC SAR

BELEX15

Return 0.159 0.239 0.056 0.134 0.020 0.093 0.299

Risk 0.021 0.100 0.274 0.122 0.283 0.100 0.100

HR 0.202 0.199 0.031 0.145 0.024 0.199 0.199

θ 0.156 0.179 0.090 0.139 0.085 0.167 0.184

S&P500

Return 0.039 0.132 0.350 0.334 0.083 0.025 0.037

Risk 0.047 0.046 0.451 0.047 0.315 0.047 0.047

HR 0.209 0.209 0.022 0.234 0.023 0.135 0.168

θ 0.157 0.164 0.150 0.198 0.097 0.105 0.129

FTSE100

Return 0.028 0.140 0.466 0.140 0.140 0.043 0.043

Risk 0.045 0.045 0.441 0.045 0.333 0.045 0.045

HR 0.189 0.193 0.021 0.193 0.022 0.193 0.189

θ 0.142 0.153 0.157 0.153 0.105 0.146 0.143

calculations, these two terms will be considered synonyms,
although in fact a choice of technical indicators is made.

In the next step using three pairwise comparisons matri-
ces, we compare the selected input features in terms of the
gross return, systematic risk and prediction accuracy. Table 4
presents the summarized option performance matrix for the
observed technical indicators.

Based on the final calculation, we obtained a decreasing
order of feature weights and Fig. 3 shows a final summary of
feature relevance.

After obtaining the feature weights, we performed fea-
ture selection by analyzing the results shown in Fig. 3, as
described in Sect. 3.2. It can be noticed from Fig. 3 that the
indicator weights eventually significantly decrease after the
second ranked indicator for the Belex15 and S&P500 index,
and that for the FTSE100 the decrease is significant after the
third indicator. As a result, we selected the first two ranked
indicators as input features for the prediction model for the
Belex15 and S&P500, and the first two rescaled weights to
be incorporated into the LS-SVM kernel. For the FTSE100,

Fig. 3 Decreasing order of the obtained feature weights
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Table 5 Comparison of the feature ranking and selection approaches

Selection approach Selected features Number of features

BELEX15

AHP SAR, MACD 2

MI %K, %D 2

RF CCI, RSI,%K, %D 4

LDC CCI, RSI, %K, %D, MACD 5

S&P500

AHP CCI, MACD 2

MI %K, %D, EMA1, EMA10,
SAR

5

RF ROC, CCI, RSI, %K, %D 5

LDC %K, %D, MACD, SAR 4

FTSE100

AHP RSI, MACD CCI 3

MI CCI, %K, %D 3

RF ROC, CCI, RSI, %K, %D,
MACD

6

LDC CCI, %K, %D 3

we selected the first three ranked indicators. To form the
LS-SVM models, LS-SVMlab (Brabanter et al. 2011) was
used.

4.2 Experimental evaluation

To assess the increase in the accuracy of the proposed model
and its contribution to forecasting research, the accuracy of
the model is compared with the results of other classifica-
tion algorithms:RandomForest (RF) (Breiman2001), Linear
SVM (Chang and Lin 2011) and artificial neural networks
(ANN). For the Random Forest, we used 1000 trees and a
number of features for each split were set to the square root
of the features dimensionality. For the Linear SVM soft, mar-
gin parameter C is fixed to C = 1. For the ANN, we used
two hidden layers with 100 neurons. In addition, we com-
pared the proposed feature selection strategy with several
feature selection approaches: mutual information (MI) with
forward–backward selection (Gómez-Verdejo et al. 2009),
random forest (RF) for feature selection (Genuer 2010), and
a linear discriminant classifier (LDC) with sequential for-
ward selection (He et al. 2013).

First, Table 5 presents the comparison of selected features
according to different feature selection methods.

From Table 5, it can be seen that according to the fea-
ture selection approach, both the number and the set of the
selected input features vary. Thus, for testing purposes, we
built 10 different models, denoted with the abbreviations of
one of the above-mentioned feature selection approaches and
used prediction models. Accordingly, the MI-LS-SVM is a

Table 6 The performance comparison of the individual prediction
models

Prediction model BELEX15 S&P500 FTSE100

LS-SVM 53.57 53.97 51.58

MI-LS-SVM 52.38 53.18 50.79

RF-LS-SVM 52.38 51.19 51.19

LDC-LS-SVM 53.17 51.98 51.19

AHP-WK-LS-SVM∗ 61.11 57.14 57.54

SVM 53.98 53.57 52.78

AHP-WK-SVM 57.54 54.76 55.56

ANN 53.97 58.33 54.37

RF 50.00 51.19 53.57

RW∗ 50.00 48.41 50.00

∗ Statistically different models Nemenyi post-hoc p ≤ 0.05

model trainedwith features selected byMI. TheRF-LS-SVM
is an LS-SVM model trained with features selected by Ran-
domForest. TheLDC-LS-SVM is anLS-SVMmodel trained
with features selected with a linear discriminant classifier.
The AHP-WK-LS-SVM implements the proposed approach
for feature selection and weighted kernel. The AHP-WK-
SVM model incorporates weights obtained from AHP into
the SVM kernel. The Random Walk (RW) model uses the
current value to predict the future value, assuming that the
value in the following period (yt+1) will be equal to the cur-
rent value (yt ). The hit rate values in percentages for observed
data sets according to the initial split of approximately 90 %
for training and 10% for test data are shown in Table 6. All of
the benchmark prediction models used the same experimen-
tal setups across the data series, that is, the same training and
test sets for each experimental data set. All of the models are
builtwithin theMatlabTollboxes byusing additional libraries
where necessary LS-SVMlab (Brabanter et al. 2011), Lib-
SVM (Chang and Lin 2011) and MILCA-MI (Kraskov et al.
2004).

From Table 6 it can be observed that in terms of the
hit rate, the proposed AHP-WK-LS-SVM prediction model
significantly outperforms all the benchmark models for the
BELEX15 and FTSE100 data sets. In comparisonwithANN,
the AHP-WK-LS-SVM obtained hit rate is slightly lower for
the S&P500 index, around 1% less, but significantly higher
for the FTSE100 and Belex15, more than 3 and 7% respec-
tively. Besides the AHP-WK-LS-SVM model, we tried to
incorporateweights obtained fromAHP into theSVMkernel.
From Table 6, it can also be noted that the AHP-WK-SVM
model significantly improves the SVMmodel, by 3% for the
BELEX15 and FTSE100, and more than 1 % for S&P500.

For comparing multiple models on multiple data sets,
a two-stage procedure is recommended (Dešmar 2006).
First, applying Friedman’s test, to test whether the com-
pared models have significant general differences in the
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Table 7 Prediction performance depending on the number of training instances (given in %)

Prediction model 75 50 40 30

BELEX15 S&P500 FTSE100 BELEX15 S&P500 FTSE100 BELEX15 S&P500 FTSE100 BELEX15 S&P500 FTSE100

LS-SVM 54.71 52.77 49.33 55.47 52.31 49.28 56.38 52.10 48.29 57.62 50.92 48.27

MI-LS-SVM 55.49 52.96 49.33 53.72 51.92 49.47 55.66 51.03 48.92 57.20 50.63 49.21

RF-LS-SVM 55.49 53.16 49.14 54.79 51.82 49.01 55.75 50.69 48.85 56.78 50.63 49.69

LDC-LS-SVM 55.88 51.78 49.53 54.59 51.92 49.47 55.91 51.76 48.92 57.62 51.99 48.87

AHP-WK-LS-SVM 59.61 55.34 53.33 57.63 55.07 51.67 57.62 55.39 50.83 58.81 54.79 51.05

SVM 56.08 51.38 48.38 57.24 51.92 48.05 57.21 50.62 47.19 58.11 50.07 47.65

AHP-WK-SVM 58.04 52.77 53.33 57.24 53.89 49.38 57.37 50.95 47.42 58.18 52.68 50.64

ANN 50.39 55.54 52.00 50.69 55.86 50.62 50.20 56.14 51.38 52.72 55.08 50.24

RF 50.00 51.19 53.57 54.31 53.84 49.71 54.21 52.36 49.76 57.13 51.48 49.72

performance, and if the null hypothesis is rejected, at the
second stage applying some post-hoc test. Friedman’s test
is a nonparametric test which is designed to detect differ-
ences among two or more groups. Applying Friedman’s test,
a p value of 0.0057 is obtained. Thus, the null hypothesis is
rejected at the 5 % significance level, which indicates sta-
tistically significant differences in the mean ranks among
the compared models. For the post-hoc test, the Nemenyi
test was used, which indicates no significant differences
at the 0.05 significance level between the obtained pre-
diction models, except between AHP-WK-LS-SVM and
RW.

Finally, we compared the accuracy of the proposed predic-
tion model with other benchmark classifiers, depending on
the number of training instances, and the results are shown
in Table 7.

Based on the results presented in Table 7 it can be seen that
for all the splits and series, our proposed AHP-based features
ranking and selection approach improved the LS-SVM and
SVM prediction accuracy. For BELEX15 and FTSE100 data
series, the proposed model had the highest hit rate among all
the benchmark models, while for S&P500 the recorded hit
rate was only slightly lower than that of the ANN and same
trend was noted for all the splits.

5 Conclusion

One possible approach for improving stockmarket trend pre-
diction is presented in this paper. The proposedmethodology
is based on the concept of AHP analysis for feature rank-
ing and selection. In addition, we used a weighted kernel
to increase the generalization performance of the LS-SVM
prediction model, where the kernel is weighted based on the
feature relevance obtained by the conducted AHP analysis.
The influence of the weighted kernel and feature selection
led to a significant increase in the prediction accuracy. In
addition, the set of feature weights obtained by the proposed

approach can also independently be incorporated into other
kernel-based learners, beside LS-SVMs.

The improvement in hit rates obtained on the test sets that
contain data for 1 trading year can be considered a significant
improvement, considering the fact that the stockmarket trend
is predicted for the purpose of the optimization of investment
strategies on the financial markets. Thus, percent increase in
model precision can lead to a gain in terms of profit, since it
results in greater return and a decrease in the risk involved
in trading. Therefore, future improvements will focus on the
study of criteria relevant to investors with different prefer-
ences regarding risk. Also, further work should include the
formation of an ensemblemodel, where the outputs from sev-
eral models would be combined into a final model by some
aggregating scheme.
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