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Introduction to the Series

This series consists of a number of hitherto unpublished studies, which are
introduced by the editors in the belief that they represent fresh contribu-
tions to economic science.

The term ‘economic analysis’ as used in the title of the series has been
adopted because it covers both the activities of the theoretical economist
and the research worker.

Although the analytical method used by the various contributors are not
the same, they are nevertheless conditioned by the common origin of their
studies, namely theoretical problems encountered in practical research.
Since for this reason, business cycle research and national accounting,
research work on behalf of economic policy, and problems of planning
are the main sources of the subjects dealt with, they necessarily determine
the manner of approach adopted by the authors. Their methods tend to
be ‘practical’ in the sense of not being too far remote from application to
actual economic conditions. In addition, they are quantitative.

It is the hope of the editors that the publication of these studies will
help to stimulate the exchange of scientific information and to reinforce
international cooperation in the field of economics.

The Editors
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Preface

Panel data econometrics has evolved rapidly over the last decade. Dynamic
panel data estimation, non-linear panel data methods and the phenomenal
growth in non-stationary panel data econometrics makes this an exciting
area of research in econometrics. The 11th international conference on
panel data held at Texas A&M University, College Station, Texas, June
2004, witnessed about 150 participants and 100 papers on panel data.
This volume includes some of the papers presented at that conference
and other solicited papers that made it through the refereeing process.
Theoretical econometrics contributions includgai and Kao who sug-
gest a factor model approach to model cross-section dependence in the
panel co-integrated regression setting; Lejeune who proposes new esti-
mation methods and some diagnostics tests for a general heteroskedastic
error component model with unbalanced panel data; Ullah and Huang who
study the finite sample properties of feasible GLS for the random effects
model with non-normal errors; Kazemi and Crouchley who suggest a prag-
matic approach to the problem of estimating a dynamic panel regression
with random effects under various assumptions about the nature of the
initial conditions; Krishnakumar who uses a generalized version of the
Frisch—-Waugh theorem to extend Mundlak’s (1978) results for the error
component modeEmpirical applications includeSickles and Williams
who estimate a dynamic model of crime using panel data from the 1958
Philadelphia Birth Cohort study; Baltagi and Griffin who find that at least
4 structural breaks in a panel data on liquor consumption for 21 Swedish
counties over the period 1956-1999; Boumahdi, Chaaban and Thomas
who estimate a flexible AIDS demand model for agricultural imports into
Lebanon incorporating a three-way error component model that allows
for product, country and time effects as separate unobserved determinants
of import demand; Bigrn, Skjerpen and Wangen who are concerned with
the analysis of heterogeneous log-linear relationships (and specifically
Cobb-Douglas production functions) at the firm-level and at the corre-
sponding aggregate industry level. They use unbalanced panel data on
firms from two Norwegian manufacturing industries over the period 1972—
1993; Cermefio and Grier who apply a model that accounts for conditional
heteroskedasticity and cross-sectional dependence to a panel of monthly
inflation rates of the G7 over the period 1978.2-2003.9; Yasar, Nelson
and Rejesus who use plant level panel data for Turkish manufacturing in-
dustries to analyze the relative importance of short-run versus long-run
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dynamics of the export-productivity relationship; Drine and Rault who
focus on developing countries and analyze the long-run relationship be-
tween real exchange rate and some macroeconomic variables, via panel
unit root and cointegration tests; Harris, Tang and Tseng who quantify
the impact of employee turnover on productivity using an Australian busi-
ness longitudinal survey over the period 1994/5 to 1997/8; Kaltchev who
uses proprietary and confidential panel data on 113 public U.S. compa-
nies over the period 1997-2003 to analyze the demand for Directors’ and
Officers’ liability insurance; Ortega-Diaz who assesses how income in-
equality influences economic growth across 32 Mexican States over the
period 1960-2002.

Theoretical econometrics contributions

Bai and Kao suggest a factor model approach to model cross-section de-
pendence in the panel co-integrated regression setting. Factor models are
used to study world business cycles as well as common macro shocks
like international financial crises or oil price shocks. Factor models offer

a significant reduction in the number of sources of cross-sectional depen-
dence in panel data and they allow for heterogeneous response to common
shocks through heterogeneous factor loadings. Bai and Kao suggest a
continuous-updated fully modified estimator for this model and show that

it has better finite sample performance than OLS and a two step fully mod-
ified estimator.

Lejeune proposes new estimation methods for a general heteroskedastic
error component model with unbalanced panel data, namely the Gaussian
pseudo maximum likelihood of order 2. In addition, Lejeune suggests
some diagnostics tests for heteroskedasticity, misspecification testing us-
ing m-tests, Hausman type and Information type tests. Lejeune applies
these methods to estimate and test a translog production function using
an unbalanced panel of 824 French firms observed over the period 1979—
1988.

Ullah and Huang study the finite sample properties of feasible GLS for
the random effects model with non-normal errors. They study the effects
of skewness and excess kurtosis on the bias and mean squared error of
the estimator using asymptotic expansions. This is done for l&rgad
fixed T', under the assumption that the first four moments of the error are
finite.

Kazemi and Crouchley suggest a pragmatic approach to the problem of
estimating a dynamic panel regression with random effects under various
assumptions about the nature of the initial conditions. They find that the
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full maximum likelihood improves the consistency results if the relation-
ships between random effects, initial conditions and explanatory variables
are correctly specified. They illustrate this by testing a variety of different
hypothetical models in empirical contexts. They use information criteria
to select the best approximating model.

Krishnakumar uses a generalized version of the Frisch—-Waugh theo-
rem to extend Mundlak’s (1978) results for the error component model
with individual effects that are correlated with the explanatory variables.
In particular, this extension is concerned with the presence of time invari-
ant variables and correlated specific effects.

Empirical contributions

The paper by Sickles and Williams estimates a dynamic model of crime
using panel data from the 1958 Philadelphia Birth Cohort study. Agents
are rational and anticipate the future consequence of their actions. The
authors investigate the role of social capital through the influence of social
norms on the decision to participate in crime. They find that the initial level
of social capital stock is important in determining the pattern of criminal
involvement in adulthood.

The paper by Baltagi and Griffin uses panel data on liquor consump-
tion for 21 Swedish counties over the period 1956-1999. It finds that at
least 4 structural breaks are necessary to account for the sharp decline in
per-capita liquor consumption over this period. The first structural break
coincides with the 1980 advertising ban, but subsequent breaks do not
appear linked to particular policy initiatives. Baltagi and Griffin inter-
pret these results as taste change accounting for increasing concerns with
health issues and changing drinking mores.

The paper by Boumahdi, Chaaban and Thomas estimate a flexible AIDS
demand model for agricultural imports into Lebanon incorporating a three-
way error component model that allows for product, country and time
effects as separate unobserved determinants of import demand. In their
application to trade in agricultural commodities the authors are primarily
concerned with the estimation of import demand elasticities. Convention-
ally, such estimates are frequently obtained from time series data that
ignore the substitution elasticities across commodities, and thus implicitly
ignore the cross-sectional dimension of the data. Exhaustive daily trans-
actions (both imports and exports) data are obtained from the Lebanese
customs administration for the years 1997-2002. Restricting their atten-
tion to major agricultural commodities (meat, dairy products, cereals, ani-
mals and vegetable fats and sugar), they estimate an import share equation
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for European products as a function of own-price and competitors prices.
Competition is taking place between European countries, Arab and re-
gional countries, North and South America and the rest of the world. The
import share equations are estimated by allowing for parameter hetero-
geneity across the 5 commodity groups, and tests for the validity of the
multi-way error components specification are performed using unbalanced
panel data. Estimation results show that this specification is generally sup-
ported by the data.

The paper by Bigrn, Skjerpen and Wangen is concerned with the
analysis of heterogeneous log-linear relationships (and specifically Cobb—
Douglas production functions) at the firm-level and at the correspond-
ing aggregate industry level. While the presence of aggregation bias in
log-linear models is widely recognized, considerable empirical analysis
continues to be conducted ignoring the problem. This paper derives a de-
composition that highlights the source of biases that arise in aggregate
work. It defines some aggregate elasticity measures and illustrates these
in an empirical exercise based on firm-level data in two Norwegian manu-
facturing industries: The pulp and paper industry (2823 observations, 237
firms) and the basic metals industry (2078 observations, 166 firms) ob-
served over the period 1972-1993.

The paper by Cermefo and Grier specify a model that accounts for
conditional heteroskedasticity and cross-sectional dependence within a
typical panel data framework. The paper applies this model to a panel of
monthly inflation rates of the G7 over the period 1978.2-2003.9 and finds
significant and quite persistent patterns of volatility and cross-sectional
dependence. The authors use the model to test two hypotheses about the
inter-relationship between inflation and inflation uncertainty, finding no
support for the hypothesis that higher inflation uncertainty produces higher
average inflation rates and strong support for the hypothesis that higher in-
flation is less predictable.

The paper by Yasar, Nelson and Rejesus uses plant level panel data
for Turkish manufacturing industries to analyze the relative importance
of short-run versus long-run dynamics of the export-productivity relation-
ship. The adopted econometric approach is a panel data error correction
model that is estimated by means of system GMM. The data consists of
plants with more than 25 employees from two industries, the textile and
apparel industry and the motor vehicles and parts industry, observed over
the period 1987-1997. They find that “permanent productivity shocks gen-
erate larger long-run export level responses, as compared to long-run pro-
ductivity responses from permanent export shocks”. This result suggests
that industrial policy should be geared toward permanent improvements
in plant-productivity in order to have sustainable long-run export and eco-
nomic growth.
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The paper by Drine and Rault focuses on developing countries and
analyzes the long-run relationship between real exchange rate and some
macroeconomic variables, via panel unit root and cointegration tests. The
results show that the degrees of development and of openness of the econ-
omy strongly influence the real exchange rate. The panels considered are
relatively small: Asia§y = 7, T = 21), Africa(N = 21,T = 16) and
Latin America (Vv = 17,T = 23).

The paper by Harris, Tang and Tseng consider a balanced panel of
medium sized firms drawn from the Australian business longitudinal sur-
vey over the period 1994/5 to 1997/8. The paper sets out to quantify the
impact of employee turnover on productivity and finds that the optimal
turnover rate is 0.22. This is higher than the sample median of 0.14 which
raises the question about whether there are institutional rigidities hinder-
ing resource allocation in the labor market.

The paper by Kaltchev uses proprietary and confidential panel data on
113 public U.S. companies over the period 1997-2003 to analyze the de-
mand for Directors’ and Officers’ liability insurance. Applying system
GMM methods to a dynamic panel data model on this insurance data,
Kaltchev rejects that this theory is habit driven but still finds some role
for persistence. He also confirms the hypothesis that smaller companies
demand more insurance. Other empirical findings include the following:
Returns are significant in determining the amount of insurance and com-
panies in financial distress demand higher insurance limits. Indicators of
financial health such as leverage and volatility are significant, but not cor-
porate governance.

The paper by Ortega-Diaz assesses how income inequality influences
economic growth across 32 Mexican States over the period 1960-2002.
Using dynamic panel data analysis, with both, urban personal income for
grouped data and household income from national surveys, Ortega-Diaz
finds that inequality and growth are positively related. This relationship is
stable across variable definitions and data sets, but varies across regions
and trade periods. A negative influence of inequality on growth is found
in a period of restrictive trade policies. In contrast, a positive relationship
is found in a period of trade openness.

| hope the readers enjoy this set of 15 papers on panel data and share
my view on the wide spread use of panels in all fields of economics as
clear from the applications. | would like to thank the anonymous referees
that helped in reviewing these manuscripts. Also, Jennifer Broaddus for
her editorial assistance and handling of these manuscripts.

Badi H. Baltagi
College Station, Texas and Syracuse, New York
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CHAPTER 1

On the Estimation and Inference of a Panel
Cointegration Model with Cross-Sectional
Dependence

Jushan Bdiand Chihwa Kab

aDepartment of Economics, New York University, New York, NY 10003, USA and Department of Economics,
Tsinghua University, Beijing 10084, China
E-mail addressJushan.Bai@nyu.edu
bCenter for Policy Research and Department of Economics, Syracuse University, Syracuse, NY 13244-1020, USA
E-mail addresscdkao@maxwell.syr.edu

Abstract

Most of the existing literature on panel data cointegration assumes cross-
sectional independence, an assumption that is difficult to satisfy. This pa-
per studies panel cointegration under cross-sectional dependence, which
is characterized by a factor structure. We derive the limiting distribution of

a fully modified estimator for the panel cointegrating coefficients. We also
propose a continuous-updated fully modified (CUP-FM) estimator. Monte
Carlo results show that the CUP-FM estimator has better small sample
properties than the two-step FM (2S-FM) and OLS estimators.

Keywords: panel data, cross-sectional dependence, factor analysis, CUP-
FM, 2S5-FM

JEL classifications:C13, C33
1.1 Introduction

A convenient but difficult to justify assumption in panel cointegration
analysis is cross-sectional independence. Left untreated, cross-sectional
dependence causes bias and inconsistency estimation, as argued by
Andrews (2005) In this paper, we use a factor structure to characterize
cross-sectional dependence. Factors models are especially suited for this
purpose. One major source of cross-section correlation in macroeconomic
data is common shocks, e.g., oil price shocks and international financial
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crises. Common shocks drive the underlying comovement of economic
variables. Factor models provide an effective way to extract the comove-
ment and have been used in various studi€soss-sectional correlation
exists even in micro level data because of herd behavior (fashions, fads,
and imitation cascades) either at firm level or household level. The general
state of an economy (recessions or booms) also affects household decision
making. Factor models accommodate individual’s different responses to
common shocks through heterogeneous factor loadings.

Panel data models with correlated cross-sectional units are important
due to increasing availability of large panel data sets and increasing inter-
connectedness of the economies. Despite the immense interest in testing
for panel unit roots and cointegratiémot much attention has been paid
to the issues of cross-sectional dependence. Studies using factor models
for nonstationary data includBai and Ng (2004)Bai (2004) Phillips
and Sul (2003)andMoon and Perron (2004Chang (2002proposed to
use a nonlinear IV estimation to construct a new panel unit rootHesit.
et al. (1999)considered a problem of determining the number of common
trends.Baltagi et al. (2004)derived several Lagrange Multiplier tests for
the panel data regression model with spatial error correlaRobertson
and Symon (2000Coakleyet al. (2002)andPesaran (2004)roposed to
use common factors to capture the cross-sectional dependence in station-
ary panel models. All these studies focus on either stationary data or panel
unit root studies rather than panel cointegration.

This paper makes three contributions. First, it adds to the literature by
suggesting a factor model for panel cointegrations. Second, it proposes a
continuous-updated fully modified (CUP-FM) estimator. Third, it provides
a comparison for the finite sample properties of the OLS, two-step fully
modified (2S-FM), CUP-FM estimators.

The rest of the paper is organized as follows. Secfighintroduces
the model. Sectiofh.3presents assumptions. Sectidné and 1.5levelop
the asymptotic theory for the OLS and fully modified (FM) estimators.
Sectionl.6 discusses a feasible FM estimator and suggests a CUP-FM
estimator. Sectiorl.7 makes some remarks on hypothesis testing. Sec-
tion 1.8 presents Monte Carlo results to illustrate the finite sample proper-
ties of the OLS and FM estimators. Sectib® summarizes the findings.
Appendix Alcontains the proofs of lemmas and theorems.

The following notations are used in the paper. We write the integral

fol W(s)ds as [ W when there is no ambiguity over limits. We define

1 For exampleStock and Watson (20025regory and Head (1999Forni and Reichlin
(1998)andForniet al. (2000)to name a few.
2 SeeBaltagi and Kao (2000for a recent survey.
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2212 to be any matrix such tha? = (£21/2)(£21/2)’. We use||A|| to de-
note{tr(A’A)}¥/2, |A| to denote the determinant df = to denote weak

convergence,—p> to denote convergence in probabilify,] to denote the
largest integex x, I(0) andI (1) to signify a time-series that is integrated
of order zero and one, respectively, @ill(£2) to denote Brownian mo-
tion with the covariance matri. We letM < oo be a generic positive
number, not depending dh or n.

1.2 The model

Consider the following fixed effect panel regression:

vir =i + Bxit +eyr, i=1...,n,t=1,...,T, (1.2)
wherey;; is 1 x 1, B is a 1 x k vector of the slope parametets, is the
intercept, and;; is the stationary regression error. We assumeithas a
k x 1 integrated processes of order one foi althere

Xit = Xir—1+ &iz-

Under these specification€l.1) describes a system of cointegrated re-
gressions, i.ey;, is cointegrated with;,. The initialization of this system
is yio = xio = O,(1) asT — oo for all i. The individual constant
term «; can be extended into general deterministic time trends such as
aoi + a1t + -+ + oyt or other deterministic component. To model the
cross-sectional dependence we assume the errordgrrigllows a factor
model (e.g.Bai and Ng, 2002, 2004

eir = M Fr 4+ ujg, (1.2)

whereF; is ar x 1 vector of common factorg, is ar x 1 vector of factor
loadings andy;; is the idiosyncratic component ef;, which means

E(eisejr) = M E(F F))Aj,
I.e.,e;; ande;; are correlated due to the common factéys

REMARK 1.1. We could also allow;; to have a factor structure such that
gir = y{ Fy + nir-

Then we can uselx;, to estimateF, andy;. Or we can use;, together
with Ax;, to estimateF;, A; andy;. In generalg;, can be of the form

it = ¥/ Fr + /G + nir,

whereF; andG, are zero mean processes, gpdare usually independent
overi andt.
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1.3 Assumptions

Our analysis is based on the following assumptions.

ASSUMPTION1.1. Asn — oo, 137 a1, — X, ar x r positive

''n
definite matrix.

ASSUMPTION1.2. Letw;, = (F/, ui,¢;,). For each, w;; = IT;(L)v;;
= > 2o Mijvie—j, 2520 J*Iijll < oo, |T; ()| # O, for somea > 1,
wherev;, is i.i.d. overz. In addition,Ev;; = 0, E(v;;v;,) = X, > 0, and
E|vi|I®B < M < cc.

AssuUMPTION 1.3. F; and u;; are independenty;, are independent
across.

UnderAssumption 1.2a multivariate invariance principle far;; holds,

i.e., the partial sum proces:% YTl satisfies:

1 (Tr]

75 Zw” = B(2;) asT — oo foralli, (1.3)
=1

where

Br
B = [3} |
Bsi

The long-run covariance matrix ¢fv;, } is given by

o0
Q=Y E(wiow))

j=—00
= I1;() X, IT; (1)
=X+ +TI
ri  S2Fui  2Fei
= | 2uri  Sui  Suei |,
-QsFi Qsm’ Qai
where
00 I'ri  Trui T'pei
=Y Ewow))=|Turi Tui T (1.4)
j=1 FeFi Fsui Fei
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and

Yri Yrui XFei
X = E(wiowlfo) = | XuFi Dui Zuei
Yeri Yewi e

are partitioned conformably withly;,. We denote

1
92,)%;291"
1=

1 n
r=lim 2.0

i=1
and
1 n
T = lim - X; )%
1=

ASSUMPTION1.4. £2,; is nonsingular, i.e {x;;}, are not cointegrated.

Define
Fi  $2Fui Fgi
i = . Qe =
bi [Qum Qui i| bei [Qusii|
and

Rbei = 2pi — 2bei 2., e

Then, B; can be rewritten as
1/2 —-1/2
B — Bpi — ‘Qb.si ‘ngi‘Qai Vi (1 5)
' By 0 Q1?2 Wi |” '
&l

where
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is a standardized Brownian motion. Define the one-sided long-run covari-
ance

A =X+ 1
o.¢]
=Y E(wiow];)
j=0
with
Api Apei
A = .
' |:Asbi Agi :|

REMARK 1.2. (1) Assumption 1.lis a standard assumption in factor
models (e.g.Bai and Ng, 2002, 2004to ensure the factor structure is
identifiable. We only consider nonrandom factor loadings for simplicity.
Our results still hold when the]s are random, provided they are indepen-
dent of the factors and idiosyncratic errors, aifh; |4 < M.

(2) Assumption 1.2assumes that the random factoFs, and idiosyn-
cratic shocksu;,, €/,) are stationary linear processes. Note thaande;,
are allowed to be correlated. In particulas, may have a factor structure
as inRemark 1.1

(3) Assumption of independence madeAissumption 1.3etweenF;
andu;, can be relaxed followin@®ai and Ng (2002)Nevertheless, inde-
pendence is not a restricted assumption since cross-sectional correlations
in the regression erroks; are taken into account by the common factors.

1.4 OLS

Let us first study the limiting distribution of the OLS estimator for Equa-
tion (1.1). The OLS estimator o is

n

T n T -1
PoLs = [Z > yir i — xl-)/} {Z D i — Xi) Cxig — xi)/} :

i=1t=1 i=1t=1
(1.6)

THEOREM 1.1. UnderAssumptiond.1-1.4 we have
VT (BoLs — B) — V/néur

R _
= N (o, 69;1{,1le00 =D S2peikiei + szu_g,-szg»]ﬂg 1>,
i=1
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as(n, T — oo) with 7= — Owhere

|:Z)‘/<~QF81 &i ( szt(xlt x,) /2+AFei)
2
+~Qust ( le[(xlt xl) i +Aueii|
-1
1.1 & _,
X ;ZﬁZ(xit—xit)(xit—xi) )
i=1 =1

REMARK 1.3. Itis also possible to construct the bias-corrected OLS by
using the averages of the long run covariances. Note

E[én1]

1[ 1 1 \1
~ — Z)\, .QFg, + AFel - _Quei + Auei _Qe

n 2 6
[ n

1 1 \*
Z(_E)OVEQFH + Qusi) + )L;AFsi + Ausi:| (éfzs)

Li=1

1
n

n
i=1 i=1 i=1

1< 1 \1
+ - Ausi) <_~Q8) .
n 4 6
i=1

It can be shown by a central limit theorem that

Vn(8ur — E[8,71) = N(O, B)
for someB. Therefore,
VT (BoLs — B) — VnE[8,7]

= VT (BoLs — B) — /ndur + V/n(8ur — El8u7))
= N(0, A)

1< 1 1< 1<
= (_Z(_E))\;QF&' + ;Z-Quai + EZ)L;AF”

for someaA.
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1.5 FM estimator

Next we examine the limiting distribution of the FM estimatggy. The

FM estimator was suggested Billips and Hansen (199®) a different
context (nonpanel data). The FM estimator is constructed by making cor-
rections for endogeneity and serial correlation to the OLS estinfiafios

in (1.6). The endogeneity correction is achieved by modifying the variable
vir, in (1.1) with the transformation

Vb= yie = M RFei + Rue) 21 Axiy.
The serial correlation correction term has the form
Az_gi = Apei — Qbsi-Qg_ilAei

— [A}_eii|
= A+ .

uei

Therefore, the infeasible FM estimator is

n T
B [Z(Z G — %) — T( A%, + A;,:,.))}

i=1\r=1
n T -1
x [Z D (i — %) (g — m’} : (1.7)
i=1t=1

Now, we state the limiting distribution gfgp.

THEOREM1.2. LetAssumption4.1-1.4hold. Then asn, T — oo) with

n
7—0

VT (Bem — B)

gl 18 _
= N(O, 652, l{n“_)moo - Z(MQF.si)»iQei + Qu.eiQsi)}Qg 1)-
i=1

REMARK 1.4. The asymptotic distribution ihheorem 1.2s reduced to

JnT (Bem — B) = N (0, 6981<< im ZA?) Q2re+ 9))
n—-oon P

if the long-run covariances are the same across the cross-sectional unit
andr = 1.



On the Estimation and Inference of a Panel Cointegration Model 11
1.6 Feasible FM

In this section we investigate the limiting distribution of the feasible FM.
We will show that the limiting distribution of the feasible FM is not af-
fected when\;, £2;;, 2:pi, $2:i, andA,y; are estimated. To estimatg, we
use the method of principal components useftiock and Watson (2002)
LetA = (A, A2, ..., Ay) and F = (Fy, Fo, ..., Fr). The method of
principal components of and F minimizes

n T
1 N 2
V)= T E § (éir — A F)?,

i=1r=1

where

éir = yir — @i — Bxis

= (e — i) — Blxi — %),

with a consistent estimatgs. Concentrating out. and using the nor-
malization thatF’F/T = I, the optimization problem is identical to
maX|m|zmg WF'(ZZ"F), whereZ = (é1,€é2,...,¢é,) is T x n with
e; = (é1,¢i2,...,¢e;7). The estimated factor matrix, denoted By a

T x r matrix, |sf T times eigenvectors corresponding to thérgest
eigenvalues of th& x T matrixZZ’, and

N =(FF)Fz

Fz
T

is the corresponding matrix of the estimated factor loadings. It is known
that the solution to the above minimization problem is not unique J;e.,
and F; are not directly identifiable but they are identifiable up to a trans-
formation H. For our setup, knowindf A; is as good as knowing;. For
example in(1.7) using A; AFH will give the same information as using
MH'HTIAL smceAj;gl is also identifiable up to a transformation, i.e.,
MH'H'7YAT = M A}, Therefore, when assessing the properties of the
estlmates we only need to consider the differences in the space spanned by,
say, between; anda; .

Define the feasible FM@FM, with A;, F,, 2,, andQ in place ofx;, F;,
X, ands$2;,

BFM = |:Z (Z Vit (x” - xl) - T()\'/A_FFSI + A:sz)>j|

i=1

—1
X |:Z Z(Xit — X)) (xir — J?i)/:| ,

i=11t=1
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where

/\+ _ . A/ o . —~ . /\_1 ]

y' _ylt_()\"QFst +ngl)98i Ax,t
andAFSl andAuel are defined similarly.

Assume that2; = 2 for all i. Let
(M 2Fs + 2ue) 2, Axiy,

e = eir —

~

Aban - Z Abez ’
and

1 n
+ _ +
Aban - ; Z Absi'
i=1

Then

\/ET(,éFM — Bem)

- | (e

~TA
- (Z ey (xig — %)’
=1

)
i

n T
— D D Wi = ) (i — )

—TAS

ben

n

i=1t=1

(T
i=1 \t

2 Z Z(xl[ — X)) (Xir — X;

i=1t=1

nT

)

(& — ) (xie — %)
1

+
ben

)

,r

o+ +
A Aban

ben

—T(

i)
I

Before we provéheorem 1.3ve need the following lemmas.

LEMMA 1.1. Under Assumptiond.1-1. 4[(A

Lemma 1.1can be proved similarly by
(1999)andMoon and Perron (2004)

LEMMA 1.2. Supposéssumptiond.1-1.4
rankr such that agn, T — o0)

bsn) - OP (1)

ben

followindphillips and Moon

hold. There exists afl with
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() }:nx-—Hxn (’J).

(i) Let c, (z =1,2,...,n) be a sequence of random matrices such that
¢; = 0,(1) and 1 27:1 leiI> = O, (1) then

—Z(x — HA) i =0, (521 )

wheres,; = min{\/n, v/T}.

Bai and Ng (2002¥showed that for a knowéy; that the average squared
deviations betweeh; andH; vanish as: andT both tend to infinity and
the rate of convergence is the minimummand 7. Lemma 1.2can be
proved similarly by followingBai and Ng (2002)hat parameter estimation
uncertainty forg has no impact on the null limit distribution of.

LEMMA 1.3. UnderAssumptiond.1-1.4

vﬁ }:}: — e} ) (xir — %) = 0,(1)

i=11t=1

as(n, T — o0) and% — 0.
Then we have the following theorem:

THEOREM 1.3. Under Assumptionsl.1-1.4and (n, T — o0) and

Jn

T—>O

VT (Bem — Bem) = 0,(1).

In the literature, the FM-type estimators usually were computed with a
two-step procedure, by assuming an initial consistent estimage sy
BoLs. Then, one constructs estimates of the long-run covariance matrix,

2M, and loadingi". The 2S-FM, denotedyq is obtained using2®
andi.:

n T
51 ~+(1 - (1) (1 —+(1
Pss = [ (Z Sip Vi =5 = TGO AL + AL )))}
i=1 \r=1
n

T -1
X |: Z(xll X)) (Xir — X;i) :| . (18)
i=11t=
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In this paper, we propose a CUP-FM estimator. The CUP-FM is con-
structed by estimating parameters and long-run covariance matrix and
loading recursively. Thugew, 2 and?; are estimated repeatedly, until
convergence is reached. In Sectib8, we find the CUP-FM has a supe-
rior small sample properties as compared with the 2S-FM, i.e., CUP-FM
has smaller bias than the common 2S-FM estimator. The CUP-FM is de-
fined as

n T
Bcup = [Z (Z I (Beup) (xir — %)’

i=1 \r=1

- T()A»Q (BCUP)AAJESZ- (Bcup) + Z;:,- (Bcu@))]

n T -1
X {Z D (i — %) (xit —za-)/} : (1.9)

i=1t=1

REMARK 1.5. (1) In this paper, we assume the number of factors
known.Bai and Ng (2002showed that the number of factors can be found
by minimizing the following:

n+T nT
1C(k) = log(V (k) + k( e > Iog(n n T).

(2) Once the estimates af;;, w;; = (ft’, i, Ax[,), were estimated,
we used

. 1 n T o
= ﬁzzw”w;t (1.10)
i=11r=1
to estimate>', where
ﬁn Z:%t_'i;ﬁ;

£2 was estimated by
N T
~ 1 1 PN
2 = ; Z{? Zwl'twl{t
i=1 =1
1t T
I wa Y @i+ wit_fw;t>}, (L11)
=1 t=1+1

where (gl is aAweight function or a kernel. UsinBhillips and Moon
(1999) X; and$2; can be shown to be consistent {6y ands2;.
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1.7 Hypothesis testing

We now consider a linear hypothesis that involves the elements of the co-
efficient vectorg. We show that hypothesis tests constructed using the FM
estimator have asymptotic chi-squared distributions. The null hypothesis
has the form:

Ho: RB =r, (1.12)

wherer is am x 1 known vector and is a knownm x k matrix describing
the restrictions. A natural test statistic of the Wald test uging is

n—oon

1 .
W = énTZ(RﬁFM — r)/|:6 { lim = Z(A Qr eihi 2ei

—1
+ ﬁu.eiﬁsi)}ﬁg]} (RBem — 7). (1.13)

It is clear thatW converges in distribution to a chi-squared random
variable withk degrees of freedormkz, as(n, T — oo) under the null
hypothesis. Hence, we establish the following theorem:

THEOREM1.4. If Assumptiond.1-1.4hold, then under the null hypoth-
esis(1.12) with (n, T — o), W = x2,

REMARK 1.6. (1) One common application ®heorem 1.4s the single-
coefficient test: one of the coefficient is zefy; = fo,

R=[0 0 --- 1 0 --- 0]
andr = 0. We can construct astatistic

;= «/ﬁT(,BJ;;M - ,30)’ (1.14)

where
1 n
sz = |:6~Q;1{n|Lmoo ; Z(A;QF.sikiQsi + -Qu.sigei)} g_l:| ”7
= Ji
the jth diagonal element of
|:6-Qg_ {n“—>moo; Z()\ QFsz)\ -Q + Q ez)} g_ :|

It follows that
tj = N(O,1). (1.15)



16 J. Bai and C. Kao

(2) General nonlinear parameter restriction suchHas h(8) =
whereh(.), is k* x 1 vector of smooth functions such th% has full
rankk* can be conducted in a similar fashion agheorem 1.4Thus, the
Wald test has the following form

Wy = nTzh(BFM)/‘/;h_lh(/éFM)»
where

-1 <3h(l3FM)> _1<3h(ﬁ|:|v|))
h aﬂ/ B 3ﬂ

and

Vs = 6£2; { lim = Z(A 2r.si02eii + 2u. 8,98,)} 27l (116)

n—oon

It follows that

Wh = sz*

as(n, T — o0).

1.8 Monte Carlo simulations

In this section, we conduct Monte Carlo experiments to assess the finite
sample properties of OLS and FM estimators. The simulations were per-
formed by a Sun SparcServer 1000 and an Ultra Enterprise 3000. GAUSS
3.2.31 and COINT 2.0 were used to perform the simulations. Random
numbers for error termsf*, u},, e7,) were generated by the GAUSS pro-
cedure RNDNS. At each replication, we generated @+ 1000 length
of random numbers and then split it inteeries so that each series had the
same mean and variance. The first 1,000 observations were discarded for
each serie.F;*}, {u},} and{s},} were constructed witlk;* = 0, uj; = 0
ande’, = 0.

To compare the performance of the OLS and FM estimators we con-
ducted Monte Carlo experiments based on a design which is similar to
Kao and Chiang (2000)

Yir = o + Bxir + e,
ejr = )\;Ft + uijs,
and

Xit = Xir—1+ &z
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fori=1,...,n,t=1,...,T,where
F; Ff 0 0 0 Fr
(u,-,) = (u}kt) + ( 0 03 —04) ( ut,_ 1) (2.17)
it &l 031 032 0.6 eh_q
with

Fr d 0 1 o012 o013
() 2 ([e}m X =)
&, 0 o31 o032 1

For this experiment, we have a single facter= 1) and; are gen-
erated from i.i.d.N(u;,1). We letu, = 0.1. We generated; from a
uniform distribution,U[0, 10], and seB = 2. FromTheorems 1.1-1.®e
know that the asymptotic results depend upon variances and covariances
of F;, u;; andg;;. Here we setr12 = 0. The design irf1.17)is a good one
since the endogeneity of the system is controlled by only four parameters,
031, 032, 031 andosy. We chooséz; = 0.8, 632 = 0.4, 031 = —0.8 and
63> = 0.4.

The estimate of the long-run covariance matrix1rill)was obtained
by using the procedure KERNEL in COINT 2.0 with a Bartlett window.
The lag truncation number was set arbitrarily at five. Results with other
kernels, such as Parzen and quadratic spectral kernels, are not reported,
because no essential differences were found for most cases.

Next, we recorded the results from our Monte Carlo experiments that
examined the finite-sample properties of (a) the OLS estimatars in
(1.6), (b) the 2S-FM estimatofizs, in (1.8), (c) the two-step naive FM es-
timator, ﬂFM, proposed byKao and Chlang (200@NndPhillips and Moon
(1999) (d) the CUP-FM estimatofcup, in (1.9) and (e) the CUP naive
FM estlmatorﬁF,\,I which is similar to the two-step naive FM except the
iteration goes beyond two steps. The naive FM estimators are obtained
assuming the cross-sectional independence. The maximum number of the
iteration for CUP-FM estimators is set to 20. The results we report are
based on 1,000 replications and are summarizdaintes 1.1-1.4All the
FM estimators were obtained by using a Bartlett window of lag length five
asin(1.11)

Table 1.1reports the Monte Carlo means and standard deviations (in
parentheses) @BoLs—8), (B2s—B), (By—B), (Bcup—B), and(By—B)
for sample size§ = n = (20, 40, 60). The biases of the OLS estimator,
BOLS, decrease at a rate @f For example, withy;, = 1 andoy = 1, the
bias atT = 20is—0.045, atT = 40is—0.024, and af’ = 60 is—0.015.
Also, the biases stay the same for different values,cdindor.

While we expected the OLS estimator to be biased, we expected FM
estimators to produce better estimates. However, it is noticeable that the



Table 1.1. Means biases and standard deviation of OLS and FM estimators

opy=1 o) = /10 oy =+/05
o.s Fv FMP FM¢ FMY oOLS FM® FMP FM¢ FMY oOLS FM® FMP  FMC  FMmd

T=20 —-0.045 —-0.025 —-0.029 —0.001 —0.006 —0.046 —0.025 —0.029 —0.001 —0.006 —0.045 —0.025 —0.029 —0.001 —0.006
(0.029 (0.028 (0.029 (0.034 (0.030 (0.059 (0.054 (0.059 (0.076 (0.060 (0.026) (0.026) (0.026 (0.030 (0.028
T =40 -0.024 —-0.008 —0.011 —0.002 —0.005 —0.024 —0.009 —0.012 —0.003 —0.005 —0.024 —0.008 —0.011 —0.002 —0.005
(0.010 (0.010 (0.010 (0.010 (0.010 (0.0200 (0.019 (0.019 (0.021) (0.018 (0.009 (0.009 (0.009 (0.009 (0.009
T =60 —-0.015 —0.004 —0.005 —0.001 —0.003 —0.015 —0.003 —0.005 —0.001 —0.002 —0.015 —0.004 —0.005 —0.001 —0.003
(0.006 (0.005 (0.005 (0.005 (0.005 (0.01H (0.010 (0.010 (0.011) (0.0100 (0.005 (0.005 (0.005 (0.005 (0.004
or =+/10

T =20 —0.054 —-0.022 —-0.036 Q011 —-0.005 —0.057 —0.024 —0.038 Q013 —0.003 —0.054 —0.022 —0.036 Q011 —0.005
(0.061) (0.054 (0.061) (0.078 (0.062 (0.176) (0.156 (0.177) (0.228 (0.177) (0.046 (0.042 (0.047) (0.059 (0.047)
T =40 —0.028 —-0.007 —-0.015 Q001 —-0.007 —0.030 —0.009 —-0.017 —0.001 —0.009 —0.028 —0.007 —0.014 Q001 —-0.007
(0.021) (0.019 (0.019 (0.021) (0.019 (0.059 (0.054 (0.057 (0.061) (0.053 (0.016 (0.015 (0.015 (0.016 (0.01H
T =60 —0.018 —-0.002 —0.007 Q001 —0.004 —0.017 —0.001 —0.006 Q002 —0.003 —0.018 —0.002 —0.007 Q001 —-0.004
(0.011) (0.011) (0.011) (0.011) (0.010 (0.032 (0.029 (0.0300 (0.031) (0.029 (0.009 (0.008 (0.008 (0.009 (0.008
op = /05
T =20 —0.044 —-0.025 —0.028 —0.003 —0.006 —0.045 —0.026 —0.028 —0.002 —0.006 —0.044 —0.026 —0.028 —0.003 —0.006
(0.026) (0.026) (0.026) (0.030 (0.028 (0.045 (0.041) (0.045 (0.056 (0.046) (0.024 (0.025 (0.025 (0.028 (0.026
T =40 —0.023 —-0.009 —0.010 —0.003 —0.004 —0.023 —0.009 —0.011 —0.003 —0.005 —0.023 —0.009 —0.010 —0.003 —0.004
(0.009 (0.009 (0.009 (0.009 (0.009 (0.016 (0.015 (0.015 (0.016 (0.014 (0.009 (0.009 (0.009 (0.009 (0.008
T =60 —0.015 —-0.004 —0.005 —0.001 —0.003 —0.015 —0.004 —0.005 —0.001 —0.002 —0.015 —0.004 —0.005 —0.001 —0.003
(0.005 (0.005 (0.005 (0.005 (0.005 (0.009 (0.008 (0.008 (0.008 (0.008 (0.005 (0.005 (0.005 (0.005 (0.004

Note: (a) FM is the 2S-FM, FM is the naive 2S-FM, Flis the CUP-FM and FMlis the naive CUP-FM. (b)y, = 0.1,031 = —0.8,091 = —0.4,
631 = 0.8, anddrq = 0.4.

8T

oey "D pue feg [
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Table 1.2. Means biases and standard deviation of OLS and FM
estimators for differents and T

(n,T) oLS FMR FMP FMC Fmd
(20, 20) —0.045 —0.019 —0.022 —0.001 —0.006
(0.029 (0.028) (0.029 (0.034) (0.030
(20, 40) —0.024 —0.006 —0.009 —0.001 —0.004
(0.014 (0.014) (0.013 (0.014) (0.013
(20, 60) -0.017 —0.004 —0.006 —0.001 —0.003
(0.010 (0.009) (0.009 (0.009 (0.009)
(20,120 —0.008 —0.001 —0.002 —0.000 —0.001
(0.005) (0.004) (0.005) (0.004) (0.004)
(40, 20) —0.044 -0.018 -0.021 —0.002 —0.006
(0.02D) (0.019 (0.019 (0.023 (0.020)
(40, 40) —0.024 —0.007 —0.009 —0.002 —0.004
(0.010 (0.010 (0.010 (0.010 (0.010
(40, 60) -0.015 —0.003 —0.005 —0.001 —0.002
(0.007) (0.007) (0.007) (0.007) (0.007)
(40,120 —0.008 —0.001 —0.002 —0.001 —0.001
(0.003) (0.003) (0.003 (0.003 (0.003)
(60, 20) —0.044 -0.018 -0.022 —0.002 —0.007
(0.017) (0.016) (0.016 (0.019 (0.017)
(60, 40) —0.022 —0.006 —0.008 —0.002 —0.004
(0.009 (0.008) (0.008) (0.008) (0.008)
(60, 60) —0.015 —0.003 —0.005 —0.001 —0.003
(0.006) (0.005) (0.005 (0.005) (0.005)
(60,120 —0.008 —0.001 —0.002 —0.001 —0.001
(0.003) (0.002) (0.002) (0.002) (0.002)
(120, 20) —0.044 -0.018 —0.022 —0.002 —0.007
(0.013 (0.01D) (0.012) (0.013 (0.012)
(120, 40) -0.022 —0.006 —0.008 —0.002 —0.004
(0.006) (0.006) (0.006) (0.006) (0.006)
(120, 60) —0.015 —0.003 —0.005 —0.001 —0.003
(0.004) (0.004) (0.004) (0.004) (0.004)
(120,120 —0.008 —0.001 —0.002 —0.001 —0.002
(0.002 (0.002) (0.002) (0.002) (0.002)

Note:u; = 0.1,037 = —0.8,091 = —0.4,637 = 0.8, anddy; = 0.4.

2S-FM estimator still has a downward bias for all valuesrpfandop,
though the biases are smaller. In general, the 2S-FM estimator presents
the same degree of difficulty with bias as does the OLS estimator. This is
probably due to the failure of the nonparametric correction procedure.

In contrast, the results ifable 1.1show that the CUP-FM, is distinctly
superior to the OLS and 2S-FM estimators for all cases in terms of the
mean biases. Clearly, the CUP-FM outperforms both the OLS and 2S-FM
estimators.



Table 1.3. Means biases and standard deviation of t-statistics

oy=1

OoLS

FM  FMP FM¢ FMY oS FM® FMP FMS FMY oOLS FM®  FMP FMC  FMmd

T=20 —-1994

—1.155 —-1.518 —0.056 —0.285 —0.929 —0.546 —0.813 —0.006 —0.122 —2.248 —1.299 —1.656 —0.071 —0.321

(1.205 (1.267) (1.484 (1.283 (1.341) (1.149 (1.059 (1.4995 (1.205 (1.254 (1.219 (1.325 (1.490 (1.314 (1.366

T=40 —-2915

—0.941 -1.363 —0.227 —0.559 —1.355 —0.465 —0.766 —0.128 —0.326 —3.288 —1.056 —1.474 —0.250 —0.602

(1.202 (1.101) (1.248 (1.054 (1.141) (1.127) (0.913 (1.207) (0.912 (1.049 (1.221) (1.15D (1.253 (1.096 (1.159

T =60 —3465

—0.709 —1.158 —0.195 —0.574 —1.552 —0.308 —0.568 —0.074 —0.261 —3.926 —0.814 —1.280 —0.229 —0.643

(1.227) (1.04) (1.177 (0.996 (1.100 (1.146 (0.868 (1.113 (0.851) (1.016 (1.244 (1.09) (1.189 (1.042 (1.118

op =+/10
T=20 —1078

—0.484 —-0.984 Q180 —-0.096 —0.373 —0.154 —0.350 Q085 —-0.006 —1.427 —0.639 1257 Q229 -0.138

(1147 (1.063 (1.50D (1.220 (1.271) (1.119 (0.987 (1.508 (1.194 (1.223 (1.163 (1.117) (1.498 (1.244 (1.30D

T=40 —-1575

—0.355 -0.963 Q042 —0.407 —0.561 —0.152 —0.397 —0.014 —0.190 —2.082 —0.453 —1.211 Q073 —0.506

(113D (0917 (1.214 (0.926 (1.063 (1.097) (0.844 (1.179 (0.871) (1.008 (1.154 (0.967) (1.232 (0.967) (1.096

T=60 —1.809

—0.155 -0.776 Q111 —-0.390 —0.588 —0.041 —0.247 Q049 —-0.111 —-2424 —-0.212 —-1.019 Q143 —-0.523

(1.158 (0.879 (1.131) (0.867) (1.035 (1.108 (0.812 (1.078 (0.811) (0.983 (1.192 (0.929 (1.162 (0.909 (1.069

or =+05
T=20 —-2196

—1319 —-1.606 —0.137 —0.327 —1.203 —0.734 —1.008 —0.054 —0.176 —2.367 —1.421 —1.692 —0.157 —0.351

(1219 (1.325 (1489 (1.307) (1.362 (1.164) (1112 (1.488 (1.217) (1.273 (1.231) (1.363 (1.492 (1.324) (1.379

T=40 -3214

—1.093 —1.415 -0.311 -0.576 —1.752 —0.619 —0.922 —0.188 —0.385 —3.462 —1.176 —1.481 —0.333 —0.599

(1.226) (1.057) (1.155 (1.104 (1.169 (1.148 (0.962 (1.222 (0.944 (1.087 (1.236 (1.185 (1.255 (1.121) (1.168

T=60 —3839

—0.868 —1.217 —0.296 —0.602 —2.037 —0.446 —0.712 —0.139 —0.331 —4.149 —0.949 —1.295 —0.329 —0.646

(1.239 (1.088 (1.183 (1.037 (1.112 (1.169 (0.908 (1.131) (0.88D (1.038 (1.249 (1.123 (1.190 (1.069 (1.122

Note: (a) FM is the 2S-FM, FM is the naive 2S-FM, Flis the CUP-FM and FMlis the naive CUP-FM. (b)y, = 0.1,031 = —0.8,091 = —0.4,

631 = 0.8, anddrq = 0.4.

(014
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Table 1.4. Means biases and standard deviation of t-statistics for
differentn and T

(n,T) oLS FMR FMP FMC Fmd
(20, 20) ~1.994 -0.738 ~1.032 —0.056 —0.286
(1.205 (1.098) (1.291) (1.283 (1.341)
(20, 40) —2.051 —0.465 —0.725 —0.105 -0.332
(1179 (0.999 (1126 (1.046) (1114
(20, 60) —2.129 —0.404 —0.684 -0.162 -0.421
(1.221) (0.963) (1278 (0.983 (111D
(20,120 —2.001 -0.213 —0.456 —0.095 -0.327
(1222 (0.923 (1083 (0.931) (1072
(40, 20) —2.759 —1.017 —1.404 -0.103 —0.402
(1.237) (1.116) (1.291) (1.235 (1.307)
(40, 40) —2915 —0.699 -1.075 -0.227 —0.559
(1.202) (1.004) (1145 (1.054) (1141
(40, 60) —2.859 —0.486 —0.835 -0.173 —0.493
(1278 (0.998) (117D (1.014 (1154
(40,120 —2.829 —0.336 —0.642 -0.181 —0.472
(1.209 (0.892) (1.047) (0.899 (1.037)
(60, 20) —3.403 ~1.252 —1.740 ~0.152 —-0534
(1.215 (1145 (1279 (1.289 (1329
(60, 40) —3.496 —0.807 ~1.238 —0.255 -0.635
(1.247) (1016 (1165 (1.053 (1.155
(60, 60) —3.465 ~0573 —0.987 —0.195 —0574
(1.227) (0.974) (111D (0.996) (1.100
(60,120 —3515 —0.435 —0.819 —0.243 —0.609
(1197 (0.908) (1.03D) (0.913 (1.020
(120, 20) —4.829 ~1.758 —2.450 —0.221 —0.760
(1.345 (1162 (1.327) (1.223 (1.308)
(120, 40) —4.862 —1.080 ~1679 —0.307 -0.831
(1.254) (1.022) (1.159 (1.059 (1143
(120, 60) —4.901 —0.852 ~1.419 -0.329 —0.846
(1.239 (0.964) (1.097) (0.979 (1.077)
(120,120 ~5.016 —0.622 ~1.203 ~0.352 —0.908
(1.248 (0.922) (1.059 (0.927) (1.048)

Note:u; = 0.1,037 = —0.8,091 = —0.4,637 = 0.8, anddy; = 0.4.

It is important to know the effects of the variations in panel dimen-
sions on the results, since the actual panel data have a wide variety of
cross-section and time-series dimensidiahle 1.2considers 16 different
combinations fon andT, each ranging from 20 to 120 withg; = —0.8,

o021 = —0.4, 631 = 0.8, andfy1 = 0.4. First, we notice that the cross-
section dimension has no significant effect on the biases of all estimators.
From this it seems that in practice tliedimension must exceed the
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dimension, especially for the OLS and 2S-FM estimators, in order to get
a good approximation of the limiting distributions of the estimators. For
example, for OLS estimator ifable 1.2 the reported bias;0.008, is sub-
stantially less fo(T = 120, n = 40) thanitis for eithe(T = 40, n = 40)

(the bias is—0.024), or(T = 40,n = 120 (the bias is—0.022). The re-
sults inTable 1.2again confirm the superiority of the CUP-FM.

Monte Carlo means and standard deviations of teetistic,ts—g,, are
given inTable 1.3 Here, the OLS-statistic is the conventionastatistic
as printed by standard statistical packages. With all values, @hdo g
with the exceptiors;, = /10, the CUP-FMr-statistic is well approxi-
mated by a standard¥ (0, 1) suggested from the asymptotic results. The
CUP-FM¢-statistic is much closer to the standard normal density than the
OLS-statistic and the 2S-FMstatistic. The 2S-FM-statistic is not well
approximated by a standangd(0, 1).

Table 1.4shows that both the OL&statistic and the FM-statistics
become more negatively biased as the dimension of cross-section
creases. The heavily negative biases of the 2S#F¢tatistic in Tables
1.3-1.4again indicate the poor performance of the 2S-FM estimator. For
the CUP-FM, the biases decrease rapidly and the standard errors converge
to 1.0 asT increases. R

It is known that when the length of time series is short the estinfzate
in (1.11) may be sensitive to the length of the bandwidthTables 1.2
and 1.4 we first investigate the sensitivity of the FM estimators with re-
spect to the choice of length of the bandwidth. We extend the experiments
by changing the lag length from 5 to other values for a Barlett window.
Overall, the results (not reported here) show that changing the lag length
from 5 to other values does not lead to substantial changes in biases for
the FM estimators and theirstatistics.

1.9 Conclusion

A factor approach to panel models with cross-sectional dependence is use-
ful when both the time series and cross-sectional dimensions are large.
This approach also provides significant reduction in the number of vari-
ables that may cause the cross-sectional dependence in panel data. In
this paper, we study the estimation and inference of a panel cointe-
gration model with cross-sectional dependence. The paper contributes
to the growing literature on panel data with cross-sectional dependence
by (i) discussing limiting distributions for the OLS and FM estimators,
(i) suggesting a CUP-FM estimator and (iii) investigating the finite sam-
ple proprieties of the OLS, CUP-FM and 2S-FM estimators. Itis found that
the 2S-FM and OLS estimators have a nonnegligible bias in finite samples,
and that the CUP-FM estimator improves over the other two estimators.
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Appendix A1

Let

n T
= |:Z Z(xiz — Xi)(xir — ii)/:|-

i=11r=1
Note

VnT (BoLs — B)

[ 1 11 -1
= \/E;Z< Zelt(xzt X;) >:||: ﬁBnTi|
L i=1
= \/E%ZﬁiT} |:%Z§2iT:|
i=1 i=1

= Vnénrléanr] ™t

_ T - T T <
wherex; = 31 xi, 5i = £ 31 vie, Sur = = Y g ein(xie — %),
1 T - - 1
Lot = 77 21 (Kie — X)) (i — X', Evr = 3 Do ur, andégr =
%Z?:l §2i_T._Before going into the next theorem, we need to consider
some preliminary results.
Defines2; = lim,oc 1 Y7, £2.; and

—12 1/2
|:2:)L (QF&‘I / ( Zx,z(xzt Xi )*Qgi/ +AF£i)
-1/2
+Qu819 /< Zx,t(xzt xz)-Q +Auszj|

If Assumptions 1.1-1.Hold, then
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LEMMA Al.1. (@)JAs(n, T — 00),

11, 51
——=B,7 > =£2,.
nr2 "7 6 ¢
(b)As(n, T — oo) with 7= — O,

11 n T
ﬁ(;? DO i — %) - 9")
i=11t=1

1
= N(O 6n||—>moo ; Z{)\ FeirhiS2e + S24. 51951}>

ProoOF (a) and (b) can be shown easily by following Theorem 8 in
Phillips and Moon (1999) O

Al1.1 Proof of Theorem 1.1

ProoE Recall that

VnT (BoLs — B) — n—[ZA’(Q (i S2
17
X (; > (i —@))5281/2 + AF8i>
=1
+Q 9‘1/2 Zx (i — %) | 217+ A 1iBT_1
eui it'\Xit i cui T2 n
1o _
= |:«/ﬁz Z{(liT (-QFEIQ 12
( Zx”(x,t X )Q +AF81>
- Qusz-Ql/Z(T sz{t(xit - Xi)) ‘Qéli/z + Ayei }j|
. ) 711:1
X |:;z§2ﬂ:|
|:«/7 ZCllTiH: Z{ZzTi|

= \/_glnT §2nT ,
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where

—1 2
{fingliT_)\- (QFst / ( E Xt(xzz—xl ).Q +AF81>
— Qe 2 ! § (i — %) | 227+ Auei
T =1 ! ”

and
1 n
Ednr = . Z it
i=1
First, we note fromLemma Al.1b) that
. 1. 1&
\/’qéln]‘ = N 07 6n||—>moo ; Z{)\iQF.si)\igsi + Qu.sl\Qsi}
i=1

as(n,T — oo) andz — 0. Using the Slutsky theorem and (a) from
Lemma Al.]1 we obtain

NI I

N(O, 682, [nleOO; D (M 2reiki2ei + . 8,98,)}9 1).

i=1
Hence,

VT (Bots — B) — V/nbur

Y I _
N(0,692,3 im = (A 2p.eihiSei + Qu.eifei) (2.1
n—-oon 4 1
1=

(A1.2)
proving the theorem, where

o2 1/2
|:Z)\ (QFEZ / ( let(xll X )*le'/ +AF8i)
12 1 - 1/2
+ 2uei 2, (7 D X (i — x») 2,1+ Am}

=1

11 -1
X ;ﬁBnT .

Therefore, we establishdtheorem 1.1 O
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Al.2 Proof ofTheorem 1.2
PROOF Let
Fi = F — Qrei2; €,
and
Ul = wis — Q2uei$2,; et

The FM estimator of8 can be rewritten as follows

n T
BFM = [Z(Z ythr(xit - )Ei)/ - T()L Altst + Autsz)):|BnTl

i=1 \r=1

n T
=B+ [Z (Z(A, FF+ul) (i — 3

i=1 \r=1
~T(MAL, + A:al)):| B, ;. (A1.2)
First, we rescaléfrm — B) by /nT

VT (Bem — B) = f Z Z [ Fif A+ uf) i — %)
i= l

11 -1
— A A;&‘l A ][__B”T]

ueil| 72
|:«/_ Z &y T} |:1 Zn: §2'T}_l
=t
= VnElyr éznT] ; (A1.3)
whereg“llT = + Ll F 4+ ) (i — %) — M AL, — Af,1, and

=20
=181
Modlfylng Theorem 11 irPhillips and Moon (1999 ndKao and Chi-

ang (2000)we can show that a&, T — oo) with 7z — 0

n<__22 i zt(x”_xl) _)‘AFsz)>

i=1t=1

1. 1
= N (0, G n|l_>moo - Z )»EQF.si)»iQsi>
i=1
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and combing this wit\ssumption 1.4hat F; andu;, are independent and
Lemma Al.1a) yields

VnT (Bem — B)
Ll
= N<O, 69;1{ lim =% (A 2r.ihiQei + Qu_giszg,-)}sz;l)
as required. O

Al1.3 Proof ofLemma 1.3

PROOE We note I[\atk,- is estimating H);, and §Fg is estimating
HYQp,. Thusi:$2r, is estimating); 2., which is the object of in-
terest. For the purpose of notational simplicity, we shall assHieing
ar x r identify matrix in our proof below. From

e = ey — (AL 2Fe + 2ue) 2. Axiy
and

e = eir — (Vs + 2ue) 2,  Axiy,

1

€y — €
_ A 5 \5-1 / 1y AL
_[{( i$2Fe + §2ue)$2; " — (M $2Fs + $2ue) 2, }szt]
= —[{AiR2Fe 2, — A R2pe 2, + Rue 27 — 20271 A
Then,
11 n T
T D (2ue27t = 2ue27Y) Axis (i — %)
i=11r=1
11 n T
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i=1t=1
= Op(l)op(l)

= Op (1)
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because

Q2,27 - 2,271 =0,(1)
and

ZZAxn(x,t %) = 0p(1).

i=11t=1
Thus
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The remainder of the proof needs to show that
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ZZA (A — &) Axie(xip — %)/

llll

ZZ(A — WA Ay (xiy — Xi)'

i=11t=1
=1+11, say

Term [ is a row vector. Let/; be thejth component of’. Let ¢; be the
jth column of an identity matrix so thd; = (0,...,0,1,0,...0)". Left
multiply 7 by ¢; to obtain thejth component, which is scalar and thus is
equal to its trace. That is

I _tr|:(A A)(——ZZA Axiy (xip — %)L A>:|

i=1r=1

=tr[(A — )0,(1)]

= Op(l)op(l)

= Op(l)
because 7 311 31 A Axir(xir — %)% = Op(D) andA — A =
0,(D).

Next consider I. Lete; = AL 371 Axi(xi; — %) Thene; = Op(1)

andi " Jlcill2 = 0, (D), thus byLemma 1.%ii), we have

1 A
<= Z(x; — e

-0 ()~ 50

o (%))
= 0,(D)

since(n, T — 00) and4 — 0. This establishes

— = Z Z()»QQFsQS_l - )A»;Q\Fsﬁg_l)Axit(xiz — X)) =0,(1)

and provedemma 1.3 O



30 J. Bai and C. Kao
References

Andrews, D.W.K. (2005), “Cross-section regression with common shoEksihometrica
Vol. 73, pp. 1551-1586.

Bai, J. (2004), “Estimating cross-section common stochastic trends in nonstationary panel
data”,Journal of EconometrigsVol. 122, pp. 137-183.

Bai, J., Ng, S. (2002), “Determining the number of factors in approximate factor models”,
Econometrica Vol. 70, pp. 191-221.

Bai, J., Ng, S. (2004), “A panic attack on unit roots and cointegratiBobnometrica \Vol.

72, pp. 1127-1177.

Baltagi, B., Kao, C. (2000), “Nonstationary panels, cointegration in panels and dynamic
panels: a survey’Advances in Econometricd/ol. 15, pp. 7-51.

Baltagi, B., Song, S.H., Koh, W. (2004), “Testing panel data regression models with spatial
error correlation” Journal of Econometri¢gs\Vol. 117, pp. 123-150.

Chang, Y. (2002), “Nonlinear IV unit root tests in panels with cross-sectional dependency”,
Journal of EconometrigsVol. 116, pp. 261-292.

Coakley, J., Fuerts, A., Smith, R.P. (2002), “A principal components approach to cross-
section dependence in panels”, Manuscript, Birckbeck College, University of London.

Forni, M., Reichlin, L. (1998), “Let’s get real: a factor-analytic approach to disaggregated
business cycle dynamicsReview of Economic Studie¥ol. 65, pp. 453-473.

Forni, M., Hallin, M., Lippi, M., Reichlin, L. (2000), “Reference cycles: the NBER
methodology revisited”, CEPR Discussion Paper 2400.

Gregory, A., Head, A. (1999), “Common and country-specific fluctuations in productiv-
ity, investment, and the current accounigurnal of Monetary Economics\Vol. 44,
pp. 423-452.

Hall, S.G., Lazarova, S., Urga, G. (1999), “A principle component analysis of common
stochastic trends in heterogeneous panel data: some Monte Carlo evidertmd
Bulletin of Economics and Statistic¥ol. 61, pp. 749-767.

Kao, C., Chiang, M.H. (2000), “On the estimation and inference of a cointegrated regres-
sion in panel data”Advances in Econometricd/ol. 15, pp. 179-222.

Moon, H.R., Perron, B. (2004), “Testing for a unit root in panels with dynamic factors”,
Journal of Econometrigs\Vol. 122, pp. 81-126.

Pesaran, H. (2004), “Estimation and inference in large heterogenous panels with a multi-
factor error structure”, Manuscript, Trinity College, Cambridge.

Phillips, P.C.B., Hansen, B.E. (1990), “Statistical inference in instrumental variables re-
gression with (1) processesReview of Economic Studie¥ol. 57, pp. 99-125.

Phillips, P.C.B., Moon, H. (1999), “Linear regression limit theory for nonstationary panel
data”,Econometrica Vol. 67, pp. 1057-1111.

Phillips, P.C.B., Sul, D. (2003), “Dynamic panel estimation and homogeneity testing under
cross section dependenc&gonometric Journal Vol. 6, pp. 217-259.

Robertson, D., Symon, J. (2000), “Factor residuals in SUR regressions: estimating panels
allowing for cross sectional correlation”, Manuscript, Faculty of Economics and Poli-
tics, University of Cambridge.

Stock, J.H., Watson, M.W. (2002), “Forecasting using principal components from a large
number of predictors”Journal of the American Statistical Associatiorvol. 97,
pp. 1167-1179.



Panel Data Econometrics

B.H. Baltagi (Editor)

© 2006 Elsevier B.V. All rights reserved
DOI: 10.1016/S0573-8555(06)74002-0

CHAPTER 2

A Full Heteroscedastic One-Way Error
Components Model: Pseudo-Maximum
Likelihood Estimation and Specification Testing

Bernard Lejeune
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E-mail addressB.Lejeune@ulg.ac.be

Abstract

This paper proposes an extension of the standard one-way error compo-
nents model allowing for heteroscedasticity in both the individual-specific
and the general error terms, as well as for unbalanced panel. On the
grounds of its computational convenience, its potential efficiency, its ro-
bustness to non-normality and its robustness to possible misspecification
of the assumed scedastic structure of the data, we argue for estimating this
model by Gaussian pseudo-maximum likelihood of order two. Further, we
review how, taking advantage of the powerful m-testing framework, the
correct specification of the prominent aspects of the model may be tested.
We survey potentially useful nested, non-nested, Hausman and information
matrix type diagnostic tests of both the mean and the variance specifica-
tion of the model. Finally, we illustrate the usefulness of our proposed
model and estimation and diagnostic testing procedures through an em-
pirical example.

Keywords: error components model, heteroscedasticity, unbalanced panel
data, pseudo-maximum likelihood estimation, m-testing

JEL classifications:C12, C22, C52
2.1 Introduction
As largely acknowledged, heteroscedasticity is endemic when working

with microeconomic cross-section data. One of its common sources is dif-
ferences in size (the level of the variables) across individuals. This kind of
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heteroscedasticity is mechanical. It is simply a consequence of the addi-
tive disturbance structure of the classical regression model. It is generally
tackled by performing a logarithmic transformation of the dependent vari-
able. However, even after accounting in such a way for differences in
size, numerous cases remain where we cannot expect the error variance
to be constant. On one hand, there is a priori no reason to believe that the
logarithmic specification postulating similar percentage variations across
observations is relevant. In the production field for example, observations
for lower outputs firms seem likely to evoke larger variances Batagi

and Griffin, 1988. On the other hand, the error variance may also vary
across observations of similar size. For example, the variance of firms out-
puts might depend upon their capital intensity.

Obviously, there is no reason to expect the heteroscedasticity problems
associated with microeconomic panel data to be markedly different from
those encountered in work with cross-section data. Nonetheless, the issue
of heteroscedasticity has received somewhat limited attention in the liter-
ature related to panel data error components models.

Seemingly, the first authors who dealt with the problem wWéazodier
and Trognon (1978)Subsequent contributions includéerbon (1980),

Rao et al. (1981), Magnus (1982), Baltagi (1988), Baltagi and Grif-
fin (1988), Randolph (1988), Wansbeek (1989), Li and Stengos (1994),
Holly and Gardiol (2000), Roy (2002), Phillips (2003), Baltasgi al.
(2004)andLejeune (2004)

Within the framework of the classical one-way error components re-
gression model, the issues considered by these papers can be summarized
as follows. BothMazodier and Trognon (197&)nd Baltagi and Griffin
(1988)are concerned with estimating a model allowing for changing vari-
ances of the individual-specific error term across individuals, i.e. they
assume that we may write the compaosite erroe;as= w; + v, vir ~
(0,02 while u; ~ (0,02). Phillips (2003)considers a similar model
where heteroscedasticity occurs only through individual-specific variances
changing across strata of individuaRaoet al. (1981), Magnus (1982),
Baltagi (1988)andWansbeek (198%dopt a different specification, allow-
ing for changing variances of the general error term across individuals, i.e.
assume that;, ~ (0, o2) while u; ~ (0, 02). Verbon (1980)s interested
in Lagrange Multiplier (LM) testing of the standard normally distributed
homoscedastic one-way error components model against the heteroscedas-
tic alternativev;; ~ N(O, 02) andu; ~ N(O, o ) wherea andau
are, up to a multiplicative constant identical parametrlc functlons of a
vector of time-invariant explanatory variabl&s, i.e. Uv,- = avqu(Z,y)

ando? = oi¢(Z;y). Baltagiet al. (2004) consider a joint LM test of



A Full Heteroscedastic One-Way Error Components Model 33

the same null hypothesis but against the more general heteroscedastic al-
ternativev;; ~ N (O, a -)andu; ~ N(O, o] ) wherea andou are,

up to a multiplicative constant possibly dn‘ferent parametric functions
of vectors of explanatory variables’ and Z?, i.e.02 = 02¢,(Z}y1)
ando? = 02, (Z%y2). They further consider “marginal” LM tests of
again the same null hypothesis but against the “marginal” heteroscedas-
tic alternatives, on one hana;, ~ N(0,6Z) andu; ~ N(0,02),

and on the other handy; ~ N(0,02) andu; ~ N(0,c%). The lat-

ter test was previously obtained Iolly and Gardiol (200Q)Lejeune
(2004) provides a distribution-free joint test and robust one-directional
tests of the null hypothesis of no individual effect and heteroscedas-
ticity. These tests allow one to detect, from preliminary (pooled) OLS
estimation of the model, the possible simultaneous presence of both in-
dividual effects and heteroscedasticiBandolph (1988foncentrates on
supplying an observation-by-observation data transformation for a full
heteroscedastic error components model assumin@,that (0, o - ) and

pi ~ (0,0 ) Provided that the variance:sf and aﬂ are known this
transformation allows generalized least squares estimates to be obtained
from ordinary least squareki and Stengos (1994jeal with adaptive es-
timation of an error components model supposing heteroscedasticity of
unknown form for the general error term, i.e. assume that- (0, ‘73)

while v;; ~ (0,02 ), whereo?2 is a non-parametric functiop(Z;,) of a
vector of explanatory variablgs;;. Likewise,Roy (2002)considers adap-

tive estimation of a error components model also assuming heteroscedas-
ticity of unknown form, but for the individual-specific error term, i.e.
supposes that; ~ (0, o2) while v;, ~ (0, o.2). ExceptRaoet al.(1981),
Randolph (1988andLejeune (2004)all these papers consider balanced
panels.

In this paper, we are concerned with estimation and specification test-
ing of a full heteroscedastic one-way error components linear regression
model specified in the spirit dkandolph (1988andBaltagiet al. (2004)

In short, we assume that the (conditional) variam;fe,sando,fi are dis-

tinct parametric functions of, respectively, vectors of explanatory variables
Zl andZ?, i.e.02 = ¢,(ZLy1) ando? = ¢, (Z%y2). Further, we treat

the model in the context of unbalanced panels. This specification differs
from the previously proposed formulations of estimable heteroscedastic
error components models as it simultaneously embodies three characteris-
tics. First, heteroscedasticity distinctly applies to both individual-specific
and general error components. Second, (non-linear) variance functions are
parametrically specified. Finally, the model allows for unbalanced panels.



34 B. Lejeune

Explicitly allowing for unbalanced panels is obviously desirable. In-
deed, at least for micro-data, incompleteness is rather the rule than the ex-
ception. Specifying parametric variance functions is also attractive. First,
this strategy avoids incidental parameter (and thus consistency) prob-
lems arising from any attempt to model changing variances by grouped
heteroscedasticity when the number of individual units is large but the
number of observations per individual is small, i.e. in typical microeco-
nomic panel datasets. Second, provided that the functional forms of the
variance functions are judiciously chosen, it prevents problems due to
estimated variances being negative or zero. Finally, since the variance es-
timates may have intrinsic values of their own as indicators of the between
and within individual heterogeneity, parametric forms are convenient for
ease of interpretation.

The heuristic background for allowing heteroscedasticity to distinctly
apply to both individual-specific and general error components is the fol-
lowing. In essence, except for the fact that it may be broken down into an
individual-specific and a general component, the composite error term in
panel data is not different from a cross-section error term. Accordingly, all
we said about the possible sources of heteroscedasticity in cross-section
may be roughly applied to the panel data composite error term. The only
new issue is to assess the plausible origin — between and/or within, i.e.
the individual-specific error and/or the general error — of any given cross-
section like heteroscedasticity in the composite error term. Clearly, the
answer depends upon the situation at hand. When heteroscedasticity arises
from differences in size, both error terms may be expected to be het-
eroscedastic, presumably according to parallel patterns. As a matter of
fact, this is implicitly acknowledged whenever a transformation of the
dependent variable is used for solving heteroscedasticity problems (the
transformation alters the distribution of both error terms). Likewise, if
size-related heteroscedasticity still prevails after having transformed the
dependent variable, the same should hold. When heteroscedasticity is not
directly associated with size, it seems much more difficult to say anything
general: depending on the situation, either only one or both error terms
may be heteroscedastic, and when both are, their scedastic pattern may
further be different. Be that as it may, as a general setting, it thus appears
sensible to allow heteroscedasticity to distinctly apply to both individual-
specific and general error components.

For estimating our proposed full heteroscedastic one-way error com-
ponents model, we argue for resorting to a Gaussian pseudo-maximum
likelihood of order 2 estimatorGourierouxet al,, 1984 Gourieroux and
Monfort, 1993 Bollerslev and Wooldridge, 199%Vooldridge, 1993 This
estimator has indeed numerous nice properties: it is computationally con-
venient, it allows one to straightforwardly handle unbalanced panels, it
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is efficient under normality but robust to non-normality, and last but not
least, in the present context, it is also robust to possible misspecification
of the assumed scedastic structure of the data.

Further, we outline how, taking advantage of the powerful m-testing
framework Newey, 1985Tauchen, 1983/Nhite, 1987, 1994Wooldridge,
1990, 19914a, 199)bthe correct specification of the prominent aspects of
our proposed model may be tested. We consider potentially useful nested,
non-nested, Hausman and information matrix type diagnostic tests of both
the mean and the variance specifications. Joined to the Gaussian pseudo-
maximum likelihood of order 2 (GPML2) estimator, this set of diagnostic
tests provides a complete statistical tool-box for estimating and evaluat-
ing the empirical relevance of our proposed model. For Gauss users, an
easy-to-use package implementing this complete statistical tool-box may
be obtained (free of charge) upon request from the author.

The rest of the paper proceeds as follows. Se@i@ulescribes our pro-
posed full heteroscedastic one-way error components model. S@csion
considers GPML2 estimation of the model and outlines its asymptotic
properties. Sectiof.4 deals with specification testing of the model. Sec-
tion 2.5 provides an empirical illustration of the practical usefulness of
our suggested model and estimation and specification testing procedures.
Finally, Section2.6 concludes.

2.2 The model

We consider the following one-way error components linear regression
model

Yi; =X,'t,3+8it, Eit = Wi + Vit i=12,...,n; l=1,2,...,Ti
(2.1)

whereY;;, ¢, u; andv;, are scalarsX;, is a 1x k vector of strictly
exogenous explanatory variables (the first element being a constarg) and
is ak x 1 vector of parameters. The inderefers to the individuals and the
indext to the (repeated) observations (over time) of each indivitEdch
individual i is assumed to be observed a fixed number of tifieShe
unbalanced structure of the panel is supposed to be ignorable in the sense
of Wooldridge (1995) The total number of observationsis= >""_; T;.
The observations are assumed to be independently (but not necessarily
identically) distributed across individuals.

Stacking theT; observations of each individual (2.1) yields the mul-
tivariate linear regression model

Yi=X;8+¢, & =er; i + Vi, i=12,...,n, (22)
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whereer, is aT; x 1 vector of onesy;, v; ande; areT; x 1 vectors, and
X;isaT; x k matrix.

Let Zl.1 denote al; x I, matrix of strictly exogenous explanatory vari-
ables (the first column being a constart}, stand for therth row of Z},
anle.2 be a 1x Io vector of strictly exogenous explanatory variables (the
first element being again a constant). Fori allandt’, the error terms;,
andu; are assumed to satisfy the assumptions

E(vielX:, Z}, 22) =0, E(uilXi, 24, 22) =0, (2.3)

E (virvir| Xi, z} Z,z) =0 (f#1),

2.4
E(wivielXi, 2} 22) = 0, 24)

V(virl Xi, 2} 22) = 02, = ¢(Z}y1) and
V(wilXi, 2}, 28) = o}, = $u(ZE2),

where ¢, (-) and ¢, (-) are (strictly) positive twice continuously differ-
entiable functions while/; and y» are, respectivelyly x 1 andly x 1
vectors of parameters which vary independently of each other and inde-
pendently ofg. Hereafter, we will denote by = (y;, v,)’ the vector of
variance-specific parameters, aghe: (8, ')’ will stand for the entire set

of parameters.

The regressors appearing in the conditional variatizés) may (and
usually will) be related to th&; variables. Different choices are possi-
ble for the variance functiong, (-) and¢,(-), see for exampl&reusch
and Pagan (1979 nd Harvey (1976) Among them, the multiplicative
heteroscedasticity formulation investigatedHarvey (1976appears par-
ticularly attractive. It simply means taking, (-) = ¢,.(-) = exp(-).

Under(2.3)—(2.5) ¢; is easily seen to satisfy

E(silXi, 2} Z%) =0, i=1,2....n
V(eilXi, ZE Z?) = 2; = diag(¢ (Z11)) + I (Z212),

whereJr, = er, eT is aT; x T; matrix of ones, and, for &; x 1 vec-
tor x, the functlonsdbv(x) and ¢, (x) denote7; x 1 vectors containing
the element-by-element transformatigfgx) andg,, (x) of the elements
of x, diag¢, (x)) further standing for a diagond} x 7; matrix containing
¢, (x) as diagonal elements and zeros elsewhere.

The model may thus be written as

E(Yi|Xi, 21 2 =XiB, i=12...,n
V(YilXi. 2} 27) = 2 = diad,(Z}v1)) + J16u(ZPv2).

(2.5)

(2.6)

(2.7)
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This model obviously contains the standard homoscedastic one-way
error components linear regression model as a special case: it is simply
obtained by letting th@} and Zl.2 variables only contain an intercept.

In practice, mode(2.7) may or may not be correctly specified. It will
be correctly specified for the conditional mean if the observations are in-
deed such thak (Y;|X;, Zl.l, Zl.z) =X;8%i=12,...,n,for some true
value 8°. Likewise, it will be correctly specified for the conditional vari-
ance if the observations are indeed such thék; | X;, Zl.l, Zl?) = Q! =
diag(q&v(Zilyl”)) + JT,¢;L(Z[2)/20), i = 1,2,...,n, for some true-value
ve = v

2.3 Pseudo-maximum likelihood estimation

The most popular procedure for estimating the standard homoscedastic
one-way error components model consists in first estimating the mean pa-
rameters of the model by OLS, then in estimating the variance of the error
components based on the residuals obtained in the first step, and finally,
for efficiency, in re-estimating the mean parameters by feasible general-
ized least squares (FGLYS).

Pursuing a similar multiple-step procedure for estimating our proposed
full heteroscedastic model does not appear very attractive. Indeed, if in
the standard homoscedastic model it is straightforward to consistently es-
timate the variance of the error components based on first step regression
residuals, it is no longer the case in our proposed full heteroscedastic
model: given the general functional forms adopted for the variance func-
tions} no simple — i.e. avoiding non-linear optimization — procedure for
consistently estimating the variance parameters appearig iseems
conceivable.

As non-linear optimization appears unavoidable, we argue for estimat-
ing our proposed model by Gaussian pseudo-maximum likelihood of order
two (Gourierouxet al, 1984 Gourieroux and Monfort, 19938ollerslev
and Wooldridge, 1992Nooldridge, 1994 This GPML2 estimator has nu-
merous attractive properties. First, if it requires non-linear optimization, it
is a one-step estimator, simultaneously providing mean and variance pa-
rameters estimates. Second, as developed below, while fully efficient if
normality holds, it is not only robust to non-normality (i.e. its consistency

1 The problem would be different if the variance functions were assumed linear. Spec-
ifying linear variance functions is however not a good idea as it may result in estimated
variances being negative or zero.
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does not rely on normality) but also to possible misspecification of the con-

ditional variance (i.e. it remains consistent for the mean parameters even
if the assumed scedastic structure of the data is misspecified). Finally, it
readily allows one to handle unbalanced panels.

2.3.1 The GPML2 estimator

The GPML2 estimatofi, = (B;,. 7; . 9} )’ of model(2.7)is defined as a
solution of

1¢ 1 2
Max Ly (B, y1, v2) = ~ 2; Li(YilXi, Z}, ZF; B, 71, v2), (2.8)
1=
where® denotes the parameter space and the (conditional) pseudo log-
likelihood functionsL; (Y;|X;, Z}, Z2; B, y1, y2) are

T 1 1 _
Li(Yi|X:, ZE, ZZ: B, y1, v2) = —5 In2r — S In |2 - Su2; tu;

withu; =Y, — XiB.

Closed-form expressions are available f&;| and .Ql.‘l. These are
given in Appendix A2 where we also provide expressions for the first
derivatives, Hessian matrix and expected Hessian matrix of the pseudo
log-likelihood functionL,, (8, y1, y2).

If one checks the first-order conditions definifg it is evident that
the GPML2 mean-specific estimatg);, is nothing but a FGLS estima-
tor where the variance parameters appearin@;rare jointly estimated.
Additionally, the GPML2 variance-specific estimatgr = (y; , 7, )’
may be interpreted as a weighted non-linear least squares estimator in the
multivariate non-linear regression model w&a:;) = vecs;(y1, y2) +

residuals; = 1,2, ...,n, where the errorg; and the weightsl“i‘1 =
(271 ® 271) are likewise jointly estimated.

Practical guidelines for computing the GPML2 estimagrincluding
a numerical algorithm and starting values, are discusségpendix B2

2.3.2 Asymptotic properties of the GPML2 estimator

Beyond its computational convenience and its ability to readily handle
unbalanced panel, the most attractive feature of the GPML2 estimator is
its statistical properties, namely its potential efficiency and its robustness.
Obviously, when the model is correctly specified for both the condi-
tional mean and the conditional variance and when in addition normality
also holds, the GPML2 estimator is just a standard maximum likelihood
estimator. According to standard maximum likelihood theory, we then
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have that), is consistent and asymptotically normal,

0, > 6° and (6, —6°) = N(0,CY),
asn — oo (T; bounded)

with an asymptotic covariance matrix given by

+-1
co_ |4 O ]
" 0 —A;)}

where
_ — 1
Apg = Z E hﬂﬁ =00’ Ayy = n Z E[ﬁg/y]ezev’

vy thVl h)’l}’Z
h [ hVZVl hVZVZ }

and@fﬂ and@l?”” refer to the expected Hessian bf and are defined in
Appendix A2

In this favorable situation, the GPML2 estimator is fully efficient, both
for the mean and the variance parameters. However, since in practice nor-
mality may at best be expected to only very approximately hold, this result
must essentially be viewed as a benchmark result.

As for all pseudo-maximum likelihood estimators, the distributional
normality assumption underlying the GPML2 estimator is purely nominal.
As a matter of fact, according to second order Gaussian pseudo-maximum
likelihood theory Gourierouxet al., 1984 Gourieroux and Monfort, 1993
Bollerslev and Wooldridge, 1992Vooldridge, 1994 if the model is cor-
rectly specified for the conditional mean and the conditional variance but
normality does not hold, we still have thatis consistent and asymptoti-
cally normal,

S

0, > 0° and (6, —06°) =~ N (0, C2),
asn — oo (T; bounded)

but with a more complicated asymptotic covariance matrix given by

-—1
o_ [ —Agp Agg BﬁVAyy]

-1p 7-1 1
AL BygAgs A B Aw

n =

where

=,
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ands;8 ands; refer to the first derivatives df; and are again defined in
Appendix A2

Note that non-normality does not affect the asymptotic covariance ma-
trix of the GPML2 mean-specific estimatgy. It is still given by—Zgé,

which, sinceg, is in fact nothing but a FGLS estimator, is actually equal

to the asymptotic covariance matrix of the usual FGLS estimator (imple-
mented using any consistent estimator of the variance parameters appear-
ing in £2;). Of course, in this situation, the GPML2 estimator is no longer
fully efficient. It is clearly not efficient regarding the variance parameters.
Regarding the mean parameters, as FGLS, it is however still efficient in a
semi-parametric senge.

Besides being robust to non-normality, the GPML2 estimator has an
additional nice property in that it is also robust to conditional variance
misspecification, i.e. to misspecification of the assumed scedastic struc-
ture of the data. Since the GPML2 mean-specific estim@tds a FGLS
estimator, this should not be surprisifidiccording toLejeune (1998)if
the model is correctly specified for the conditional mean but misspecified
for the conditional variance, it indeed turns out tﬁatis still consistent
for its true values? while y, is now consistent for some pseudo-true value

Vi =01 73
B 2> % and 7, —y, >0, asn — oo (T; bounded
and tha®), remains jointly asymptotically normal
(6, —62*) = N(0, C2%),
asn — oo (T; bounded, whered?* = (8%, y;¥')’
with an asymptotic covariance matrix given by
-1 -1 4-1 -1
Co* — [A,SﬂlBﬁﬁAﬂﬁl Aﬂ/ilfﬁyAy;i]
n — — — _ k]
AyyBypAgg  AyyByyAyy

where

1 15
T L TGP
i—1 '

2 The asymptotic covariance matrix Bf, attains the well-known semi-parametric effi-
ciency boundChamberlain, 198MNewey, 1990, 1993Nooldridge, 199%associated with
optimal GMM estimation based on the first-order conditional moments of the data.

3 1t is well-known that conditional variance misspecification does not affect the consis-
tency of the FGLS estimator.



A Full Heteroscedastic One-Way Error Components Model 41

thVl h?’lVZ
hVV |:hV2V1 hl?’ZyZ }

18 1g
B = D e B = S g = i
i=1 i=1

Uyy =~ ZE lo oo E[s iy]/eze;;*

andhfﬂ andh!” refer to the Hessian df; and are again defined ifp-
pendix A2

Of course, in this latter situation, the GPML2 mean-specific estimator
,3,, iS no Ionger efficient. However, as its asymptotic covariance matrix

1Bﬂ/3A collapses to the semi-parametric efficiency bound, l
outllned agove when the conditional variance is correctly specifi ed we
may intuitively expect that the more the specified conditional variance
is close to the actual scedastic structure of the data, the more the co-
variance matrix of3, will be close to this lower bound, i., will be
close to semi-parametric efficiency. From a empirical point of view, this
in particular implies that it makes sense to consider using our proposed
full heteroscedastic model, even if possibly misspecified, whenever the
homoscedasticity assumption of the standard one-way error components
model does not appear to hold: some efficiency benefits may indeed gen-
erally be expected from taking into account even approximately the actual
scedastic structure of the data.

In practical applications, the extent to which our assumed full het-
eroscedastic model is actually correctly specified is of coargeiori
unknown. This may nevertheless be checked through diagnostic tests, as
discussed in SectioB.4 below. Once this is done, a consistent estimate
of the asymptotic covariance matrix of the estimated parameters may then
be straightforwardly computed by taking, as usual, the empirical coun-
terpart of the relevant theoretical asymptotic covariance métiikere

4 For example, a consistent estimate of the asymptotic covariance mgﬁ'mﬂﬂ AE; of

the GPML2 mean-specific estimaty under correct conditional mean specification but
conditional variance misspecification may be computedgﬁ%BﬂﬂAﬁﬁ, whereAAﬂﬁ =

1 i PP, Bgg = Ly, 3P5P and the superscript ‘denotes quantities evaluated
ato,.
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is one exception however: due to the tety,, unless the observations

are 1ID and the panel dataset is balanced (in which dasg = 0),

a consistent estimate of the asymptotic covariance maq;i;(EWA;)}

of the GPML2 variance-specific estimatgy under correct conditional
mean specification but conditional variance misspecification may in gen-
eral not be obtained. A consistent estimate of an upper bound of this
asymptotic covariance matrix, upper bound givemq,y}BWA;)} where

B,, = = 3" | Els]'s] lo=go+, may nevertheless be computed in the usual
way. Interestingly, based on this estimated upper bound, a conservative —
i.e. with asymptotic true size necessarily inferior to its specified nominal
size — (joint) Wald test of the null hypothesis that the non-intercept pa-
rameters ofy1 andy» are zero may then be validly performed. In other
words, a valid conservative test which checks that, as assumed, the obser-
vations indeed exhibit some heteroscedasticity-like pattern related to the
Zl.1 anle.2 explanatory variables may then readily be carried out, and this
is regardless of possible conditional variance misspecification.

2.4 Specification testing

The GPML2 estimator of moddR.7) always delivers a consistent esti-
mate of the mean parameters if the model is correctly specified for the
conditional mean, and consistent estimates of both the mean and vari-
ance parameters if the model is correctly specified for both the conditional
mean and the conditional variance. But nothag@riori guarantees that

the model is indeed correctly specified.

Hereafter, we outline how, taking advantage of the powerful m-
testing framework Newey, 1985 Tauchen, 1985White, 1987, 1994
Wooldridge, 1990, 1991a, 199)khe conditional mean and the condi-
tional variance specification of our proposed full heteroscedastic one-way
error components model may be checked. We first consider conditional
mean diagnostic tests, and then conditional variance diagnostic tests.

2.4.1 Conditional mean diagnostic tests

Having estimated our proposed mo(i&Il7), the first thing to consider is to
check its conditional mean specification. Testing the null hypothesis that
the conditional mean is correctly specified means testing

HY: E(Yi1X;, Z} Z2) = X;8°, forsomep®, i =1,2,...,n.

Following White (1987, 1994)Wooldridge (1990, 1991a, 1991bpd
Lejeune (1998)based on the GPML2 estimat@y, Hy may efficiently be
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tested by checking, for appropriate choice& ot ¢ indicator matrices?T/l.’”
(which may depend on the conditioning variales,(Zil, Zl?) as well as
on additional estimated nuisance parameters),¢hatl misspecification
indicators of the form

~ 1~ A 1n
@ﬁ:;Z;W["’Qi i (2.9)
=

are not significantly different from zero.

Given the assumed statistical setup, a relevant statistic for checking that
5,’1” is not significantly different from zero is given by the asymptotic chi-
squared statistfc

n /
M= (Z Wﬁ/ﬁ;%,)

i=1

where

n -1 n
P" = (Z x;.(zl.—lx,-) > oxi@twe,
i=1 i=1

By suitably choosing thd; x ¢ indicator matricesﬁ\/im in (2.9), as
detailed below, i may be tested against nested alternatives, non-nested
alternatives, or without resorting to explicit alternatives through Hausman
and information matrix type tests.

A prominent characteristic of all conditional mean diagnostic tests im-
plemented through th@ )" statistic is that they yield valid tests ofgH
regardless of whether or not the assumed scedastic pattern of the data is
correct and whether or not normality holds. Consequently, since they do
not rely on assumptions other tharf Htself, a rejection may always be
unambiguously attributed to a failure ofjHo hold. Interestingly, another
important characteristic of diagnostic tests implemented throutihis

5 Note that M)} may in practice be computed asminus the residual sum of squares
(= nRE, RE being the uncentere®-squared) of the artificial OLS regression £
[@, 27 (W — X; P™)b + residualsi = 1,2, ..., n.
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that they will have optimal properties if the conditional variance is actu-
ally correctly specified and normality holds.

Following Wooldridge (1990, 1991a, 1991bhdLejeune (1998)for
testing Hj against a nested alternative of the form

HY: E(YilX;, Z1 Z2) = mé(X:, Z}, Z2, B, a°),
for some(8”, «”), i =1,2,...,n,

wherem{ (X;, Zil, Ziz, B, @) denotes some alternative conditional mean
specification such that for some value= ¢ of theq x 1 vector of addi-
tional parameters we have

mé(X;, Z} Z2, B, c) = XiB, i=12...,n,
the appropriate choice d/ﬁm is given by

m ame(X;, ZY, Z2, By, ©)

! Ao’ )
When the considered alternative conditional mean specification takes the
simple linear form

m?(X;, Z}, Z%, B, o) = XiB+ Gia, i=1,2,...,n,

whereG; is aT; x g matrix of variables which are functions of the set
of conditioning variable€V; = (X;, Z}, Z?), W is simply equal taG;
and the test corresponds to a standard variable addition test. We may for
example check in this way the linearity of the assumed conditional mean
by settingG; equal to (some of) the squares and/or the cross-products of
(some of) theX; variables.

On the other hand, for testingiHagainst a non-nested alternative such
as

HY: E(Yi|X:, 2} 22) = ¢ (X, Z}, 72, 8%),
forsomes®, i =1,2,...,n,
whereg' (X;, Zl.l, Zl?, 8) denotes some alternative conditional mean spec-
ification which does not contain the null conditional mean specification

X;p as a special case adds a vector of parameters, an appropriate choice
of W is given by

W = g0 (X0, 21 22.5) — Xifo

where §, is any consistent estimator @f under H'. This yields a
Davidson and MacKinnon (1981ype test of a non-nested alternative.
Because obvious choices gff(-) are in practice rarely available, this kind
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of test of Hy is unlikely to be routinely performed. It may however be
useful in some situations.

By construction, diagnostic tests against nested or non-nested alterna-
tives have power against the specific alternative they consider, but may
be expected to have limited power against other (if weakly related) alter-
natives. General purpose diagnostic tests with expected power against a
broader range of alternatives are provided by Hausman and information
matrix type tests.

One of the equivalent forms of the popular Hausman specification test
of the standard homoscedastic one-way error components model is based
on comparing the (non-intercept) FGLS and OLS estimatorg®ofsee
for exampleBaltagi, 199%. This strongly suggests considering a general-
ized (i.e. allowing for any choice of and robust to conditional variance
misspecification) Hausman type test df ased on checking, for some
chosen selection matri%, the closeness to zero of the misspecification
indicator

B = 5(fa - B29).
Following the lines ofWhite (1994)and Lejeune (1998)a test that is

asymptotically equivalent to checking the above misspecification indicator
is obtained by setting

Wl-m = §l’X,' Q_lS/,
whereQ = Y7_; X/ X;. As is the case with the standard textbook Haus-
man test (to which it is asymptotically equivalent under standard textbook
homoscedasticity conditions), this test will have power against any alter-
native H' for which 3, and91S converge to different pseudo-true values.
Note by the way that, contrary to the standard textbook case, heteroscedas-
ticity (and incompleteness) usually allows one to includgglarameters
as part of this Hausman test without yielding a singular statistic.

On the other hand, following again the lines Wfhite (1994)and
Lejeune (1998)an information matrix type test of fimay be based on
checking, for some chosen selection ma#ijithe closeness to zero of the
misspecification indicator

= l1¢ ~By By B B
P == X;vechi R = nf],
=

Wherehlﬁ ¥ refers to cross-derivatives df; and is defined im\ppendix

A2. Such a test essentially involves checking the block diagonality be-
tween mean and variance parameters of the expected Hessian matrix of
the GPML2 estimator, which must hold under correct conditional mean
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specification (regardless of the correctness of the conditional variance
specification). It is obtained by setting

Wim — ES/’
where
- [ &~ 0Q2i ~ 1. 3Q2i ~_ _
Fr= |32 X — Q27X 127X - 129 1x;
yq yq Y5 Yy
d2% (p = 1, 2) is again defined idppendix A2 This test, which will

have power against any alternativé ifbr which the block diagonality of

the expected Hessian matrix the GPML2 estimator fails, is a quite natural
complement to the above Hausman test for testiffgwithout resorting

to explicit alternatives. Note that if the multiplicative heteroscedasticity
formulation is adopted for bot, (-) and¢,,(-), one of the two matrix el-

ements—.Q‘lX andml(z‘lx of F, is redundant (yielding a singular

statistic forS being set to an identity matrix) and must thus be discarded.

When a test against a specific nested or non-nested alternative re-
jects the null hypothesis} it is natural to then consider modifying the
originally assumed conditional mean specification in the direction of the
considered alternative. When a Hausman or information matrix type test
rejects Hy, the way that one should react is less obvious and depends
on the situation at hand. In all cases, considering further diagnostic tests
against various nested or non-nested alternatives should help one to iden-
tify the source(s) of rejection of {1

To conclude this brief review of conditional mean diagnostic m-tests,
we make one additional remark. In empirical practice, it is not unusual
for one to test the null model against an explicit alternative which in-
cludes variables which are not functions of the original set of conditioning
variablesCV; = (X;, Z}, Z?). This does not modify the way in which
testing against explicit alternatives is implemented. It is however impor-
tant to be aware that, in such a case, we are no longer only testing the
null HY but instead the null B: HZ' holds andE (Y;|X;, Z}, Z2,G,) =
E(Yi|Xi, Z} Z?),i = 1,2,...,n, whereG, denotes the variables which
are not functions oCV;. In other words, we are jointly testing thag/H
holds and that the additiona; variables are irrelevant as conditioning
variables for the expectation &f. We thus must be careful in interpreting
such a specification test given thgf isight well hold while H)’ does not.

2.4.2 Conditional variance diagnostic tests

Having tested — and if needed adjusted — the conditional mean specifica-
tion of the model, we may then check its conditional variance specifica-
tion. Testing the null hypothesis that the conditional variance is correctly



A Full Heteroscedastic One-Way Error Components Model a7

specified entails testing the null
Hg holds and, for some?,

Ho: | V(YilXi, 2}, 28) = diad(¢u (Z]7)) + Jribu (ZF73),

i=12,...,n.

Note that H embodies IJ: there is indeed no way to test the con-
ditional variance specification without simultaneously assuming that the
conditional mean is correctly specified. This is however not a real problem
since, using the above diagnostic tests, the conditional mean specification
may in a first step be checked without having to assume correct conditional
variance specification.

Following againwhite (1987, 1994)Wooldridge (1990, 1991a, 1991b)
andLejeune (1998)based on the GPML2 estimaty: Hg may efficiently
be tested by checking, for appropriate choicefi%k g indicator matrices
VT/i” (which may depend on the conditioning variabIX$,(Zi1, ZZ.Z) as well
as on additional estimated nuisance parameters)gtlal misspecifica-
tion indicators which similarly are of the form

~ 1o o~
v = - Z W;’/Fi_lﬁi, (2.10)
i=1
where
rt=(@*ee™ and o =veda;i, — 2),

are not significantly different from zero.

Given the assumed statistical setup, a relevant statistic for checking
that@; is not significantly different from zero is given by the asymptotic
chi-squared statistic

n /
M, = <Z Wiv/ﬁi_lﬁi>
i=1

6 Note thatM? may in practice be computed asminus the residual sum of squares
(= nR,f, R,f being the uncentere®-squared) of the artificial OLS regression £

[ﬁ;fi_l(Wi” — %F‘))]b +residualsi = 1,2, ..., n.
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n
S =1 A d
x (Z W'T, 1vi> — x*@),
i

where
dvec®; [dvec; dvecs;
ay’ | oy v, 1
" ravecd \ ~ avecd | <a/ovecs; )
Pt = (Z(ﬁ) Fi_lairl> Z(T/l) LWy
i=1 Y v i=1 Y

andavae—;,‘?i is defined inAppendix A2

As was the case with the conditional mean diagnostic tests, by suitably
choosing theTl.2 x g indicator matricedV;” in (2.10) as detailed below,

Hg may be tested against nested alternatives, non-nested alternatives, or
without resorting to explicit alternatives through Hausman and informa-
tion matrix type tests.

A prominent characteristic of all conditional variance diagnostic tests
implemented through tha1) statistic is that they yield valid tests ofyH
whether or not normality holds. Consequently, since they do not rely on
assumptions other thangHtself, a rejection may always be unambigu-
ously attributed to a failure of §ito hold. Further, given the nested nature
of Hy and H; and the robustness to possible conditional variance mis-
specification of the diagnostic tests of Hf no misspecification has been
detected by conditional mean diagnostic tests, a rejectioryhély then
sensibly be attributed to conditional variance misspecification: situations
where conditional variance diagnostic tests detect a misspecification in the
mean which has not been detected by conditional mean diagnostic tests are
indeed likely to be rare in practice. Interestingly, another important char-
acteristic of diagnostic tests implemented throughMtgis that they will
have optimal properties if normality actually holds.

FollowingWhite (1994) Wooldridge (1990, 1991a, 1991ahdLejeune
(1998) for testing H against a nested alternative of the form

1 [ HE holds and, for soméy?, a®)’,
Y v(vilx:, zh 22) = 20(Xi, 28 22, y0,a%), i=1,2,...,n,

where 27 (X;, Zl.l, Zl.2, y,a) denotes some alternative conditional vari-
ance specification such that for some vatue= ¢ of the g x 1 vector
of additional parameteks we have

2(Xi, Z}, 22, y, c) = diad(py (Z1'1)) + J1 b (ZF72),
i=12,...,n,
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. . Av . .
the appropriate choice d¥ is given by

v _ Dvecf (Xi, 2}, 72 i,
i da’ ’

If the considered nested alternative takes the simple semi-linear form

Qf(Xi. 2}, Z}. y. o) = diag(¢y (Z{y1 + Gien))
+ JT,-%(Z,?VZ + Gl-zaz),

wherea = (], o)’ andG1 andG? are respectively; x g1 matrices and

1 x g2 vectors(q1 + g2 = ¢q) of variables which are functions of the set
of conditioning variable€V; = (X;, Zil, Zl?), the test corresponds to a
variable addition test an@; is equal to

Wiv — [Wivl W;}Z]
with
Wl = diag(veddiag(¢,, (2171,)))) (G} ® er;)

q1
= Y veddiag(¢, (Z{71,) © G'))e,.
r=1

q2
W2 = !, (2%92,) vedd,)G2 = Y "ved, (2292,)GZ Jr,) el
r=1

whereg/ (-) and%(-) stand for the first derivatives @f,(-) andg,.(-), Gl.lr
andG? denote theth column of respectivel} andG?, e}, ande;, are
respectivelyy; x 1 andg, x 1 vectors with a one in theth place and zeros
elsewhere, and stands for the Hadamard product, i.e. an element-by-
element multiplication. As for the conditional mean, we may for example
check in this way the semi-linearity of the assumed conditional variance by
settingGl.1 andGi2 equal to (some of) the squares and/or the cross-products
of (some of) thez! and z?2 variables.

On the other hand, for testinggthgainst a non-nested alternative such
as

». | Hg holds and, for somé&’,
Y\ v(vilX:, zt 2?) = 24(X;, 2L, 22, 8°), i=1,2,...,n,
where X%(X;, Z}, Z2,§) denotes some alternative conditional variance

specification which does not contain the null conditional variance speci-
fication £2; as a special case adds a vector of parameters, appropriate
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choices ofW! are given by

WP =ved Z¢ — 2)) (2.11)
and
Wiv = veo(ff,- ff_lﬁi — §,‘), (212)

whereZ¢ = ¥4(X;, Z}, 72, 3,) ands, is any consistent estimator 6f

under H. The first possible choic€.11) of Wi” yields aDavidson and
MacKinnon (1981)}ype test of a hon-nested alternative while the second
one(2.12) corresponds to &ox (1961, 1962}ype test of a non-nested
alternative. It seems that the Cox-like form of the test is generally more
powerful than the Davidson-like form. Be that as it may, such tests may
for example be used for checking the chosen variance functipfisand

¢,.(-) against some other possible functional forms, or more generally for
checking the assumed heteroscedastic model against any other non-nested
specification for the scedastic structure of the data.

As was the case in our discussion of conditional mean testing, when
a test against a specific nested or non-nested alternative rejects the null
hypothesis I, it is natural for one to consider modifying the originally
assumed conditional variance specification in the direction of the consid-
ered alternative. Likewise, in both the nested and non-nested cases, the
way to perform the tests is unchanged if the alternative includes vari-
ables which are not functions of the original set of conditioning variables
CV; = (X;, Z}, Zz?). But similarly, the tested null hypothesis is modified.

It here takes the form $4 HY holds and, botrE (Y;|X;, Z}, Z2,G,) =
E(YilXi, Z} 2% and V(YilX;, Z}, 22, G) = V(YilXi, Z4 22, i =
1,2,...,n, whereG, denotes the variables which are not functions of
CV;. In other words, besidesgiHy' further assumes that the additional
variablesG; are irrelevant as conditioning variables for the variance but
also for the expectation df;.

Beside tests against nested and non-nested alternatives, general purpose
diagnostic tests with expected power against a broader range of alterna-
tives may be performed through Hausman and information matrix type
tests.

Testing H) through a Hausman type test requires one to choose a
consistent estimator of° alternative toy,. As already suggested, the
GPML2 estimatory, may be shown to be asymptotically equivalent to the
weighted non-linear least squares (NLS) estimator with Weigﬂf51} of
the multivariate non-linear regression v&gi;) = veo(diag(qu(Zl.lyl)) +
JTiq&M(Zl.Zyz)) + residualsj = 1, 2, ..., n, where the superscript™ de-
notes quantities evaluated at any preliminary consistent estimatgft of
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andy?. A straightforward and natural alternative to it is hence to use the
standard (i.e. unweighted) NLS estimator, $A@11y of the same non-linear
regression. Accordingly, a relevant Hausman type testgofridy be ob-
tained by checking, for some chosen selection méfirithe closeness to
zero of the misspecification indicator

D) =SFn—7,)
Following the lines ofWhite (1994)and Lejeune (1998)a test asymp-
totically equivalent to checking the above misspecification indicator is
obtained by setting
v -~ 8 VeC.@,
WY =TI —

ay’

1

/Q\—lsl

whereQ = Y 1(3"“91)/8"609’ As with all Hausman type tests, this
test will have power agalnst any alternativé far which y, andZ” con-
verge to different pseudo-true values.

On the other hand, following again the lines Wfhite (1994)and
Lejeune (1998)an information matrix type test of Hmay be based on
checking, for some chosen selection maffixhich at least removes its
otherwise obvious redundant elements, the closeness to zero of the mis-
specification indicator

~ 1« .
v =53 vedslsl + i),
i=1

Such a test basically means checking the information matrix equality
Bgg = —App for the mean parameters, which must hold under correct
conditional mean and conditional variance specification. It is obtained by
setting

= (X; ® X;)S".

This latter way of testing ki without resorting to explicit alternatives,
which seems generally more powerful than the above Hausman type test,
will clearly have power against any alternative kbr which the mean
parameters information matrix equality fails.

As in conditional mean testing, when a Hausman or information matrix
type test rejects §i the way to react is not obvious and depends on the sit-
uation at hand. But in all cases, considering further diagnostic tests against
various nested or non-nested alternatives should likewise help to identify
the source(s) of rejection of
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2.5 An empirical illustration

We hereafter illustrate the potential usefulness of our proposed full
heteroscedastic model and its accompanying robust inferential methods
through an empirical example which involves estimating and testing at an
inter-sectorial level the correctness of the specification of a transcenden-
tal logarithmic (translog) production model for a sample of 824 French
firms observed over the period 1979-1988. As we will see, the results
of this exercise suggest (a) that, as argueBaitagi and Griffin (1988)
heteroscedasticity-related problems are likely to be present when estimat-
ing this kind of production model, (b) that our proposed full heteroscedas-
tic model and its accompanying robust inferential methods offer a sensible,
although imperfect, way to deal with it, and (c) that a judicious use of the
set of proposed specification tests allows one to obtain very informative in-
sights regarding the empirical correctness of this simple production model.

2.5.1 Data and model

The data originally came from a panel dataset constructed by the “Marchés
et Stratégie d’Entreprises” division of INSEE. It contains 5201 obser-
vations and involves an unbalanced panel of 824 French firms from 9
sectoré of the NAP 15 Classification observed over the period 1979
19888 Available data include the value added)of the firms deflated by

an NAP 40 sector-specific price index (base: 1980), their stock of capital
(k) and their labor forcel}. The stock of capital has been constructed by
INSEE and the labor force is the number of workers expressed in full-time
units.

As is usual in this kind of dataset, the variability of the observations
essentially lies in the between (across individuals) dimension and is very
important: the number of workers ranges from 19 to almost 32 000 and the
capital intensity(k /1) varies from a factor of 1 to more than 320. Globally,
large firms are over-represented.

For this dataset, we considered estimating and testing the following full
heteroscedastic one-way error components translog production function
model:

Vit = Bsexr) + BiKir + BiLir + ﬁkkKl% + ,BIZLiZ, + BriKit Liy
+ i + vir (2.13)

7 Agricultural and food industries, energy production and distribution, intermediate goods
industries, equipment goods industries, consumption goods industries, construction and
civil engineering, trade, transport and telecommunications, and market services.

8 | wish to thank Patrick Sevestre for giving me the opportunity to use this dataset.
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with
of, = explyi + y{ Kis + viLir), (2.14)
o = exp(ys + v5Ki +y;Li). (2.15)
where

Vir = Invay, Ki; = (Inkj; — Ink™), Liy = (nl; —Inl"),

1 1
Ki:E;Kit and Li:i;l‘it.

The subscript (sc x ¢)’ attached to the intercept parametgf )
means that we actually let the intercept be sectorial and time-period spe-
cific. The model thus contains 90 dummies (9 sectotk) periods). This
allows for sector-specific productivity growth patterns.

The explanatory variables are centered so that the estimated values of
Br andg; reported below may directly be interpreted as the elasticities of
the value added with respect to capital and labdratk* and! = I*. We
setk* and/* at their entire sample means.

For both the individual-specific and general error variance functions,
we adoptedHarvey’s (1976)multiplicative heteroscedasticity formulation.

In the general error variance function, the explanatory variables are sim-
ply taken as the (log of the) capital and labor inputs. Taking the individual
mean values of the (log of the) capital and labor inputs as explanatory vari-
ables in the individual-specific variance function is mainly a pragmatic
choice. It appears sensible as far as the observations variability promi-
nently lies in the between dimension. Be that as it may, these choices allow
the variances to change according to both size and input ratios.

2.5.2 Estimation and specification testing

The results of GPML2 estimation of mod@.13)—(2.15)are reported in
Table 2.1° As it seems natural when first estimating the model, the co-
variance matrix of the parameters was first computed supposing correct
conditional mean specification but possibly misspecified conditional vari-
ance, i.e. as the empirical counterpart@f, or more precisely as the
empirical counterpart of o* for the mean parameters and as the empirical
counterpart of the outlined upper bound (thus allowing Wald conservative
tests) ofC* for the variance parameters (see Secldh?. The standard
errors reported ifable 2.1are derived from this first estimated covariance
matrix.

9 For conciseness, the dummy parameter estimates are not reproduced.
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Table 2.1. GPML2 estimates and diagnostic tests

Variable Coefficient Std. errdr t-ratio P-value
K 0.2487 00188 1326 00000
L 0.7367 00244 3021 00000
K? 0.0547 00072 758 00000
L2 0.0572 00132 435 00000
KL —0.1137 00176 —6.48 00000
o2 =exp)
const. —4.1997 00541 —77.65 00000
K 0.1870 00582 321 00013
L —0.2482 00849 —2.92 00035
o2 =exp()
const. —2.5213 00732 —34.43 00000
K 0.1676 00610 274 00060
L —0.1709 00799 —-2.14 00325
Stat. D.f. P-value
Conditional mean tests
(1) Hausman D 5 03180
(2) Information matrix 3% 25 0.1141
(3) H1: non-neutral TP 3 2 00146
(4) Hq: third power 28 4 05961
(5) H1: time heterogeneity yd 45 0.1064
(6) H1: sectorial heterogeneity a 40 0.4249
Conditional variance tests
(7) Hausman 13 6 00052
(8) Information matrix 4% 15 0.0001
(9) H1: second power 2 6 09015
(10) Hy: sectorial heterogeneity B 48 0.0000

*Standard errors computed assuming correct conditional mean specification but possibly
misspecified conditional variance.

As is apparent fronTable 2.1and confirmed when formally perform-

ing a (conservative) Wald test of the null hypothesis that the non-intercept
parameters of both individual-specific and general variance functions are
zero (P-value of the test: 0.0008), it appears that heteroscedasticity-like
patterns are effectively present in both the individual-specific and general
errors of the model. In both cases, heteroscedasticity seems to be related
to input ratios: more capital intensive firms tend to achieve more hetero-
geneous outputs both in the between and within dimensions relative to
the more labor intensive firms. The captured heteroscedasticity does not
however seem to be notably related to skigure 2.1portrays this latter
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Figure 2.1. Estimated variances versus size
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point. In this figure, estimated general error and individual-specific error
variances are graphed against the observations sorted in ascending order
according to individual means of the fitted dependent variable and, within
each individual, according to the values of the fitted dependent variable
itself.

Neither of these plots reveal notable links between variances and size.
They do however outline two other points. First, variations in the observed
inputs ratios imply variations in the estimated variances — identified by the
difference between the lower and upper levels of the estimated variances —
of more than a factor 2. Second, the estimated individual-specific variances
are roughly 5-6 times higher than the estimated general error variances.

Having estimated the model, we next checked the correctness of its
specification, considering first its conditional mean specification. To this
end, we performed both Hausman and information matrix type tests and
tests against nested alternatives. For the record, Hausman and information
matrix type tests may be viewed as general purpose diagnostic tests allow-
ing one to in particular detect unforeseen forms of misspecification, while
tests against nested alternatives constitute a standard device for detecting
a priori well-defined and plausible forms of misspecification.

In the present case, we considered a Hausman test based on compar-
ing the GPML2 and OLS estimators of all mean parameters (excepted the
dummies) and an information matrix test based on checking the close-
ness to zero of the sub-block of the Hessian corresponding to the cross-
derivatives between the non-intercept mean parameters and all variance
parameters (except for the intercept of the individual-specific variance
function, to avoid singularity (cf. Sectioh.4.1). On the other hand, we
considered tests against nested alternatives checking for possible non-
neutral technical progress (the alternative model including as additional
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variables the interactions between a trend and the first-order terms of the
translog functiof?), for a possible more general functional form (the al-
ternative model including terms of third powéras additional variables

to the null translog specification), for possible time heterogeneity (the
alternative model allowing for the non-intercept mean parameters to be
time-period specific), and finally for possible sectorial heterogeneity (the
alternative model allowing for the non-intercept mean parameters to be
sector-specific).

Table 2.1reports the results obtained from the computation of these
conditional mean diagnostic tes&sAs may be seen, it appears that the
conditional mean does not exhibit patent misspecification. The only sta-
tistic which indicates some possible deviation from correct specification
is the one of test (3). It$-value is however not really worrying: from
a formal point of view, according to a standard Bonferroni approach, for
rejecting at 5% the null hypothesis that the conditional mean is correctly
specified, we “need” that at least one of the 6 separate tests rejects the
null at 0.83% (005/6 ~ 0.0083). Viewed in a less formal way, it is nor-
mal to find that some statistics (moderately) deviate when multiplying the
number of diagnostic tests. The model may thus sensibly be viewed as a
satisfactory statistical representation — on which for example productiv-
ity growth measurements could be based — of the available data for the
conditional mean.

Taking correct conditional mean specification of the model for granted,
we then examined its conditional variance. To this end, as for the con-
ditional mean, we performed general purpose Hausman and information
matrix type tests and tests against nested alternatives. Practically, we con-
sidered a Hausman test based on comparing the GPML2 and (unweighted)
NLS estimators of all variance parameters and an information matrix test
based on checking the closeness to zero of the non-redundant elements of
the sub-block of the information matrix equality associated with the non-
intercept mean parameters. On the other hand, we considered tests against
nested alternatives checking for a possible more general functional form

10 Non-neutral technical progress is typically modeled by considering a trend, a trend-
squared and interaction terms between the trend and the first-order terms of the translog
function as additional inputs. The trend and trend-squared terms being already captured by
the set of dummies, it thus remains to test for the interaction terms between a trend and the
first-order terms of the translog function.

11e.k3, L3 KL? andK2L.

12 Note that none of these diagnostic tests involves variables which are not a function of
the original set of conditioning variables (i.E., L, sector dummies and time dummies).

The null hypothesis of these tests is thus never more tifaitself (cf. Sectior2.4.1).
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(the alternative model specifying both the individual-specific and general
error variances as (the exponential of) translog functions instead of Cobb—
Douglas like functions) and for possible sectorial heterogeneity (the alter-
native model allowing for all variance parameters to be sector-specific).

Before examining the results of these téstapte that the fact of find-
ing no patent misspecification in the conditional mean supports the validity
of the (conservative) standard errors of the variance parameter estimates
reported inTable 2.1 These standard errors — and further the result of the
outlined formal (conservative) Wald test of the null hypothesis that the
non-intercept parameters of the individual-specific and general variance
functions are zero — undoubtedly indicate that a heteroscedasticity-like
pattern is effectively present in the errors of the model. However, ac-
cording to the conditional variance tests reported in the same table, the
assumed specification for this heteroscedasticity-like pattern turns out to
be seriously misspecified. Test (9) suggests that relaxing the functional
form would not really help. On the other hand, test (10) points out that a
problem of sectorial heterogeneity might be involved.

To shed light on the latter point as well as to gauge the sensibility of the
conditional mean estimates and diagnostic tests to the specification of the
conditional varianceTable 2.2reports GPML2 estimates and diagnostic
tests — the same tests as above — of an extension of rfd8&)—(2.15)
where both the individual-specific and the general error variance para-
meters are allowed to be sector-specific.

As may be seen fronTable 2.2 the obtained mean parameter esti-
mates are not very different from those obtained under the assumption
of identical variances across sectors {dble 2.). For conciseness, the
variance parameter estimates are not reported. But, as expected, they un-
ambiguously confirm both that a heteroscedasticity-like pattern related to
input ratios is present, and that this heteroscedasticity-like pattern is in-
deed sector-specific.

The diagnostic tests reported Table 2.2corroborate our result that
the conditional mean of the model does not exhibit patent misspecifica-
tion. However, they also show that allowing for sector-specific variance
functions did not solve our misspecification problem in the conditional
variance. How to fix this misspecification does not appear to be a trivial
exercise.

Note nevertheless that, even if misspecified, these sector-specific vari-
ance functions are not useless. Comparing the standard errors of the mean

13 Note again that none of these diagnostic tests involves variables which are not a function
of the original set of conditioning variables. The null hypothesis of these tests is thus again
never more than Klitself (cf. Sectior2.4.2.
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Table 2.2. GPML2 estimates and diagnostic tests with sector-specific
conditional variances

Variable Coefficient Std. errdr t-ratio P-value
K 0.2455 00169 1454 0.0000
L 0.7519 00210 3577 0.0000
K2 0.0557 00062 903 0.0000
L2 0.0639 00101 629 0.0000
KL —0.1165 00148 -7.87 0.0000
Stat. D.f. P-value

Conditional mean tests

(1) Hausman () 5 02579
(2) Information matrix 38 25 0.0396
(3) H1: non-neutral TP 3 2 01446
(4) Hy: third power 33 4 05061
(5) Hy: time heterogeneity 56 45 0.1341
(6) H1: sectorial heterogeneity B 40 0.6505
Conditional variance tests

(7) Hausman 74 50 0.0221
(8) Information matrix 538 15 0.0000

*Standard errors computed assuming correct conditional mean specification but possibly
misspecified conditional variance.

parameters reported frables 2.1 and 2,2 may indeed be seen that allow-

ing for this more flexible conditional variance specification has entailed
(moderate) efficiency gains: the reduction of the standard errors ranges
from —10.1% to —23.4%. This illustrates that, as argued in Secti8.2

a misspecified conditional variance may get efficiency benefits — for esti-
mation but also testing of the conditional mean — from taking into account
even approximately the actual scedastic structure of the data.

2.6 Conclusion

This paper proposed an extension of the standard one-way error compo-
nents model allowing for heteroscedasticity in both the individual-specific
and the general error terms, as well as for unbalanced panel. On the
grounds of its computational convenience, its ability to straightforwardly
handle unbalanced panels, its potential efficiency, its robustness to non-
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normality and its robustness to possible misspecification of the assumed
scedastic structure of the data, we argued for estimating this model by
Gaussian pseudo-maximum likelihood of order two. We further reviewed
how, taking advantage of the powerful m-testing framework, the correct
specification of the prominent aspects of the assumed full heteroscedastic
model may be tested. We finally illustrated the practical relevance of our
proposed model and estimation and diagnostic testing procedures through
an empirical example.

To conclude, note that, since our proposed model contains as a special
case the standard one-way error components model (just Ia}tmd
Zl.2 variables only contain an intercept), our proposed integrated statisti-
cal tool-box, for which an easy-to-use Gauss package is available upon
request from the author, may actually also be used for estimating and
checking the specification of this standard model. On the other hand,
remark that, following the lines of this paper, our proposed integrated sta-
tistical tool-box may readily be adapted to handle a more general model,
for example allowing for a nonlinear (instead of linear) specification in
the conditional mean and/or any fully nonlinear (instead of semi-linear)
specification in the conditional variance.
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Appendix A2

Closed-form expressions fi2; | and.Ql.‘1 are given by

T;
121 = BTG (1+tr €71 = (]‘[an)<1+e;ia-),
=1
1 1
Q1= (ct1-—— (c7lic?
’ b,-(’ 1+trc;1(’ nC)
o 1
= diaga;) — ———=¢ic},
bi(l+€TiCi)
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where

1
bi = ¢u(Z22), = % (Ztn), @i = du(Zin),
1

C; =diag(c,-), Ci =er, —Ci, a; =er, + aj,
a;; being therth element ofe; and + indicating an element-by-element
division. Note that according to this notatia®; = b;(C; + Jr,).

Following Magnus (1978, 1988}he first derivatives oL, (8, y1, y2)
may be written

; st

0Ly 15~ 0| gn

09 p =t oY
i=1 Siyz

with
P =x127;, (A2.1)
1/9vecs2;\, _ _
sl?ﬂzé( o ’) (27 e 27 veduu, — 2 (p=1,2)(A2.2)
p

——Ztr( _18 (u u Q))el ,

whereelp is al, x 1 vector with a one in theth place and zeros elsewhere,
i.e. therth column of &, x [,, identity matrix,y,, is therth component of
¥p, and the derivatives of vee; with respect tQ/[Q (p=1,2) are

avecs?;

A diag(ved(diag(¢; (2}11))))(Z} ® er;), (A2.3)
1
avecs?;
Gy = Pu(Zive) ved) 2] = @, (Ziv2) er, ® er) 2] (A2.4)
2
while the derivatives of2; with respect to/, (p = 1, 2) are
o = diag(g (z}n) 0 2F) and
5 _(21 . (A2.5)
o / . .r -
ayzr - ¢M(Zl VZ)ZI Jr;,

whereg/ (-) andqb;l(-) denote the first derivatives ¢f () andg,, (-), Zl.lr is
therth column of the matrix of explanatory variablgs, © stands for the
Hadamard product, i.e. an element-by-element multiplication,zfﬁds
therth column of the row vector of explanatory variab[éfs Note that if
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the multiplicative heteroscedasticity formulation is adopted for kgih)
and ¢, (-), then, in(A2.3)~(A2.5) ¢,(-) and ¢, () are simply equal to
exp(-).
Following again Magnus (1978, 1988)the Hessian matrix of
L, (B, y1, y2) may be written
hﬂlg hﬁVl h/'SVZ
%Ly 1 49 06 B v
=_Zh" o = | pf p n
9099’ n i=1 l l h?/zﬁ hl)_’Z)’l h?/z)/z
1 1 1

with
B
as:
hfﬂ _ a—é, _ _Xl{Qilei’ (A26)
’3 Yo\ /
as’ as:
W = = (8—é/> —n"" (p=12 (A2.7)
Yp
dvecs?;
= _(u;‘Qi_l@Xl/“Qi_l) :
8)/]’,
l]’
082;
— Z(ngzil—lﬂilui>ef/’
r=1 8)/;; ’
3s’” as "\’
h).,pyq _ Sl _ Sl — hJ.’qu/ (p — 1’ 2’ q — 1’ 2) (A28)
i dy, 9, l
_ 1/avec® ’(9_1 o-1)dvecs
= > EYW, i ® i ) eV
yp yq

_ %((veo(uiu; —2)) ®1,)1]""
lP lq

(e Sy)

8)/5 ay;

320271
—i—tr((u,-u; - Q2i) s>>elrpei’,
aypayq q

wherel,, is al), x I, identity matrix,

Vec(avecszi‘l)/ Lo,

]
Yo Ve 8]/, a .Q X
W= P = 2 e o )0 ()

q r=1s=1
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i.e.aT?l, x I, matrix,

32071 32 405  0%%;
r l s :Qi_l(z rlQi_l sl B r ls)Qi_l
aypayq Byp 8yq 8yp8yq
and the needed derivatives not yet given are
329. P
— = diag(¢] (Z} z¥ o zb),
022 __ 9
8)/18)/2 8)/28)/
3282
8)/28)/2

whereg; (-) and¢l’;(-) denote the second derivativesgaf(-) ande,, (-). If
the multiplicative heteroscedasticity formulation is adopted for lggth)
andg, (-), ¢,/ (-) andg, (-) are again simply equal to e&p.

Under condltlonal mean and conditional variance correct specification,
we haveE u?|X;, Z}, Z?) = 0 and E((ulu? — 2°)|X;, Z}, 22 = 0,
so that using the Iaw of iterated expectatlon it is easily checked that the
expected Hessian matrix éf, (8, y1, y2) may be written

82[‘” 1¢ 99 09
E = — h 0 = E h 09
[8989']9:90 n ; 0 0 Z =0

where
P00
h?@ — 0 thVl thVZ
0 h)’Z)’l hVZVZ
and
WP =P = _x1271x,, (A2.9)
R =R (p=1,2 ¢=1,2) (A2.10)
1/9vecs2;\' 4 4, 0vec;
=—3 — ) (2 ee ) ———
2 8)/ vy

Ly (e g2

2 l .
r=1s=1 3)/p a)/ !

Note that contrary to the Hessian which depends on first and second

derivatives, the expected Hessian is block-diagonal (between mean and

variance parameters) and only depends on first derivatives.
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Appendix B2

For Gaussian maximum likelihood estimation of the standard (homosce-
dastic) one-way error components modeteusch (1987)suggests an
iterated GLS procedure. Although applicable in very general situations
(seeMagnus, 1978 in the present case it is not very attractive since it im-
plies at each step the (numerical) resolution of a set of non-linear equations
defined by the first-order conditio%ﬁ =0(pp=12).

As alternatives, we can use either a Newton or quasi-Newton (secant
methods) algorithm. While the former requires the computation of the first
and second derivatives, the latter (for example, the so-called Davidson—
Fletcher—Powell and Broyden—Fletcher—Goldfard—Shanno methods) re-
qguires only the computation of the first derivatives (§agandt, 1988
In the present case, a variant of the Newton method appears particu-
larly appealing, namely the scoring method. This variant simply involves
substituting the Hessia% = I3  h% used in the Newton algo-
rithm by the empirical counterpart of its expectation under conditional
mean and conditional variance correct specification, |e% By 1 ﬁfg.

As noted above iAppendix A2 the latter is considerably simpler: it is
block-diagonal and only involves first derivatives. It will be a good ap-
proximation of the Hessian if the model is correctly specified and

not too far from@°. According to our experience, even under quite severe
misspecification, provided that all quantities are analytically computed,
the scoring method generally converges in less time (more computation
time per iteration but fewer iterations) than the secant methods. Further,
since the empirical expected Hessian is always negative semidefinite, it is
numerically stable.

A sensible set of starting values for the above algorithm may be com-
puted by proceeding as follows:

1. Obtain theg andé@ = (@1,...,6....,&,) OLS estimates of the
dummy variables moddél; = «; + X, B+ residualsii = 1,2,...,n),
whereX; is the same aX; except its dropped first column. At this
stage,f and the mean of thé;, i.e.a = 137 ,a;, provide ini-
tial values fors. Note that in practiceﬁ anda; may be computed as
B = (Z” L XMz X)) 7S XM7Y, (within OLS estimator) and

& = TeT (Y; — X, B), whereMy, = I, — leT i.e. the within trans-
formation matrix. SeBalestra (199630r details.
2. Runthe OLS regressumy (u”) = thy1+ residuals{=1,2,...,n;
= 1,2,...,T;), whereii;, = Y — & — X,;,p andg;1() is the
(supposed well-defined) inverse function @f(-). The non-intercept
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parameters of1 and the intercept parameter pf minusyz,, where

y1, IS an intercept correction term, give initial values far The desir-
ability of an intercept correction gf, arises from the fact that, even if
we suppose that;, is equal to the true disturbaneg, the (conditional)
expectation of the error term in the above OLS regression is usually not
zero (and even not necessarily a constant). The “optimal” value of the
intercept correction termy, depends upon the functional fory ()

and the actual distribution of theg,. In the case of the multiplicative
heteroscedasticity formulation whezyﬁgl(-) is simply equal to IG),

a sensible choice ig;, = —1.2704. This follows from the fact that
E[In(w2) = In(c2)] = E[In(v3 /o2 )] = —1.2704 if v;; ~ N(0,02);
seeHarvey (1976)

3. Finally, run the OLS regressiapy, *((@; — @)?) = ZZy» + residuals
i=12,...,n), whereqs;l(-) is the (supposed well-defined) inverse
function of¢, (-). According to the same reasoning as above, the non-
intercept parameters ¢ and the intercept parameter@f minusys,_,
where y,, is an intercept correction term, give initial values far.

In the case of the multiplicative heteroscedasticity formulation where
¢;L1(-) is again equal to 1a), y2, should also be set te1.2704.

Note that a simpler alternative to the step 2 and 3 is workable. It
merely consists in computing the “mean variance componeﬁfs”:

Ly ST af ands? = 1377 (&;—&)2 The inverse function values
¢, 1(62) andg,*(62) may then be used for the first elements (intercepts)
of y1 andy», their remaining elements being simply set equal to zero.
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CHAPTER 3

Finite Sample Properties of FGLS Estimator for
Random-Effects Model under Non-Normality

Aman Ullah* and Xiao Huang
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Abstract

This paper considers the finite sample properties of the feasible gener-
alized least square (FGLS) estimator for the random-effects model with
non-normal errors. By using the asymptotic expansion, we study the ef-
fects of skewness and excess kurtosis on the bias and Mean Square Error
(MSE) of the estimator. The numerical evaluation of our results is also
presented.

Keywords: finite sample, non-normality, panel data, random-effects

JEL classifications:C1, C4

3.1 Introduction

In random-effects (error component) models when variances of the

individual-specific effect and error term are unknown, feasible generalized

least square (FGLS) is the standard way for estimaBaftégi, 200). For

large sample size, FGLS has the same asymptotic efficiency as the GLS
estimator when variances are knoviAuller and Battese, 1974However,

we deal with data sets of small and moderately large sample size in many
situations and the disturbances are typically believed to be non-normally

distributed.

Maddala and Mount (1973)rovided a simulation study on the effi-
ciency of slope estimators for a static one-way error component panel
data model. They considered both normal and non-normal errors in sim-
ulations, where their non-normal errors are from lognormal distribution.

* Corresponding author.
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It is found that maximum likelihood estimator performs as well as other
types of FGLS estimators under both normal and lognormal errors in small
samples and all estimators give equally well resiBtdtagi (1981)nves-
tigated thoroughly various estimation and testing procedures in a static
two-way error component model and extended many estimation results in
one-way models to two-way model§aylor (1980)examined the exact
analytical small sample efficiency of FGLS estimator compared to be-
tween groups estimator and within groups estimator under the assumption
of normality.

Despite of previous studies, there has been no analytical result on how
non-normality affects the statistical properties of FGLS estimator in sta-
tic panel data model when sample size is finite. Further, we note that the
exact analytical result for the non-normal case is difficult to obtain and it
needs the specification of the form of the non-normal distribution. This
paper gives the large-(fixed T) approximate analytical result of finite
sample behavior of FGLS with non-normal disturbances. We derive the
approximate bias, up to @/»), and the mean square error (MSE), up to
O(1/n?), of the FGLS estimator in a static regression model under the as-
sumption that the first four moments of the errors are finite. For the case
of dynamic panel, the finite sample properties has been studied in several
papers through simulation, for exampherlove (1967, 1971), Arellano
and Bond (1991), and Kiviet (1995and they are not directly related to
the static case studied in this paper.

The paper is organized as follows. Secti®@ gives the main results.

In Section3.3 are detailed proofs. Some numerical results are given and
discussed in SectioB.4. Section3.5 provides the conclusion.

3.2 Main results

Let us consider the following random effect model,

Yir = Xit B + wiy,

wi = o + Uiy, i=1...,n,t=1,...,T, 3.1
wherey;; is the dependent variable;; is an 1x k vector of exogenous
variables,8 is ak x 1 coefficient vector and the errar;; consists of a

time-invariant random component;, and a random componen;. We
can also write the above model in a vector form as

y=XB+w,
w = Da + u, (3.2)
D=IH®LT9
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wherey isnT x 1,X isnT x k,wisnT x 1,aisn x 1, I, is an identity
matrix of dimensiom, and.y is T x 1 with all elements equal to one.

We assume both; andu;, are i.i.d. and mutually independent and

Eo; =0, Ea? = o2

1T a

E‘O{i3 :G()?yla’ Ea;lzaé(VZa +3),
2 T
E o = Ga I 1= -]’
e {0 iti # J,
Eui; =0,  Eu? =02, (3.3)
Eu} =olyn.  Eujf=o0,(ya+3),

u

0 cotherwise,
Eaixi; = Eujsxi; =0, i,j=1...,nands,t=1,...,T,

IEETER .
oc ifi=jt=s,
Euizujs={ /

wherey1,, y1, andy2y, y2, are Pearson’s measures of skewness and kur-
tosis of the distribution.
The variance—covariance matrix@fcan be written as

Eww' = O'MZ(Q + )flé)
=o20271, (3.4)
whereQ = I,7 — 0, Q = DD'/T, A = %2/%2 andan2 =02+ To?,
0 < A < 1. Obviously, we have the following properties @fand Q:
0% =0, 0%=0, Q0 =0, and
R=0+10=1Ir—1A-10. (3.5)

The generalized least square (GLS) estimatgs efhen the variances
of u;; andw; are known is given by

foLs = (X' 2X)"1X'2y. (3.6)

When the variances of;; anda; are unknowQ, then feasible GLS estima-
tor is used by replacing with its estimator2,

Brels= (X'2X)7'X'Q2y, (3.7)
where

Q2=0+10, (3.8)
’ _ / -1y

62 = u(Q—0X(X'0X) "X Q)u’ (3.9)

n(T -1 —k

(O _ N "avy\—-1lv’/pn

6*,,2 _w (0 - 0X(X'0X)""X Q)w’ (3.10)

n—=k
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h=06F/62. (3.11)
By expanding the terms i(8.8)—(3.11)and plugging them int¢3.7),
we obtain the analytical expression of the second-order bias and mean

square error foprcLs. The detailed proofs are given in SectidrB and
we give the main result in the following theorem.

THEOREM3.1. Under assumptiol3.3) the large-sample asymptotic ap-
proximations for the blas vectdf?(ﬁFGLs — B) up toO(n~1) and mean
square error matrle((ﬁFGLs ,3)(,BFG|_S —B)) up tOO(n_z) are given
by

. AM1l—A
Bias= ( > )<o-u7)flu—0'oz)’la>(141—)»AlBA1)X/LnTa
n
MSE = ¢2(X'2X)!
Ao 2T You c
P )2 (-2 A
[T 1 T( ) — y2u( ) +

whereu,r is annT x 1 vector of onesA = ix'QX, B = 1X'0X,
A=A"YB-ABA1B)A1 and

¢ =MoL X 2l (10 0X(X'0X)"1x'0)
= N You 0 0 0
- ”2”1(1 © 0X(X'0X)"1x'Q)
n wD(I © DX(X/QX)lx/D)D/] PjA7Y,

inwhichPy = (X’Q — BA1X'§2)//n.

The proof ofTheorem 3.1s given in Sectior8.3. When errors are nor-
mally distributed,y1, = Y20 = y1. = Y2 = 0 and we get

COROLLARY 3.1. Under assumption3.3), when the errors are nor-
mally distributed, the large-sample asymptotic approximations for the
bias vectorE(ﬁFGLs — B) up toO(n~Y) and mean square error matrix

E((BroLs — B)(BroLs — B)') up toO(n~2) are given by
Bias= 0,
ZAGMZT
n?(T — 1)
If the non-normality comes fromg, not fromu;,, theny1, = y2, = 0
and we have

MSE = 6 2(X'2X)"1 +
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COROLLARY 3.2. Under assumptiof3.3), when onlyy; is non-normally
distributed, the large-sample asymptotic approximations for the bias vec-
tor E(,BFGLS B) up toO(n 1) and mean square error matri&((BrcLs—
B)(BraLs — B))) up toO(n~2) are given by

)‘(1 — Aoy YVia

Bias= —
n2

(A7t = 2ATIBATY X 17,

MSE = o2(X'2X)" 1 +

ro2[ 2T 122 A+F+F’
n2 | T -1 BRES n n’

where

X'2[ you(1—1)?
X
Jn AT?

Similarly, if the non-normality comes only frarm, thenyy, = Y2, =0
and we have

D(I® DX(X/@X)_lX/D)D/:| PATL

COROLLARY 3.3. Under assumptio(B.3), when only;, is non-normally
distributed, the large-sample asymptotic approximations for the bias
vector E(ﬂFGLS — B) up to O(r~1) and mean square error matrix
E((BroLs — B)(BreLs — B)) up toO(n~?) are given by

AL —Mouyi

. -1 -1 =1\ v/

ro2[ 2T G G
MSE = 62(X'2X) 14+ 20| = @(1 2la+r 242
n2 |[T -1 n n

where
G = )‘LMZA—l‘X/‘Q
n Jn

2 (1o QX(X/QX)_lX/Q):| PjA7L

[xm (10 0X(X'0X)"1Xx'Q)

T -1

We note that the asymptotic MSE g s is given byo2(X'22X) 1.
The following remarks follow from the results theorem 3.JandCorol-
lary 3.1

REMARK 3.1. The Bias depends only on skewness coefficient. Bias is
zeroifA =1orix =0, wherer =1 implies(r(f = 0 andx = 0 implies
MZ = 0. Also note that for symmetric distributiongy, = y1, = 0, or

for distributions satisfying., /y1« = Tos/ou, Bias is zero. Consider the
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Table 3.1. n =10, T =5, « is non-normal andu is normal, o, = 1,
o, = 0.6

02 Vi Vou Approx Bias  AsymBias  Approx MSE =~ Asym MSE

15 -265 1465 0013656 0 0002601 0002902
20 -170 564 0008769 0 0002848 0002902
25 -123 293 0006350 0 002921 0002902
30 -094 174 0004853 0 0002954 0002902

Table 3.2. n =50, T =5, « is non-normal andu is normal, o, = 1,
o, = 0.6

02 Vo V2u Approx Bias  AsymBias  Approx MSE =~ Asym MSE

15 -265 1465 0002661 0 (0000580 0000594
20 -170 564 0001709 0 0000591 0000594
25 123 293 0001237 0 (0000594 0000594
30 -094 174 0000946 0 0000596 0000594

term

Al A BA Y = A YU,y —aB)AT
xex\1t xX'2x\ !
= (X' 0X) > 0.
n

n

ThusA—! —1A~1BA~1is a positive semidefinite matrix. Therefore, pro-
vided X't,,7 > 0,

. . T
Bias>0 if /& > 1%
Ylx oy
dBias dBias 9°Bias
>0, <0, and —— =0
Y1 Y10 Y101«

For the nature of decreasing slope of bias with respegitpseeTa-
bles 3.1 to 3.3This Bias direction does not hold, that is bias direction is
not determined, if each element &fi, 7 is not positive or negative.

REMARK 3.2. Under certain restrictions, there are also some monotonic
relations between the Bias and the variances of the error components. Con-
sider the Bias expression {Dorollary 3.2 where onlya is non-normally
distributed. For simplicity, let = 1 andH = (X’ QX)(X'2X/n)~L. The
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derivative of the Bias w.r.t? gives

aBlas oA(l— A oH
_ Ve H(i)d‘x + 21— No,— X/L,
80 n? 803 80‘3
where
_ 2 _ 5 -1 _ =0 if A > 1/4,
0A(l— Aoy /0oy, = 20a A1 —1)(4A 1)< 0 ifr<1/4,

dH /002 =2n"1To 202(X' QX)(X'2X/n) 3(X'Q0X) > 0.

For X't > 0, if y1, < O, Bias is an increasing function eff when
A > 1/4. Wheni < 1/4, the monotonicity is not determined.

Similar result holds fot)Bias/aouz. ForX't. > 0, if y1, < 0, itis found
that Bias is an increasing function 6f wheni > 3/4. Whenx < 3/4,
the monotonicity is again not determined.

REMARK 3.3. Under the non-normality of errors, the MSE depends only
on kurtosis. The approximate MSE for normal distribution is greater than
or equal to asymptotic MSE, i.e.

240 2T

“__ >g2(x'0x)"L

2/v/ -1
WX'QX T+ g

The results for approximate MSE result under both normal and non-
normal errors inrables 3.1 to 3. 8uggest that the asymptotic MSE results
are generally the same as the approximate MSE results for moderately
large samples, at least up to 4 digits.

3.3 Derivation

ProOOF OFTHEOREM 3.1. The expansion of the bias vector follows di-
rectly from the expansion quGLS around its true valueg. From (3.7)
we know that the expansion ﬂ:GLs requires the expansion af which
further involves the expansion éf2 andonz. Let us start with the Taylor

series expansion @f? andc}nz. From(3.9), we have

o W Qu—u'0X(X'0X)71X Qu
Tu = n(T — 1) —

_ 1 k i o .
_"<T—1>[1_n<r—1>] [”””(T_1)<1+ﬁ)“’u“u]
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__ 0 k k?
_n(T—1)|: T T -1 +n2(T—1)2+"}
><|:au2n(T—l)(1+ %) —auzv;k]

_ 03[1 + ;ﬁ + %] +0,(n7%?), (3.12)
where
S L -] 61
n(T — l)au2
v =u' QX (X' QX)X Qu/o?. (3.14)

Both v, andv; are Q,(1). Similarly, we define other (1) terms fre-
quently used in the proof,

Vo = V/n(o'aoy?nt - 1), (3.15)

ey = ~/n(u' Quo, ?n~t — 1), (3.16)

vy =a'D'X(X'QX)"'X'Da/o}, (3.17)

ef =u' OX(X'0X)"*X'Qu/o?, (3.18)
u' Do

Vou = \/ﬁanz’ (3.19)

v, =o' D'X(X'0X)"*X'Qu/o?. (3.20)

For 67, we have
w' Ow =a'D'ODa + u' Qu + 2u' Q Du
= nTa‘f(l + va/ﬁ) + noruz(l + su/ﬁ) + Zﬁafvau
= o2[n+ Vn((1 = vy + Aew + 2vau) |, (3.21)
wOX(X'0X) ' X' Qw = of (v} + &) + 20,). (3.22)
Now plug (3.21) and (3.22) into (3.1®long with ¥ (n — k) = 1/n +
k/n?+ ..., we get
1-2A A 2 k— (v * 4+ 20k
772 — nz[l—i— ( )vOt + 814 + UO(M + (va + 81,4 + Uo{u):|
Jn n
+0,(n™%?). (3.23)

Using(3.12) and (3.23)it can be verified that
& [ = fut f? —3/2
/\_/\[1+ﬁ+ - ]+o,,(n ),

o

(3.24)
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where

f=vu— A —=2vy — rey — 20qy

_ 1t ’( € _,0)u-a-»u w“)— 2 WD
Vi \T-1 Q)” (ﬁag Juo'
(3.25)

fr=videt 20t — v /(T —1) —k(T —2)/(T—1).  (3.26)

Multiplying both sides of(3.24) by \/n and rearranging the equation
gives

nGo=2) = af + A(f* = fou+ f2)//n+0,(n7Y). (3.27)

Now define

§=n( —A) (3.28)
so thats? = 222 4+ O, (n~Y/?). Using the above definition, we have

Q=02+ 068/Vn, (3.29)

X'Q2X/n = A+ B5//n. (3.30)

Now plug (3.29) and (3.30) into (3.7and multiply both sides by/n
we have

Vn(BreLs — B)
= (A+ B5//m) "[X'(2 + 08/ /m)w /]
= AT (X'Quw//n) + AT Prws/J/n + AT Pws?/n, (3.31)

where P; is as givgn inTheorem 3.1and P, = —BA~1P;. It can be
easily verified thatQu,r = 7, PAX = P2X = 0, Puyr = (X' —
ABATYX')iur//n, PLOX//n = B — ABA™!B, and PLOX//n =
—P1OX//n.

Then using3.28)we get

Vi(BroLs — B) = o+ E_12 + &1+ O, (n~¥?), (3.32)
where

fo=ATYX'Qu/Vn),  E-12=rA"TPrwf/Vn,
E_1 = 22ATPowf?/n + AATIPLw(f* — fu, + f2)/n.

Taking expectation of3.32)to obtain the bias vector up toQ:~1/?)

E[Vn(BroLs — B)] = Efo+ Eé_1)2
= AATIPLE(wf)//n. (3.33)
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It is easy to verify thatE&y = 0. Now let us evaluateE(wf) =
E(Da +u)f = DE(af) + E(uf). From(3.25)we get

DE(af) = DE[o, %/ (Q/(T — 1) — AQ)ua/v/n
—-(1- )»)aa_zo/oeoz/f — 20,7_2u’Da01/\/ﬁ]
= —(1— 10 2E@a-a)/v/n
= —(1 = M)Y1a0alnr /NN, (3.34)

E(uf) = E[u(vy, — &y)]

= O'u2|:E(u/M cu)/(T —1) — MTT_i_l)lHE(u/Qu : u)]/ﬁ

= Yo, (1 — VT Y2, (3.35)
Combine(3.34) and (3.35)ve have

Ewf) = L= N yuou/T — Y1a0a)tar /1. (3.36)

Hence substituting3.36) in (3.33)we get the bias result ifheorem 3.1
The mean square error matrix up to ordgrnOb) is
E[n(Bras — B)(Bras — B)']
= E(£0£q) + E (508 12 + &-1/280) + E(§-1/28" 1)
+ E (8051 + £-1&p), (3.37)
where from(3.32)we have
E (§0&g) = no 2 (X'2X) 7,
E(£0E 1)9) = MAT X' QEww' f)P{A™ /n,
E(E_1/2t' 1 5) = 2 A" PLE(ww' f2) PLA™Y/n,
E(kt 1) = A2A7Y(X'2//n) E(ww' f2)P4A™Y/n
+ AA_l(X/Q/ﬁ)E[(f* — fuy, + fz)ww/]Pl/A_l/n.
Consider the expectation
E(ww'f) = DE(faa')D' + DE(fau') + E(fua')D' + E(fuu'),
(3.38)
where
E(fad') = E(u'(Q/(T —1) — »0)uo, ?//n)E(ad’)
—-(1- A)oa_zE(o/a ~aa)//n
= — (1= W@+ y2)olln/vn,
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E(fou') = =20, ?E(ac/)D'E(uu') //n

= —ZAo(fan_zD//\/ﬁ,
E(fud') = —2)»05077_2D/«/ﬁ,
E(fuu') = o, 2E[u'(Q/(T — 1) — A Q)u - uu']//n

— (1= Mo, 2E(aa)E(uu')//n

= o2[(L—Nyalur/T + 2T —1)Q — 21.0]//n.

Now substitute these four terms inEww’ f), and we get

Eww'f) = o[ — 1) (yaular/T — (L= M y2a O/2) +20/(T — 1)
—20/A]/+/n. (3.39)

Next let us define&Z,, = u/o,, Z4 = a/o, and the first four moments
of the elements of,, andZ,, are given inAppendix A3 Then

E(ww' f?) = DE(f?ad’)D' + DE(f?au’)
+ E(fzuo/)D/ + E(fzuu/). (3.40)
Consider the first term on the right-hand sidd&#0)we note that
E(ao/fz)
= E[aa’(v2+ (1 — 1?02 + 222 + 4, — 2(1 — 2)v,v,)]
+ E[ae/ (=20 vuen — 40yvau + 20(1 — Mvgey) ]
+ E[aa’ (41 — 2)vavau + 4reyvau) ]
= ouzlnE(vs + Azsg — 2Avu8u)
+ Eae/ (=40, vau + 4hey Vau)]
+ E[ao/(4v§u —2(1— Nvyve +20(1 — A)vaeu)]
+ Efaa’ (1= 1)%07] + 41 — 1) E[oa va Ve ]
=I1+I11+1I1+1V+V, (3.41)
where
I = 621,E(v, — A&,)?
= no2L,E[Z,(Q/(T = 1) = 20)Zu/n — (1= )]
= 02l [y2u(1 = 1%/ T +2/(T = 1) + 27,
11 = —4E[aa vau (vy — A&y) ]

- —4;—;;Eo,[aa/ ' D' Ez,(Zu - ZL(Q/(T = 1) = 20)Zu/n)]
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= —4(1 — VY1Y120u0g0, 2In/n = O(n~ "),
11T = E[ad (42, — 2(1 — A)ve (vy — A&w))]
= E[ozo/(4(u'Doean_2/\/ﬁ)2 —2(1— )\,)I’l(OlOl,O'O[_Z/I’l —1)
x (' (Q/T — UT — 1) — AQ)uo, ?/n — (1-1)))]
= 41— Mol +O(n 1),
1V = E[ad'(1— )»)Zn(o/ozoj/n — 1)2]
= (1 - M%2E[24Z,((Z,Za)?/n — 224 Z), + n)]
= (1= 1202y + I,
vV =0.
Substitute the above five results(fi41) we have
DE(ad' f2)D' = ToZ[(1— M)?(vau/ T + v2o) + 2T /(T — D]0.

(3.42)
In the second term on the right-hand sidg&#0)

E((xu/fz) = E[au'(v, — ksu)z] — AE[ o vau (vy — Aew)]
+ E[au’(4v§u —2(1 = Mvg(vy — A&w)]
+ Efau’ (1 — 0)?02] + 41 — M E (' vavau),  (3.43)
where
I =0,
Il = —4E[au/u/Da(u/(Q/(T -1 — A@)uo’[z/n —(1- A))/an]
= —40262D'E[2,2,,(Z,(Q/(T — 1) — 1Q)
X Zu/n — (1= 1)]/o2
= —46202D'[y2u(1 — W Iyrn Tt
+2(Q/(T =1 —10)/n]/0?
= O(n_l),
111 = E[au/(4u/Dozo/D/uanz/n —-2(1- )L)n(ozo/aa_z/n — 1)
x W' (Q/(T = 1) —1Q)us, ?/n— (1—1))]
= O(n_l),
1V =0,
V =41 - A)E[au/(aa/aa_z/n - 1)u/Dozon_2]
=4(1— A)afaJZE[aa’(oza/oa_z/n —-1)]D’
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= 41— Nofoloy X (yaan T+ 1—2/n — 1)1, D'
= O(n_l).
Substitute above five results in{®.43)and we get
E(au/fz) = O(n_l). (3.44)
The fourth term on the right-hand side (@ 40)is
E(fzuu/) = E[uu'(vu — Aeu)z] — 4E[uu/(vau (v, — keu))]
+ E[uu/(4v§u —2(1 = Mvg(vy — A&w))]
+ Efu (1 = 2)%02)] + 4E[un (1 — ) vavau)]
=1+I1I+1I1+1V+V, (3.45)
where
I = E[uu'n(e (Q/(T — 1) — 10)uo;?/n — (1— 1)’
= 02E[n2,7, - (Z,(Q/(T — 1) —20)Z.)*
—2n(1 =W Z,(Q/(T — 1) —10)Zy +n?(1—1)?)]
=02[(1 = 1?2/ T + 2(1/(T — 1) + 4?) | Lur,
11 =0,
111 =4020,*E(uu’ -u'DD'u)/n
= 40;1030,7_4TI,1T
= 41— Mroll,r +O(n ),
IV=@1- )L)ZE[uu’n(oea/aa_Z/n — 1)2]
— auz(l — )»)an(ao/oa_Z/n — 1)21nT
=021 =2 (vou + D1t
V=41- )\)E[uu/u/DaoJZ(aa/ogz/n — 1)]
=4(1—- )\.)O’Q_ZU,]_ZE(MM, -u'Da -d'a)/n = O(n_l).
Hence
E(uu'f?) = o2[(L = 2 (vau/ T + v2o) + 2T/(T = D]Lur,  (3.46)
and(3.40)can be written as

E(ww' %) = oZ[(L = M2 (v2u/ T + v2a)

+2T/(T — 1)] (1;—)\6 + InT). (3.47)
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Next, let us consideE ( f*ww’) in (3.37)
E(f*ww") = E(f*uu’) + DE(f*au’) + E(f*ua")D’
+ DE(f*ad)D' =1+ 11+ 111 +1V, (3.48)
where
I=E[(vy+ep+2v, —vi/(T—1) —k(T —2)/(T —1)uu']

= o020, kT — k(T — 2)/(T — 1)]
+ E[(ef — v /(T — 1))uu']

= ovaul (A(Iir © OX(X'0X)"'X'Q)
— (lir © QX (X'QX)7'X'Q) /(T - 1))]
+a2[2(A0X(X'0X) X0 — 0X (X' 0X) X' Q /(T - D))].

Il = DE[2v}, - au']
= 2DE[aa/ D'X(X'0X) "' X' Quu'o, ?]
=21-Mo20X (X' 0X)"1X'Q =111,

IV = DE[(v} + &} + 20}, —vi(T —1) — k(T — 2)/(T — 1))ac'|D’
= DE[v}aa'1D" + a(fDD’(kk —k/(T —1) — k(T —2)/(T — 1))
=(1- 0%y D(L, 0 D'X(X'0X)"1X'D) D'/ T?

+21 -2 20x (X' 0X)"1X'0.

Thus

E(f*ww) = 02[you(MI,t © 0X (X' 0X)"'X'Q)
— (It © QX (X' QX)X Q) /(T - 1))]
+ o2 [(L—= V2T Py
x D(I, © D'X(X'0X)"*X'D)D’
—20X(X' QX)X Q/(T - 1)]
+o[27ox (X 0x) 71X’ 0] (3.49)

ConsiderE (fv,ww’) in (3.37)

E(fv,ww’) = E(fv,uu’) + E(fv,ua’)D' + DE(fv,oau’)

+ DE(fvyad)D' =1+ 11 +1I1+1V,  (3.50)
where
I = E[(vy — A&y)vy - uu']
=no2E[(Z,(Q/(W(T — 1)) — 2Q/n)Zy — (1 — 1))
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x (2,0Zn /(T - 1) - 1)Z,,Z,]
= 0[2/(T = 1) + y2u(1 = 1)/ T .
11 = E[(vi — (1= vy — A&y — 2vqu)vy - ue' | D’
= E[—(1 = M)y - ua'|D" + E(—2vguvy - ua') D'
= —(1— NE@u)Ewee)D' — 2020, 2E(v,uu’)DD'//n
=0 ) =111,
DE[(UM — (1= ANvg — Agy — ZUW)vuaa/]D/
= 06ZDE[(vy — r&u)vu|D' — 2DE (vauvuaa) D'
=071 — WA ya (=0T +2/(T = D]Q +O(n ).
Therefore
E(fvaww’) = 022y (1= 2)/T +2/(T = D](Q + 10). (3.51)
Plugging(3.39), (3.47), (3.49), and (3.51) into (3.3¥% have

1v

E (808 1)p) = %A_lX/.QE(ww’f)Pl/A_l
= —202[yau(d — W2 T+ you (1 — 2?1771
+2T/(T = D]A/n = E(§-1/25)),
E(E_128 1,9 = A2A PLE(ww' f2) P{A™/n
= 1%02[(L— W2 (vauT 1+ you) + 2T /(T — 1] A/n,

Bt = € 4 26T 4
- n(T —1)
Eeagy =+ 29T 4
n(T —1)
Using these ir{3.37)the MSE result inTheorem 3.Xollows. O

3.4 Numerical results

In this section we provide a numerical study of the behavior of analyt-
ical Bias and MSE under non-normality. The data generating process is
specified as follows

Vit = Xit B+ oti + ujg.
xi; are generated via the methodMérlove (1971)

Xit = 0.1r + 0.5Xit_]_ + wijy,
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Table 3.3. n =10, T =50, & is non-normal andu is normal, o, = 1,
o, = 0.6

02 Vi Vou Approx Bias  AsymBias  Approx MSE =~ Asym MSE

15 -265 1465 0001297 0 (0000098 0000100
20 -170 564 0000833 0 0000099 0000100
25 -123 293 0000603 0 (000100 0000100
30 -094 174 0000461 0 (000100 0000100

x;0 = 10+ Sw;o,
. U 11
Wi 2, 2 .

We omit the constant term and consider the data generating process
described inCorollary 3.2and Corollary 3.3 For Corollary 3.2 we let
B = 05. u;; ~ IIN(0,0.36), which impliesy1, = y2, = 0. «; are gen-
erated byJohnson’s (19495, system, introducing non-normality to our
data generating process. The non-normak generated by transforming
a standard normal random variable

. i — 0
af = smh(gl - l),
>

and lettinge; be the standardized versionaf with zero mean and vari-
ance is one.

Different values o601, 62) givens different values of the skewness and
kurtosis of the random variablg". Definew = exp(6, 2) andyr = 61/6>
and the four moments of; are given by

E(}) = ptg = —0?sinh(y),

E(ef — pa)’ = %(w — D[wcosh2y) + 1],

E(e}f — no)® = —%a)l/z(w — 1)?[w(w + 2) sinh(3y) + 3sinh(y)],
E(f — po)* = %(a) — 1)2[0?(0* + 20° + 30? — 3) cosh4y)

+ 40%(w + 2) cosh2y) + 3(2w + D).

From this we get skewness, = E(af — 1o)%/(E(a} — pue)?¥? and
excess kurtosigo, = E(af — pa)*/(E(ef — 1ne)?)? — 3. In Tables 3.1
to 3.3 91 is setto be 4 and, € [1.5, 3]. This combination of; and9,
gives a moderate interval for the variancex$f from 0.5 to 45. FoCorol-
lary 3.3 we apply the same method to the generation of non-nosmal
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Table 3.4. n =10, T =5, ais normal andu is non-normal,o, = 2,
o, =1

02 Yl You Approx Bias  AsymBias  Approx MSE =~ Asym MSE

15 -265 1465 -0.001906 0 0007143 0007135
20 -170 564 -0.001224 0 007243 0007135
25 -123 293 —0.000886 0 007273 0007135
30 -094 174 —-0.000677 0 007287 0007135

and leta; «~~ IIN(0, 4). In order to investigate the finite sample behavior
of Bias and MSE, we let = 10 andT = 5. We replicate the experiment
1000 times for each pair @b1, 62).

When only«x is non-normal, we note that froifable 3.1that the MSE
changes withy,,. Generally, for some larges,, approximate MSE is
less than asymptotic MSE while for some smgall,, approximate MSE
is greater than asymptotic MSE. Thus the use of the asymptotic MSE,
when the sample is small or moderately large, will provide an under es-
timation or over estimation depending on the magnitude-f Further
the t-ratios for hypothesis testing, based on asymptotic MSE, may provide
under or over rejection of the null hypothesis. When the sample is mod-
erately large Table 3.2 we get similar results, but the asymptotic MSE is
the same as the approximate MSE up to 4 digits. However, for the cases
when onlyu;; is non-normal we see froffable 3.4that the approximate
MSE is greater than the asymptotic MSE for all values/gf. Thus, in
this case, the use of asymptotic MSE in practice, will generally provide
underestimation of MSE and t-ratios may falsely reject the null hypothe-
sis. For moderately large samplesTiable 3.5 the approximate MSE is
still greater than the asymptotic MSE, but they are the same up to 4 dig-
its. Thus, when either alpha aris non-normally distributed, we observe
that while the use of the asymptotic MSE may provide under or over esti-
mation of the MSE, the asymptotic MSE estimates the approximate MSE
accurately since they are the same up to three or four digits, especially for
moderately large samples.

In Remark 3.1 Bias is found to be a decreasing functionyaf, and
an increasing function ofy,, which is consistent with the results seen
in Tables 3.1-3.6The monotonic relations between Bias and variances
of the error components iRemark 3.2are shown numerically ifa-
bles 3.8-3.11where inTables 3.8-3.%ve fix o, and increase, and in
Tables 3.10-3.1wve fix o, and increase,,.

We also simulate the differemts for the sam& and vice versa. The
results presented here are for= 5 with » = 10,50 and forn = 10
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Table 3.5. n =50, T =5, « is normal andu is non-normal,o, = 2,

o,=1
02 Y1u You Approx Bias  AsymBias  Approx MSE =~ Asym MSE
15 -—-265 1465 -0.000397 0 001553 0001553
20 -1.70 564 —0.000255 0 (001558 0001553
25 -1.23 293 -0.000185 0 001559 0001553
3.0 -094 174 -0.000141 0 (0001560 0001553

Table 3.6. n =10, T =50, « is normal andu is non-normal,o, = 2,

o, =1
02 Yiu Yiu Approx Bias  Asym Bias  Approx MSE ~ Asym MSE
15 -—-265 1465 -0.000018 0 0000281 0000281
20 -170 564 —0.000012 0 0000282 0000281
25 -1.23 293 —0.000009 0 0000282 0000281
30 -094 174 —0.000007 0 0000282 0000281

Table 3.7. n =10, T = 5. Botha andu are normal,o, = 0.6

Oq Approx Bias Asym Bias Approx MSE Asym MSE
1 0 0 0002612 0002535
5 0 0 0002936 0002931

10 0 0 0002948 0002947

15 0 0 0002950 0002950

Table 3.8. n =10, T =5, « is normal andu is non-normal,o, = 0.5,
o, =2,2=0.76

0> Vi Vou Approx Bias  Asym Bias  Approx MSE ~ Asym MSE

15 -265 1465 0002723 0 0012439 0011967
20 -170 564 0001748 0 0012542 0011967
25 -123 293 0001266 0 0012573 0011967
30 -094 174 0000968 0 0012587 0011967

with T = 5,50. The results for other values @fand7T are available from
the authors upon request, and they give the similar conclusions. When
is non-normal, the maximum relative bia(8 — B)/B, decreases from
2.7% to 0.5% when changes from 10 to 50 with = 5; and it decreases
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Table 3.9. n =10, T =5, a is non-normal andu is normal, o, = 1.5,
o, =2, =0.26

02 Vi Vou Approx Bias ~ Asym Bias  Approx MSE  Asym MSE

15 -265 1465 0029105 0 0019418 0021358
20 -170 564 0018689 0 0021402 0021358
25 -123 293 0013533 0 0021998 0021358
30 -094 174 0010343 0 0022260 0021358

Table 3.10. n =10, T =5, « is normal andu is non-normal, o, = 2,
o, = 10,1 =0.83

62 Yiu You Approx Bias ~ Asym Bias  Approx MSE =~ Asym MSE
15 —-265 1465 —0.007749 0 98761 0282281
20 -170 564 —0.004976 0 ®97935 0282281
25 -123 293 —0.003603 0 ®97687 0282281
30 -094 174 —0.002754 0 ®97578 0282281

Table 3.11. n =10, T =5, a is normal andu is non-normal, o, = 2,
o, = 20,1 =0.95

02 Yiu Vou Approx Bias ~ Asym Bias  Approx MSE ~ Asym MSE
15 -—-265 1465 —0.004111 0 (994565 0939214
20 -170 564 —0.002640 0 (990324 0939214
25 -123 293 -0.001912 0 (989049 0939214
30 -094 174 —0.001461 0 (988490 0939214

Table 3.12. n =10, T = 5. Botha andu are non-normal,o, = 5,

02 Yiu Vou Approx Bias ~ AsymBias  Approx MSE ~ Asym MSE
15 —-265 1465 0043545 0 849311 0365864
20 -170 564 0027961 0 B73554 0365864
25 -123 293 0020247 0 (880839 0365864
30 -094 174 0015474 0 (884039 0365864

from 2.7% to 0.3% whem = 10 andT changes from 5 to 50. Whan
is non-normal, the maximum relative bias changes from 0.4% to 0.08%
for the change of from 10 to 50 withT = 5; and from 0.4% to 0.004%
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Table 3.13. n =10, T = 5. Botha andu are non-normal,o, = 10,

o, =5
02 Y1u You Approx Bias  AsymBias  Approx MSE =~ Asym MSE
15 -—-265 1465 0081264 0 0152518 0168328
20 -1.70 564 0052182 0 0164591 0168328
25 -123 293 0037786 0 0168220 0168328
30 -094 174 0028878 0 0169814 0168328

Table 3.14. n =10, T = 5. Botha andu are non-normal,s, = 10,

o, =10
0o Yiu You Approx Bias  AsymBias  Approx MSE ~ Asym MSE
15 -—-265 1465 0141105 0 0457876 0537747
20 -170 564 0090608 0 0623752 0537747
25 -123 293 0065611 0 (643550 0537747
30 -094 174 0050143 0 652245 0537747

for n = 10 whenT changing from 5 to 50. Thus the order of bias is not
very significant, further, it is found that for a fixdd e.g.,T = 5, whenn

is large enough, for example, 50, the approximate bias is practically zero.
These results are consistent with the resultdaddala and Mount (1973)

For the MSE, whermx is non-normal and' is fixed at 5, the approximate
MSE is equal to asymptotic MSE up to the third digit wher= 10, but

up to the fourth digit when = 50. For the case whenis fixed at 10 and

T changes from 5 to 50, the two MSEs are the same up to three digits.
Similar results hold for the case whens non-normally distributed.

Next we consider the DGPs with both error components are non-
normally distributed and have large variances in small sample. It is found
in such cases the relative bias can be large and asymptotic MSE may not
be very accuratélables 3.12-3.14ive some examples. Most tables show
that the approximate bias is not negligible. The range of relative bias in
Table 3.12is [3%, 8.7%] and it increases to [10%, 28%] Table 3.14
The approximate and asymptotic MSEs can be different even at the first
digit, as shown in the first row dfable 3.14

In Table 3.7 botha andu are normal, whera;; ~ IIN(0, 0.36) and
a; has zero mean and changing variangg. = 24 = Y1 = y2u = 0.

In this case, the approximate MSE is always larger than asymptotic MSE,
and this is consistent with the results @orollary 3.1and Remark 3.3
However, the difference in the approximate and asymptotic MSEs is the
same up to 5 digits.
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3.5 Conclusion

In this paper, we study the finite sample properties of the FGLS estimators
in random-effects model with non-normal errors. We derive the asymptotic
expansion of the Bias and MSE up t@#O1) and Qn—2), respectively.

Firstly, the Bias depends only on skewness coefficient. Bias is zero for
symmetric distributions or for distributions satisfying, /y1a = T04/0y-

We find Bias is a non-decreasing functionjaf, and a non-increasing
function ofy1,, providedX't,7 > 0. Under certain parameter restrictions,
Bias is also found to be monotonic functions of variances of the error
components.

Secondly, the MSE depends only on the kurtosis coefficient. The ap-
proximate MSE can be greater or smaller than asymptotic MSE. The
statistical inference based on using the asymptotic MSE can be quite accu-
rate when variances of the error components are small since it is the same
as the approximate MSE, under the normality as well as a non-normal
distribution considered, up to three or four digits, especially for moder-
ately large samples. However, when those variances are large, asymptotic
results can give inaccurate results.
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Appendix A3

The following results have been repeatedly used in the derivation in Sec-
tion 3.3

LetG1andGz betwonT xnT idempotent matrices with non-stochastic
elements such that

tr(G1) = nga,
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tr(G2) = nga,
tr(G12) = ngi2.

AssumingG1 andG» to be symmetric matrices ariito be am7T x 1
random vector whose elements are i.i.d. with the first four moments given

ad

Ez; =0, Ez§=1, Ez?zylz,
EZ§= v:+3, j=1,...,nT.
Then we have

E(Z'G1Z - Z) = y1:(Int © GO, (A3.1)
E(Z'G1Z - ZZ") = yo:(Int © G1) +tr(G1) + 2G1. (A3.2)

Further, if the diagonal elements 6f; are equal and those @f; are
also equal, we have

V181

E(Z'G1Z-Z) = InT (A3.3)

V281
T

1
ZE(Z'G1Z-7'G2Z - ZZ7')
n

E(Z'G1Z-727) = Lyt +ngil,r + 2Ga, (A3.4)

=ngig2lyt + 2812l + 281G>

3
+2g9Gy + SE2ZVZ 4 O(n Y. (A3.5)

Notice that result$A3.1) to (A3.4)are exact while the resulA3.5) is
given up to order @:~1) only as it suffices for the present purpose.
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Abstract

This paper compares dynamic panel regression with random effects un-
der different assumptions about the nature of the initial conditions, and
suggests that a pragmatic approach is to be preferred. The proposed ap-
proach has a flexible reduced form for the initial response which effectively
imposes a random effect correlated with the subsequent model equation to
deal with the initial conditions and to handle the problem of negative es-
timates of variance components. These concepts are illustrated by testing
a variety of different hypothetical models in economic contexts. We use in-
formation criteria to select the best approximating model. We find that the
full maximum likelihood improves the consistency results if the relation-
ships between random effects, initial conditions and explanatory variables
are correctly specified.

Keywords: dynamic panel data, random effects, initial conditions, non-
negative estimates of variance components, MLES

JEL classifications:C33, C59, 010
4.1. Introduction
Modelling dynamic regression for panel data has become increasingly

popular in a wide variety of research areas over the past few decades.
These models are specifically adapted for the statistical analysis of data
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that have a serial processes structure which allows for individual hetero-
geneity to control for time-invariant characteristid¢daisman and Tay-

lor, 1981; Heckman, 1991and dynamic feedback to make it easier for
researchers to examine state dependeBesdstre and Trognon, 1996;
Nerlove, 1999 These two important ideas are often addressed by in-
cluding individual-specific effects and a lagged endogenous variable in
the regression model. A great deal of attention has been devoted to the
problems created by these features with a particular focus on properties of
different modelling strategies for the analysis of panel data.

The classical approach in the panel data literature is the use of fixed ef-
fects that simply ignores the component nature of residual heterogeneity.
This will result in inconsistent estimates due to the problem of incidental
parametersHeckman, 1981; Lancaster, 2Q@%sociated with the individ-
ual effects. The random effects model has been implemented to overcome
the problem and consequently allows control of the unobserved effects by
partitioning residual heterogeneity according to the within- and between-
individual variations that exist in the data. A comprehensive review of the
literature on the analysis of panel data with random effects is given by
Nerlove (2002)andHsiao (2002)

The main difficulty in the estimation of random effects is accounting for
the initial conditions problem which arises if state dependence is suspected
(Crouchley and Davies, 20D1This leads to a non-standard likelihood
function which is not, in general, fully specifieditkin and Alfo, 2003
and to inconsistent ML estimates in the dynamic modeiderson and
Hsiao, 1982 For these reasons, a realistic solution is to treat the initial
condition explicitly as endogenous and then use the likelihood of all ob-
served outcomes including that in the initial time period. The likelihood
approach then takes into account any information on the initial conditions
in estimating the consistent regression parameters and likelihood equa-
tions for the components of covariance matrices. To do this, some special
assumptions are required regarding the joint distribution of the first state
on each individual and heterogeneity effects. A further factor in modelling
initial conditions concerns the pre-sample history of the process generat-
ing the explanatory variables, which is usually unobservable and requires
making additional assumptions about the data processes.

In the literature, the usual suggestion to overcome these problems is
to suppose stationarity of the data processes (Bltargava and Sargan,
1983; Nerlove, 2000; Hsiaet al, 2009 for both the response and ex-
planatory variables. Although this hypothesis for the initial conditions is
unlikely to lead always to the best models fitting the true processes, as we
show in this paper, it has been used rather extensively by previous investi-
gators without making any further effort to test the statistical hypothesis.
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We specifically test the hypothetical models by making different alterna-
tive assumptions about the initial conditions: treating initial conditions as
exogenous, in equilibrium, and adopting a set of flexible reduced forms.

Another important issue in the analysis of panel data using the classical
ML approach for random effects is the occurrence of negative estimates of
essentially non-negative parameters. Surprisingly, the variance estimate of
random effects can take a zero or negative value. The usual suggestion for
negative variance estimates (eBreusch, 198yis to replace these values
by zero and refit the model. We show that the issue is completely differ-
ent in the case of models which include initial conditions. Specifically,
MLEs are obtained by finding the values of the parameters that maximise
the likelihood function subject to the constraints that these parameters are
within a known parameter space. We follow those algorithms with in-
equality constraints for solving the maximisation problem that involves
finding estimates that satisfy the Kuhn—Tucker conditions (&dscoll
and William, 1996.

Although there are many popular opinions about the initial conditions
problem, little empirical analysis is available concerning its operation.
There is a large empirical literature, for example, on classical dynamic
growth studies (e.gKnight et al,, 1993 Islam, 1995 that are typically
carried out on fixed effects models. An exceptional studyNeslove
(2000) who estimates the model with random effects and addresses the
problem by using conditional and unconditional likelihood. Following his
approach, we further highlight the drawbacks of the ML approach using,
as an illustration, economic growth models. Special attention is given to
the properties of various models considered for initial conditions.

The organisation of this paper is as follows. Sectanintroduces the
model of interest with random effects. SectéBdiscusses the likelihood
and the initial conditions problem. In Sectidm4 we briefly review the
inconsistency of MLEs and the problem of estimating a negative value for
the variance. Sectiof5explains the full likelihood approach. Sectiéré
provides an overview of the historical development of knowledge about
properties of modelling initial conditions and also introduces a pragmatic
approach. Finally, the paper includes results from an empirical study, fol-
lowed by model selection and recommendations.

4.2. The model with random effects

Suppose that;; is the response variable for individuaht time period,
while X;; is aK x 1 vector of explanatory variables. Consider the following
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regression model for panel data:

Yie = A+ vYii1+ X, B+ o + i,
i=1... N;t=1,...,T, (4.1)

whereY; ;_1 is a lagged endogenous response variableiapd andg are
regression coefficients.

Specifying the model with the lagged response has a significant advan-
tage which derives from the fact thgt,_1 summarises all the past effects
of unmeasured variables dfy,. This means, not only that the effects of
measured explanatory variabl&s;1, ..., X;;x onY;; can be estimated
more accurately, but also that the coefficienttpp_1, , measures the ef-
fect of experience of the event one period ago on current valuis.ok
positive value ofy indicates positive state dependence.

Adopting a conventional random effects approach, the usual assump-
tions are that the individual random effeets ~ i.i.d.(0, oj); the un-
observed time-varying errors, ~ i.i.d.(0, 062); the «; and theg;; are
independent for all and¢, and the stochastic variabl¥s, are strictly ex-
ogenous with respect @ ande;;: cov(e;, X;;) = 0, coMe;;, Xj;) = 0
for all i, j ands.

4.3. The likelihood and initial conditions

The likelihood contribution of individualis calculated by integrating over
all possible values; given by

Li(¢p) = / fYia, ..., YirlYio, ai; @) f (Yiolai; @) dF (),  (4.2)

where¢ denotes a set of unknown model parametéi®;) is the distri-
bution function ofe; and f (Y;o|w;; ¢) refers to the marginal density of
Y0, givenc;. The full likelihood functionL(¢) = []; L;(¢) combines
the conditional likelihood for each observation with the likelihood from
the initial observations. We need only to integrate out the heterogeneity
effects,«;, by specifying the distribution of such effects and then max-
imising the likelihood function. The estimation of parameigrnsased on
the full likelihood L(¢) introduces the question of the appropriate treat-
ment of the initial conditions. More specifically, the difficulty is created
by f(Yiola;; ¢) which cannot usually be determined without making ad-
ditional assumptions. The naive approach of treating the initial $tgte
as exogenous and simply ignoring the initial conditiodse¢kman, 198)L

is refutable since the independenceYaf and unobserved heterogeneity
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effects;, is highly implausible where modelling serial processes. Specif-
ically, this restriction is appropriate only if the first period of observation
of the serial process is the true initial period, or, if the true residuals that
generate the stochastic process are serially independent. Treatihig the
as exogenous, the conditional probability of the initial sample state is
f(Yiola;) = f(Yio0) and thus locates this term outside the integdad).

The likelihood function then simplifies to

Laﬂ¢)=‘/ fYi1, ..., YirlYio, a;i; ¢) dF (o). (4.3)

Conventional model fitting utilises this conditional likelihood which is
equivalent to treating the lagged endogenous variable as an additional
explanatory variable. The initial conditions problem occurs because the
individual effects;, that capture the unobserved heterogeneity are cor-
related with the initial staté&;q. This leads to a non-standard likelihood
function (4.3)which is not, in general, fully specified.

The problem can be handled by treating g as endogenous and
implementing the unconditional likelihood approach, which essentially
models the density (Y;olo;). Animportant role of this treatment in devis-
ing consistent estimates in moddl1) with no time-varying explanatory
variables is fully addressed Anderson and Hsiao (1981I)he estimation
of dynamic regression models wiHy;’s is somewhat more complicated.

A change inX that affects the distribution df in the current period will
continue to affect this distribution in the forthcoming period. To see this,
taking backward substitution of the modél1) gives

t t—1 t—1
—_ y . .
Yir = -, A+ y'Yio+ E V]X;,;_jlg + E yuii—j. (4.4)
j=0 j=0

This equation expresses the result that the current mean lewg] @ir

eachr depends directly on both past and present levels of the explanatory
variables and on the initial observatiolig. Suppose now that the sto-
chastic process which generates ¥hés has been in operation prior to the
starting date of the sample. The initial state for each individual may be de-
termined by the process generating the panel sample. Treating pre-sample
history and hence the initial conditions as exogenous is questionable be-
cause the assumption dd¥o, «;) = 0 implies that the individual effects,

«;, affectY;, in all periods but are not brought into the model at time 0. To
estimate the ML parameters correctly, we need to account for this covari-
ance in the model.
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4.4, Maximum likelihood

If we condition on the initial state at time 0, the lagged response variable
can be considered as just another regressor and the standard ML approach
for fitting random effects models can be used to estimate model parame-
ters. The likelihood then consists of terms that involve the conditional
distributions ofY;, givenY; ;_1 and explanatory variables with correlated
residuals following an error components structure. To operationalise the
likelihood approach, suppose théi is a T-element vector whose ele-
ments contain observations on all individuals at every time period after
the initial period, whileY; _1 is the corresponding vector lagged by one
time period. Rewriting Equatio(4.1) in vector form for each individual
gives

Yi=Xi#6+u, i=1...,N, (4.5)

whereX; = (Yi_1er X)), X; = Xi1-+-Xir)',0 = (v & ) andey
is a vector of ones with ordef. The covariance matrix of the combined
residual term is well defined (e.dgaltagi, 200) and of the particular form

Vrxr =02dr +02Er, (4.6)

wheres? = 02 + To2,Jr = (1/T)er€, andE = I — Jr are the
between- and W|th|n |nd|V|duaI transformatlon matrices with orfiere-
spectively, andr is aT x T identity matrix. The conditional log-likeli-
hood is given by
N(T -1
log L(6, 02, 02) o — % log(o ) — —Iog( 2)

T __
20_2 2 Z(ull ) (47)

where thei;;'s are residual means over time for eachraking the first
partial derivatives gives

0 = (¥Bxx + Wix) "L (1 bg, + Wzy), (4.8)

whereB andW refer to between- and within-individual variation, respec-
tively, andxp = 62/62. Variance components can be estimated as

57 = N(T NT-D 3> i -2, (4.92)
21y 6
P=w > F = (4.9b)

where the;,’s are fitted residuals for Equatidd.1).
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A drawback of the ML approach is the fact that Equati¢hs) and
(4.9) are the solutions of likelihood equatida.7), but they are not nec-
essarily the ML estimators because the solutions may lie outside the para-
meter spacé.In particular, the estimate @i‘f may take negative values.
Applying a constraint optimisation method and using the Kuhn-Tucker
conditions we can show that estimafés8) and (4.9are MLEs only when
62 produces positive values. Specifically, the likelihood has the boundary
solutions? = 0 when Equatiorf4.9b)takes a negative value. In this case,
the model fitting reduces to the estimation of mo@el) with the usual
covariance matri%/ = o2l 7.

Note thato(f, being a variance, cannot be negative. This implies that,
even if the estimate of this variance is zero, positive between-individual
variability is expected. If observed between-individual variation is very
small relative to the within-individual variation, then the estimated vari-
ance of the individual effects would take value zero. This may also occur
because of model misspecification as argueBaitagi (1981)who esti-
mates a variance component model without state dependence.

The second problem in using the conditional likelihood approach is in-
consistency of parameter estimates wiNeiis large andr’ is small. The
inconsistency in the estimation of regression coefficients is readily derived
by taking the probability limit of both sides of Equati¢h8). It is straight-
forward to show that

plim @ —6) = (" Bix + W) (¥ "Dy, + Wa), (4.10)

— 00
wherey* = plim(vr), and bar notation refers to the probability limit of the
corresponding variations. The second parenthesis on the right-hand side of
(4.10)reduces to the vectop (v *) 0') wherep(y*) is a positive constant
given by

1—or(y) 2, x
T(l——y)%(w —¥). (4.11)

This equation is generally non-zero, showing that parameter estimation is
inconsistent. This inconsistency arises through the non-zero expectation
ooe due to the initial conditions and to the inconsistent estimat¢ oé-
flecting the inconsistency of the variance components estimates. In fact,
we can readily show that pli@?) > o2 and plim2) < o2. Details

are given inKazemi and Davies (2002yho derive an analytical expres-
sion for the asymptotic bias and show how the bias varies with sequence
lengths and with the degree of state dependence.

(W) =¥ or(y)oo +

1 Useful illustrations in properties of the ML estimates for a simple variance components
model are presented McCulloch and Searle (2000)
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4.5. The full likelihood

For the full unconditional likelihood4.2) to be useful, it is necessary to
take account of the information containedtin for each individual. Treat-

ing the initial conditions as endogenous, it is common to suppose that the
Y;o are characterised by their second-order moments and by their joint mo-
ments with the individual random effeats; oq, = E (Yiow;), and that the
expected values of thg differ for each individual unit: w;o = E(Y;0).
Although it is a plausible assumption for thegp to be different for each,

the incidental parameters problem, associated wjgharises and the ML
estimates are inconsistetr(derson and Hsiao, 198%r large values of

N and smallT. This will be discussed further in this paper. To derive a
general unconditional likelihood function for the model from the condi-
tional mean and variance formulation, we first readily show that

00q
E(Uilyio — pio) = ?()’io — [io)er, (4.12a)
0
Var(u;|yio — 1tio) = 02dr + o 2Er, (4.12b)
whereog is the variance of;g and
o2
02=02+T(02—--2). (4.13)
o5

Further, the covariance between the initial and subsequent error terms is
given by

Cov(u;, Yio — 1io) = oog€r. (4.14)

These show that the mean and covariance structure of various estimating
methods of the random effects modél1l), including the ML approach,
conditional on theY;o and explanatory variables, are fully specified by
(4.12a) and (4.12bBSupposing the start-up residuals afe = Y;0 — i,

then the covariance matrix of the vect@go u;1 - -+ u;r) is given by

2
o 000 €
Q= 0 T : 4.15
|:GoaeT OMZJT —I-OEZET:| ( )
Suppose the paramet@ando to be vectors of all coefficients involved in
mean and variance structures, respectively, for the initial and subsequent

state models. Substituting Equatiof@s12a), (4.12b) and (4.13)to the
log-likelihood

logL(6, ) =) log[ f (Uiluio)] + > _ log[ f (ui0)], (4.16)
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and simplifying corresponding expressions, the unconditional log-likeli-
hood can be expressed as

logL(8, o) —N(TT_D log(0?) — = Iog( a?)
T _ O‘oa 2 1
2072 <“f— 5" ) ‘—3,22“‘"‘“)
N
- log(od) 207 Z (4.17)

This likelihood is not useful unless we carefully model the initial condi-
tions to find the joint distribution of;p andy;.

4.6. Modelling the initial conditions as endogenous

In this section, an overview of the literature on modelling initial condi-
tions, together with some alternative solutions to the problem, is presented.
Then an extension of the full ML approach is introduced by using a non-
equality maximisation method to guarantee that the ML estimates are
within the parameter space.

4.6.1. The stationary case

By assuming that the data-generating process can be observed in stochas-
tic equilibrium, the history of the explanatory variables is important in the
analysis of a dynamic panel data model by noting thatis dependent
on X;o, Xi.—1, Xi,—2, .... It may be seen from Equatiq@d.12a)that the
dependence is not easily removed by conditionind’@ ;o as in or-
dinary time-series models because the conditional likelihood still depends
on u;o. New assumptions then have to be made about the effects of the un-
observed past history of the explanatory variables in order to employ the
ML approach. This may not always yield realistic results, especially when
the observed series is short. But these assumptions are crucial for obtain-
ing correct parameter estimates. If the assumptions about the way that the
X’s are generated are incorrect, then consistent results are not guaranteed.
Consider a typical case that in which the stochastic process generating
Y;; has been in operation for a sufficiently long time period in the past be-
fore the process is observed. Suppose the distribution df;feedepends
upon the process and assume that the panel data follow an initial stationary
process. From Equatiof@.4), the start-up observations can be modelled
as a function of individual random effectg;, the presentX;o, and the
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unobserved past of the explanatory variales 1, ..., and a serially un-
correlated disturbancgg:

Yt (4.18)

A
Yio=——+ X B+
i0 loﬁ 1_ ')/

1-vy
whereX?; = Xio/(1-y L), L isthe lag operator, ando = > 72y’ &i -
Assuming the process is in equilibrium, the distributiorYgfdepends on
the distribution ofe;, ¢;;, andX;, for all i and¢. More specifically, the
expectationu;o depends on the pre-sample mean values of thggs.
One suggestion is to treat the cumulative effect of pésts an unknown
parameterAnderson and Hsiao, 1982nd let the meang;g be the first
two terms of the right-hand side on Equati@nl8) that is

o

Yio = pio + 1—’ + €io. (4.19)

-V

Then the ML estimates of the vector paramé#eruio, . . . , tn0, 52, 52)
can be obtained from the unconditional likeliho@dl7)with

o2 = oz + of

1-y)2 A-yd’
» (4.20)
00y = Tt

This treatment of the means Bfp, however, leads to inconsistency in the
parameter estimates because of the problem of incidental parameters. To
overcome this problem, making some assumptions about the generation of
the X;,’s in the pre-sample period is required. This is essentially the case
considered byhargava and Sargan (1988)Jaddala (1987)andRidder

and Wansbeek (1990)

Bhargava and Sargan (1988)sume that th&;q's are generated by the
same data-generating process as that which generates the subsequent panel
data (see alsblsiaoet al, 2002. By assuming that the panel data follow
an initial stationary process, the suggested model for the initial state is
given by

T
Yio=ho+ > Xju, + uio, 4.21)
t=0
where
wio = vio+ ———+ &0, i=1...,N, (4.22)

1-y
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andv;g ~ i.i.d.(0, avz). The variance oft;o and its covariance with;; are

2

var(u;o) = o2 + O + %
1 -— Y ’
1— 2 1—y2
) L=y @A-y9 (4.23)
coV(u;o, Uir) = %a , t=1,...,T.
1-y

Then the unconditional likelihood function can be derived from the joint
distribution of the vector residualg;g, u;1, ..., uir).

Equation(4.21) however, is an econometric construction to try to gen-
erate the¥;o using an optimal linear predictor, suggesteddamberlain
(1984) of Y;o conditional on all explanatory variableso, ..., X;7. This
treatment is applicable if the pre-sampg have linear conditional ex-
pectations. If we assume the random process starts in pesod and
the X;; are weakly exogenous, then these lead us to have specific reduced
forms of

o
Yio = Ao + X}oBo + vio + f’y +ejo, fori=1,...,N, (4.24)

whereX;q are explanatory variables of the start-up process containing in-
formation on the period = 0.

A modified likelihood function for the initial conditions equation of
the first state is suggestedifaddala (1987)To derive an expression for
X%y, assuming a stationary normal processXgy, implies thatX?, can be
decomposed into independent compon@@1 Xi m; and an error term.
Inserting this in Equatiofd.18)and substitutind’;o in (4.1)forr = 1, the
process is now modified for the first state as the initial conditions equation

T

Yi1= ﬁ + X1 B+ Y X[, 8 +ufy, (4.25)

=1
whereu?; = “Ty + &1, andg;q1 ~ 1.i.d.(0, 0*2). The ML estimation now
proceeds with Equatiof@.25)for Y;1 and(4.1)for r > 1 with identifiable
parameters., y, g, 8;, o2, o2 ando2, based upon the joint distribution of
(u?y, ui2, ..., u;7). Maddala’s approach comes to much the same result as
that outlined byLee (1981 )with a little change in Equatio?.25)

Nerlove and Balestra (199@ptain the unconditional likelihood func-
tion for the vectonY;o, Yi1, ..., Y;7) by assuming that the dynamic rela-
tionship is stationary. They first take deviations from individual means to
eliminate the intercept term. Then, in the mo@&ll) with only one ex-
planatory variable, they assume the process which gene¥atésllows a
stationary time series model for all individuald-urther, they assume that



102 I. Kazemi and R. Crouchley
the Y;o are normally distributed with zero means and common variance

2 ,Bzgxz ‘73 032

% =7_.2 — 2T 1.2
-y A-py)¥* 1-vy

The probability density function of the initial observations then enters the

final term in the conditional likelihoo(#.7)to give the unconditional log-
likelihood?

(4.26)

log L(y, B, 62, 02) o —N(T#_l) Iog(of) —~ }Iog(acz)
T N2
202 Z ' Z(u”
N
-5 log(o3) Z (4.27)

The termog, does not appear in likelihoo@.27) which shows that the
initial observations are independent of the random effect§glis depen-
dent one;, estimation of the parameters of all subsequEstinvolves
this dependency. This dependency term is not easily removed because the
conditional distributionf (Y;1 - - - Y;7|Yi0) in full likelihood (4.2) depends
on the joint distribution of;p andy;.

A potential problem when modelling thg&g suggested in the litera-
ture is that the corresponding initial equations are derived by making the
assumption that th&;o are drawn from a stationary distribution. This
assumption is not necessarily appropriate in many cases in practice and
may not always yield realistic results. A special case may arise when
at least one shock comes shortly before the sample starts, jolting the
data generating process out of stationarity. Furthermore, in many panel
data applications, the time series components have strongly evident non-
stationarity, a feature which has received little attention in the literature
of panel data analysis with initial conditions. In such a process, the as-
sumption of stationarity of the process is unattractive, in particular when
explanatory variables drive the stochastic process. For these reasons we
propose a pragmatic solution as follows.

2 Nerlove and Balestra (19965e a special transformation on variables to derive the like-
lihood function. It can readily be shown that the likelihood with transformed data is the
same as the likelihoo@#.27)
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4.6.2. A pragmatic solution

A realistic way of dealing with the problem of initial conditions is to
add flexible reduced form equations for the initial period similar to the
dynamic equations, but without the lagged response variables. The coef-
ficients are allowed to be different from the coefficients in the dynamic
equations, and the error terms are allowed to have a different covariance
structure. This is the straightforward generalisation of the solution sug-
gested byHeckman (1981jho argues that the approach performs with
greater flexibility than other random effects models.

More specifically, suppose that th&y's are the start-up values of the
stochastic process and that tkgy’s are corresponding explanatory vari-
ables consisting of information on the period= 0. Depending on dif-
ferent specifications of the joint distribution of random varialifgsand
o;, we treat the initial observations as endogenous and impose a reduced
equation form which describes the effects of the varialflgs on these
observations. It becomes necessary, therefore, to set up a distinct start-up
regression model

Yio = Ao+ XjoBo+uio, i=1,...,N, (4.28)

where theX;g's are supposed to be uncorrelated with, the initial start-

up error termse;o being distributed randomly having zero means and a
common variance, and theg andg;; to be uncorrelated for all > 0.
The distribution of the initial value¥;g are then correctly specified with
means

wio = E(YiolXi0) = Ao + XjoBo, (4.29)
and a common varianaeg = var(Y;o|X;0). We suppose the covariance
between the initial error and random effects to be a non-zero constant for
all i given byog,. With these assumptions, Equati¢h29) shows that,
as time goes on, the impact of start-up ermegsaffects all forthcoming
values ofY;; through the non-zero covarianeg,. In other wordsg; af-
fectsY;; in all subsequent periods, includiigy. We note that there is no
restriction on the components of the covariance magix

SupposmgX,o = (1 X, and rewriting Equatioif4.28)in vector form
gives

Yio = Xiofo+ujo, i=1,...,N, (4.30)

where@g = (Ao B)’. It follows from the unconditional log-likelihood
(4.17)and taking the first partial derivatives with respect to the vector pa-
rameter(@, 6o, oo, O00u > 2) that the solutions of the likelihood equa-
tions are given by

n 1 S o, T60x -
00:(Nzi:x,.ox,.> Zx,()( LRl s el ) (4.31a)
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0 = (VBsx + xx)_l(lﬂbxy + Wy, — Az v ZX rzo) (4.31b)
where s = GZ/UM, the r;o's are fitted residuals corresponding to the
start-up regression equati¢.30) ther;;’s are fitted residuals for Equa-
tion (4.1) andr;’s are their individual means over time. We can readily
show that the parameter estimates of the variances and the covariance be-
tweenY;o andw; are

1

56 =4 Do (4.32a)

1
Gouw = Zriofi, (4.32b)
4
62— 1 > @i — )2, (4.32¢)
*TNT -1~

s2- T Z(fi _ ";'grl.(,)z. (4.32d)

N p o

The estimate?f can then be derived from Equati¢4.13) We note that

the conditional ML estimates are a special case of these equations where
o0 1S assumed to be zero. More specifically, these equatior@s&jr, and

&uz reduce tq4.8), (4.9a) and (4.9h) the initial conditions are generated
exogenously in the model. Besides, the parameters of the initial start-up
regressior{4.30)can be estimated from the ML estimates using the initial
observations only.

It follows from Equation(4.4) that the stochastic variable); iirio/N
tends to the non-zero vect@p 0')’ in probability for largeN, wherep is
a positive constant given by

plim Z Vi a0 = oo + — P o, (4.39

Nooo N 1-y ’
for fixed 7. From Equation$4.11) and (4.33)we can readily demonstrate
the consistency of parameter estimates.

Further, by a similar argument to that in Secti®d, we can show that
the solutions of likelihood equation®.31) and (4.32)are not the ML
estimates because these solutions may lie outside the parameter space.
Specifically, the issue arises with the restrictive bound ¢ < 1 which
ensures that the estimates are within the parameter space. But the estimates
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are not MLEs when the estimaig is out of this range. Using an in-
equality constraint for solving maximisation problems and Kuhn-Tucker’s
conditions, it can be shown that Equatiqds31) and (4.32are the ML
estimates, provided that the estimatelﬁoﬁes within the interval(0, 1).

In the case) > 1, we can show that the only active constraint is the opti-
mal point(8, 8o, 02, 02, o0y) that lies on the boundany = g(o) = 1 of

the corresponding constraint. This means that the inequality maximisation
problem reduces to the method of Lagrangian multipliers in the familiar
setting of equality constraints. On the boundgry= 1, consistent ML es-
timates are reduced forms of Equatiqéds31) and (4.32vhenvr equals

one. Further, for the variance component estimates, we derive the same
equations forrg andog, while theog2 can be consistently estimated by

1 O0x 2
2 _ . .
of = NT Ei Et (ul, — 05 ulo> . (4.34a)

The variance of the individual effects can then be estimated by
2

02 =20 (4.34b)
%0

Equation(4.34b)shows that the maximisation of the unconditional likeli-
hood (4.17)with respect to the parameters that are within the parameter
space results in non-negative estimates of variance, if there exists a posi-
tive correlation between the initial outcomes and the random effects.

4.7. Empirical analysis

This section considers an empirical analysis to examine the consequences
of ignoring initial conditions when fitting the dynamic regressidnl),
followed by a variety of different models for thgg in the presence of ran-
dom effects. Specifically, we re-examine estimates fitgriove’s (2002)
study where he presents the results of the unconditional ML approach and
the standard estimates conditional on initial outcomes on the finding of
economic growth rate convergence. The purpose of this example is to show
that the unconditional ML approach does not always give reliable results
and to illustrate a way of improving it.

Now, we follow the literature and fit Ordinary Least Squares (OLS) re-
gression, fixed effects, and the following models to the data using the ML
procedure to illustrate the important role of the initial conditions empiri-
cally:

e ML1: The unconditional ML of Nerlove’s methoddfy, # O.
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e M2: The initial conditions are exogenous in the unrestricted version of
2. That is, we use Equatidd.29)and assume the covariangg, to be
zero.

The initial conditions are endogenous and g are weakly exoge-
nous:

e Ma3: the pragmatic approach.
e M4: the initial stationarity of the process; i.e. using Equatiér24)

The initial conditions are endogenous and fig are strictly exoge-
nous:

e M5: Bhargava and Sargan’s (1988)proach.
e M6: an alternative approach to M5 which is explained below.

The specification of most of these models is extensively explained in
the previous sections. An additional model is an alternativBhargava
and Sargan’s (1983)pproach, given by M6, which assumes the reduced
form approximatior(4.21)for Y;o and allows the residualg to be unre-
strictedly identified with common varianeg and the covariancey, .

After fitting the parameters of these candidate models, an important
empirical question is clearly how to select an appropriate model for the
analysis of each data set. In particular, we use Akaike’s Information Cri-
terion (AIC) and Bayesian Information CriterioBIC) to select the best
fitted model.

4.7.1. Dynamic growth panel data models

This section considers recent empirical work on classical convergence
which refers to an empirical specification of the Solow—Swan neoclassical
growth model. Many empirical growth studies into cross-country conver-
gence followMankiw et al. (1992)in using a log-linear approximation to

the growth model to specify regression equations and to investigate the
guestion of convergence of countries to the steady state. Within a large
number of these studies, considerable attention has been paid to proper-
ties of the various parameter estimates in fixed effects specifications of
regression models. It is argued that the incorrect treatment of country-
specific effects, representing technological differences between countries,
gives rise to omitted variable bias. This implies that the various parameter
estimates of fixed effects models for dynamic panel data are inconsistent
(Nickell, 1981; Kiviet, 199%, since the omitted variable is correlated with
the initial level of income. In the estimation of empirical growth models
with random effectsNerlove (2000highlights the issue of small sample
bias by assuming that the stochastic process that gen&raiestationary
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and that the initial per capit@DP are generated by the process suggested
in Nerlove and Balestra (1996)

The application of dynamic panel data to the estimation of empirical
growth models was originally consideredgight et al. (1993)andIslam
(1995) In these contributions, the growth convergence equation is derived
from assumptions about a production function and inclusion in the spec-
ification of the savings rate, the population growth rates, the rate of
technical progresg, and the depreciation rat&? Suppose’;, to be the
logarithm of per capitaGDP for countryi at time¢, then the dynamic
growth model for panel data is given by

Yir = A+ yYi—1+ Brlog(si)) + B2log(nis + g +8) + o + &is,
(4.35)

whereq; is a country-specific effect ang, is the time-varying error term.
The coefficient of the lagged per capEDP is a function of the rate of
convergence: namely,y = exp(—rt), wherert is the time interval. If
the parametey is estimated positively much less than one, then the re-
sults support the growth convergence hypothesis; i.e. countries with low
initial levels of real per capita income are growing faster than those with
high initial values. Whereas, if this coefficient is close to one or slightly
larger than one, then the initial values have little or no effect on subsequent
growth.

In empirical investigations of the rate of economic growth convergence,
a simple restricted form of dynamic modél35)may be considered. This
form comes from the constant returns to scale assumption in the Solow—
Swan model implying thg8; and B2 are equal in magnitude and opposite
in sign.Equation (4.35}hen reduces to

Yie=A+yYii—1+ BXi +oi + is, (4.36)

whereX;; = log(s;;) — log(n;; + g + 9).

The basic data are annual observations for 94 countries over the pe-
riod 1960-85 taken from the Penn World TablesSiimmers and Heston
(1991) In the empirical application of the growth regression mgded5),
to avoid modelling cyclical dynamics, most growth applications consider
only a small number of time periods, based on annual averages. Work-
ing with regular non-overlapping intervals of five years, the cross-sections
correspond to the years= 1965, 1970, 1975, 1980, and 1985. For the
variableY;;, the observations of each cross-section correspond exactly to
the years, while s;; andn;; correspond to averages over the pernicd 1

3 The derivation of the growth convergence equations is available in many recent papers
and hence is not reproduced here.
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Table 4.1. Parameter estimates with the OLS regression, fixed and
random effects

Parameter OLS Fixed effects Conditional ML Unconditional™ML
y 0.9487(0.0090 0.7204(0.0237 0.933900123 09385(0.0105

B 0.1244(0.0108 0.1656(0.0193 0.137000132 01334(0.0124

o - - 0.1133(0.0497 0.1288(0.0456

o2 - — 0.0194(0.0013 0.0197(0.0013

Obs. 470 470 470 564

The intra-class correlation = 62/ whereo2 = 02 + o 2.

Standard errors are in parentheses.
*The estimates are reported NHgrlove (2000)

tor. As in the empirical growth models, it is assumed thands, sum-
ming to 0.05, are constant across countfies.

Before proceeding to the random effects specification, we take a look
at the fixed effects that explicitly model a random process in the residuals
by applying the specific transformation of data from their averages over a
time period. We then estimate the empirical mqdeB6)with OLSregres-
sion, and estimate the random effects using likelih@d)which assumes
theY;o’s are exogenous. The results are showmahle 4.1 together with
those obtained bierlove (2000)using an unconditional version of the
likelihood which includes the 196BDP per capita.

The estimates of the lagg&eDP coefficienty are statistically signifi-
cant resulting in strong evidence for state dependence. The estinates
quite large in the random effects specification relative to the fixed effects.
The estimate of the intra-class correlatipnrepresenting the random ef-
fects specification, is relatively large with respect to its standard error,
suggesting that a@LSanalysis of these data would be likely to yield mis-
leading results. In fact, if the unconditional ML estimates of parameters
are near their true values, t_Soverestimates the tryewhile the fixed
effects underestimate it. This implies that other estimates, pfresented
below for different methods, may fall between these two estimates.

Our main emphasis for the analysis of economic growth data is to se-
lect, from a set of candidate models, an appropriate approximating model

4 The standard assumption in the literature is ghat 0.02 ands = 0.03, but researchers
report that estimation results are not very sensitive to changes in these zhsedliét al,,

1996. An alternative procedure is to estimate these coefficients inside the growth equation
(Lee and Pesaran, 1998
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Table 4.2. Parameter estimates by using an
unconditional ML of Nerlove’s method in the case
of non-zero covarianc@y,

Parameter M1

y 0.8774(0.0302
B 0.1464(0.0107
) 0.9119(0.2255
o? 0.0200(0.0014
02 0.0088(0.0048
Obs. 564

Standard errors are in parentheses.

that best fits the empirical data set. Specifically, six candidate models, ex-
plained earlier in this section, can be fitted by ML methods and ranked
by the use of two popular criteri®lC andBIC. The first model which
requires a reconsideration is the unconditional ML of Nerlove’s method.

An important issue in modelling initial conditions is that when the sta-
tistical relationship between the random effects and initial conditions is
not correctly specified, estimation results will be suspected. In fact, we
know from Sectiongl.4 and 4.@hat the conditional ML estimate of is
seriously upwardly biased for small sequence lengths, and that the uncon-
ditional ML 7 is an unbiased estimate gf For these strong theoretical
reasons, the estimate pffor unconditional ML would be expected to be
smaller than the conditional estimate, which is not surprisingly true in this
analysis. This implies that we are confronted with a specification that is
not unbiased. This critical point has not been addressédebypve (2000,
2002) Particularly, the large value ¢f, representing the expected positive
bias in the unconditional ML estimate, reveals that it is inappropriate both
to assume that the covarianeg,, which equalss?/(1 — y), is zero and
to ignore it when deriving the unconditional likelihood. To improve the
poor performance of the estimation method, it would seem more realistic
to involve this covariance in the likelihood functiohable 4.2shows the
results from re-estimating convergence equaf®86) with this modifi-
cation in the unconditional likelihood.

As can easily be seen, the parameter estimates are substantially
changed. As we expected, the estimatés lower than the conditional
estimate, shown ifiable 4.1 suggesting an improvement in results which
is clearly consistent with the theoretical analysis that the unconditional
ML estimate is upwardly biased. While the coefficient of the lagG&dP
seems to show the most severe bias, the estimgteshlso biased.
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One important point about this modified version refers to the depen-
dency ternmoyg, representing the association between the initial observa-
tions and the subsequent process. This coefficient is give:;fb(yl —-¥)
and can now be estimated consistently from the resulf@&bfe 4.2with
the value 00716 and its standard error 0.0233. This shows a significant
positive association and therefore suggests including the dependency term
ooe iN the unconditional likelihood to estimate model parameters.

Although the above approach is undoubtedly an improvement on the
estimation method that ignores the covariasiggin the likelihood, it still
requires further consideration. A crucial issue in modelling initial condi-
tions, to ensure more accurate and consistent results, relates to the correct
specification of the mean values Bfy, which represent the relationship
between the initial observations and the explanatory varigipldt should
be noted at this point that the preceding analysis does not examine the
structure of the mean values B and simply ignores the effects afg in
the data analysis. To examine the effects of this shortcoming, we specifi-
cally consider the two approaches proposed in Seetiénlhe results of
the maximisation of the likelihood for the economic growth mddeB6)
with both initial stationarity of the process and unrestricted versions of the
covariance matrix2, are inTable 4.3 In fitting the models for the unre-
stricted case, the parametgrtakes a value in the eligible interved, 1]
which shows that we can estimate the parameters using estimating equa-
tions (4.31) and (4.32)In the initial stationarity case, the estimates for
parametersa2 andy are constrained to be, respectively, non-negative and
restricted to intervad0, 1) during the numerical maximisation process.

Assuming theX;,’s are weakly exogenous and involve oifyp in the
initial model, the results of a special case when the initial observations are
independent of the random effects are given in the first colunialote 4.3
(model M2). Here, the parameters of the subsequent nfdc8)and the
initial start-up regressio.28)can be estimated, respectively, condition-
ally onY;o by likelihood (4.7) and from the ML estimates using the initial
observations only. Wheiii;o is assumed to be in stationary equilibrium
(model M4), the estimated state dependence paranjeteralmost un-
changed in comparison with the pragmatic approach (model M3) whereas
the estimate3, in contrast, falls by about 12%. This suggests that if the
expected values df;g are assumed inappropriately in reduced forms, then

5 The likelihood function may not have a unique maximum within the parameter space.
To avoid maximisation routines converging to a local maximum, we run the program with

various starting values for the unknown parameters. If different starting values converge
to the same point, we confidently choose that point. Otherwise, the points with the higher
likelihood are the points of interest.
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Table 4.3. Estimation results for different models whe¥y;'s are
weakly exogenous

Parameter M2 M3 M4

Parameter estimates for the initial conditions equation

Bo 0.6987(0.0789 0.6424(0.0757 0.6034(0.0823
¥ 7.0635(0.075 7.0872(0.0753 7.2578(0.0798*
Parameter estimates for the subsequent panel data equation

y 0.9339(0.0122 0.8393(0.020% 0.8397(0.0194
B 0.1370(0.013)) 0.1957(0.0147) 0.2217(0.014))
A 0.5162(0.0874 1.2002(0.1523 1.1631(0.1438
Variances and covariances estimates

crg 0.4353(0.0635H 0.4377(0.0643 0.5111(0.0732*
00w — 0.0576(0.0139 0.0546(0.0128*
agz 0.0172(0.0013 0.0153(0.0011 0.0160(0.0012
0(3 0.0022(0.0010 0.0103(0.0039 0.0087(0.0029
o2 - - 0.1163(0.0422
Obs. 564 564 564

Standard errors are in parentheses.

*The constant term is/(1 — y). Two parametersq, and 002 are estimated by Equa-
tion (4.23) Standard errors are constructed via the delta method.

the ML approach can lead to inconsistent results, especially in the estima-
tion of the coefficient orX ;.

Table 4.4summarises the results of estimating equattb86)when the
X;;'s are assumed to be strictly exogenous. The estimation results using
the approach oBhargava and Sargan (1983yesented in the first col-
umn, together with the alternative approach to M5 (the second column)
show that inclusion of the explanatory variables for each period in the ini-
tial model does not appreciably change the estimated model compared to
using onlyX;o in the initial model. Indeed, the estimate @fctually de-
creased slightly. By adding more regressors in the reduced modgkfor
as we would expect, the variance estinm&erepresenting the variation in
Yo is rather decreased. But there is no improvement in the estimation of
covariancerg,.

In summary, the results from various assumptions¥gnsupport the
growth convergence hypothesis, conditional on savings and population
growth rates, but illustrate the rather different estimates of the rates of
convergence. The estimatgsare less than one for fitted models, suggest-
ing that the countries with low initigGDP per capita values are growing



112

I. Kazemi and R. Crouchley
Table 4.4. Estimation results for different models
when X;,'s are strictly exogenous

Parameter

M5

M6

Parameter estimates for the initial conditions equation

Bo 0.8585(0.2137) 0.7071(0.1843
B1 0.0670(0.3138 —0.1771(0.2737)
B2 —0.2802(0.2757 0.0206(0.2413
B3 —0.0887(0.1260 —0.0892(0.1077)
Ba —0.2074(0.2254 0.2909(0.2074
Bs 0.1805(0.1909 —0.0730(0.1716
A0 7.3394(0.085)* 7.0386(0.0908
Parameter estimates for the subsequent panel data equation
y 0.8384(0.0202 0.8390(0.0206
B 0.2082(0.0145 0.1976(0.0155
A 1.1863(0.1504) 1.2017(0.151%)
Variances and covariances estimates

ag 0.4776(0.075)* 0.4280(0.0653
O0x 0.0579(0.0142* 0.0572(0.0135
%2 0.0156(0.0012 0.0153(0.0012
ag 0.0094(0.0032 0.0103(0.0034
o2 0.1084(0.0392 —

Obs. 564 564

Standard errors are in parentheses.

*The constant term i5/(1—y). Two parametersg, andag are
estimated by Equatio(4.23) Standard errors are constructed
via the delta method.

faster than those with high values. As the speed of convergence is inversely
proportional to the relative size ¢f, the conditional ML estimate leads to

a downwardly biased estimate of this rate. The unconditional estimates
also give rise to inconsistent results unless the statistical relationships be-
tween the random effects, initial conditions, and explanatory variables are
correctly specified. It specifically requires having beth and ;o in the
likelihood functions, unlike most previous approaches.

4.7.2. Model selection

The model selection problem is to select, from a candidate set of models,
the one that best fits the data set based on certain criteria. The substantial
advantages in using the following criteria, are that they are valid for non-
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Table 4.5. Comparison of models for dynamic growth panel data

Model M —2log(L) AlC Ay BIC

M1 5 —2357739 —2257739 139532 —204.0986
M2 8 —341278 —325278 400279 —2905976
M3 9 —3833059 —3653059 0 —326.2904
M4 7 —3458728 —3318728 334331 —3015274
M5 12 —3536404 —3296404 356655 —277.6197
M6 14 —3583761 —3303761 349298 —2696853

nested models, and that the ranking of models using them also helps to
clarify the importance of model fitting.

The most common measure for choosing among different competing
models for a given data setAdC defined for thekith model as

AIC, = —2log{L($)} +2M, k=1,... K, (4.37)

whereM is the number of model parameters ahis the ML estimate of
model parameters. When selecting am@&gompeting models, it seems
reasonable to say that the larger the maximum log-likelihood, the better
the model, or, the model that yields the smallest valual@; is the pre-
ferred model. If none of the models is go@dC attempts to select the best
approximating model of those in the candidate set. Thus, it is extremely
important to ensure that the set of candidate models is well-substantiated.
Because th@&lC value is on a relative scale, thaC differences

Ay = AIC; — minAIC, (4.38)

are often reported rather than the actual values. This simple rescaling to
a minimum relativeAIC value of zero makes comparisons between the
best fitting model and other candidate models easy. A lafgereflects

a greater distance between models. Another criterion likely to B#Gs
defined as

BIC, = —2log{L($)}, + Mlog(n), k=1,....K, (4.39)

wheren is the total number of observations. TB& automatically be-
comes more severe as sample size increases, but provides similar results
to the AIC for smalln.

The values ofAlIC andBIC together with the number of estimable pa-
rameterqg M) for different fitted models of the growth data, are presented
in Table 4.5
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The results offable 4.5show that two models, M3 and M4, are more
appropriate, given the data, while M1 and M2 are unlikely to be preférred.
Specifically, theA values indicate that the model with the minimudxC
value of the six models is the pragmatic model. Most importantly, com-
paring M2 and M3 suggests that it is questionable to assiyne= 0. It
is easily seen that estimated models which takeXfgeinto account are
reasonable models in comparison with MI, which does not. In general, the
less restrictive reduced form model provides a significantly better empir-
ical fit to the data. It is interesting to note that the two criteki€ and
BIC produce slightly different results, although in both cases M3 has the
smallest value while M6 the largest.

Summarising the empirical results reveals that there is strong evi-
dence of positive state dependence with various assumptions on the data-
generating processes. Ignoring the endogeneity;@fesults in upward
bias of the state dependence and a downward bias in the coefficients of ex-
planatory variables. The interpretation of the empirical models, based only
on the exogeneity assumed for the initial conditions, may be misleading.
By fitting various models fol';o and comparing the results, we conclude
that there is not only theoretical but also empirical evidence to suggest
that the initial conditions problem plays a crucial role in obtaining more
reliable results.

4.8. Recommendations

Although the impact of initial conditions on subsequent outcomes of a
dynamic process is widely discussed in the context of state-dependent
models, it is not fully understood in statistical modelling. A basic prob-
lem in fitting these models with random effects, as is well known, is that
the standard likelihood estimates can be substantially biased at least as-
ymptotically. To avoid this, the model can be extended by adding a set of
flexible equations for the initial outcome. The ML approach may then help
in devising consistent results for model parameters if the joint likelihood of
initial errors and residual heterogeneity in a subsequent sequence of panel
data is correctly specified. Specifically, there is a need for the correct spec-
ification of the relationship between the individual-specific effects, initial
conditions and explanatory variables.

6 When theAIC values are negative, as they are here, higher numbers in absolute values
are preferred. For more detail sBarnham and Anderson (1998)
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These concepts were illustrated in this paper while taking them a stage
further in selecting the best approximating model in the search for a re-
alistic model of the dynamic process. Specifically, rather than attempt to
estimate the empirical models only by assuming a reduced equation form
for the initial outcome, which is sometimes a naive form, we tested a
variety of different flexible model equations, followed by a selection of
the best model based on standard information criteria. In this paper, it is
suggested that the pragmatic approach is preferred, in comparison with a
variety of other approaches. It was shown that this approach dramatically
improves the consistency of parameter estimation and precisely controls
for the problem of negative estimates of variance components.

Acknowledgements

Authors would like to thank Marc Nerlove and Steve Bradley for their
invaluable supports on earlier draft of this paper.

References

Aitkin, M., Alfo, M. (2003), “Longitudinal analysis of repeated binary data using autore-
gressive and random effect modellin@tatistical Modelling Vol. 3 (4), pp. 291-303.

Anderson, T.W., Hsiao, C. (1981), “Estimation of dynamic models with error components”,
Journal of the American Statistical Associatjovol. 76, pp. 598—606.

Anderson, T.W., Hsiao, C. (1982), “Formulation and estimation of dynamic models using
panel data”Journal of EconometrigsVol. 18, pp. 47-82.

Baltagi, B.H. (1981), “Pooling: an experimental study of alternative testing and estimation
procedures in a two-way error component modéadiurnal of Econometrigs\ol. 17,
pp. 21-49.

Baltagi, B.H. (2001)Econometric Analysis of Panel Datand ed., John Wiley and Sons.

Bhargava, A., Sargan, J.D. (1983), “Estimating dynamic random effects models from panel
data covering short time period€conometrica Vol. 51, pp. 1635-1659.

Burnham, K.P., Anderson, D.R. (1998Model Selection and Inference: Practical
Information-Theoretic Approagt8pringer, New York.

Breusch, T.S. (1987), “Maximum likelihood estimation of random effects mod#sitnal
of Econometrics Vol. 36, pp. 383—389.

Caselli, F., Esquivel, G., Lefort, F. (1996), “Reopening the convergence debate: a new look
at the cross-country growth empiricsdpurnal of Economic Growth\ol. 1, pp. 363—

389.

Chamberlain, G. (1984), “Panel data”, in: Griliches, Z., Intriligator, M., editdesndbook
of Econometrics, Vol.,North-Holland, Amsterdam, pp. 1247-1318.

Crouchley, R., Davies, R.B. (2001), “A comparison of gee and random effects models for
distinguishing heterogeneity, nonstationarity and state dependence in a collection of
short binary event seriesStatistical Modelling: An International JournalVol. 1 (4),
pp. 271-285.



116 I. Kazemi and R. Crouchley

Driscoll, P.J., William, P.F. (1996), “Presenting the Kuhn—Tucker conditions using a geo-
metric approachThe College Mathematics Journalol. 27 (2), pp. 101-108.

Hausman, J.A., Taylor, W.E. (1981), “Panel data and unobservable individual effects”,
Econometrica Vol. 49, pp. 1377-1398.

Heckman, J.J. (1981), “The incidental parameter problem and the problem of initial con-
ditions in estimating a discrete time-discrete data stochastic process”, in: Manski, C.F.,
McFadden, D., editorsStructural Analysis of Discrete Data with Econometric Appli-
cations MIT Press, Cambridge, MA, pp. 179-195.

Heckman, J.J. (1991), “Identifying the hand of past: distinguishing state dependence from
heterogeneity”"The American Economic Reviewol. 81 (2), pp. 75-79.

Hsiao, C. (2002)Analysis of Panel Data2nd ed., University Press, Cambridge.

Hsiao, C., Pesaran, M.H., Tahmiscoioglu, A.K. (2002), “Maximum likelihood estimation
of fixed effects dynamic panel data models covering short time periddsitnal of
Econometrics Vol. 109, pp. 107-150.

Islam, N. (1995), “Growth empirics: a panel data approa€iarterly Journal of Eco-
nomics Vol. 110, pp. 1128-1170.

Kazemi, ., Davies, R.B. (2002), “The asymptotic bias of mles for dynamic panel data
models”, in: Stasinopoulos, M., Touloumi, G., editdBsatistical Modelling in Society,
Proceedings of the 17th IWSM, Chania, Gregue 391-395.

Kiviet, J.F. (1995), “On bias, inconsistency, and efficiency of various estimations in dy-
namic panel data modelsJpurnal of Econometrigs\Vol. 68, pp. 53—78.

Knight, M., Loayza, N., Villanueva, D. (1993), “Testing the neoclassical theory of eco-
nomic growth”,IMF Staff Papers Vol. 40, pp. 513-541.

Lancaster, T. (2000), “The incidental parameter problem since 1948inal of Econo-
metrics Vol. 95, pp. 391-413.

Lee, K., Pesaran, M.H. (1998), “Growth empirics: a panel approach — a comriraf;
terly Journal of Economigs\Vol. 113, pp. 319-323.

Lee, L.F. (1981), “Efficient estimation of dynamic error components models with panel
data”, in: Anderson, O.D., Perryman, M.R., editol8me-Series AnalysisNorth-
Holland, Amsterdam, pp. 267—-285.

Maddala, G.S. (1987), “Recent developments in the econometrics of panel data analysis”,
Transportation Researghvol. 21A, pp. 303-326.

Mankiw, N.G., Romer, D., Weil, D.N. (1992), “A Contribution to the empirics of economic
growth”, Quarterly Journal of Economig¢svol. 107, pp. 407-437.

McCulloch, C.E., Searle, S.R. (200@eneralized, Linear, and Mixed ModeWiley, New
York.

Nerlove, M. (1999), “Likelihood inference for dynamic panel model#tnnales
d’E conomie et de Statistiqua/ol. 5556, pp. 369-410.

Nerlove, M. (2000), “Growth rate convergence, fact or artifact?: an essay on panel data
econometrics”, in: Krishakumar, J., Ronchetti, E., edit®anel Data Econometrics:
Future Directions (Papers in Honour of Professor Pietro Balestpp. 3—-33.

Nerlove, M. (2002)Essays in Panel Data Econometriténiversity Press, Cambridge.

Nerlove, M., Balestra, P. (1996), “Formulation and estimation of econometric models for
panel data”, Introductory essay in Matyas and Sevestre, pp. 3—-22.

Nickell, S. (1981), “Biases in dynamic models with fixed effecEtpnometrica Vol. 49,
pp. 1417-1426.

Ridder, G., Wansbeek, T. (1990), “Dynamic models for panel data”, in: van der Ploeg,
R., editor,Advanced Lectures in Quantitative Economigsademic Press, New York,
pp. 557-582.



Modelling the Initial Conditions in Dynamic Regression Models 117

Sevestre, P., Trognon, A. (1996), “Dynamic linear models”, in: Matyas, Sevestre, editors,
The Econometrics of Panel Data: A Handbook of the Theory with Applications 2nd
Revised EditionKluwer Academic Publishers, Dordrecht, pp. 120-144.

Summers, R., Heston, A. (1991), “The penn world table (mark 5). An expanded set of
international comparisons, 1950-8&uarterly Journal of Economigs\Vol. 106 (2),
pp. 327-368.



This page intentionally left blank



Panel Data Econometrics

B.H. Baltagi (Editor)

© 2006 Elsevier B.V. All rights reserved
DOI: 10.1016/S0573-8555(06)74005-6

CHAPTER 5

Time Invariant Variables and Panel Data
Models: A Generalised Frisch—Waugh Theorem
and its Implications

Jaya Krishnakumar

Department of Econometrics, University of Geneva, UNI-MAIL, 40, Bd. du Pont d’Arve, CH-1211,
Geneva 4, Switzerland
E-mail addressjaya.krishnakumar@metri.unige.ch

Abstract

Mundlak (“On the pooling of time series and cross-section data”, Econo-
metrica, Vol. 46 (1978), pp. 69-85) showed that when individual effects
are correlated with the explanatory variables in an error component (EC)
model, the GLS estimator is given by the within. In this paper we bring
out some additional interesting properties of the within estimator in Mund-
lak’s model and go on to show that the within estimator remains valid in an
extended EC model with time invariant variables and correlated specific
effects. Adding an auxiliary regression to take account of possible correla-
tion between the explanatory variables and the individual effects, we find
that not only the elegant results obtained by Mundlak but also the above
mentioned special features carry over to the extended case with interesting
interpretations. We obtain these results using a generalised version of the
Frisch—-Waugh theorem, stated and proved in the paper. Finally, for both
the EC models with and without time invariant variables we have shown
that the estimates of the coefficients of the auxiliary variables can also be
arrived at by following a two-step procedure.

Keywords: panel data, error components, correlated effadtsin esti-
mator

JEL classification:C23
5.1 Introduction

This paper is concerned with the issue of time invariant variables in panel
data models. We try to look into an ‘old’ problem from a new angle or
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rather in an extended framework. It is well-known that when time invari-
ant variables are present, théthin transformation wipes them out and
hence does not yield estimates for their coefficients. However they can be
retrieved by regressing the means ofwithin residuals on these variables
(seeHsiao, 1986e.g.).Hausman and Taylor (198pjovide an efficientin-
strumental variable estimation of the model when the individual effects are
correlated with some of the time invariant variables and some okthe
Valid instruments are given by the other time invariant and time varying
variables in the equation.

Suppose we consider the case in which the individual effects are corre-
lated with all the explanatory variables. The earliest article dealing with
this issue in panel data literature is thatMfindlak (1978)where the
author looked at the error component model with individual effects and
possible correlation of these individual effects with the explanatory vari-
ables (or rather their means). He showed that upon taking this correlation
into account the resulting GLS estimator is thighin. Thus the question
of choice between theithin and the random effects estimators was both
“arbitrary and unnecessary” according to Mundlak.

Note that the question of correlation arises only in the random effects
framework as the fixed effects are by definition non-stochastic and hence
cannot be linked to the explanatory variables. We point this out because
Mundlak’s conclusion may often be interpreted wrongly that the fixed ef-
fectsmodelis the correct specification. What Mundlak’s study shows is
that the estimator is the same (téhin) whether the effects are consid-
ered fixed or random.

Now what happens to Mundlak’s results when time invariant variables
are present in the model? Do they still carry over? Or do they have to
be modified? If so in what way? Are there any neat interpretations as in
Mundlak’s case? This paper is an attempt to answer these questions and
go beyond them interpreting the results in a way that they keep the same
elegance as in Mundlak’s model.

The answers to the above questions follow smoothly if we go through
a theorem extending the Frisch—Waugh result from the classical regres-
sion to the generalised regression. Thus we start in Sebtiloy stating
a generalised version of Frisch—-Waugh theorem and giving its proof. In
this section we also explain the important characteristic of this new the-
orem which makes it more than just a straightforward extension of the
classical Frisch—-Waugh theorem and point out in what way it is different
from a similar theorem derived Wyiebig et al. (1996) The next section
briefly recalls Mundlak’s case and puts the notation in place. Sebtibn
brings out some interesting features of Mundlak’s model which enable the
known results. Sectiob.5presents the model with time invariant variables
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and discusses it from the point of view of correlated effects. Relationships
between the different estimators are established and compared with the
previous case. Finally we conclude with a summary of our main results.

5.2 The Generalised Frisch—Waugh theorem

THEOREM5.1. In the generalised regression model

y=X1P1+ XoB2+u (5.1)

with E(u) = 0 and V(u) = V, positive definite, non-scalar, the GLS
estimator of a subvector of the coefficients, Saycan be written as

5 — -1 _
Ba.gis = (R,V ™ 1R2) "R,V IRy, (5.2)
where

Ri=y— X1(X}V~ix1) " 'xpvly,

Ro = Xz — X1(X}V1x1) x4 v Xy,

The proof of this theorem is given ippendix A5

Let us note an important property in the above formulaéf@@s in that
it represents a generalised regression of the residuals of Gh®0{X4
on the GLS residuals of»> on X1 with thesame initialV as the variance
covariance matrix in all the three regressions. An additional feature is that
one can even replac®; by y in (5.2) and our result still holds (as in the
classical case).

Fiebig et al. (1996) arrive at the GLS estimatgs, through a differ-
ent route (applying; to (5.1) and then (true) GLS on the transformed
model). They also show that using a (mistaken) origindor their trans-
formed model leads to a different estimator (which they call the pseudo
GLS) and derive conditions under which pseudo GLS is equal to true
GLS. Baltagi (2000)refers toFiebig et al. (1996)while mentioning spe-
cial cases examined WBaltagi and Kramer (1995, 199if) which pseudo
GLS equals true GLS.

Both our expression of, andFiebiget al’s (1996)true GLS expres-
sion yield the same answer but are obtained through different transforma-
tions. Expressioif5.2) above has an interesting interpretation in terms of
(GLS) residuals of auxiliary regressions as in the classical Frisch—Waugh
case.
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CoROLLARY 5.1. If in model(5.1) above we further have orthogonality
betweenX; and X5 in the metricV 1, i.e. if

X v1ix,=0

then
A _ -1 _
Brgs = (X1V1X1) X vy,
A — -1 _
Ba.gis = (X5V 1X2) X5V Ly.

5.3 The known case: Mundlak’s model

Let us briefly recall Mundlak’s result for a panel data model with only
individual effects. The model is:

y=XB+ Uny®tr)u+w. (5.3)
We have the usual assumptiofgu) = 0, V(u) = o,fIN, E(w) = 0,
V(w) = ajINT and independence betwegrandw. Thus denoting =
(Iy ® tr)u +w we haveV () = ¥ = AP + 120 With Ay = 02 + To?,
A2 =02, P =2y ®riy) andQ = Iyt — P. Q is the well-known

w

within transformation matrix.
When there is correlation between the individual effecend the ex-
planatory variableX, it is postulated using:

u:)_(y—l-v, (5.4)

whereX = %(IN ® t7)X andv ~ (0, O'UZIN). Here one should leave out
the previous assumptiafi(x) = 0. Substituting5.4)into (5.3) we get

y=XB+(Un @)Xy + (N Qi1)v+ w. (5.5)
Applying GLS to(5.5) Mundlak showed that
,égls = /§w,
Pais = Bp — Pu
wherep,, andB;, are thewithin and thebetweerestimators respectively.

Hence Mundlak concluded that ththin estimator should be the pre-
ferred option in all circumstances.

(5.6)

5.4 Some interesting features

In this section we highlight some additional results for the above model
which have interesting interpretations and lead us to the more general case
of a model with time invariant variables.
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Why within is GLS foB: Let us first look at the GLS estimation of the
full model (5.5). Note that the additional terfiy ® ¢7)X can be written
asPX.

Thus the augmented model becomes

y=XB+PXy +§ (5.7)

wWithé = (Iy ® tr)v+wand V@) = £ = AP + 420 with A1 =
05 + Tovz, 12 = 0'5.

Splitting X into its two orthogonal component8X and PX let us
rewrite the above equation as

y=0XB+PX(B+y)+E. (5.8)

Noticing thatQ X and PX are such thak’ QX ~1PX = 0 we can apply
Corollary5.1to obtain

A I~ -1 =

Bys = (X'QZ710X) X' 05y

= (X'0X)7'X'Qy = Bu

and

(lg/ﬁ)gls = (X/Pf_lPX)_lX'Pi_ly

= X'PX)"X'Py = p.

Thus we get back Mundlak’s res\{.6).

)les = l§b - Bw-

This result can be further explained intuitively. Looking at mao@e¥)
we haveX and PX as explanatory variables. Thus the coefficienXof
i.e. 8 measures the effect &f on y holding that of P X constant. Holding
the effect of X constant means that we are only actually measuring the
effect of QX on y with 8. Hence it is not surprising that we ggi, as
the GLS estimator on the full modé&.7). However in the case of, it is
the effect of P X holding X constant. Sinc& containsPX and QX as its
components, we are only holding tkieX component constant letting the
P X component vary along with the X which is explicitly in the equation
whose combined effect gandy . Now the effect ofP X ony is estimated

by none other than thieetweerestimator. So we haveﬁ/ﬁ)@”s = By,
i.e. result(5.6) once again.

Within also equals an IV fo: As the X's are correlated with the error
terme = (Iy ® t7)u + w, the GLS estimator will be biased but one
could use instrumental variables. Various IV sets have been proposed in
the literature (cf.Hausman and Taylor, 198 Amemiya and McCurdy,
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1986 Breuschet al,, 1989 and relative efficiency discussed at length. We
will not go into that discussion here. Instead we point out that choosing
the simple valid instrumen® X also leads to theithin estimator. Indeed,
premultiplying Equatior{5.3) by X’ Q we have

X'0y=X0XB+ X'Q¢ (5.9)
and applying GLS we get theithin estimator
Brv = (X'0X)7'X'Qy = Bu. (5.10)

GLS fory is equivalent to a two-step procedureAs far asy is con-
cerned, we observe that GLS on the full model is equivalent to the follow-
ing two-step procedure:

Step 1: Withinregression on mod¢b.3) B

Step 2: Regression afithin estimates of individual effects ok which
givesy.

The individual effects estimates can be written as

* 1 / ! —1v/
w' ==y ® ) Inr = X(X'0X) X0y

1 / / —1v/
=u+ =y @Iy = XX' QX)X Q]e
substituting(5.3) for y. Thus we have

* v 1 / / -1y
u' =Xy +v+ =y @p)[Ivr — X(X'0X) " X'Qle
or
u* =Xy +w* (5.11)
denotingw* = v + 7 (Iy ® ;) Int — X(X'0X) 71X’ Qle.
It is interesting to verify that
Vw"HX = XA
with A non-singular and hence we can apply OLS(6rll1l) Thus we
obtain
y=X'X)" X u* (5.12)
= X'X) X' (5 - XBu)
= IBAb - Bw
which is the same result #5.6).
The above simple results not only show that we are able to arrive at the
same estimator by various ways but also provide useful insight into the

interesting connections working within the same model due to the special
decomposition of the variance—covariance structure of EC models.
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5.5 Extension to the case with time invariant variables

Now let us see what happens when time invariant variables come in. The
new model is

y=XB+UnQRtp)Zs+ (INn Qtp)u+w =XB+CZ5+¢, (5.13)
whereZ is aN x p matrix of observations op time-invariant variables
relating to theN individuals andC = Iy ® tr.

5.5.1 Without correlated effects

Applying Theorgm 5.Jon (5.13)and simplifying (seé\ppendix B one
can obtain thapys is a weighted combination of thevithin’ and ‘be-
tween (in fact an ‘extended betweg&rsee below) estimators, i.e.

,égls = W1Beb+ WaPu. (5.14)
wherep,, is the same as before,
Beb=| X’ L emge)x _1x’ L emye y (5.15)
e T Mz Tr Mz .

and W1, W, are weight matrices defined &ppendix B5

The estimator given if5.15)is in fact thebetweerestimator ofg for
an EC model with time invariant variables (as tietweertransformation
changes th&’s into their means but keeps tles as such; hence we have
the transformatiom/; in between to eliminate th&'s). We call it the
‘extended betweéastimator and abbreviate it asl3.

Turning to§g|s, Theorem 5.implies

Sgs = (F3=*F) 'Rz 1Ry, (5.16)

whereF» are residuals of Z on X and F; are residuals of on X. How-
ever for the former we should in fact be talking of residualsZzobn X
as X is time varying andZ is time invariant. This means that in order to
obtain$ we should be regressing the individuaéanf residuals ofy on

X on those ofZ on X. RedefiningF; and F» in this way and simplifying
the expressions, we get

R 1
Sgis = (Z/M)—(Z)_lz/M)—(T(IN ® i)

x (Iny — X (X' Z71X) X' 271y
= (Z'M52)" 7' M%7, (5.17)
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5.5.2 With correlated effects

Now suppose that the individual effects are correlated withXheand
the Z’s. The above estimators become inconsistent. Writing the auxiliary
regression as

u=Xy+Z¢p+v (5.18)
and substituting in (5.13)we get

y=XB+CZs+ (N @r)Xy +UN @ 1) Z¢ + (Iy ® t1)v + w
=XB+CZOB+¢)+ PXy + Iy ®@i7)v+ w. (5.19)

Within is still GLS forg:  If we apply Theorem 5.1to our model(5.19)
above then we have the result titigis on (5.19)is the same aggyis on the
following model:

R1=RyB +e,
where
Ri=y-Z2(Zx7'2)'Z'z Y
and
Ro=X-Z(Z2'2)7Z 5 x
with
Z=[Uy®r)Z PX]=Un®u)[Z X]=CZ.
In other words,
Bais = (RyZ1R)) ' RHZ 1Ry, (5.20)

Once again making use of some special matrix results, one can show (see
Appendix C9 that fgs = B, for the augmented EC model with time
invariant variables and correlated effects.

How can we intuitively explain this? Again it is straightforward if we
write the model as

y=0XB+PXB+y)+CZOS+¢p)+¢

and notice thap X is orthogonal to botf? X andCZ in the metricx 1,
Corollary 5.1above tells us thatgs is given by

Bys= (X' 0Z710X) X' 0510y = (X' 0X) 71X Qy = fu.



Time Invariant Variables and Panel Data Models 127

Within also equals an IV fo: Now it is easy to see that instrumenting

X by 0X in the new mode{5.13)also leads to theithin estimator forg
coinciding with the GLS in the extended model. Of course transforming
the model by the instrument matrix eliminates the time invariant variables
just like thewithin transformation does. The coefficient estimates of the
latter can always be retrieved in a second step by regressing the residual
means on these same variables (see below).

GLS fory is an ‘extended’ between—within From the above intuitive
reasoning we can also deduce that the parametessand¢ should be
estimated together whereas we could leavefas Q X is orthogonal to
both PX andZ in the metricx 1.

Writing
o_[C+]
| B+ ) |
we have byTheorem 5.1
f=| CED I _(Fp1z) ety
L (B+ )

Separate solutions for the two componentiafan be obtained as yet
another application of the same theorem:

6+ @) = (Z My Z) 7' My,

B+y)=X'MX)"1X' M5,

where (ﬁ—\y) can be recognised as thextended betweéerstimator:
Once again the estimator ¢f in the extended model is derived as the
difference between thektended betweéand thewithin estimators:

Pgs= B +7) — B = Peb— Pu. (5.21)

GLS fory is again a two-step procedure The above result opigs leads
to another interpretation similar to that of res(Bt12) obtained in the
model without time invariant variables. We have
Pois = (X'MzX) ' X'Mzy — (X' QX)X Qy
= (X'C'MzC'X)"1X'CMzC'y — (X' 0X)"1X'Qy
= (X'C'MzC'X)"1X'CM;C'y

1 Here the betweehmodel isy = X (B + v) + Z(S + ¢) + &.
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—(X'C'MzC'X) X' CMC'X (X' 0X)"1X Oy
= (X'C'MzC'X)" X' CMzC'(Int — X(X'0X) 71X’ Q)y
= (X'C'M;C'X)"1X'CM,C'i*
which implies thatys can be obtained by a two-step procedure as follows:

Step 1: Withinregression of mod€b.13)
Step 2: Regressing theithin residual means on the residuals of the
means of theX’s on Z.

Now a few additional remarks. Note the formula téﬂ-\gb) is exactly
the same as the one férin the ‘old’ model (5.17) and this can be un-
derstood if we look into the effect captured by this coefficient. In model
(5.13) 6 is the effect ofZ on y holding that of X constant, i.e. holding
constant the effect of both the compone@t®¥ and P X and the combined
coefficient(s + ¢) retains the same interpretation in the augmented model
(5.19)too. However a major difference here is that one can only estimate
the sum(s + ¢) and cannot identify and¢ separately. This is logical as
both the coefficients are in a way trying to measure the same effect. Thus
the inclusion ofZ¢ in the auxiliary regressiof6.18)is redundant. The
expression for{+ ¢) can in fact be obtained by regressingn X andZ.

Thus, practically speakingandy can be retrieved by regressimgthin
residual means oX andZ.

Let us also mention that Hausman specification tests are carried out in
the same manner whether time invariant variables are present or not and
the absence of correlation can be tested using any one of the differences
B — Buw, Bais — Buw. Bgis — By 0r Bgis — Bois as shown irHausman and
Taylor (1981)

If we assume non-zero correlation between explanatory variables and
the combineddisturbance term (the individual effecésd the genuine
disturbance terms), for instance in the context of a simultaneity problem,
then the whole framework changesgthin estimator is no longer consis-
tent and only instrumental variables procedures such as the generalised
2SLS (G2SLS) or the error component 2SLS (EC2SLS) are valid (see,
e.g.,Krishnakumar, 1988Baltagi, 198).

5.6 Concluding remarks

In this paper we have shown that Mundlak’s approach anavitien es-
timator remain perfectly valid even in an extended EC model with time
invariant variables. Adding an auxiliary regression to take account of pos-
sible correlation between the explanatory variables and the individual ef-
fects one finds that the elegant results obtaineMbypdlak (1978)s well
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as some additional interesting ones can be derived in the extended case
too. These results are established by the application of a generalised ver-
sion of the Frisch—Waugh theorem also presented in the paper. Further, it
is shown that for both the models with and without time invariant vari-
ables, the estimates of the coefficients of the auxiliary variables can also
be obtained by a two-step estimation procedure.
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Appendix A5

PROOF OFTHEOREM5.1. Let us transform the original mod@.1) by
V1210 get

v = XiB1+ X382 +u*,

wherey* = V~12y, Xt = v=12x,, X3 = V-Y2X, andu* = V2.
Now V (u*) = Iyt and hence we can apply the classical Frisch—Waugh
theorem to obtain

B2 = (R5 R3)"R3 R},
where

Ry = y* — X5(X{ x) " 'x{ ",

R3 = X3 — Xi(X{ X7) X1 X3,
Substituting the starred variables in terms of the non-starred ones and
rearranging we get

Bo = [X5(V 7L — v iy (X, Vixe) XV Y xo]
x Xo(V L= vlxg (x4 vix) X V)
=[x,V (Inr — X2 (X1VIX0) X VY Xo]
x XoV Y (Inr — X1(X5V X)XV Yy
= [X4(Iny — VX1 (X5V1X) Xy VL

1
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x (Ivr = Xa(X1V 71 X2) XV ) Xe]”
x Xp(Iyt — VX (X v ixg) XVt
x (Int — X1(X;V1x1) "Xy Yy
= (R,V*R2) 'RLV IRy D

1

Appendix B5

Applying Theorem 5.1on (5.13)yields:
5 _ ~1 _
Bais = (E5Z 1Ep) TELELE, (B5.1)
where
Ei=y-Cz(Z'C'z 'cz)'zc's Yy
1 taN—1 1~
= (vt = ZCzZ'D)72'C’ )y
and
Ex=X-Cz(zC'x'cz)'z¢c'sx
1 t =11 ~1
= (Ivr = ZCz(Z2)7Z'C’ )X
usingC’ > ~1C = =TIy and writingX = £C'X.
SincePC =C,QC =0,CC’' =TP andC’'C = TIy one can see that
5 _ -1 _
Bois = (ELY1E,) TELXE,
_|x'(22cmyc +0)x _1x’ 22 e, 0
- Tog 7 Tag 2 Y
= W1Beb+ WoPu,
where
My =1y —2(Z'2)17,
wi=| X (22 cmpc +0)x Ty 22 omyct)x
1 Tia z Toa z )
A2 / - /
Wo=|X|=2cM;C'+0)Xx| X 0Xx
T A1

and

-1
Beb=| X’ Loemge x| x(Ecomye
eb = T_M z T_M zZ y.
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Appendix C5

We have from(5.20)
Bgls = (R/zz_le)_lR/zz_lRl- (C5.1)

_Let us examineR1 and R,. We can write them ag; = My andRy =
MX whereM = Iy — Z(Z'x7172)"17/ 1.

Noting once again thabC = C, QC =0,CC' =TP,C'C = Tly,
C'27C=%TIy, 251 =1T7'C'andZ'571Z = £ 7'7, one can
show thatV! = Iy — 2CZ(Z'Z)"1Z'C' = Iy — £CP;C.

Further due to the partitioned natureZfve also know that

P; = P + M3xZ(Z'M%2)" 7' M5.

Hence

T 1 / -1~/ /
M= Iyr — 7C(P}—( + M3Z(Z'MxZ)""Z'Mx)C
and
~ 1 _
MX = | InT — ?CX = Uyt — P)X =0X
asPzC'X = TPgX = TX = C'X andMyC'X = 0. Therefore
/ -1 Iirv—117 1 /
Ry "Ry =X MY "MX = A_X 0X.
2
Similarly one can verify that
~ ~ 1
R, YRy =X'MZ My = A—X/Qy.
2
Thus

Bgis = (X' 0X)"1X' 0y = By
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Abstract

We present a dynamic model of crime wherein agents anticipate future
consequences of their actions. While investigating the role of human cap-
ital, our focus is on a form of capital that has received somewhat less
attention in the literature, social capital, which accounts for the influence
of social norms on the decision to participate in crime. The model is es-
timated with panel data from the 1958 Philadelphia Birth Cohort Study.
Non-chosen states, which potentially depend on individual specific hetero-
geneity, are accounted for using simulation techniques. We find evidence
of state dependence in the decision to participate in crime and the impor-
tance of initial levels of social capital stock in predicting adult criminal
patterns.

Keywords: social capital, human capital, dynamic model, panel data, sim-
ulated method of moments

JEL classifications:C15, C33, C61, J22, Z13
6.1. Introduction

The basic premise of the economic model of crime is that criminals behave
rationally in the sense that they act so as to maximize their economic wel-
fare. This idea can be traced bacl&entham (1970 [1789landBeccaria
(1963 [1764]) and has been more recently formalizedBscker (1968)
andEhrlich (1973) In this framework, a person breaks the law if the ex-
pected marginal benefit of allocating time and other resources to crime
exceeds the marginal cost of doing so. To date, most empirical studies
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have focused on the labor market costs associated with criminal choice,
investigating the effect of arrest history on current or future employment
probabilities or wages.However, recent theoretical and empirical re-
search suggests that social interactions, working through peer influences,
stigma, social norms, and information networks, also contribute to the
cost and benefit calculations of many economic activities, including the
decision to commit crimé.The role of social interactions is particularly
relevant to the criminal participation decision if the stigma associated with
arrest acts as a significant deterrent.

This research extends the traditional model of crime to explicitly ac-
count for the deterrent effect of social sanctions, or stigma, on the decision
to participate in crime. We use social capital stock to measure an indi-
vidual's past investment in the law-abiding social group, and assume that
the cost of social sanctions faced depends upon the stock of social capi-
tal the individual has accumulated. In contrast to the literature on social
capital that has followed in the tradition of Putnam, this study takes the
level of social capital that a society possesses as given and, in the style
of Coleman (199Q)is concerned with the process by which individuals
accumulate social capital stock and how this stock affects their belfavior.
Our treatment of social capital as an individual characteristic is similar to
Glaeseret al. (2002) However, this paper differentiates itself by its nar-
row focus on that part of social capital that embodies the norms associated
with law-abiding behavior and the role of social capital in the enforcement
of these norms. The intuition behind our approach is that attachment to
(law-abiding) society through, for example, productive employment and
marriage, creates a form of state dependence that reduces the likelihood
of criminal involvement. In our formulation, state dependence arises be-
cause the stigma associated with arrest is more costly for individuals who

1 see, for examplelmai and Krishna (2001), Lochner (19993rogger (1998, 1995)
Waldfogel (1994), Freeman (1992), Lott (1990)

2 See, for exampleAkerlof (1997, 1998) Sampson and Laub (1992), Case and Katz
(1991) The importance of the interaction between individuals and their community in
forming tastes and determining criminal choices has been studi@dlligms and Sickles
(2002), Glaeseet al. (1996), Akerlof and Yellen (1994and Sah (1991) The interac-
tion between individuals decision to engage in crime and employers decision to stigmatize
criminals is explored byRasmusen (1996)

3 The Putnam based social capital literature is interested in correlations between the level
of social capital (proxied by measures of civic engagement, such as membership in organi-
zations, and trust) that communities (measured at the state, regional and county level) have
and outcomes such as good governance, economic growth or judicial effickueyat,

1993, 2000Bowles and Gintis, 200X nack and Keefer, 1997.a Portaet al., 1997. As
pointed out byDurlauf (2002) even within this genre, there is considerable ambiguity in
what is meant by the term social capital.
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Figure 6.1. Age specific Arrest rafe
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have good jobs or families compared to those individuals without these
attachments.

In addition to offering an explanation for differing criminal propensi-
ties across individuals, the model of social capital accumulation outlined
in this paper provides a possible explanation for the age—arrest relation-
ship. Figure 6.1shows the age—arrest relationship for property arrests for
the U.S. in 1999. The shape of this relationship, commonly called the age-
crime profile, shows that the arrest rate increases with age up until the
late teens, and then declines monotonically. This pattern has been found
in studies based on different countries, cities and time periods. In our
model, the relationship between age and arrest arises because it takes time
to develop institutional relationships and hence accumulate social capi-
tal stock® Therefore, crime becomes relatively more expensive and hence
less likely for an individual as he ages.

Data from the 1958 Philadelphia Birth Cohort Studsigfio et al,

199]) are used to estimate our dynamic model of criminal choice. These
data present a unique opportunity to study the dynamic decision to partic-
ipate in crime. Typically, data used to study crime at the individual level
are drawn from high-risk populations, such as prison releases, and conse-
guently suffer from problems arising from selection bias. The data used

4 The arrest rate is defined as the number of arrest per 100,000 in the population for each
age. The data ifrigure 6.1are taken fronBnyder (200Q)

5 Glaeseret al’s (2002)model of investment in social capital predicts that social capital
stock first rises and then declines with age, with the peak occurring at mid-life (around 50
years of age).
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in this research are sampled from a universe of all individuals born in
1958 who lived in Philadelphia at least from their tenth until their eigh-
teenth birthday. The information available in the Cohort Study includes
direct measures of time spent working in the legal sector and both offi-
cial and self-reported measures of involvement in crime. Secondary data
sources are used to impute the time spent in crime based on the seri-
ousness of offenses. Different criminal propensities arising from family
background influences are accounted for by using these background vari-
ables in the construction of individual level initial values of social capital
stock. The social capital stock accumulation process is then endogenously
determined within the model, and the parameters governing this process
are estimated within the system of Euler equations derived from the theo-
retical model.

An issue arising in estimation is that the ex-ante conditions for the op-
timality derived from the theoretical model depend on choices in each of
two possible future states, arrest and escaping arrest. However, only one
of these states will be realized and observed in the data. The presence of
unobserved choices in the Euler equations pose an omitted regressor prob-
lem for estimation, and are potential source of unobserved heterogeneity.
We address this issue using simulation techniques and estimate the para-
meters of our model by Method of Simulated MomemteFadden, 1989
Pakes and Pollard, 198McFadden and Ruud, 1994

The remainder of this paper is organized as follows. In the next section,
we present a dynamic model of crime, which merges the intertemporal
choice literature with Ehrlich’s atemporal time allocation model of crime.
Section6.3 provides a description of the 1958 Philadelphia Birth Cohort
Study and a discussion of the construction of our index of social capital
stock. In Sectior6.4 we discuss the method for estimating the structural
parameters of the model and present the results from estimation. In Sec-
tion 6.5, we offer some concluding remarks.

6.2. The model

In the spirit of Ehrlich (1973) we caste our model of criminal choice in

a time allocation framework, where time represents the resources devoted
to an activity. We extend this traditional static model to a dynamic setting
by assuming that an individual's preferences and earnings depend upon
his stock of social capital, which is a measure of his investment in the
law-abiding group. In this model an individual's stock of social capital
provides a flow of services associated with a good reputation and social
acceptance within the law-abiding peer group, as well as social networks
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within this group. Reputation has utility value to the individual, while the
networks can be used for occupational advancement and hence raise earn-
ings in the legitimate sectér.

Consider the representative individual who must allocate his time be-
tween leisurel,, and the two income producing activities of legitimate
work, L,, and crime,C,.” He must also choose his level of consump-
tion X;. Attimer, utility is given by:

U(le)\'l‘aST)9 (61)

where S; is the individual's stock of social capital. The utility function,
U (-) is assumed to be twice differentiable, concave, and increasing in its
arguments.
Denoting earnings within a period in terms of the composite gaed,
the individual's intertemporal budget constraint is given by:

Arv1= Q+r)(A 4+ IL(Ly, S) + 1c(Cr) — Xy), (6.2)

where I (L;, S;) is income from legitimate activity/c(C;) is income

from illegitimate activity, andA, represents the value of accumulated as-
sets. We assume that per period income from legitimate work depends on
the number of hours the individual spends working and the level of so-
cial capital he has accumulated. While a more general specification would
allow both human and social capital stocks to influence earnings directly,
including both in the structural model would increase the level of complex-
ity for estimation because we could no longer obtain closed form solutions
for the Euler equation®In order to make the model tractable empirically,
we focus on social capital in the theoretical model and control for standard
measures of human capital, such as years of schooling and experience,

6 Our model has several similarities with the model of social capital accumulation of
Glaeseet al (2002)in which the flow of services from social capital includes both market
and non-market returns, where market returns may include higher wages or better employ-
ment prospects, and non-market returns may include improvements in the quality of the
individual’s relationships, improvements in health or direct happiness.

7 In earlier work, both pure income and pure utility generating crimes were included in
the model, where utility generating crime included rape and murder. However, the data did
not contain sufficient information to identify the effect of utility generating crimes, so we
have simplified the model by only considering income generating crimes.

8 An approach to deal with this is to utilize asymptotic expansions to approximate the
value function. In concert with the highly non-linear Euler equations system and the need
to simulate unobserved states of apprehension/escape from apprehension, the additional
computational burden of value function approximation is rather daunting. In this paper
we concentrate on the social capital accumulation process in developing our theoretical
structural dynamic model of crime while incorporating human capital indirectly into the
empirical model.
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in the empirical model. The pecuniary rewards from income producing
crime are assumed to depend only on the amount of resources devoted to
this activity. This assumption is investigated in the empirical modeling of
criminal earnings. Incomes from legitimate and illegitimate activities are
assumed to be increasing in their respective arguments.

Investment in social capital is assumed to be proportionate to the level
of resources spent in legitimate activif{Resources in this model are
represented by time. Social capital also depends on the state of the world.
We assume that at the time the individual must choose how to allocate his
time, he does not know if he will be arrested for participating in crime.
This information is revealed at the end of the period. Thus, in the event of
not being arrested (State 0) for crimes committed in timehich occurs
with probability (1— p), social capital at + 1 is given by:

S0 =1 —-8S +yL, (6.3)

where$ is the depreciation rate of social capital stock anttansforms
resources spent in legitimate activity into social capital. With probability,
p, the individual will be arrested (State 1) at the beginning ef 1 for
crimes committed in time and a social sanction imposed. This sanction
is represented by a loss to the individual’s social capital stock. We assume
that this loss is an increasing function of the individuals stock of social
capital so thatceteris paribus crime is more costly and therefore less
likely for those with a greater stock in society. The loss is also assumed to
depend positively on the total amount of time devoted to crime. Thus, in
the event of apprehension, social capital at the beginnimgtot is given

by:
St =@1-8S —aCsS, (6.4)

wherex represents the technology that transforms resources spent in crime
into a social sanction.

A representative individual’'s dynamic programming problem is charac-
terized by his value function at periedV (A, S;), which is the solution
to the Bellman equation:

9 Formally, we are assuming that value function is a linear separable function of human
capital.
10 On the issue of investment in social capital, the approach taken in this paper differs from
that taken byGlaeseet al. (2002)who assume that investing in social capital and work are
mutually exclusive, and that the opportunity cost of investing in social capital is forgone
earnings.
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V(A;, Sr) = max U(X;, As, Sp)
Xt,Lt,Cy

+ B8PV (A1, SHy) + A= p)V(Aig1, S20) )

Subject to(6.2), (6.3), (6.4)and a time constrainf = A; + L; + C;.1

By substituting the time constraint in far, we eliminate it as a choice
variable. Taking first-order conditions and making use of the Envelope
Theorem, we obtain the following set of Euler equatiéfis:

Xt Ur(t) — BA+n{pUit+1) + 1 — pUAt + 1} =0,

ol (L¢, Sp)
L Ur()———1"0 Uyt
t 1( ) 8L, 2( )
(1-9) 1-8—aC?
+ﬂy(1—p){< — ) JU2a+1)
1% aSH—l
(31L(L?+1’ St0+1) <1_ 8 — O‘Czo+1> GIC(CtOH)
+ 0
0841 aS; 4 0Cr11
1—8) (L2, 4, 82 )
_ @29 B )Uf(z+1)+U§(z+1)} =0,
Y 0L;y1
dlc(Cy)
Ci. Ur(t — Us(t
t 1( ) 9C; 2( )
(1-19) 1-8—aCt
_IBapS,{( — — ) U3+ 1)
Y aS; g
oI (LY ., St ) 1—-8—aCt \olc(CL
( Ly 90 ( o t+1> c(Ciiy)
+ 1
0Sr+1 aS; 9Ci41

1—8)dl (L, St )
_ ( ) L4151 )U%(I+l)+U§(Z+1)} :O,
14 0Li11

whereUij (t+1) is the marginal utility of argumerit(i = 1, 2, 3) in statej
(j =0,1)attimer+1andC/ ,, L], , represent choices i+ 1 in statej.

The usual condition for optimality in consumption is given by the Euler
equation for the aggregate consumption good, with the ratio of the mar-
ginal utility of current period consumption to the expected marginal utility

11 An alternative formulation of the dynamic programming problem would include arrest
status as a state variable. Using Theorem 4 2tokeyet al. (1989) Hartley (1996)hows

that the solution to this problem will also solve the problem as formulated in the text.

12 The derivation of the Euler equations can be obtained from the authors.
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of next period’s consumption equated to the gross real rate of interest.
The Euler equation for time spent in the labor market equates net cur-
rent period costs associated with time at work to the expected value of
the increase in social capital in terms of next period decision variables.
Similarly, the Euler equation for time spent in illegitimate income gener-
ating activities equates the net marginal benefit this period to the expected
future cost. Once functional forms are specified for the utility and earn-
ings functions, the system of three Euler equations and two earnings
equations give a closed form solution for the optimal allocation of re-
sources.

6.3. Data

We use individual level data drawn from the 1958 Philadelphia Birth Co-
hort Study to estimate the model developed in Sec@idh Since these
data have not had widespread use in economics literature, we begin with a
description of the 1958 Philadelphia Birth Cohort Study and then discuss
the sample used in the empirical part of the paper.

6.3.1. The 1958 Philadelphia Birth Cohort Study

The purpose of the 1958 Philadelphia Birth Cohort Study was to collect
data on a birth cohort with a special focus on their delinquent and criminal
activities. The cohort is composed of subjects who were born in 1958 and
who resided in the city of Philadelphia at least from their tenth until their
18th birthday. The 27,160 members of this universe were identified using
the Philadelphia school census, the U.S. Bureau of Census, and public and
parochial school records. Once the members of this cohort were identified,
data collection occurred in 2 phases.

The first phase of data collection involved assembling the complete offi-
cial criminal history of the cohort. This was accomplished during the years
1979 and 1984 and provides coverage of the criminal careers, as recorded
by the police, and juvenile and adult courts, for the entire 27,160 mem-
bers of the cohort. The information for juveniles was obtained from the
Philadelphia police, Juvenile Aid Division (JAD). Information about adult
arrests was obtained from the Philadelphia Police Department, the Com-
mon and Municipal Courts, and the FBI, ensuring offenses both within
and outside the boundaries of Philadelphia are included in the data set.

The second stage of the Study entailed a retrospective follow-up sur-
vey for a sample from the 27,160 members of the cohort. Figlio and his
co-investigators employed a stratified sampling scheme to ensure that they
captured the most relevant background and juvenile offense characteristics
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of the cohort and yield a sample size sufficient for analysis. The pop-
ulation was stratified five ways: by gender, race, socio-economic status,
offense history (0, 1, 2—4, 5 or more offenses), and juvenile “status” of-
fenses, which are offense categories only applicable to individuals less
than 18 years of age. The follow-up survey took place during 1988, with
576 men and 201 women interviewed. Most respondents resided within
the Philadelphia SMSA or within a 100-mile radius of the urban area.
However, to insure that out-migration of cohort members from Philadel-
phia would not have any significant effect, sample members were traced
and if possible contacted, throughout the United Stdtegio (1994)re-

ports that comparisons among strata indicate no apparent biases due to
non-response. Areas of inquiry covered by the survey include personal
history of delinquency and criminal acts; gang membership; work and edu-
cation histories; composition of current and childhood households; marital
history; parental employment and educational histories; parental contact
with the law; and personal, socioeconomic and demographic characteris-
tics.

6.3.2. The sample

By combining the information from official arrest records with the retro-
spective survey data from the 1958 Philadelphia Birth Cohort Study, we
have both self-reported information on criminal involvement and actual
arrests, complete work histories, educational attainment, and a range of
socio-economic and background characteristics for the sample captured in
the retrospective survey. This paper focuses on males from the follow-up
survey who were not full-time students so that leisure and work are the
only alternatives to crime. We limit the sample to observations for which
we can construct all key variables required to estimate the Euler equations
derived from the theoretical model. Our final data set contains observa-
tions on 423 men over the ages of 19-24 corresponding to the period 1977
to 1982. A definition of variables and summary statistics are presented in
Table 6.1%3

The choice variables from the structural model are (annual) hours spent
in the labor market, (annual) hours spent in income producing crime, and
(real) annual consumption. Income producing crimes are defined to be
robbery, burglary, theft, forgery and counterfeiting, fraud, and buying, re-
ceiving or possessing stolen property. The annual number of hours worked
in the legitimate labor market is constructed from the question, “How

13 Since our data are from a stratified random sample, the statisfi@ble 6.1are calcu-
lated using weights to reflect the population from which the sample are drawn.
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Table 6.1. Summary statistics

Definition Mean Standard
deviation

Model variables

Hours worked L) 149804 93461
Hours in income generating crimé€) 65.55 18040
Leisure hoursx) 426042 91679
Real consumption per yeak} 11923 8465
Social capital index) 10281 2084
Real annual labor incomé¥;,) 10069 9183
Real annual crime incom®{-) 3.08 1704
Determinants of social capital & earnings

Binary equal to 1 if socio-economic status of family during 0.57 050
childhood up is high

Binary equal to 1 if race is white .6 050
Binary equal to 1 if father present in childhood home .88 035
Binary equal to 1 if father not arrested during childhood .90 028
Binary equal to 1 if not a gang member during childhood .820 039
Number of siblings (divided by ten) B2 023
Proportion of best 3 friends not picked up by the police 0.63 044
during high school

Number of police contacts as a juvenile 7P 045
Proportion of contacts as a juvenile that result in an arrest 160 032
Binary equal to 1 if begin a marriage that year .09 021
Binary equal to 1 if end and then begin a job that year .100 030
Binary equal to 1 if arrested that year .08 022
Binary equal to 1 if arrested for a property offense that year .030 017
Binary equal to 1 if married 0.13 033
Binary equal to 1 if in a common law marriage .08 028
Number of children 1.00 113
Years of schooling 1259 198
Years of labor market experience .52 168
Indicator for juvenile arrests 0.14 031

many hours per week did you usually work on this job?”, which was
asked of each job recorded in the respondent’s work history. The Sellin—
Wolfgang seriousness scoring scale is used to aggregate self-reported and
official arrest information on crimes committed by the respondent each
year Sellin and Wolfgang, 1964 The seriousness score is then used to
impute hours per year by matching the seriousness score to survey data
recording hours spent in crime reportedfngeman (1992)*

14 Details on the construction of these variables can be obtained from the authors. The
sample used in estimation consists of 423 individuals and covers the years 1977-1982 (in-
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In addition to the empirical counterparts to the variables in the structural
model, Table 6.1contains sample statistics for background characteristics
that are used to construct the index of the initial level of social capital
stock. These variables and the method used to construct this index are
discussed later in this section.

6.3.3. Measuring social capital
6.3.3.1. Current social capital stock

We assume that gross investment in social capital in the sample period
is generated by engaging in activities that develop institutional relation-
ships such as attachment to the workforce and marriage. While providing
detailed information on employment history, the 1958 Philadelphia Birth
Cohort Study does not provide information on the level of involvement
individuals have in their community. However, the Study does contain in-
formation about whataub and Sampson (1998hd Sampson and Laub
(1992)would consider turning points, such as marriage and beginning a
new job. While much of the criminology literature has emphasized sta-
bility and continuity, Sampson and Laub argue that transitions are also
important in understanding an individual’'s criminality, as these events
may modify long-term patterns of behavior. For example, getting mar-
ried forms social capital through a process of the reciprocal investment
between husbands and wives. This investment creates an interdependent
system of obligation and restraint and increases an individual’s bonds to
society. Also, young males tend to have high job turnover rates. If leav-
ing a job and starting a new one in the same period is attributable to
upward employment mobility, then a new job increases attachment to the
legitimate sector when the employer’s act of investing in the individual is
reciprocated. Additionally, a better job increases an individual's system of
networks. Each of these life events tends to increase an individual’s ties to
the legitimate community and thus increase his social capital.

In our empirical specification we follow the approach of Sampson and
Laub, allowing getting married (GETMARRIED) and leaving and begin-
ning a new job in the same period (CHANGEJOB) to build social capital
stock. We account for stability of labor market attachment in our measure
of social capital through annual hours spent in the legitimate labor mar-
ket (L). Social capital also depends on the state of the world, which is

clusive) which corresponds to 2538 individual/year observations. Seriousness scores had
to be generated for crimes for which there was no arrest. This amounts to 556 individ-
ual/years, which is about 22% of observations. The methodology used to accomplish this
is available from the authors along with the aforementioned details on construction of vari-
ables.
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learnt at the end of each period. In the event of not being arrested (State 0)
for crimes committed in time (C;), social capital at + 1 is given by:

t+1 =(1-96)S; + y1L; + y2GETMARRIED; + y3CHANGEJOB,

(6.5)
whereé is the depreciation rate of social capital and {he transform
resources spent in legitimate activity into social capital.

Unlike legitimate income earning activities, criminal activity is not
sanctioned by society. We model this by assuming that arrest results in
a loss to the individual’s social capital stock. As described in Se&ign
the loss is assumed to depend positively on the resources devoted to crime
and the level of social capital stock the individual has accumulated. Thus,
in the event of apprehension, (State 1) social capitalal is given by:

l‘—l-l = (1 (S)St — O[C;S[, (66)

wherex represents the technology that transforms resources spentin crime
into a social sanction. In order to estimate the weigbt&, 1, y2, ¥3) in

the capital accumulation process, we substitute Equaf®b$ and (6.6)

in for S0 1 andS 1 respectively in the Euler equations from Secté&a

Once an initial Ievel of social capital stock has been specified, these para-
meters can be estimated along with the other parameters of interest in the
model.

6.3.3.2. Initial value of social capital stock

Since cohort members are eighteen at the beginning of our analysis, we
assume that the initial period level of social capital stock possessed by
an individual is inherited from his family. The choice of variables de-
termining inherited social capital stock is based on empirical evidence
from the literature, and the availability of these measures in our data.
Becker (1991 )otes that the fortunes of children are linked to their parents
through endowments, such as family reputation and connections, knowl-
edge, skills, and goals provided by the family environment. According to
Coleman (1988)and the empirical literature on delinquency surveyed by
Visher and Roth (1986}he institution of the family is central to the trans-
mission of social norms to children and children’s involvement in crime.
Coleman notes that the creation of family bonds as a means of parents’
instilling norms in their children depends not just upon the presence and
willingness of the parents, but also on the relationship the children may
have with competing norms and cultures, such as gang culture. Given our
data, we account for each of these influences with the following variables:
the socio-economic status of the individual’s family during his childhood,
race, whether the father was present in the childhood home, the number
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of siblings, whether the father was arrested during the individual’s child-
hood, whether high school friends were in trouble with the police, gang
membership during childhood, and the number of juvenile arrest relative
to police contacts.

Obtaining a set of weights for aggregating variables such as presence
of father, and gang affiliation during childhood raises the classic index
number problemMaasoumi (1986, 1993hows that the (normalized) first
principal component from the data on attributes can be used as weights to
summarize these attributes into a composite index. In our application, we
follow this approacH?® We note that the use of principal components to
initialize the stock of social capital is much like having a constant term in
a human capital accumulation equation. We are interested in how changes
in the stock of social capital impact changes in youth crime and these
changes are determined within our model.

The variables with which we construct the initial stock of social cap-
ital are: father present in the childhood home, father not arrested during
childhood, number of siblings, race, socioeconomic status, gang affilia-
tion, proportion of best three friends from high school not picked up by
the police, and the proportion of police contacts as a juvenile that result in
arrests. The signs of the normalized weights associated with the first prin-
cipal component indicate that coming from a white two-parent household
with a high socioeconomic status, having a father with no arrests (dur-
ing the individual's childhood), not being involved in a gang, and having
friends who were not in trouble with the police contributes to the social
capital stock an individual accumulates during childhood. The negative
weight on the number of siblings indicates that the social capital stock a
child inherits from his family is decreased by the presence of siblings. This
is consistent withColeman’s (1988jinding that siblings dilute parental
attention, which negatively effects the transmission of social capital from
parents to child. Youths’ involvement in criminal activity as measured by
the ratio of juvenile arrests to police contacts also has a negative weight,
indicating that juvenile arrests reduce the social capital stock accumulated
during childhood. Inherited social capital is constructed as the weighted
sum of these variables.

15 These weights are sample specific. As an alternatha@soumi (1986, 1993juggests

that the weights given to the attributes may be the researcher’s subjective weights. Fac-
tor analysis is an alternative means to obtain weights. How&wer,and Mueller (1978)

note that principal components has an advantage over factor analysis if the objective is a
simple summary of information contained in the raw data, since the method of principal
components does not require the strong assumptions underlying factor analysis.
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The index of inherited social capital stock should provide a measure of
the degree to which an individual is “at risk” of criminal involvement and
arrest in the sample period. Specifically, we would expect that individu-
als with a smaller stock spend more time in crime and are more likely to
be arrested than individuals who inherited a larger stock. We investigate
whether this is the case by dividing the sample into quartiles based on
the initial level of social capital stock and comparing the first and fourth
quartiles in terms of two measures of criminal involvement: arrests and
time in crime. Individuals from the first quartile of inherited social capital
stock account for a much larger proportion of annual arrests for the sample
than men from the fourth quartile, and this difference becomes more pro-
nounced over time. Moreover, those from the first quartile of social capital
stock inherited from the family do spend a much larger amount of time in
crime relative to those from the fourth quartile. A t-test for the equality of
means (allowing for unequal variances) between the first and fourth quar-
tiles indicates a significant difference for each year. This confirms that the
initial level of social capital stock is a good predicator of propensity for
criminal involvement in adulthood.

6.4. Empirical model

The Euler equations derived from the structural model of crime in Sec-
tion 6.2 depend on state contingent choices in each of two possible future
states, apprehension and escaping apprehension. However, only one of
these future states will be realized and observed in the data. The unob-
served choices cause an omitted regressor problem in estimation and are
a potential source of unobserved heterogeneity. While it is possible to
estimate the three Euler equations and two income equations simultane-
ously, the absence of unobserved choices in the earnings equations makes
a sequential estimation process computationally convenient. However, be-
cause the parameters governing social capital accumulation are estimated
from the Euler equations, and are then used to construct the social capi-
tal stock that enter into the earnings equations, the estimation algorithm
iterates between earnings and Euler equation estimation.

In terms of describing our estimation strategy, we begin with describ-
ing estimation of the parameters in the earnings equations, which draws on
standard techniques in the labor econometrics literature. Sesda?de-
scribes the method for estimating the parameters of the utility function and
social capital accumulation function from the Euler equations, which is
based on the Method of Simulated Momer¥s:Fadden and Ruud, 1994
McFadden, 1989%akes and Pollard, 1989
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6.4.1. The earnings equations

6.4.1.1. Estimation methodology for the earnings equations

The model presented in Secti@? focuses on the role of social capi-
tal in decisions regarding participation in crime and work. This leads to
a specification for criminal earnings that depends on resources the indi-
vidual allocates to that activity, and legitimate labor market earnings that
depends on both hours spent working and social capital stock. However,
in addition to the large empirical literature on human capital, empirical
research byrreeman (19963uggests that the return to legitimate oppor-
tunities relative to the returns to crime also depends on human capital.
Further, he finds that human capital affects relative income through rais-
ing the return to work. To reflect this in our empirical model, we adopt a
more general specification that includes human capital as a determinant of
legitimate earnings. We also explore whether criminal human capital (and
legitimate human capital) raises the returns to time in crime.

Income in each sector is defined as the product of the number of hours
spent in that sector and that sector’s hourly wage:

IL = wL(Hlv S[v Zl) . Lta

Ic = wc(K;, Zy) - Cy,

wherew; and w¢ are the hourly wage in the legitimate labor market
and criminal labor markets respectively. andC, denote hours per year

in legitimate and criminal income generating activities respectiv&lys

the social capital stock accumulated by the individual at the beginning of
period:, H, is legitimate human capital, represented by years of school-
ing and labor market experiencg&; is criminal human capital, and;
represents a vector of socioeconomic and demographic characteristics in-
cluding marital status, number of children and race. We measure criminal
human capital stock using the number of juvenile arrests (as a proxy for
experience) and a variable indicating whether the respondent’s father was
arrested in the respondent’s youth and a variable measuring the respon-
dent’'s number of siblings (as a proxy for criminal networks).

The wage equations are intended to provide us with information about
the determinants of wages for the entire sample of men. However, the de-
cision to participate in each sector is endogenous, and only a sub-sample
of the population is engaged in either or both of the income producing
activities. If the decision to work in legitimate or illegitimate activities de-
pends on unobservable characteristics that also influence wages, then the
problem of sample selection exists. Since we are estimating the earnings
equations separately from the Euler equations, we make use of standard
econometric techniques to account for the possibility of sample selection
bias Heckman, 1974, 1979
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6.4.1.2. Earnings equation results

The estimates for the sample selection corrected wage equations for crimi-
nal and legitimate activities are presentedTable 6.21% Hourly wages in

the legitimate labor market are constructed by linear interpolation between
the reported pay the individual received when they started and left each job
in their employment history. If earnings were reported as weekly (yearly),
the hourly wage is calculated as the weekly (yearly) wage divided by the
usual hours worked per week (usual hours worked per week multiplies by
50 weeks). Annual criminal income is defined as the total value of stolen
goods from arrests and self-reported offenses. The hourly wage for prop-
erty crime is then calculated as the annual income divided by the number
of hours spent in crime that ye#t.

The parameter estimates for the legitimate labor market wages equa-
tion are consistent with the standard predictions of human capital theory.
Legitimate wages are increasing in years of schooling, and are a con-
cave function of labor market experience. In addition to the human capital
theory of earnings, we find evidence that institutional knowledge and net-
works, as captured by our measure of social capital stock, has a positive
and significant impact on earnings. These results suggest that both human
capital and social capital are significant determinants of wages.

In contrast to labor market wages, we are unable to explain criminal
wages with criminal human capital variables, nor are we able to explain
criminal wages with the legitimate human capital measures. The joint hy-
pothesis that criminal (legitimate) human capital and the socioeconomic
and demographic variables are insignificant in explaining criminal wages
cannot be rejected at conventional levels of significance, wittvalue for
the Wald test statistic of 0.59 (0.57). This may reflect problems with mea-
suring criminal income, hours, or criminal human capital. Alternatively,
the finding may reflect that criminal earnings are not related to either le-
gitimate or criminal human capital. We note that while not significant in

16 We used a pooled regression to estimate the hourly wage and participation equation.
We were unable to utilize a fixed effects estimator because of time invariant regressors.
The time invariant regressors identify the model and their inclusion is therefore necessary.
A random effects estimator is an alternative that could accommodate the time invariant re-
gressors. Both the random effects estimator and the estimator used provide consistent point
estimates under the assumption that the effects are uncorrelated with included regressors.
The key objective of estimating the wage equations is to obtain consistent estimates of the
equation parameters in order to estimate the Euler equations and the method used achieves
this end. The results are used to calibrate our simulated GMM model presented in Sec-
tion 6.4.2below.

17 A full description of the construction of this variable can be obtained from the authors.



Table 6.2. Selection corrected equations for hourly wages in work and

crime >

=

Work Crime Crime F:;’

Log hourly wage Parameter t-value Parameter t-value Parameter t-value ?35
e)

Years of schooling 0.026 3008 —0.086 —1.228 —0.079 —1.069 g
Experience 0.069 2574 0.240 1288 =
Experience squared —0.009 —2.267 —0.051 —1.465 9
Father arrested during respondent’s childhood —0.157 —0.524 o
Number of juvenile arrests —0.153 —0.419 S
Number of siblings —0.072 —1577 Y
Social capital 0.001 2138 Q001 Q100 Q002 0218 §'
Race is white 0.057 2185 Q058 0186 Q104 0322
Indicator for married 0.025 Q0865 0288 0887 0219 0668 O
Indicator for in a common law marriage .088 2477 —0.281 —-0.825 —0.268 -0.734 3
Year —0.045 —4.446 —0.042 —0.515 —0.042 —-0.485 3
Constant 0.338 0448 1308 Q204 0626 Q093 o
p-value of Wald test for joint significance of regressor .0@m 0592 Q565 3

(continued on next pageg
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Table 6.2. (Continued)
Work Crime Crime
Participation Parameter t-value Parameter  t-value Parameter  r-value
Years of schooling 0.153 4530 -0.034 —-1.265 —0.034 -1.271
Experience 1.020 12614 —0.127 —2.007 —0.128 —2.073
Experience squared —0.116 —7.378 Q005 Q417 Q005 Q0458
Social capital 0.008 2631 —0.017 —7.319 -0.017 —7.299
Race is white 0.257 2605 Q442 5225 Q442 5223
Indicator for married 0.543 3148 —0.002 —-0.021 —0.004 —0.034
Indicator for in a common law marriage 105 1303 Q545 5065 Q546 5063
Number of children 0.032 Q997 —0.040 —1.417 —0.041 —1.420
Moved out of parents home —0.027 —-0.161 Q031 0223
Father was arrested —0.375 —2.944 0248 2235 Q247 2218
Number of juvenile arrests —0.270 —-1.975 0373 3655 Q373 3631
Number of siblings —0.035 —1.676 —0.009 —0.544 —0.009 —0.553
Year —0.150 —4.200 —0.017 —0.566 —0.016 —0.535
Constant 9.418 3335 2533 1079 2473 1045
p-value of Lagrange Multiplier test for independent equations .968 0931 Q941
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determining wages, two out of three measures of criminal human capital
(number of juvenile arrests and father was arrested in respondent’s youth)
are significant in explaining participation in crime, as is martial status, and
social capital, with participation less likely at higher levels of social capi-
tal stock. While we cannot rule out measurement issues as the reason for
being unable to explain criminal wages, we note fraeman (1996)nds
that human capital affects relative income through raising returns to legit-
imate work rather than through criminal incorffeAlso Gottfredson and
Hirschi (1990)concluded that for the vast majority of income generating
crimes such as theft and burglary, there is no evidence of criminal human
capital accumulation. From the combined evidence, it may be reasonable
to infer that criminal returns are not a function of criminal human capital.
As we are unable to explain criminal wages with human capital, crim-
inal capital, or socioeconomic and demographic variables, we adopt the
assumption used in the theoretical model that criminal income depends
on time spent in crime only. Accordingly, we estimate a criminal income
function as follows:

We(Cr) = o + na1Cr + MthZ +éc,.

Since time in crime is a choice variable potentially correlated with the
error term in the earnings equation, and is truncated below by zero, we
correct for the potential for sample selection bias by adopting the method-
ology suggested iWella (1998) This approach is similar to the parametric
two-step approach dieckman (1974, 1979)n the first step, we assume
normality of the error term in the latent variable reduced form equation for
hours worked, leading to a Tobit specification. However, distributional as-
sumptions about the error term in the earnings equation are relaxed in the
second step. This leads us to approximate the selection term in the earn-
ings equation byz,f:l akﬁ,’g where thev; are the generalized residuals
from the first-step Tobit estimation ardis the number of terms in the ap-
proximating series. By including this polynomial in the earnings equation,
we take account of the selection term. Therefore, exploiting the variation
in hours worked (in illegitimate income producing activities) for the sub-
sample that participates provides consistent OLS estimates of parameters
in the criminal earnings equation. Provid&dis treated as known, these
estimates arg/n consistent, and the second step covariance matrix can be
computed.

18 Specifically, he regressed the share of income from illegal sources on human capital
measures and found that the coefficients on all human capital variables were negative and
significant.
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Table 6.3. Selection corrected criminal annual earnings equation

Parameter t-value

Criminal earnings

Hours in crime 9.01x10°3 0.560
Hours in crime squared B3x 1076 3.190
Constant 7.718 4050
Hours in crime
Years of schooling —14.546 —1.303
Experience —48.416 —1.878
Experience squared 450 Q506
Social capital —7.648 —7.896
Race is white 128467 3685
Indicator for married 3115 Q677
Indicator for in a common law marriage 1280 4076
Number of children —24.820 —2.109
Moved out of parents home 73 Q0023
Father was arrested 1682 3852
Number of juvenile arrests 12220 2822
Number of siblings —0.566 —0.082
Year —13947 -1.115
Constant 1648632 1679

The results from estimating the sample selection corrected criminal
earnings function are presentedliable 6.3 The results are from an OLS
regression whose standard errors are consistent under the null hypothesis
that the residual terms are jointly insignificant which we find is the é&se.

We examined different treatments of pooling in the earnings equation but
were unable to identify the coefficients with a within type estimator. Re-
sults with an error components specification were quite similar to the OLS
results. These estimates are used to calibrate the Euler equations in the
simulated GMM estimation and are not the focus per se of our empiri-
cal model. Results are in line with findings in other studies of earnings.
Annual income from crime is an increasing function of time spent in that
activity. Increasing returns to time in crime may be evidence of some fixed
cost, or accumulation of crime specific networks and knowledge.

Given there appear to be increasing returns to time in crime we would
expect individuals who participate in crime to specialize. However, eighty
percent of men in our sample who engage in crime also work in the le-
gitimate sector. Among criminals who do work, an average of one and

19 The p-value of F test for joint insignificance of correction terms is 0.740. Weset 3.
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one-half hours per week is spent in crime compared to almost 36 hours
per week working at a legitimate job. This implies there are costs associ-
ated with crime, or benefits associated with not engaging in crime, which
are not captured by the earnings equations. According to our model, these
benefits are the utility value of social capital, such as social acceptance
and reputation, representing state dependence in non-deviant behavior in
the preference structure. We investigate this hypothesis in the next section
by estimating the Euler equations associated with the optimal allocation
of time to criminal and legitimate activities, and consumption.

6.4.2. The Euler equations
6.4.2.1. Estimation methodology for the Euler equations

Let S;; denote the value of the state variable, social capital stock, féttthe
individual in period, x;; denote the vector of choice variables entering the
ithindividual’s Euler equations in periadand letx;; 1 be those variables
datedr + 1. Our sample is a panel @f = 5 periods of observations on a
random sample oV = 423 individuals. We assume that the earnings in
the legal and criminal sectors are parameterized as above and that utility
has the following transcendental logarithmic form:

1
U(Xit, Mir, Sir) = a1 In X + azInAjy + azln S;; + E{ﬁll(ln Xi)?

+ Bo2(In 1i1)? + Baa(In Si)?} + BraIn X In Ay
+ B13In X In S;; + BozIn A; IN S,

Each of these Euler equations can be written in the forify of;;, S, 60)—

g (Xir+1, Sir+1, 00), j = 1, 2, 3, wheref (-) is the observed response func-
tion which depends on current period variables, atl is the expected
response function, which depends on next period’s variablesjg@ndhe

p x 1 vector of parameters to be estimaf@d stochastic framework is in-
troduced by assuming that variables determined outside the model, whose
future values are unknown and random, cause agents to make errors in
choosing their utility maximizing bundles. The errars are idiosyncratic

so that at any time, the expectation of this disturbance term over individu-
als is zero. Théth individual’s system of equations is represented as:

fXir, Sit, 00) — 8(Xir41, Sir41, 00) = uir.

20 \We assume a real rate of interest of 3%, and a time rate of preference of 0.95. The
representative individual’s per period optimal choice of time allocatidns(;) and con-
sumption &) are parameterized By = (ay, a2, a3, f11. f22, B33, B12, P13, 23, &, 8,

Y1 Y2, ¥3)-
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Conditional moment restrictions take the forBi{u;,|z;;] = 0, wherez;;
are observed data.

In practice, implementing GMM as an estimator for the parameters
in our system of Euler equations is hampered by the fact that, while an
agent’s decision is based on ex-ante expectations of the future, ex-post
only one state is realized for each individual and subsequently observed
by the econometrician. Since the (unobserved) choice in the state not re-
alized enters the Euler equations throygl;, 1, S;;+1, 60), we are faced
with an omitted regressor problem in the expected response function. We
resolve this problem by replacing (-) with a simulatoru(-). McFadden
(1989)proposes this modification of the conventional Method of Moments
estimator as the basis for the Method of Simulated Mom@&hnts.

To illustrate our use of MSM, recall that individud$ current choice
x;; depends on the value of the state variable, social capital sfck,

Our problem is thak;;, 1 is not observed for individual in the state not
realized in period + 1, so sample averages 8f(-) cannot be formed.
However, if the densityl7 (x, S), is stationary then we can replace the un-
observedx;; 1 with Monte Carlo draws from the conditional distribution,
I1(x|S:+1). Recall thatS;+1 depends on last period’s choices, and whether
or not the individual is apprehended in perio# 1, so we are able to con-
struct future social capital stock in period- 1 in the unobserved state for

a given set of parameters governing social capital accumulation. Since this
distribution is unknown, we draw from the empirical conditional distrib-
ution, which is estimated by kernel-based methods. Having replaced the
unobserved data with the Monte Carlo draws, we then form a simulator of
our moment conditions as follows:

118 ~
T > {g > (f i, Sis, 00) — 8(x}, 41, Sir11, 60)) ® Zir}
=1

= s=1
= u(x;, S, zi, 00),

where

N
]J@OO EN|: [ (xi, Si zi 90)]:| = EN[M(xi, Si. zi, 60) ]
-1

Z[r

1

21 gyfficient conditions for the MSM estimator to be consistent and asymptotically normal
involve the same regularity assumptions and conditions on instruments as classical GMM,
in addition to the two following assumptions that concern the simulatoy; (i) the sim-
ulation bias, conditional oWy andx;,, is zero, and (ii) the simulation residual process is
uniformly stochastically bounded and equicontinuoug.in
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Table 6.4. Estimates of structural parameters
from Euler equation estimation

Parameter t-value

Translog utility function parameters

In X, 0.2258 209
InAs 0.2060 Q47
(In X;)2 0.0028 261
(Inx)? 0.1069 209
(In $;)? 0.1908 285
InX;InX; —-0.0179 —-1.46
InX;InS; —0.0160 —6.31
InS; InA; —0.2141 —6.61
Social capital accumulation parameters

) 0.0299 223
yl 0.0003 064
y2 4.0800 137
y3 15.1400 176
o 0.0002 067

Note that although we motivate the estimation methodology as a way
of dealing with uncertainty about future states, the use of simulation tech-
nigues conditioned on individual characteristics may also be viewed as a
partial control for unobserved individual heterogeneity in those states.

6.4.3. Euler equation results

The system of Euler equations derived in Seckodis estimated using
MSM on 423 individuals over the period 1977 to 1981. The coefficient on
the logarithm of social capitalr3) is normalized at unity, leaving eight
coefficients from the translog utility function and five parameters from
the social capital accumulation process to be estimated. With three equa-
tions and eleven instruments, the number of overidentifying restrictions is
twenty. The Hansen test statistic for overidentifying restrictions is 6.65,
compared to g 9520 = 10.85 so the null hypothesis that the system
is over-identified is not rejected. The MSM estimates of the preference
parameters are presented in the top halfTable 6.4 and the parame-
ters governing the accumulation of social capital stock in the bottom half
of this table. It is noteworthy that all three terms in the translog utility
function involving social capital are significantly different from zero, sup-
porting the hypothesis that preferences exhibit state dependence.
Examining the estimates of the translog preference parametdis in
ble 6.4 we find the coefficients on the interaction terms between consump-
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tion and leisure (Irk, In 2;), consumption and social capital ¢ In S;),

and leisure and social capital (lpln S;) are all negative. Our estimates
imply that consumption and leisure are complements in utility. This is con-
sistent with the work oHotz et al. (1988) Sickles and Taubman (1997)
andSickles and Yazbeck (19985 The relationships between consump-
tion and social capital, and leisure and social capital, are also complemen-
tary. Moreover, these interaction terms are statistically significant.

Turning to the parameters governing social capital accumulation, we
estimate a statistically significant depreciation rate on social capital stock
(8) of 3%. The sign on the point estimates of time in the labor mankgt (
getting married ¥2), and changing jobsyg) are all positive, indicating
that they each contribute to social capital stock accumulation, although
only y» andys are statistically significant at the 10% level of significance
using a one-sided test. While not statistically significant, the coefficient
on the social penalty for arrest) implies a loss of 1% of social capital
stock evaluated at the sample average of time in crime. Evaluated at the
mean annual hours spent in crime amongst the criminally active, the social
sanction is about 5% of social capital stock.

Returning to the preference parameters, we note that the estimated mar-
ginal utilities of consumption, leisure, and social capital are positive for all
time periods?® The value of an incremental increase in the consumption
good drops from ages 19 to 20, and rises from the age of 20 for our sample
of young men. The marginal utility of leisure declines steeply between the
ages of 19 and 20, continues to decline between the ages of 20 and 21,
and then increases over the ages of 21-23. Based on these estimates, the
average marginal rate of substitution of consumption for leisure is 0.056,
implying an hourly wage of $4.18 over the sample peAbd@he marginal
rate of substitution of consumption for leisure is about an order of mag-
nitude smaller than the value of 0.8667 obtainedSligkles and Yazbeck
(1998) who use data from the Retirement History Survey. This may be
evidence that older individuals place a higher value on leisure time.

The marginal utility of social capital also increases over time for our
sample of young men. In addition to growing state dependence, this result
indicates that agents are indeed forward looking in their decision-making.
Over the sample period, average leisure time decreases as individuals
spend a greater amount of time in employment. Current labor market

22 Other studies, however, find evidence that these goods are substhitteyi( 1986;
Ghez and Becker, 197Fhurow, 1969.

23 These are obtained by evaluating at sample averaged (across individuals) data.

24 This number is calculated by multiplying the marginal rate of substitution by the CPI,
where the CPl is averaged over 1977 to 1981.
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activity is expected to increase future welfare through social capital ac-
cumulation, and this in turn raises the marginal utility of social capital in
the current period. Thus, the marginal utility of past investment in social
capital is increasing in current investment. Alternately, the marginal util-
ity of current investment in social capital is increasing in past investment.
This is a necessary condition for adjacent complement&iSince past
labor market participation raises social capital stock, which raises future
labor supply, we also find reinforcement in decision-making.

To gauge the relative importance of consumption, leisure, and social
capital in terms of utility value, we consider the elasticity of utility with
respect to each of these arguments. They indicate that utility is most sensi-
tive to changes in leisure and least responsive to changes in social capital.
It is also interesting to note the temporal pattern in these elasticities. As
the individuals age, their welfare becomes more responsive to changes in
their level of social capital and consumption. In contrast, they become less
responsive to changes in leisure. This finding is further support of growing
state dependence in preferences.

In our dynamic model, social capital stock accumulation increases the
expected cost of engaging in crime, making the occurrence of crime less
likely. This life-cycle model of behavior is consistent with the pattern
of criminal behavior observed in the age-crime profile. It is interesting
to compare the temporal pattern of the age-crime profile of the cohort
to which our sample belongs, with the profile of marginal utility of so-
cial capital for the sampldzigure 6.2shows a strong inverse relationship
between the two profiles. Our results provide evidence of growing state
dependence and reinforcement in non-deviant behavior, and hence increas-
ing costs of deviant behavior, during a period of decline in participation
in crime. This suggests that our model provides a possible explanation for
the empirical phenomenon of the age-crime profile.

Our model performs well at explaining the decline in participation in
crime for the average of our sample. However, the more important ques-
tion may be how well it explains the behavior of those most at risk of
criminality. Our index of social capital stock inherited from the family al-
lows us to investigate this issue. As in Sectio8 we partition the sample
into quartiles on the basis of initial period social capital stock and compare
the temporal pattern in the marginal utility of social capital for the first
and fourth quartiles, representing the individuals most and least at risk of
adult arrest respectivelizigure 6.3shows that the marginal utility of so-
cial capital for individuals in the fourth quartile (low risk group) increases

25 seeRyder and Heal (1973)ndBecker and Murphy (1988)
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Figure 6.2. The marginal utility of social capital versus the age crime

profile
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Figure 6.3. The marginal utility of social capital for the fourth
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over time, just as it does for the whole sample. The marginal utility of so-
cial capital for individuals from the first quartile (high risk group) displays

a markedly different temporal pattern, as showrrigure 6.4 While the

value of an incremental increase in social capital increases over the ages
19 to 21, it falls thereafter. Also, the marginal utility of social capital is
always negative for this group. The latter finding may be an artifact of
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Figure 6.4. The marginal utility of social capital for the first quartile
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the assumed functional form for utility. Alternatively, it may be revealing
something of a more behavioral nature.

Recall from our earlier discussion involving comparisons among the
first and fourth quartiles of arrests and time in crime that we find individu-
als from the first quartile to be far more likely to be arrested for an income
producing crime in any year than those in the fourth quartile. These men
appear to be embedded in a criminal peer group by the age of 18, when our
study begins, and may consider social capital to hinder their advancement
in the criminal peer group. This interpretation is consistent with a nega-
tive marginal utility associated with social capital. While state dependence
in crime appears to diminish over the ages of 19 to 21, as indicated by
the marginal utility of social capital becoming less negative, it strength-
ens thereafter. This could be evidence of the difficulty these individuals
have overcoming the state dependence in criminal culture and successfully
building stock in legitimate society. The implication of this is that differ-
ences in the level of social capital inherited from the family may explain
why some individuals become career criminals, while others experience
relatively short careers in crime.

6.5. Conclusion

In this paper we integrate the intertemporal choice and economics of crime
literature to develop a dynamic model of criminal choice that focuses on
the role of stigma as a deterrent to crime. Current period decisions affect
future outcomes by a process of social capital accumulation. Our model
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assumes that social capital provides a flow of services associated with a
good reputation and social acceptance, and that stigmatism associated with
arrest reduces an individual social capital stock. In this way we account for
the influence of social norms on the decision to participate in crime.

Using data from the 1958 Philadelphia Birth Cohort Study, we find sig-
nificant empirical support for the dynamic model of crime. The selectivity
corrected earnings equation estimates for labor market activities indicate
that legal wages are increasing in both human and social capital. Applica-
tion of a method of simulated moments estimator to the system of Euler
equations reveals significant state dependence in preferences, as measured
by the stock of social capital. We find that the marginal utility of past
investment in social capital is increasing in current investment, implying
adjacent complementarity. This leads to growing state dependence over
the life-course. Growing state dependence in non-deviant behavior raises
the potential cost of engaging in crime, making its occurrence less likely.
Therefore, the model provides an explanation of the empirical relationship
between aggregate arrests and age.

We also investigate the performance of the model in explaining the
behavior of individuals who differ in their degree of being at risk of be-
coming criminals. Our findings suggest that low levels of social capital
inherited from the family may explain why some individuals become ca-
reer criminals, while individuals who are more richly endowed experience
relatively short careers in crime. Also evident from our results is the dy-
namic nature of the process of criminal choice. The late teenage years to
early twenties is a crucial time for making the transition out of crime,
even for those most disadvantaged in terms of inherited social capital
stock.

This last finding is of particular interest as it raises the issue of pre-
ventative policy for youth. While the traditional economic model of crime
provides a basis for formulating deterrence policy, it is silent on preventa-
tive policy. The debate over whether prison pays indicates that justifying
the costs of incarceration at current levels is questionable and that crime
prevention policies for crime prone groups are likely to be more attractive
on a cost benefit basigeeman, 1996 In order to contribute to the pol-
icy discussion on preventative policy, however, economics must explore
dynamic models of crime that provide a mechanism for understanding the
way in which preventative policy impacts individuals’ potential criminal
behavior. Our results suggest that further development of social capital
models of crime to include human capital accumulation may prove to be a
fruitful means for exploring this issue.
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Abstract

Sweden, like other Nordic Countries, has experienced a dramatic reduc-
tion in per-capita liguor consumption that cannot be explained by in-
creased consumption of other alcoholic beverages. Using a panel of 21
Swedish counties and annual data for the period 1956-1999, we estimate
that at least 4 structural breaks, representing taste change are necessary
to account for this sharp decline in consumption. The first structural break
coincides with the 1980 advertising ban, but subsequent breaks do not ap-
pear to be linked to particular policy initiatives. Rather, our interpretation

of these results is that there is an increasing concern with health issues
and drinking mores have changed.

Keywords: liquor consumption, structural break, panel data, taste change

JEL classifications:C23, D12, 110
7.1. Introduction

Alcoholism has historically been viewed as a serious public policy prob-
lem in Sweden even though per capita Swedish alcohol consumption is
estimated to be the lowest in the E:WPolicy makers have experimented
with a variety of policy instruments to discourage consumption dating
back to 1865 with bans on personal production and municipal distribution
of alcohol. Over the period 1917 to 1955, Sweden even adopted a rationing

1 seeleifman (2000)
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system using non-transferable coup@rEhen in 1955, the decision was
made to rely upon very high “sin taxes” to discourage consumgtitor.

day, for example, the Swedish tax alone on a fifth of 80 proof whiskey is
about $25 compared to $6 per bottle tax in the U.S. Paradoxically, after all
these efforts, per capita liquor sales remained relatively high throughout
the 1960's and 1970’s. Beginning in 1980, per capita sales has declined
by about 65% for no apparent policy explanation. A change of this mag-
nitude is huge, prompting a variety of hypotheses. Can such a decrease
be explained by traditional price and income effects? Could increases in
non-recorded consumption such as private production, cross-border shop-
ping and smuggling account for the decline in official measured sales data?
Alternatively, if reductions in measured sales imply real reductions in con-
sumption, could taste change explain such a precipitous decline?

While the path-breaking work dBecker and Murphy (1988)n “ra-
tional addiction” has spawned great interest in whether consumers are
“rationally addicted” to alcoholHBentzenet al., 1999, it is unlikely to
explain such a dramatic reduction in sales. We believe a more fundamen-
tal question is in order for Sweden and possibly other countries: “Are taste
changes responsible for such a large and apparently permanent reduction
in liquor sales?” To the extent that tastes have changed, can they be linked
to health concerns or to changing social mores, or possibly to social poli-
cies that discourage alcohol consumption? David Brook’s recent book,
BOBOS in Paradiseargues that the current generation of young, highly
successful people have very different attitudes about drinking and health
than previous generations. If Brook’s conjectures are true, consumers’ in-
difference curves are shifting.

While economic theory posits the importance of tastes, most econo-
metric specifications posit constant preferences or tastes, leaving price
and income effects as sole determinants of consumption. Our analysis
shows that traditional specifications using price and income effects cannot
explain this precipitous declirfeLikewise, we show that increased non-
recorded consumption, while important, cannot account for such a large
decrease in the official sales data.

This study of the determinants of liquor sales in Sweden is distinctive
in that its objective is to test for and measure the extent of taste change.

2 Sweden had a complex rationing system where citizens committees determined how
much spirits each adult member of the community could purchase. These decisions
were based on such factors as age, family and social responsibilities, and reputation, see
Norstrém (1987)

3 Fora summary of Swedish policy, sEeanberg (1987)

4 sales data are reported on a 100% alcohol basis.
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Previous studies relying on aggregate time-series data have been unable
to capture taste change because it is inherently unobservable. We utilize a
panel data set spanning the period 1956—-1999 for 21 counties in Sweden.
This provides a much richer data set than previous aggregate time series
studies enabling the capture of taste change. While beer and wine sales are
not the focus of this paper, we test whether negative taste changes affect-
ing liquor are offset by positive taste substitution for wine and beer. We
also seek to determine whether taste changes are primarily autonomous in
nature or can they be linked to the changing age distribution of the popu-
lation? As Sweden'’s drinking age population has aged, can the decline in
per capita sales be explained by demographics?

Section7.2 describes past trends in alcohol sales in Sweden as well as
the results of past studies. SectidrB presents the standard habits per-
sistence model we adopt here to model alcohol sales and discusses the
choice of panel data estimators. Sectibd presents the econometric re-
sults and simulates the role of tastes and price effects to explain alcohol
sales in Sweden. Sectiah5 considers the factors that may be producing
autonomous taste change. SecfioBsummarizes the key conclusions.

7.2. Past trends and research findings

Previous research typically focuses on the effectiveness of liquor taxation
as a policy instrument and the price elasticity of demand. Of course, given
Sweden’s penchant for high alcohol taxes, this is a particularly important
question for Sweden. While published estimates vary widely across coun-
tries, there is general agreement that high prices deter consumption. In
their review chapterCook and Moore (1999onclude that economists’
most important contribution to this literature is the repeated demonstra-
tion that“... consumers drink less ethanol (and have fewer alcohol-related
problems) when alcohol prices are increased.” Because of the public pol-
icy concern over alcoholism, there has been a number of studies examining
Swedish alcohol consumption, and in particular liquor consumption be-
cause of its primary contribution to total alcohol consumption. The earliest
study, byS. Malmquist (1953gxamined the period 1923-1939 when non-
transferable ration coupon books placed quantitative restrictions on con-
sumption. Even with quantitative limits, Malmquist found a price elasticity
of —0.3 and an income elasticity af0.3, suggesting that quantitative re-
strictions were not entirely binding on all consumers, as evidenced by the
statistically significant price and income effects. Subsequedtigdstrom

5 This is annual sales data reported in The National Alcohol Boaidt®hol Statistics
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and Ekstrom (1962)stricted their sample to the coupon era (1931-1954)
and found a similar price elasticity ef0.3 but a higher income elasticity

of +0.9. Not surprisingly, wherHuitfeldt and Jorner (1982stimated a
demand equation for liquor in the post-coupon era using data for 1956—
1968, they found a surprisingly large price elasticity-ef.2 and a 04
income elasticity.

More recently, there have been other studies utilizing various de-
mand systems to model own price elasticities for liquor, beer, and
wine (Clements and Johnson, 1983lements and Selvanathan, 1987
Selvanathan, 199Assarsson, 199Berggren, 199) The own price elas-
ticities range from—0.22 to —1.03 while the income elasticities range
from +0.6 to +1.5. The patterns of substitution between liquor, beer, and
wine were not always plausible, owing probably to the limited relative
price variation over the period. While modeling liguor demand as part
of an alcohol composite with certain cross equation constraints is the-
oretically appealing, these systems are not well adapted for estimating
dynamic relationships. Neither are they suitable for modeling taste change
— the primary focus of our paper.

Another vein of research has focused on the application of rational ad-
diction models to alcohol, sdaltagi and Griffin (2002)Bentzenet al.
(1999)apply theBeckeret al. (1994)model to liguor consumption in four
Nordic countries, including Sweden. They contrast the standard habits-
persistence model (which implies myopic expectations) to the rational
addiction model for liquor, wine, and beer. They find “strong” evidence
for rational addiction to liquor.

Internationally, the range of elasticity estimates is wide. For example,
Cook (1981)surveyed U.S. price elasticity estimates and after finding a
range of—2.03 byNiskanen (1962)o 0.08 byWales (1968he concluded
that “there are no reliable estimates for the price elasticity of demand based
on U.S. data.” A survey byornstein and Levy (1983jeports a range
of —1.0 to —1.5 depending on the country studied. For the U Buffy
(1983)uses aggregate quarterly data for the period 1963-1978 and finds a
price elasticity of—0.77. Using annual data for the period 1955-1985,
Selvanathan (1988jnds a similar elasticity estimate. Using aggregate
data covering about 30 yea@lementset al. (1997)report results for their
estimates of systems of demand equations for Australia, Canada, Finland,
New Zealand, Norway, Sweden and the U.K. Their average own-price
elasticities are-0.35 for beer—0.68 for wine, and-0.98 for spirits.

In contrast to aggregate time series studies, panel data studies that bear
some similarity to our study includéohnson and Oksanen (1974, 1977)
who used Canadian provincial data for the period 1955-1971 and found a
price elasticity of—1.77. Baltagi and Griffin (1995used a panel of U.S.
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states for the period 1960-1982, and found a long-run price elasticity of
—0.69. The advantage of panel data is the richness of the data set in which
consumption patterns vary in different panels over time due to increased
variation in price and income. Moreover, it is ideally suited to capture taste
changes that are common across the cross section of regions. Aggregate
time series are incapable of eliciting taste change because it is unobserv-
able. Cross-sectional data have a similar problem in that tastes are constant
at a point in time. Individual survey data such aBerggren and Sutton
(1999)tend to be cross-sectional surveys and thus incapable of measuring
inter-temporal taste change.

Interestingly, none of these papers consider the possibility of taste
change as an important determinant of consumptio@dok and Moore’s
(1999) review chapter, they note that U.S. liquor consumption has also
declined significantly since 1980. Likewise, liquor sales has declined
sharply since 1980 in Sweden, Norway, and Denmark. Finland experi-
enced a significant decline beginning in the mid-1980’s. In sum, anecdotal
evidence suggests that the taste change hypothesis may have application
beyond Sweden.

Figure 7.1shows the pattern of sales per capita of liquor, beer, and
wine and total alcohol in Sweden for the period 1956 to 1999. Sales are
measured on a 100% alcohol basis to facilitate comparison between liquor,
beer, and wine. Note that the top line, shows aggregate sales of all forms
of alcohol, which has declined by 24% since 1976. Interestingly, virtually
all of this decrease can be explained by declining liquor sales. Note also
that per capita liquor sales was relatively stable until the late 1970’s at
approximately 3.8 liters per year. Then liquor sales declined precipitously
to 1.3 liters per capita by 1999 — a 65% reduction. In contrast, wine and
beer sales show a very different pattern. Per capita wine sales continued
to grow steadily over the entire period. Per capita beer sales rose sharply
over the period 1965-1975 when Class 2B beer (a 3.5% alcohol beer) was
sold in grocery stores. Following abandonment of Class 2B beer, sales per
capita declined from 1976 to 1980. Since then per capita beer sales has
returned to the levels reached in the 1970's. Clearly, on a 100% alcohol
basis, liquor sales has declined to unprecedented levels, while beer and
wine have only partially offset this decrease.

One might conclude that the high tax rates on alcohol in Sweden would
offer the perfect data set to isolate the effect of price, especially if the
decline in liquor sales can be linked to rising liquor prices. But this is
not true. When Sweden dismantled its coupon rationing system in 1955,
high tax rates on alcohol were already in place. Since then, Swedish au-
thorities have adjusted tax rates upward so that the real prices of liquor,
beer, and wine have fluctuated within a modest rangeld%.Figure 7.2
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shows the real prices of liquor, beer, and wine for the period 1956-1999.
Note that theelative price variation between liquor, beer, and wine is even
more limited because authorities adjust the tax rates of all three based on
the alcohol content of the beverage. Not only is the inter-temporal relative
price variation limited, the inter-county variation in the prices of liquor,
beer, and wine prices is non-existent. Unlike the U.S., where states impose
different taxes creating substantial inter-state price variation, Swedish al-
cohol prices are uniform across counties, being sold only in state-owned
stores. In effect, the inter-county Swedish price history does not allow us
to contribute to the issue of price substitutability between liquor, beer, and
wine8 Instead our focus here is on the substitution between liquor and
non-alcohol sales, the relative price variation of which should be adequate
to identify this substitution response. This, of course, is critical to the issue
of whether sin taxes are an effective deterrent of alcohol sales.

Could the decline in liquor sales be the result of an aging Swedish popu-
lation? Data from the U.S. National Food Consumption Surveys show that
young drinkers, aged 18-24 consume a disproportionally large fraction of
beer consumption. Itis plausible to expect a similar finding for liquor. Ap-
plying this result to alcohol in general, we posit that the age composition
of the population serves as a surrogate for taste change. Accordingly, an
18 year old drinker is not equivalent to a 50 year old consumer, both in the
amount and type of alcohol consumed. Swedish population data provide
detailed population counts by age and by codnTihere are significant
differences both over time and across counties to test the importance of
this factor.Figure 7.3shows the percentage of the population aged 18 to
24. Note that this percentage rose steadily in the post-war period reaching
a high of 16% in 1965. As the baby boomers of the post war period aged
above 24 and the birth rate continued to decline, the percentage of popula-
tion aged 18 to 24 has fallen to about 11% in 1999. The obvious question is
whether the age composition of the potential drinking-age population can
together with price and income explain the decline in liquor sales since
1980. Alternatively, taste change may be largely autonomous in nature,
occurring at random times and not directly attributable to some measur-
able characteristic like the age distribution of the drinking-age public.

6 Attempts to include the relative prices of liquor, beer, and wine lead to generally in-
significant and meaningless results. One should not interpret from this that they are not
substitutes, rather the correct inference is that relative price variation between liquor, beer,
and wine is insufficient to identify these substitution relationships.

7 Prior to 1968, censuses were conducted at five year intervals, necessitating interpolation
of this variable prior to 1968.



Percentage

18

Figure 7.3. Percentage of drinking-population age 18—-24, 1956—1999

16

14

12

10

1955

1960

1965

1970

1975

Year

1980

1985

1990

1995

2000

abuey) alse] uo aduaping map :uondwnsuo) Jonbi ysipams

ST
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7.3. The data, model, and choice of panel data estimator

Following previous work it is reasonable to model liquor demand using a
habits persistence model proposedHnyuthakker and Taylor (1970The
simplest specification features a log-linear relationship relating per capita
liquor sales () to the real price of liquor ®), real income per capita’{

and lagged per capita sales (1) as follows:

NC=a+BINP+yInY +AInC_1+ u. (7.1)

This specification treats tastes as given, but either in time series over an
extended period or a cross section across diverse population groups, it
becomes important to include time-varying or cross sectionally varying
taste variables4; or Z;):

NC=a+BINP+yINY +AINC_1+DPZ, + P*Z; + u. (7.2)

Cross sectionally varying taste differenc&s, which are unobservable,
cannot be captured in pure cross section studies, but can be modeled with
a panel data set using county specific dummy variables. Likewise, time
varying tastes/Z,, are unobservable, preventing its direct incorporation
into purely time series models. B4} can usually be estimated as a time
dependent dummy variable in a pooled cross section/time series model.
Unfortunately, the real price of liquoP,, does not vary over thecounties
because prices are uniform at state-run liquor std@snsequently, indi-
vidual dummy variables for each time peric€}, would be collinear with
liquor price, P;.

Our approach to modeling time-varying tastes are twofold. First, we
utilize an explicit age composition variable to reflect taste differences be-
tween older versus younger drinkers. Obviously, to the extent that taste
changes can be described by differences between the preferences of older
versus younger drinkers, it is straightforward to introduce an explicit vari-
able accounting for tastes. Specifically, to capture the effects of differences
between older and younger drinkers, we use the percentage of adults 18 to
24 relative to the whole drinking age population, 18 or older.

NC=a+BINP+yInY +rInC_1+ §%AGE18-24+ &*Z; + u.
(7.3)
Presumablys > 0 since younger drinkers are likely to drink more in-
tensely.

8 For example, seelouthakker and Taylor (1970Johnson and Oksanen (1974, 1977)
andBaltagi and Griffin (1995)
9 Note also that income per capita data in Sweden are available only on a national level.
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Second, the other approach to modeling taste change involves test-
ing for structural breaks, particularly over the period 1980-1999, when
liquor sales trended downward so shar@gi and Perron (1998Jevelop
a methodology for testing for multiple structural breaks, which meets our
objective of considering time varying tastes. Our approach is first, using
the whole data set to test for a single structural break and then to pro-
ceed sequentially testing for subsequent structural breaks as outlined in
Bai and Perron. In particular, we consider a partial structural change model
where the parameters of price, income and lagged sales are not subject to
shifts, but we allow for structural breaks in the time intercepts occurring
at unknown dates. This approach is analogous to the time-dependent in-
tercepts,Z;, in Equation(7.2) except that the structural breaks are less
frequent than individual intercepts for each time period and indicate per-
manent changes for that and subsequent years. Specifically, structural
breaks, representing autonomous taste changes, are appended to Equa-
tion (7.1) as follows:

NC=a+BINP+yInNY +AINC_1+0D, 7+ P*Z; +u, (7.4)

where each structural break,_7, spans the period when it first oc-
curs until 7, the end of the sample. In Equati¢n.4), 6 can be thought

of as a vector, reflecting multiple taste changes. Obviously, if there were
a statistically significant structural break for eaghhen Equation(7.4)
would become identical to Equati@i.2). The Bai—Perron procedure en-
ables identification of the most statistically significant changes.

Our preferred estimation approach is the commonly used fixed effects
(FE) model incorporating separate intercepts for each courfarticu-
larly in this case, there is reason to expect taste and other structural differ-
ences between counties to be persistent over time. For example, counties
in the south of Sweden are close to Denmark, where alcohol prices have
traditionally been much cheaper. Furthermore, the north of Sweden has
darker winters coupled with a more rural setting — both of which may
affect liquor consumption. Thus the fixed effects estimator explicitly en-
ters dummy county variables to reflect differencgs,between counties.
This allows for heterogeneity across counties and guards against omitted
county-specific variables that may be correlated with the error.

We also employ a fixed effects, two stage least squares estimator
(FE-2SLS) to deal with the potential endogeneity of lagged per-capita
sales,C_1. Particularly, if the disturbances are autocorrelated, the regres-
sion coefficients will be biased. While the FE-2SLS estimator is preferable
to the standard FE estimator on purely theoretical grounds, the success
of the 2SLS estimator hinges critically on the quality of the instruments,
which are typically the lagged values of the price and income variables and
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possibly the lagged value of the age composition variable. Since price and
income do not vary across counties, the estimates for the lagged sales may
be very poor. Interestingly, for a dynamic demand model for cigarettes in
the U.S. Baltagiet al. (2000)show that the out-of-sample performance of
the FE-2SLS estimator was inferior to the standard FE estimator.

7.4. Empirical results

7.4.1. Basic habits persistence model with and without age composition

Table 7.1reports the key results for liquor sales using an explicit mea-
sure of taste change, contrasting it to the standard model with no taste
change. Rows 1 and 2 utilize a standard habits-persistence equation pos-
tulating that all drinking age consumers are homogeneous and that tastes
are unchanging over time. Row 1 utilizes the standard fixed effects (FE)
estimator, while row 2 utilizes a fixed effects, two stage least squares es-
timator (FE-2SLS). The results of the basic habits persistence model are
quite disappointing. The FE estimator in row 1 indicate a coefficient of
1.03 on lagged sales, indicating such strong habits persistence as to make
the implied long run elasticities explosive since- 1. Additionally, the
coefficient on price is implausible. The results using FE-2SLS in row 2
are not much better. While the coefficient on the lagged dependent vari-
able falls in the admissible range, price remains with an incorrect sign.
Furthermore, the coefficient on income suggests liquor is an inferior good.
Both sets of results (rows 1 and 2) suggest a serious specification error. Not
surprisingly, price and income are insufficient to describe the precipitous
decline in liquor sales since 1980.

Rows 3 and 4 offable 7.lintroduce taste change due to changing de-
mographics. They include as an explanatory variable, the percentage of the
drinking-age population 18 to 24. Note that in both equations, this vari-
able is strongly significant with the correct sign, confirming that younger
drinkers consume more liquor than older drinkers. Furthermore, note that
the inclusion of % 18-24 causes the coefficients on price and income to
become theoretically plausible. The coefficient on the lagged dependent
variable,A exceeds one in row 3, indicating explosive long run responses,
but in row 4 (using a FE-2SLS estimator) the coefficient on lagged sales is
0.82. The implied long run price elasticity +s1.34 and the implied long
run income elasticity is 0.23.

The long run price elasticity in row 4 indicates a price elastic demand
for liquor. To some, this might seem surprisingly large, but we believe it
is reasonable. First, it is not entirely outside the range observed in previ-
ous studies. As noted above, in Huitfeldt and Jorner’s study of Swedish



Table 7.1.

Results for basic habits persistence model with and without age composition

Long-run elasticity

No. Estimator Price Income % (18-24) C_1 R2 SE Price Income % (18—24%)
[oX

Liquor sales @
1 FE 0.131 —0.013 1031 0959 Q060 - - - =
(0.053 (0.009 (0.008 s

2 FE-2SLS 0111 —0.058 Q934 Q953 Q065 168 —0.88 - o
(0.058 (0.022 (0.042 1.7 (0.39 =)

3 FE —0.146 Q0115 0331 1025 0963 Q057 - - - 2
(0.059 (0.016 (0.035 (0.007) _g

4 FE-2SLS —0.255 Q037 Q406 Q799 0925 Q081 -1.26 018 202 s
(0.086) (0.028 (0.052 (0.046 (0.53 (0.24) (0.50 ;

Wine sales %’
5 FE —0.393 0203 —0.229 0856 0992 Q053 —2.73 141 —1.59 m
(0.037) (0.035 (0.029 (0.015 (0.73) (0.25) (0.3D g

6 FE-2SLS —0.452 —0.059 —0.161 Q983 Q0991 Q055 —26.59 —-3.47 —9.47 2
(0.049 (0.142 (0.047) (0.068 (78.09) (3267) (2262 g

Beer sales ;
7 FE —0.222 0651 Q0148 Q752 Q0920 Q059 —0.90 263 060 %
(0.062 (0.074 (0.077) (0.026 (0.26) 0.7 023 A

8 FE-2SLS -0.217 Q0679 Q142 Q739 Q920 Q059 —0.83 260 054 ~
(0.065) (0.133 (0.081) (0.056) (0.83 (1.13 (0.3 LCSD

61T
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liguor consumption, they found long run price elasticities in th&2
range. Berggren’s recent estimate-i4.03. Second, we believe there is

a common sense explanation as well. Liquor is highly taxed in Sweden
versus say Denmark and versus the “Duty-Free” shops in the airports.
Furthermore, liquor is highly portable, suggesting that there may be con-
siderable leakage in the tax system. Another type of leakage between
official sales data and actual consumption is illegal home production of
liquor and cross-border purchases. Anecdotal evidence suggests that these
sources are substantial. Since smuggling, duty-free, and illegal home pro-
duction are all likely to be affected by changes in Swedish liquor prices,
these high elasticity estimates may reflect substantial leakages as well as
actual consumption responses.

Next, we consider the inclusion of taste change driven by demographic
factors. The effect of drinking age population appears particularly impres-
sive. The long run elasticity in row 4 of 2.17 coupled with a 20% decline
in population aged 18-24, implies that this variable plays a critical role in
explaining the secular decline in liquor sales.

Before embracing row 4 ofable 7.1and the “story” that the decline
in liquor sales can be explained by a decline in the percentage of young
drinkers, we should look to wine and beer for corroborating evidence. Pre-
sumably, if we are observing a taste change induced by a changing age
distribution of the population, patterns for liquor would be expected to be
operative for wine and beer as well. A lower fraction of younger drinkers,
who are presumably heavier drinkers of all forms of alcoholic beverages,
should likewise imply negative effects on wine and beer sales. Rows 5
through 8 ofTable 7.1test whether the age composition variable is oper-
ative for wine and beer. Note that for wine in rows 5 and Galble 7.1
a higher percentage of younger drinkers leadethucedwine sales. For
beer in rows 6 and 7, the coefficient on the % 18-24 is only marginally
significant and roughly half the magnitude of the responses for liquor. In-
tuitively, it seems implausible that a greater fraction of younger drinkers
would choose to drink more liquor, less wine, and somewhat more beer.
Of course, it may be possible, but a more plausible response is that all
forms of alcohol sales would decline with a smaller proportion of young
drinkers. Our concern is that the statistical significance of % 18-24 in the
liguor demand equation could be spurious. The aging of the Swedish pop-
ulation due to the declining birth rate may simply be spuriously correlated
with declining liquor sales.

7.4.2. Tests for autonomous taste change

The competing hypothesis is that taste changes are of an autonomous na-
ture, driven either by changes in attitudes about health and/or policies
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to discourage drinkingTable 7.2reports our tests for autonomous taste
change by testing for structural breaks. Our procedure for testing for mul-
tiple structural breaks is that outlined IB8ai and Perron (1998)rom
Figure 7.1 it is not surprising to note that the most significant struc-
tural break occurred for the period 1980-1999. The next most significant
break occurred for the period 1993-1999. Next follows statistically signif-
icant breaks for the period 1987-1999 and then for the period 1995-1999.
Row 1 of Table 7.2takes the basic habits persistence model and appends
structural breaks. Note that with a logarithmic dependent variable, the co-
efficients for structural changes can be interpreted as short-run percentage
reductions in sales with lagged effects entering with time. In order to de-
scribe the cumulative effects of the structural breaks, the dynamic structure
of the breaks are shown Figure 7.4 treating the original intercept at one.
The cumulative effect of the structural break in 1999 amounts to a 68%
reduction in sales for the fixed effects 2SLS estimate. This result con-
firms that standard price and income effects cannot explain the precipitous
decline in liquor sales.

Interestingly, the structural break model avoids the implausible adjust-
ment parameters in the previous model. Row Taifle 7.2also suggests
very plausible long-run price and income elasticities:22 for price and
1.25 for income.

Concerns that the FE estimator may be biased lead us to the FE-
2SLS estimator in row 2 ofable 7.2 Note that the coefficient on the
lagged dependent variable declines markedly to 0.49, indicating much
weaker habits-persistence. While the corresponding short run price elas-
ticity (—0.61) is much larger, the long run elasticity ofL.20 is virtually
identical to the long run price elasticity with the FE estimator. Thus one
clear picture emerges from either approach to modeling taste changes —the
long run price elasticity is price elastic. This implies that price has been
a very effective tool in reducing within country alcohol purchases. This
does not necessarily translate into effective reductions in measured liquor
consumption due to leakages — an issue we return to shortly.

Another related question we seek to answer is whether the negative
structural breaks leading to reduced liquor sales have leduncteased
sales of beer and wine. This is a type of taste substitution hypothesis.
Rows 4 through 8 address this question for beer and wine, using the struc-
tural breaks identified for liquor. Row 3 for wine sales indicates a short run
3.6% increase in wine sales in 1980, corresponding to the 12.5% reduc-
tion in liquor sales. On a pure alcohol basis in 1980, liquor sales accounted
for 50% of total alcohol sales with wine contributing 22% and beer 28%.
Consequently, a 3.6% increase in wine sales offers only a very small offset
compared to the 12.5% liquor sales. Since the time series for strong beer



Table 7.2. Results for autonomous taste change model

No. Estimator

Price

Income

80-99

87-99

R2

Long-run elasticity

93-99 95-99 C_3 SE Price Income
Liquor sales
1 FE —0.206 Q212 -0.125 —0.058 —0.054 —0.056 0831 Q980 Q042 -122 125 w
(0.042 (0.010 (0.005 (0.006) (0.008 (0.008 (0.010 (0.29 (0.08 T
2 FE-2SLS -0.613 Q309 -0.163 —0.155 -0.134 -0.138 Q487 Q954 Q064 —1.20 060 g
(0.072 (0.017 (0.008 (0.012 (0.019 (0.019 (0.032 1149 (0.06) g_,
Wine sales o
3 FE -0.520 0221 Q036 -0.024 -0.027 Q036 Q890 Q992 Q054 —4.73 201 2—
(0.040 (0.039 (0.007 (0.007 (0.01) (0.01) (0.015 (1.96) (058 =
4 FE-2SLS -0.721 —0.488 Q030 Q008 —0.093 Q093 1196 Q988 Q065 - - O
(0.086) (0.244 (0.009 (0.019 (0.026) (0.023 (0.105 >
Beer sales :
5 FE —-1.099 Q0893 Q058 —0.089 -0.128 Q767 Q934 Q054 —4.72 383
(0.11)) (0.093 (0.019 (0.016 (0.015 (0.028 (2.28) (1.50)
6 FE-2SLS -0.761 1469 Q108 —0.003 —0.130 Q299 Q889 Q070 -1.09 210
(0.167 (0.187 (0.022 (0.030 (0.020 (0.121) (0.38 (0.43

28T
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sales by counties only begins in 1979, it is not meaningful to calculate any
offset for increased beer sales. The next most prominent structural break
for 1993—-1999 appears to offer no evidence of offsetting wine or beer sales
as both indicate negative effects that year. The 1987 structural break shows
an inconclusive pattern for wine and a positive 5.8% increase for beer sales
in the FE model in row 5. But for the period 1995-1999, beer sales suffers
an apparent negative structural break in sympathy with liquor, while the
coefficients for wine indicate an increase.

We conclude that the evidence favoring a taste substitution hypothesis
from liquor to wine and beer is not particularly convincing. We should ex-
pect to see a pattern of positive coefficients on the various structural breaks
for wine and beer. This pattern is not supported by the data. Indeed, the cu-
mulative effects on beer are like liquor — negative — while the cumulative
effects on wine are ambiguous.

7.4.3. Forecast comparison of two competing types of taste change

In comparing the two alternative hypotheses of taste change, age composi-
tion vs. autonomous taste change, it is instructive to compare the forecast
performance of the twd-igure 7.5contrasts the predictive performance

of the age-composition taste hypothesis showiliahle 7.1with the au-
tonomous taste change model describeddhle 7.2featuring structural
breaks. Even though the data were estimated from county data, we test the
ability of the models to explain aggregate per capita sales for the whole
country. We use the parameter estimates in row flatile 7.1to describe

the age-composition hypothesis versus corresponding estimates in row 2
of Table 7.2to describe the autonomous taste change hypothesis. We per-
form an in-sample forecast exercise usirgyaamicsimulation beginning

in 1975 using forecasted values in perio@s actuals for lagged sales
per capita in period + 1. Consequently, auto-correlated forecast errors
can produce wildly different simulation performance than a series of one-
period-ahead forecasts.

As shown inFigure 7.5the dynamic simulation properties of the two
models are quite different. The autonomous taste change model with dis-
crete structural breaks closely tracks the precipitous decline in liquor sales.
In contrast, the age composition characterization of taste change fails to
explain the decline. We view this as convincing corroborating evidence
that while the age distribution variable probably plays some minor role,
autonomous taste change is the decisive explanation. Indeed, we found
that % 18-24 could be appended to the autonomous taste change model
with the former entering as expected and the structural breaks not being
materially impacted.
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7.4.4. Could autonomous technical change really be due to leakages?

Skeptics of the autonomous technical change hypothesis might argue that
actual liquor consumption as opposed to official sales data, may not have
in reality declined. They would argue that the apparent 72% reduction in
measured liquor sales implied Bigure 7.4could be offset by large in-
creases in non-recorded consumption. Over time, Swedes have become
much more mobile with increasing access to lower cost liquor in Den-
mark and duty-free shopping in airports. Domestic moonshine is another
source. Could these factors explain the precipitous decline in domestic
liquor sales, so that in reality the Swedes are drinking as much as before
19807

Kihlhorn and Ramstedt (200Q}ilize survey data on total alcohol con-
sumption to argue that non-recorded consumption of total alcohol is both
substantial and has increased markedly since 1980. They estimate that as
a percent of recorded sales data, hon-recorded consumption has increased
from 13% in 1980 to 37% in 19971.eifman’s (2000)estimates are sub-
stantially lower — 24% in 1995. Even if these estimates are correct and
even if non-recorded alcohol consumption is all liquor, no more than half
of the apparent autonomous taste change might be attributable to increased
percentages of non-recorded consumption.

To test these conjectures more formally, we obtained relative price data
for Danish liquor compared to domestic Swedish liquor. The data show
that the relative price of Danish to Swedish liquor has remained persis-
tently lower over a period of time dating back to at least 1960. Thus the
sharp decline in domestic liquor purchases after 1980 does not appear to
be explained by a sharply declining relative price of Danish to Swedish
liquor.1° Likewise, we obtained data on the number of air travel passen-
gers leaving and entering Sweden to measure increased access to duty-free
liquor. The data show a persistent growth in international air travel since
1960 — the first year of data. Visually, there is no evidence of a marked
acceleration of growth after 1980. While we cannot measure domestic
moonshine production, there is no reason to expect a marked increase af-
ter 1980. Over this period, the relative price of liquor in Sweden did not
appreciably change. One might expect illegal moonshine production to be
a function of Swedish liquor prices, but there is no reason to posit a struc-
tural increase of massive proportions after 1980.

To formally test the conjecture that increased mobility either to Den-
mark or international duty-free travel, we regressed the autonomous taste

10 seeNorstrém (2000¥or a post E.U. study of Danish imports into southern Sweden.
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change index shown iRigure 7.4on international passenger travel (leav-
ing and entering Sweden), the relative price of Danish to Swedish liquor,
and a time trend. This regression found no statistically significant relation
for either the Danish to Swedish liquor price or international air travel.
Thus, we conclude that the observed autonomous taste change is real
and cannot be simply explained by offsetting increases in non-recorded
consumption:! At the same time, given the magnitude of the percentage
decline in liquor sales implied byigure 7.4 and the findings oKuhlhorn

and Ramstedt (200@ndLeifman (2000) we cannot rule out the possibil-

ity that increased non-recorded consumption accounts for some non-trivial
portion of the reduction.

7.5. Possible explanations for autonomous taste change

Since autonomous factors, as opposed to leakages, appear to account for
the bulk of the precipitous decline in liquor sales since 1980, it is instruc-
tive to ask what factors lay behind this huge change showsigare 7.4

Could any changes in policy over this period account for such a large
change? Alternatively, could such a reduction be due to changing attitudes
about liquor?

First, we look to Swedish alcohol policy changes as possible explana-
tions. Interestingly, all forms of alcohol advertising were banned in 1979.
These bans included all forms of media advertising and applied to all
forms of alcohol. Moreover, these bans have remained in effect since then.
Clearly, the major structural break in 1980, corresponds closely with the
advertising ban. Interestingly, in 1980, wine sales increased by 3.6% af-
ter accounting for price and income effects. One interpretation, is that the
advertising ban on alcohol may have induced some substitution to drinks
with lower alcohol content. Thus we tend to believe that the advertising
ban and the sharp reduction in liquor sales are causally linked even though
there was some offsetting increase in wine s&eBhe difficult question
is whether the advertising ban reflects an exogenous or endogenous pol-
icy change. On interpretation is that the advertising ban was driven by a
changing public’s perception of the acceptability of alcohol consumption.

11 70 be clear, these results do not prove that leakages in the form of Danish liquor,
duty-free, and moonshine are unimportant. They simply do not explain the autonomous
structural break beginning in 1980. Rather, we view our rather price elastic demand re-
sponse as measuring these factors as well as real reductions in consumption.

12 Beer sales may also have been favorably affected, but the shortness of the time series
for beer prevented accounting for effects in the early years of its sample.
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But even if the advertising ban exogenously reduced sales after 1980, its
effects should have been realized by the late 1980’s, leaving subsequent
structural changes unexplained. The advertising ban cannot be the whole
story.

Subsequently, the Swedes instituted a number of large public cam-
paigns targeted at the reduction of alcohol consumption particularly by
young people. These campaigns have typically taken the form of moral
suasion and the links to structural breaks are not particularly strong. In
1986, a program called Bomangruppen was initiated aimed at reducing
alcohol consumption among young people. In 1989, yet another program,
called Athena, was instituted to reduce alcohol consumption among young
people, by imposing harsh penalties on those reselling alcohol to under-
age drinkers. The 1986 Bomangruppen campaign corresponds to the 1987
structural break. This program seems unlikely to account for the 5.8% re-
duction in liquor sales in 1987, especially since beer sales increased by a
similar percentage that year.

Yet, another potential explanation is the punishment of drunken drivers.
Sweden has historically been among the least tolerant European nations
for blood alcohol levels. In 1957, the blood alcohol level was reduced
from 0.08% to 0.05%. Then in 1990, the blood alcohol limit was further
reduced to 0.02% — the lowest in Europe. In contrast, in Italy, the threshold
on blood alcohol content is 0.08%. The penalties in Sweden are also quite
severe. For a blood alcohol level between 0.03 and 0.10, fines based in
part on income are coupled with license suspensions ranging from 2 to 12
month. For blood alcohol levels above 0.1%, drivers lose their license for
a minimum of 12 months and face 1 to 2 months inalil.

While one can point to advertising bans and stricter blood alcohol limits
as exogenous factors reducing alcohol consumption, they signal a less tol-
erant public attitude towards drinking, particularly of beverages like liquor
with high alcohol content. In many ways, these legal changes may simply
reflect the changing attitudes of voters.

David Brooks’s (2000BOBOS in Paradisgrovides an insightful com-
mentary on the current generation of young, highly successful people, who
tend to impart their values to the broader population. Brooks characterizes
this group as “bourgeois bohemians” (i.e., Bobos in Brooks’s vernacu-
lar) and proceeds to describe their cultural differences vis-a-vis the same
socio-economic group of the previous generation. One of the prominent
differences is the changing attitude about drinking. Brooks makes the fol-
lowing incisive comments about Bobos’ pleasures:

13 SeeOn DWI Laws in Other Countried).S. Department of Transportation, DOT HS 809
037, March 2000.
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The Bobos take a utilitarian view of pleasure. Any sensual pleasure that can be

edifying or life-enhancing is celebrated. On the other hand, any pleasure that is

counterproductive or dangerous is judged harshly. So exercise is celebrated, but
smoking is now considered a worse sin than at least 5 of the 10 commandments.
Coffee becomes the beverage of the age because it stimulates mental acuity, while
booze is out of favor because it dulls the judgemBnboks (2000, p. 199)

Brooks goes on to describe how parties have changed:

Now parties tend to be work parties; a glass or two of white wine, a little network-
ing with editors and agents, and then it's home to the kids. Almost nobody drinks at
lunch anymore. People don't gather around kitchen tables staying up nights imbib-
ing and talkingBrooks (2000, p. 201)

While Brooks'’ lively and entertaining book offers little in the way of
hard statistical evidence to support his descriptions, his generalizations
strike many accordant strings with our own perceptions of reality both
in the U.S. and Europe. Certainly, the empirical evidence here fits di-
rectly with Brooks’ conjecture. The time period, 1980-2000, matches the
time period for the ascendancy of the Bobo mentality. Brooks emphasis
on health effects explains why liquor, as opposed to wine and beer, ap-
pears to have been singled out as the culprit and became the object of
sharply reduced consumption. Likewise, the increased emphasis on driver
safety and reduced alcohol limits suggests two things. First, as indicated
by their stringency, Sweden, among all European countries, is on the fore-
front with this attitude. Second, the stricter drinking and driving laws in
Sweden are indicative of changing attitudes about safety and health. Fol-
lowing Brooks, these laws, like reduced liquor consumption, are the effect
of changing attitudes and not the cause of the reduction in liquor con-
sumption. The most interesting question is why the values of the Bobos
have evolved as they have. Brooks does offer some conjectures, but that
takes us well beyond the issue at hand. For our purposes here, we lay the
immediate cause to modern society’s attitudes about pleasures and the new
primacy about health.

7.6. Conclusions

Our study leads to a number of interesting conclusions. Like previous stud-
ies of liquor consumption in Sweden, we affirm that the price elasticity of
demand appears highly price elastic compared to the U.S. and other coun-
tries. Not all of this price response necessarily implies lower consumption
levels, however. Lower taxes in nearby Denmark, duty-free shops for in-
ternational travel, and illegal moonshine, reflect a partial substitution of
these sources for domestic liquor, thereby increasing the observed price
elasticity estimate.
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Even though price effects are substantial, they cannot explain the un-
precedented decline in per capita Swedish liquor sales since 1980. Our best
evidence suggests that autonomous taste changes are responsible for this
decline. We found evidence of at least 4 structural breaks starting in 1980.
Increased leakages, or non-recorded consumption, probably accounts for
a portion of this reduction, but there remains a large, apparently real re-
duction in sales. While the 1980 structural break coincides with the 1979
ban on all advertising of alcohol in Sweden, it cannot explain subsequent
structural breaks. Likewise, we found evidence of new, much stricter blood
alcohol limits for drivers. We interpret this, like the advertising ban, as an
effect of a new much more health-conscious generation with very different
drinking mores, rather than the proximate cause.

Finally, at least for liquor sales, we believe similar taste changes may
be at work in other industrialized nations. Demand specifications looking
only to price and income effects must consider the possibility of an inde-
pendent role for taste change or a much more elaborate model of consumer
choicel” Panel data sets of the type employed here seem ideally suited for
such investigations.
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Abstract

This paper revisits the issue of estimating import demand elasticities, by
considering a variety of unobserved components in international com-
modity transactions. We use highly disaggregated import data for a single
importing country, Lebanon, to estimate a flexible AIDS demand model in-
corporating a multi-way error component structure for unbalanced panel
data. This framework is shown to accommodate for product, country, and
time effects as separate unobserved determinants of import demand. Re-
sults for major agricultural commodities show that the devised empirical
specification is mostly supported by the data, while no correlation exists
between import prices and unobserved product or country effects.

Keywords: unbalanced panel data, multi-way error components, trade,
AIDS demand models

JEL classifications:C23, D12, F17
8.1. Introduction

Empirical analysis of international trade patterns between regional blocks
has emerged over the recent years as a major tool for governments and
international organizations. In particular, the current trend toward trade
liberalization through dismantlement of tariffs and NTMs (Non Tariff
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Measures) implies a need for prediction capabilities from countries and
institutions, in order to assess the impact of import price changes in terms
of economic growth and welfare (s&anagariya, 200€r a survey on

new developments regarding trade liberalization). A parallel evolution to
the WTO rounds has been the design and implementation of bilateral or
multilateral trade agreements, generally denoted PTAs (Preferential Trade
Agreements). Under such agreements, relative import prices from differ-
ent regions of the world will be modified from the prospect of a single
country, and trade diversion is expected. In other words, reducing or elim-
inating trade barriers altogether is likely to result in shifts in the relative
demand for imports, these shifts being presumably related to the inten-
sity of customs tariffs reduction, but also to the nature of the commodities
under consideration. This is also likely to affect the growth potential of
developing countries (s&&inters, 2004

International trade economists concerned with empirical evaluations
have generally proceeded by considering two approaches: General Equi-
librium (GE) models and “Gravity” equations. These approaches suffer
from many disadvantages. GE models contain calibrations that are often
highly debatable, and involve complex humerous equations that are quite
demanding from a data perspective. Gravity based models can only ex-
plain aggregate trade creation and diversion, and fail to explain how distant
countries have increasing trade among each others. All in all, these models
have largely ignored the fact that the sensitivity of demand to import price
may be highly dependent on the heterogeneity of the underlying trade sec-
tions.

Most applied studies dealing with trade patterns or PTAs integrate the
notion of trade or import elasticity, and acknowledge the importance of a
consistent and somehow accurate estimate for it. However, from an empir-
ical point of view, such elasticity has in most cases been estimated from
time series data only (sédarquez, 1990, 1994 The lack of highly dis-
aggregated trade data is an obvious reason, but also the fact that General
Equilibrium or macro-economic models in general do not require sector
or commodity-wise import elasticity measures.

The issue of heterogeneous import price elasticities is also particu-
larly important when investigating another trend in trade relations between
regions, namely the reduction in export and production subsidies for agri-
cultural products. While the debate over the perverse effects of agricultural
subsidies in the US and Europe on the welfare of developing countries is
likely to be on the political agenda for many years, the restructuring of
European agriculture is also likely to involve some degree of export price
harmonization. To this respect, the provision of a consistent estimate for
import price elasticity in developing countries at a commodity-group level
is certainly helpful.



Import Demand Estimation with Country and Product Effects 195

Given this, there are important differences in the modeling of in-
ternational trade patterns, depending on whether time series or cross-
sectional/panel data are used. In a time series context, which is the most
widely used for this type of analysis, the demand for imports originates
from a single country, that is, is equivalent to a representative consumer
facing a system of relative prices from the rest of the world. Only a limited
number of commodities are considered, either at an aggregate level of all
imports (macro-economic models) or a series of imported goods (sectoral
or individual commodity analysis). In the first case, the breakdown of total
imports across sectors (agriculture, industry, services) is not known be-
cause of aggregation. In the second case, separability assumptions may be
required if no data are available on substitute goods. This means neverthe-
less that, with time-series data, import decisions are assumed to originate
from the country as a whole and vertical integration between importers
and final consumers (households, producers, etc.) can be assumed.

When cross-section or panel data are used instead, disaggregated infor-
mation becomes available at the commodity level. Individual transactions
in the form of import/exports data records from customs administration
may be used, and in this case, import decisions are then observed from im-
porters and not from the final consumers’ perspective. The important con-
sequence is that substitution possibilities between different commodities
are likely to be far less important than in the time-series framework, be-
cause most importers are specialized in particular products or commodity-
groups. On the other hand, substitution patterns for the same product but
between competing countries or regions become highly relevant.

The present paper uses, for the first time to our knowledge, individual
importer data on a highly disaggregated basis (daily transactions), made
available by the Lebanese Customs Administration. The amount of infor-
mation on import prices and values allows us to consider estimation of
a demand system for imports, treating importers as consumers benefit-
ing from competition among different supply sources. To be in line with
consumer theory while selecting a flexible form for demand, we adopt
the AIDS (Almost Ideal Demand System) specification on import shares,
which is consistent with aggregation of individual preferences. We con-
sider a single demand share equation for European agricultural products
that are exported to Lebanon, in order to keep the number of estimated pa-
rameters to a minimum. The approach used in this paper is to concentrate
on a limited number of product categories, namely agricultural products,
and to assume that expenditure decisions on these commodities can be
separated from other import decisions regarding non-agricultural goods.
We further assume separability between agricultural product groups.

While the AIDS model is a suitable choice for demand analysis and sta-
tistical inference regarding trade substitution elasticities, it only contains
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information on price and total expenditure in its basic specification. In or-
der to accommodate for non-price effects that may affect the demand share
of commodities exported from some (European) countries, we consider an
error components specification that explicitly captures unobserved hetero-
geneity, both across products and across countries. Since the usual random
error-components specification entails linear additive heterogeneity terms,
this implies that the latter are in fact interpreted as heterogeneous slopes
in the underlying import demand functién.

The literature on multi-way error components has developed recently
in the direction of multi-way structures, involving balanced or unbalanced
panel data models, séatweiler (2001) Baltagiet al. (2001) andDavis
(2002) Although random effects and fixed effects constitute commonly
used specifications in practice, there have not been many applications deal-
ing with specification choice in the case of multi-way panel data. The three
papers cited above propose empirical applications but do not deal with the
problem of choosing between a random or a fixed effects model. More-
over, the first two references propose nested error components structures
and do not compare with more general specifications of error components.
On the other hand)avis (2002kuggests matrix size-reduction procedures
for implementing estimators of more general models with multi-way er-
ror components. In this paper, we consider a three-way error components
model and discuss several empirical issues: (a) The choice of a nested vs.
non-nested error-components specification; (b) The number of error com-
ponents; and (c) The exogeneity test for right-hand side variables, in the
sense of a possible correlation with multiple effects.

The general model we consider is a three-way error component re-
gression with unbalanced panel data, in which product, country and time
effects are introduced. This is an extension of a limited series of empir-
ical studies in the literature, that until now have considered only a small
number of products (possibly in the form of an aggregate commodity) and
country-specific import equations instead of country effects in addition to
unobserved heterogeneity related to produbtarquez, 1990, 1994 It
should be noted that recent papers have estimated panel data models for
import demand using importer and exporter effe@al(agiet al., 2003;
Egger and Pfaffermayr, 20D3These papers however use aggregate data
of bilateral trade flows between countries, and do not discuss fixed vs. ran-
dom effects specifications. The fact that product and country effects may
exist and be correlated with import prices is an important empirical issue,

1 This is because the share of a good in total expenditure is equal to the derivative of the
log of expenditure with respect to the price of the good. Hence, the intercept term in any
given equation is the slope of the log price term in the (log) expenditure function.
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as this would detect the role of unobserved national brand image and/or
guality effects in import demand shar&x¢zet and Erkel-Rousse, 2004

This paper makes several contributions to the existing empirical litera-
ture. First, we provide a convenient framework for dealing with import
demand models with highly disaggregated international trade data, by
allowing for country and commodity effects. As mentioned above, the
model is particularly useful when unobserved product quality and/or na-
tional image are expected to influence the level of regional import demand
shares. Second, we show how specification checks can be conducted on the
structure of the error term (multi-way, unbalanced panel data) and on the
relevance of the random effects assumption. When comparing estimates
obtained under the fixed effects vs. the random effects specification, infer-
ence can be drawn on the correlation between price levels on the one hand,
and unobserved heterogeneity related to country and/or product.

The paper is organized as follows. In Sect®8 we briefly discuss the
properties of import price models, and introduce the notation of our AIDS
demand model. In Sectidh 3, the estimators for linear panel data mod-
els with (non-)nested unbalanced structures are presented. The Lebanese
customs data used in the empirical analysis are presented in S8ation
Estimation results are in Secti@b, where we perform a series of speci-
fication checks (choice between random-effects and fixed-effects) and test
for the presence of these effects. Parameter estimates are then used to
compute own- and cross-price elasticities of Lebanese imports between
different export regions, allowing one to predict the expected change in
import shares when the price of exporting countries is modified. Conclud-
ing remarks are in Sectidh6.

8.2. The flexible import model

In the literature on import demand and import price elasticity, trade flows
of commodities between countries are often treated as consumer goods
whose demand is the result of a utility maximization problem. In this re-
spect, obtaining a consistent model for evaluating price and income effects
using trade data should not be much different from the standard applied
demand analysis with retail consumer goods. The diversity of products
available in export markets can even be made similar to the number of con-
sumers’ goods in home stores, by defining aggregate product categories in
an adequate way. The advantage with trade flows however, is the fact that
the number of supply sources for the same product may be restricted by
constructing country-wise or region-dependent export and import quan-
tities and price indexes. By doing so, the researcher implicitly considers
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some degree of homogeneity in goods exported from a particular coun-
try or part of the world. Intuitively, such specific component contained in
national or regional commadities, considered from the importing country
point of view, will be less difficult to identify if products are observed at a
highly disaggregate level. French red wine or Egyptian cotton for instance
would be part of the general “Drinks” or “Agricultural products” category,
and would thus loose their specific national image.

Although the importance of country-specific components of exported
goods in determining import shares may be a rather recent empirical is-
sue, it is nevertheless consistent with the Armington model assumption
that products are geographically differentiatédston et al, 1990. Fi-
nal consumers may actually perceive different characteristics of the goods
as resulting from national differences, yet the researcher often has to treat
such characteristics as unobserved heterogeneity components. In any case,
whether the latter is labeled “quality”, “innovation” or “national image” in
the literature, these components can often be assumed as originating from
a diversification strategy implemented by export&Zsozet and Erkel-
Rousse (2004)for instance, propose an Armington model of trade, that
is, a multi-country model of imperfect competition with heterogeneous
products. They assume country-specific quality weights to enter products’
sub-utility functions of a representative consumer, to end up with a log-
linear representation of import shares as a function of relative prices and
relative quality scores. They claim that traditional trade models generally
ignore the dimension of product quality, leading to excessively low trade
price elasticities. Their model estimation, using survey data as proxies for
unobserved quality for European products, reveals that controlling for “ob-
served” quality results in higher own-price elasticities of imports.

In the literature, most models of import price elasticity do not account
for quality as such, and make strong assumptions of either block separabil-
ity or product aggregation to analyze trade on very specific commodities
or bilateral trade patterns. The problem with product aggregation is that
only country-specific quality components may be identified, as all prod-
ucts from a single export source are considered the sameH@geset
al., 1990. This implies that perfect substitutability exists among goods
within a single commodity group. As far as block separability is con-
cerned, this restriction allows for source differentiation across countries
and/or regions, for very specific products (Ssgyanarayanet al., 1997).
However, it is not always consistent with the theory of consumer demand
regarding preference aggregation or expenditure homogeRgitafariya
et al, 1996. Moreover, substitution patterns are necessarily limited in
such a framework and may not be very realistic. As pointed out by
Andayani and Tilley (1997)block separability and product aggregation
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are rather strong assumptions to make, and a more robust way of pro-
ceeding with empirical analysis is to consider a more general model of
demand.

Modeling expenditures in international economics would therefore re-
guire the specification of a demand system that would satisfy basic eco-
nomic assumptions on consumer (importer) behavior. This demand system
should also be simple enough to estimate, and its nature should allow for
direct and straightforward inference on consumer reaction to prices. At
the same time, an important requisite that has gained much attention in the
past decade is that such a demand system should be consistent with ag-
gregation. In other words, the final demand for a given good on a market
should be obtained by direct aggregation of individual consumer demands.
We follow the approach oAndayani and Tilley (1997py adopting the
Almost Ideal Demand System (AIDS) developed bgaton and Muell-
bauer (198Q)The rest of the section is devoted to a brief exposition of this
model, in particular its features when adapted to trade issues.

Let the subscripts and j denote distinct imported goods, and the
subscriptsh and k denote sources (regions from which the goods are
imported). Letp;, denote the unit producer (exporter) price of gaak-
ported from countryz. Denoting p the vector (set) of prices and the
utility level of the consumer, the PIGLOG (Price-Independent General-
ized Logarithmic) cost function reads

logC(u, p) = (L —u)logA(p) +ulog B(p), (8.1)

whereA(p) andB(p) are parametric expressions of prices:

logA(p) =ao+ ) _ > logp;,

i h
+1/2) %> v log pi, log pji (8.2)
i j h k

log B(p) =log A(p) + o[ [ [T " (83)
i h

Differentiating the (logarithmic) cost function above with respegt end
u and rearranging, it can be shown that the share of demand forigood
from sourceh, denotedw;, , is

w;, = o, + Z Z Yinje 109 pj, + Bi, I0Q(E/P™), (8.4)
ik

where
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log P* = “0+ZZ|09P1,,
i h
+1/2> 33> i log pi, log py. (8.5)
i j h k

The price indexP* is typically involving all prices from all possible
sources, and it can be replaced by a weighted price index using as weights
the shares in total demand of the goods, and dendfeth the following.

The share equations defined above are valid under very general circum-
stances for a wide variety of goods. Parametgy, for instance captures

the sensitivity of the import share of goodrom source: with respect to

the price of any good from any sourcé. Of course, wher = j and

h = k, we can measure the reaction of relative demand for a given good
to its own price.

If we were to use this equation directly, the number of parameters would
be tremendous, as it increases both with the number of goods and the num-
ber of import sources. A way around this problem is to impose parametric
restrictions to the model, by excluding the influence of the price of some
goods (or sources) on some other goods (or sources). A first restriction
concerns source differentiation.

RESTRICTION 8.1. Cross-price effects are not source differentiated be-
tween products, but are source differentiated within a product:

Yinjx = Vinj Vk € .]a.] 3& I (86)

For example, the country import demand for European dairy prod-
ucts may have a source-differentiated cross-price effect for dairy products
from other sources (North America, Rest of the World), but cross-price
responses to non-dairy products are not source-differentiated. This restric-
tion implies an absence of substitutability between products of different
nature and different origin.

With this restriction, the model is denoted RSDAIDS (Restricted
Source Differentiated AIDS) and reads:

wi, =i, + Y Yk 109 pig + > ¥ij 109 pj + By, log(E/PT), (8.7)
k Ji
wherey;,x denotes the price coefficients of gobdtom different source
h, andp; is a price index for all goods other thaydefined as a Torngvist
share-weighted price index.
With Restriction 8.1 the share of good imported from sourcé: is
seen to depend on prices of the same good from all sources (coefficients



Import Demand Estimation with Country and Product Effects 201

Yi,k), but also on price indexes for all other goods. This may create es-
timation problems if the number of goods is prohibitive. Moreover, there
are reasons to believe the substitutability patterns between goods may be
limited in many cases (for instance, food and machinery, precious stones
and chemical products, etc.). For this reason, we further restrict the model
to be estimated for import shares.

RESTRICTION8.2. Cross-price effects are source differentiated within a
product, but are not differentiated across different products. We have the
final specification for the share equations:

wj, = o), + Z Vink 109 pi + Bi, log(E/PT). (8.8)
k

A last set of restrictions does not actually depend on the ones imposed
above on differentiation patterns, but is typically imposed in order to be
consistent with the definition of the expenditure functitodefined above.
First, coefficients for cross-price effects should be symmetric across equa-
tions. For instance, the marginal impact of a change in the price of good
i from sourcer on the share of goodimported from sourcé should be
the same as the marginal impact of a change in the price of gfrodn
sourcek on the share of goodimported from sourcaé.

RESTRICTION8.3 (Symmetry).
Yink = Yich Vi, h, k. (8.9)
Second, we impose homogeneity in price for the expenditure function
C, as follows:

RESTRICTION8.4 (Homogeneity in prices).
Yo, =1 Vi Y yu=0 Vih (8.10)
h k

Once the parametric share equations are estimated, it is possible to in-
fer many substitutability patterns and price effects (Geeen and Alston,
1990for a survey on elasticities in the AIDS model). The Marshallian (un-
compensated) own-price elasticity, measuring the change in the quantity
demanded for good from sourceh resulting from a change in its own
price, is:

DEFINITION 8.1 (Own-price elasticity of demand).

Eipip, = -1+ yihh/wih - ﬂih- (811)

The second one is the Marshallian (uncompensated) cross-price elastic-
ity, measuring the change in quantity demanded for gomdm source:

resulting from a change in the price of the same good but from a different
sourcek:
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DEFINITION 8.2 (Cross-price elasticity of demand).

Einix = Vipk/ Wiy, — Bi,, (Wi /wi,). (8.12)

The third and last one concerns the expenditure elasticity, i.e., the per-
cent change in total demand for gaodthen total expenditure on all goods
changes:

DEFINITION 8.3 (Expenditure elasticity).
ni, =1+ Bi,/wi,. (8.13)

The import own-price and cross-price elasticities are the central objects
of our empirical analysis. With the former we can predict the change in
the quantity demanded for any given commodity from any source when its
price increases or decreases. With the latter it is possible to assess the de-
gree of trade diversion patterns associated with each good. For instance, an
increase in the price of imported European goods relative to North Amer-
ican ones is likely to lead to an increase in imports from North America
and a decrease in imports from Europe, but it may also have an impact
on goods imported from countries or from the rest of the world. This is
because, among other things, additional disposable revenue is obtained
following this decrease in the price of imported goods from Europe, and
imports from the rest of the world of competing goods that were not con-
sidered for importing may also increase.

The use of the RSAIDS model for modeling import demand can in
principle be performed on a time series of observations for various com-
modities from different regions, or even using a cross section of products.
However, to limit the number of parameters even further, it is often nec-
essary to impose an additional separability restriction and consider a sub-
group of products only. The approach used in this paper is to concentrate
on a limited number of product categories, namely agricultural products,
and to assume that expenditure decisions on these commodities can be
separated from other import decisions regarding non-agricultural goods.
We further assume separability between agricultural product groups. In
other words, we consider that the expenditure variable defined above is
the sum of import values from all possible sources, for the agricultural
category under consideration. Therefore, when interpreting expenditure
or income effect within the AIDS context, this point should be remem-
bered, as expenditure in our sense may not vary in line with total expen-
diture. Two points can be advanced to justify such a restriction. First, we
are mostly interested in competition among export regions and countries
rather than substitution among produatsd competition. Second, as will
be discussed below, our data are very disaggregate and are available at the
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individual importer level. Since importers in agricultural commodities are
expected to be rather specialized, this limiting aspect of the separability
assumption may be reduced.

8.3. The multi-way unbalanced error-component panel data model

Consider the following import share panel data equation:

Wint = XimP + Uine,
i=1...,.L;h=1,...,H; t=1,...,T, (8.14)

whereX is the matrix of agricultural prices and expenditure (in log), and
B the slope parameter vector to be estimaied.ands are the commod-
ity, country and period index respectively.is the number of goods ever
imported from any given country, arfd is the total number of countries.
The total number of observationsA& and the sample is unbalanced, i.e.,
the number of available observations (time periods) for goand a given
country# is not necessarily constant. In fact, it can even be zero if a coun-
try does not export a given commodity at all.

However, the multi-way error components model defined above is not
nested in a strict sense, becaugdresp.L) is not indexed by (resp.h).
For the import share model, a nested structure would imply that exporters
are completely exclusive in the determination of their products, and that
countries are fully specialized in exports. This is of course not true in prac-
tice, as it would rule out competition on export markets for homogeneous
products.

We consider the following expression for the error term:

Wit = & + VYp + Ar + Eint,
i=1.. ., Lih=1.  H t=1,...,T, (8.15)

whereq;, y, anda, are i.i.d. error components. Random effegtandy;,
are included for capturing unobserved heterogeneity in demand shares, not
explained by prices, and related to commodity and country respectively,
whereash; is picking up time-effects. The error termis i.i.d. across all
dimensions (product, country, period), with variance denoﬁad

In this framework, the commaodity effeet is capturing unobserved at-
tributes of commaodityi, irrespective of the country and constant across
time periods, and which are systematic in the demand share. Likewyise,
is the country-specific heterogeneous intercept capturing the idiosyncratic
component of imports from counthy independent from commaodities and
time periods. It is tempting to interpret such unobserved terms as quality
measures that may be independent from prices, but it has to be remem-
bered that the AIDS demand system places a particular restriction on the
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intercept term in the share equation. Hence, in our case, unobserved qual-
ity would enter the model through heterogeneous own-price slopes in the
expenditure function, a specification which closely resembles the one pro-
posed byCrozet and Erkel-Rousse (2004)

In matrix form, the three-way ECM (Error Component Model) can be
written

Y=XB+u, withu= Aia+ Azy + Azh+¢, (8.16)

wherea = (a1, ...,ar),y = (y1,...,yg) andi = (A1, ..., A7) .

MatricesAg, k = 1, 2, 3, contain dummy variables equal to 1 if obser-
vation (i, i, t) is relevant for the group.

As mentioned above, it is possible that no observation are present for a
given combinatior(i, #). Davis (2002)points out that the original model
does not need be additive multi-way or nested, but can consist in a more
complex combination of the two usual specifications. The only require-
ment is that matrices of dummy variables have full column-rank.

8.3.1. The fixed effects model

Consider the fixed effects estimator first. If we suspect random effects to
be correlated with components of mattik we can obtain a consistent
estimator by wiping out these effeatsy and A (within-group transfor-
mation) or, equivalently, directly incorporating them in the right-hand side
of the equation (LSDV, Least-Squares Dummy Variables procedure). This
kind of conditional inference can be performed more easily with the within
approach if the dataset is very large, and the number of dummy variables
is important (when it is increasing witN for instance).

AssumeN goes to infinity and denotd = (A1, Az, A3) the matrix of
dummy variables (indicator variable matrix) associated with the three-way
ECM. MatricesA;, A andAs have dimension® x L, N x HandN x T
respectively. Constructing the within matrix operator with unbalanced
panel in this case can be done in several stagesPhet A(A’A)TA’
andQ 4 = I — P4, where™ denotes a generalized inverse, angl is the
projection onto the null space of matrik The matrixQ 4 is idempotent
and symmetric. Using results WWansbeek and Kapteyn (198&)dDavis
(2002) it can be shown that the required transformation obtained as:

Oa=Qa—Pp—Pc,

Py=1— A3(A349)7 A Qa=1- Py,

Pp = Qa02(85QaA2)TA504.  Qp=1— Pp,
Pc = Qa05A1[AY(Qa0B) AL A10408.  Qc=1- Pc.

(8.17)
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The within estimator is therefore defined as

B=(X'0aX)"1X'QaY, (8.18)
under the exogeneity assumptiffiX’'Q ,¢] = 0.

8.3.2. The random effects model

Consider now the random effects model, with the same multi-way error-
components structure defined above. We assumexthai, and ), have
zero mean and variance?, o2 and o2 respectively. The fullN x N
variance—covariance matrix of the model is

2 = E(uu') = 021 + 02 A1A] + 02 A + 02 A3 A%, (8.19)
Under the normality assumption, the log-likelihood function is

N 1 1
logL = = log(27) + 5 log|27| - éu'()_lu, (8.20)

which is maximized jointly with respect to slope parameigér@nd error
component variances?, o2, o2 ando2.

Although conforming with non-linear optimization gradient-based rou-
tines, maximizing the log-likelihood may reveal cumbersome with large
datasets, ag2, an N x N matrix, needs to be inverted. In the bal-
anced panel data case, inverting this variance—covariance matrix is made
easy by the fact that the spectral decompositionfofinvolves iden-
tical block-diagonal terms associated with scalar variance components.
A Fuller and Battese (1973pectral transformation can in principle be
performed directly on the dependent and the RHS variables. In the unbal-
anced but nested moddaltagi et al. (2001) show that such a transfor-
mation is straightforward. We present below the corresponding spectral
decomposition for the unbalanced, non-nested three-way error compo-
nents model.

In practice, because the information matrix is block-diagonal between
first- and second-moment model parameters, estimation of the random
effects model is often performed in two stages to avoid optimization rou-
tines. The Feasible GLS estimator, based on initial and consistent esti-
mates of variance components, is consistent and asymptotically equivalent
to the Maximum Likelihood Estimator (MLE).

There are several methods in the literature for estimating variance com-
ponents, but asymptotic properties of these estimators differ, depending on
the nature of the panel dataset (balanced or unbalanced). With a balanced
sample, ANOVA estimators are Best Quadratic Unbiased (BQU), and are
minimum variance unbiased when disturbances are normally distributed,
seeSearle (1987)In the unbalanced panel case however, these ANOVA
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variance estimation procedures only yield unbiased estimates for error
componentsBaltagiet al. (2001) presents several extensions of ANOVA
estimators originally designed for the balanced data case, to the unbal-
anced case with multi-way error componerBalfagi and Chang, 1994
consider an extension of this approach to the one-way unbalanced panel
data model only).

In this paper, we consider two different methods for estimating vari-
ance components. The first one is the Quadratic Unbiased Estimator
(QUE) analogue to the two-waWansbeek and Kapteyn (1988}yti-
mator, based on Within residuals obtained using Equat®&h8) Let
Sy = €Qane,Si = €Ppefori = 1,23, wheree is the N-
vector of Within residuals.N1, N> and N3 are the column dimen-
sions of A1, Ao and Az respectively. Quadratic unbiased estimators of
variance components obtain by solving the following system of equa-
tions:

E(Sy) = (N —t1— tz — t3+ kn)oZ,

E(S1) = (N1 + k1)02 + no? 4 k1202 + k1302,
E(S2) = (N2 + k2)a? + k2107 + no? + kozos,
E(S3) = (N3 + k3)02 + k3102 + k3p0% + noz,

whereky = rank(X), ki = trl(X'QaX)"1X'Pa, X1, kij = tr[A', Pa, A1,
i,j = 1,23 n = rankA), 2 = rankB), 3 = rankC), andA =
A3, B= 0442, C = 040pA1.

The second variance estimation procedure we consider is the Minimum
Norm Quadratic Unbiased Estimator (MINQUE) proposediap (1971)
for a very general error component model. Lettihg: (02, 02, 02, 02),
the MINQUE estimator of variance components, conditional on parameter
estimates is defined byd = S~1u, where

S ={w(ViRV;R)}, ;. i,j=0123,
u={y'RViRy};, i=0,123,
Vi=AAL i=01,23 Ao=1,
R=Q I-x(x'2x)"'x'27Y

QUE estimates presented above can be used as initial values for com-
puting R. As is well known in applied work involving random effects
specifications, variance estimates can in some instances be negative, even
in simpler cases than ours. There does not seem to be fully satisfactory
ways to overcome this problem in practice, apart from considering a re-
stricted error component specification (e.g., considering a two-way instead
of a three-way model).
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Once variance components are estimated, the inverse of the variance—
covariances? can be constructed to compute the Feasible GLS estimator
B = (X'21x)"1x'2-1y. Davis (2002)presents a convenient way of
constructing this inverse matrix without inverting amyx n term. This
is based on the fact that the inverse @f can be written as2~1 =
o 2(Iy + DD")~1, where

(Iy + DDt = Qapny — QAZ,A3A1W1_1AI1§A2,A3,

QAZ,Ag - QAg - QAgAZWZ_lA,ZQA3a

Oy = Iy — A3(I + AsA3) 1Ay,

Wl =1+ A?]_QAZ,ASA]_’ WZ =1+ A/ZQA3A2-

Hence, only matrices with rank cg@ld;) = N1, cols(Az) = N> and
cols(A3) = N3 need to be inverted.

Interestingly, the inverse of the variance—covariance matrix can also be
obtained using a spectral decomposition (such a decomposition was ob-
tained byBaltagiet al., 2001in the unbalanced nested case). Compared
to their case however, because our model is not nested, the redefinition of
matricesZ, and Z3 and a change in the notation of the effect dimensions
are needed, to be able to use the technique (and notation) developed in
Baltagiet al. (2001)

Consider again the three-way error components mgléb) where
now H andT are indexed by:

Uint = + Yo + At + Eines
i=1...,.L;h=1 ... ,H;t=1,...,T;,
and define the following vectors:
o= (ag,a2,...,00),

y:(yl?VZ?“‘7yHl’""Vl?VZ?“"‘J/HL)/’
A=, A2, o ATy, e AL A2, AT

/
& = (6111, €112, -+ -+ €11Tys - - - » ELH, 1, ELH 25 - - » ELH.T;) -

We haveN = "% | H;T;.

Unbalancedness in the country and time dimensions is therefore taken
care of by duplicating effectg andA according to their relevance for a
given commodity leveli.

The error term in matrix form reads:

u=7210+ Zoy + Z3A + ¢, (8.21)
where

lediag(eyi ®eTi)’ Zz=diaq11-1i ®eTi)’
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Z3 = diaqui ® IT,‘)s
and ep, (resp.er;) is aH; (resp.T;) vector of ones

By diag(eHl. ®eTi) we mean diaQ?Hl Ker,eq,®er,, ..., e[ ®eTL),
a block-diagonal matrix, and accordingly for terfisand Zs.
The variance—covariance matrix is now

Q2 = 02717} + 027274 + 052375 + o2 diagly, ® IT,)
= diago{(Mp, ® Mr,) + 05 (In, ® Mr,) + 05(Mp, ® Ir;)
+ 02y, ® It)] = diag(Ay), (8.22)
where, followingBaltagiet al. (2001)notation, My, = eHl.e/Hi andMr, =

er,er..
We have

A =0l H;T;,(My, ® M1,) + 05T; (I, ® M)
+05H;(Mp, ® I,) + 02(Iy; ® Ir,), (8.23)

whereM yj, = My, /H; andM 7, = M7, /T;.
Letting Eg, = Iy, — My, andE7, = I, — M 1;, the spectral decompo-
sition of A; can be written as

A =71 Q1i + 72i Q2i + 73i Q3i + 74i Q4 (8.24)
where
T = 082, T = Tiazz + 082, 3 = Hiag + ‘752»

T4 = Hﬂ}alz + Tio*zz + Hio*32 +082,
Q1 = (En, ® I,)(Iy, ® Er). Qa2 = (Ey, ® M),
O3 = (MHi X ET,»), Q4 = (MH,‘ ® ]\_4]‘1)

It is easy to show in particular tha®?1Z1 = Q1Z> = Q1Z3 = 0,
whereQ1 = diag(Q1;), hence satisfying the orthogonality conditions for
the spectral decomposition to apply. Based on consistent (not necessarily
unbiased) estimates of the variance components, a Feasible GLS esti-
mation through data transformation using scalar expressions only can be
performed.

Note finally that in the presence of serial correlation in ¢t using
QUE or MINQUE variance components estimators may be problematic.
In this caseafl would becomerf(l ® X.), with X the serial correlation
matrix whose parameter(s) need to be estimated. Further research should
be devoted to extend the unbalanced three-way error component model to
allow for serial correlation in the disturbances.
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8.3.3. Specification tests

With multi-way error components models, the issue of specification tests
is even more important for empirical purposes, as far as the presence of ef-
fects is concerned. Misspecification in the structure of the error term will
have two kinds of consequences for parametric estimation. First, under a
random effects model with exogeneity of explanatory variables assumed,
standard-error estimates will be biased, although point estimates will re-
main consistent. Second, in a fixed effects context, the consequence of
such a misspecification will be worse if omitted unobserved heterogeneity
terms are correlated with explanatory variables.

In our case, assuming for example a one-way model with commodity
effects only §; in the notation above) whereas the true model entails a
country effect(y;,) as well, will produce inconsistent slope estimates in
import demand share equations if there exists a systematic country-wise
component correlated with import prices. Not only GLS but also Within
estimates are expected to be biased in this case, and an Hausman-type
exogeneity test between the two sets of estimates under the misspecified
one-way model will not provide indication of such bias.

Two types of tests need to be performed on the model. First, it is nec-
essary to check for the validity of assumptions made on the structure of
the multi-way error components model. A natural option is to use the La-
grange Multiplier test statistic based on components of the log-likelihood
evaluated at parameter estimates. This option is motivated by the equiv-
alence between GLS and Maximum Likelihood estimation, under the
exogeneity assumption. Hence, it is obvious that the validity of the test
statistic will depend crucially on this assumption under the random effects
specification.

Formally, the Lagrange Multiplier is written @' 71D whereD and
F respectively denote the restricted score vector and information matrix.
When testing for the significance of random effects i e., testing for the
nullity of their associated variances, we et (02,02, 02,02) and con-
siderD = D(#), F = F(0) whered is the constrained vector of variances
and

D) {8IogL}
|l a6 |,

[l G alea (55 o)

2 This section relies on the discussion (and notationpavis (2002)about variance
components significance tests.
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3%log L 1 (32 (3
FO) = E{- - =1zt 27 =)ot = :
36,00 J s 12 36, 305 ) 1 (1)

If one wishes for example to test for the absence of all effects, We set

(082, 0, 0, 0) and consider the restricted variance—covariance matrise

521, whereG? = Li'ii is the restricted variance from OLS residuals.

Letting 1 = tr(A147), 12 = tr(A24%), 13 = tr(AzA%), the LM statistic
underHp: 6 = 6 is given by

N 2 =R = N2~ ~ .=~
LM = (— 2&2) (26)D'F~'D = 7D’F—lD, (8.25)
€
where
no_ ﬁ/(AlAél)lZ
~ N Wi
D=\, #wuayil,
N u'u
13 0(A3AY)i
N~ u'u
N tr(AlA/l) '[I’(AzA/Z) '[I’(A3Aé)
;‘ . tl’(AlAéLAlA/) tr(AlAéLAzA'Z) tr(AlAéLAgAé)
- tr(AzAlegA'Z) tr(AzAlegAé)
L tI’(A3A/3A3Aé)

Finally, to test for the validity of our error-component specification, we
can easily compute the LM test statistic under various nullity assumptions
on individual variances. In other terms, we may test for the joint signifi-
cance of a subset of variances only, or test for the variance of a particular
effect to be 0, or finally test that the 3 variance components are 0. This
is particularly important when deciding whether a one-way of a two-way
model should be preferred, that is, in our case, if country-specific effects
should be accounted for in addition to product-specific individual effects.
The second type of specification checks concerns Hausman-type ex-
ogeneity tests, where GLS are compared to fixed effects estimates. Un-
der the assumption that the first specification analysis above has prop-
erly identified the genuine error components structure, we test for the
lack of correlation between effects, y,, and A, on the one hand, and
explanatory variables on the other, by considering the null hypothesis
Ho: E(X'2~1u) = 0. This condition can be tested by verifying whether
components in the original model disturbance that are orthogon@hto
are correlated withX or not, in exactly the same way as in the one-way
model, when additional orthogonality conditions are imposed on the Be-
tween component.



Import Demand Estimation with Country and Product Effects 211
Table 8.1. Weighted average import tariff rates

Chapter Average customs tariff rate
(percent)
2 Meat and edible meat offal .GlL
4 Dairy products; birds’ eggs; natural honey .a3
10 Cereals, products of the milling industry .31
15 Animal or vegetable fats and oils 92
17 Sugars and sugar confectionery A

Source: Lebanese Ministry of Finance — Customs Administration.

8.4. The data

Data were made available from the Lebanese Customs administration for
the years 1997-2002. Original data records consist of exhaustive daily
transactions (both exports and imports) and contain information on: day,
month and year of the transaction; country of origin (imports) or destina-
tion (exports); preferential or trade agreement tariffs; net quantity of com-
modity imported/exported (either net weight or number of units); amount
of the transaction (in Lebanese pounds and USD).

We only selected the main agricultural import categories from the data-
base, corresponding to chapters 2 (meat), 4 (milk & dairy products), 10
(cereals), 15 (animal & vegetable fats & oils) and 17 (sugar) in the In-
ternational Harmonized System (HS) classification. For each transaction,
we computed unit prices by dividing the import transaction amount by
the number of units when applicable, or by net weight. These unit prices
before application of customs tariffs (but including cost, insurance and
freight, CIF) were then converted to unit prices inclusive of customs du-
ties, using average weighted tariff rat&able 8.1reports values for these
tariff rates, based on the 1999 import values. Except for cereals (chapter
10), imported agricultural goods are associated with rather high customs
duty rates, but these rates are more or less similar to other categories: the
average weighted rate for non-agricultural imports to Lebanon was 12.20
percent in 1999 and fell to 6.23 percent in 2001.

European imports for the products described above were selected from
the database, and the monthly average import price was computed by prod-
uct level (level HS8 in the harmonized system) for each European country.
The choice of the HS8 level as the base unit for the empirical analysis is
motivated by the need to preserve a reasonable level of homogeneity for
commodities.

Import price is then associated with the import share corresponding to
the European country and the commodity group, which is computed for
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the corresponding time period (month) by summing all imports for this
product from the same European country, and dividing by the sum of
total imports for this product category (chapter), from all regions of the
world (E;):

Wit = Pipt Qiht/z Z Pipt Qihl = Pipt Qihl‘/El~ (826)
i h

Hence, for every chapter of products (2, 4, 10, 15 or 17), the sum of shares
will be 1 for any given product and time period, where a single share can
be either from one of the 15 European countries, or from one of the 3
other regions we have defined. These regions are denoted AR (Arab and
Regional countries), AM (North and South America) and ROW (Rest of
the World).

Monthly price indexes are computed for all agricultural products under
consideration, for these three export regions. These regions are defined in
a narrow economic sense in the case of the European Union, and in a more
geographic sense for AR (Arab and Regional countries) and AM (North
and Latin America).

The country classification is the following:

e EU (European Union): Austria, Belgium, Germany, Denmark, Spain,
Finland, France (including Andorra, Guadeloupe, Martinique and Réu-
nion), Great-Britain (including Gibraltar), Greece, Ireland, Italy, Lux-
emburg, The Netherlands, Portugal, Sweden;

e AR (Arab and Regional countries): Algeria, Morocco, Tunisia, Libya,
Irag, Jordan, Kuwait, Arab Emirates, Bahrain, Brunei, Egypt, Iran,
Oman, Qatar, Saudi Arabia, Sudan, Syria, Turkey;

e AM (North and Latin America): United States of America, Canada,
Argentina, Bolivia, Brazil, Bahamas, Chile, Colombia, Costa Rica,
Dominican, Ecuador, Guatemala, Honduras, Mexico, Panama, Peru,
Paraguay, Trinidad and Tobago, Uruguay, Venezuela;

e ROW (Rest of the World): all other countries excluding Lebanon.

For each good (defined at the HS8 level) and monthwe construct an
import-share-weighted Torngvist price index as follows:

log pir = Y (wir + wg) 109(piys/ pY). (8.27)
k

wherew;,; denotes the share of goddmported from sourcé (AR, AM
or ROW) at timer, p;,; is the price of good imported from sourcé; w,?
andp,? are the average (over all time periods) import share and price for
sourcek, respectively. The Torngvist price index is the approximation of
the Divisia index, and it is chosen because it is consistent with the AIDS
demand system.
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To control for strategic behavior from European competitors, we also
compute the average import price by product, for all European imports
excluding the country under consideration. The price index in this case is
also of the Tornqvist form presented above, and will be denétedin
the following. Depending on the sign of the associated coefficient of this
cross-price effect, substitutability or complementarity patterns between
European countries can be identified. This aspect of the model is of course
related to the availability of highly disaggregated data, as Lebanese im-
ports from different countries and different products are observed on a
high frequency basis.

The need for competitor prices at each commodity level and for each
time period (month) implies that a significant amount of data is lost be-
cause of missing variables. This problem, however, is mainly due to the
lack of observations for some time periods on regions AR and AM ex-
ports to Lebanon. When this is the case, the time period is entirely lost.
However, when no import data are available for some European coun-
tries, the estimation procedure accommodates for this, because the model
is precisely unbalanced in this regard: European import shares depend
on countries and commodities, for which the number of available (time)
observations differ. In total, there are 3133 monthly observations, for 15
countries (in the European Union), 51 products (HS8 level) and 72 months.

The share equations corresponding to the Restricted Source Differenti-
ated AIDS demand system imply not only price indexes for various import
sources as explanatory variables, but also the logarithm of expenditure
over the overall price index, lag,;/PT). This expenditure is an endoge-
nous variable in the statistical and economic sense, as it depends on the
whole price system including region-specific import unit price indexes.
For this reason, it is common practice in applied demand analysis to re-
place discounted expenditure by a prediction computed from instruments
such as time dummies and a selection of prices Agetayani and Tilley,
1997, in order to resolve this endogeneity problem. We estimate an au-
toregressive process for this expenditimethe considered agricultural
product category(chapte) only (in log), incorporating yearly dummies
(from 1998 to 2002) as well, and retain its estimated value, denoteg EXP
This linear prediction is then used in place of the original variable in the
share equations. With such a procedure, parameter estimates are expected
to be consistent. As mentioned above, we restrict the demand model in
such a way that no substitution patterns are allowed between agricultural
goods and non-agricultural commaodities, as well as between different agri-
cultural categories, to keep the number of parameters to a minimum.

Average regional import shares over the period 1997-2002 are reported
in Table 8.2 for each of the 6 commodity chapters. One can see from
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Table 8.2. Average import shares, by region — 1997 to 2002 average

Chapter (HS2) Europe Arab & America ROW
Regional
2 (Meat) 02484 00731 02630 04153
4 (Dairy products) (1062 01436 00783 03717
10 (Cereals) (2553 01827 01734 03885
15 (Animal & veg. fat) 02630 03329 01716 02323
17 (Sugar) 8914 02582 01170 02332

this table that European imports are the most important in relative terms
for chapter 4 (milk & dairy products) only. Imports from the rest of the
world remain more significant especially for meat (chapter 2) and cereals
(chapter 10). Interestingly, Arab and Regional countries have the high-
est average import share for fats and oils. Given the importance of these
commodities particularly for home cooking in Southern Europe and the
Mediterranean Sea, these countries are expected to compete more on these
products with the European Union. American imports do not appear to
possess a dominant situation in either commodity groups. For meat how-
ever, their import share is higher than the European ones on average.
To assess the degree of unbalancedness in the data, we compute the
following measure for each component:
N2
N = —7 —, =123, (8.28)
r[(A; Ai) = 1tr(A; A)
wheren; is the column dimension od;. The expression; takes the value
of 1 when the data are exactly balanced in all other dimensions (other than
i), while a value approaching 0 indicates a severe degree of unbalanced-
ness. In our case whete= 1 corresponds to produat,= 2 to country
andi = 3 corresponds to time, we have

Chapter 2 — Meat r1 = 0.0718 rp = 0.3899 r3 = 0.9826
Chapter 4 — Milk and Dairy r1 = 0.084Q r» = 0.200% r3 = 0.9729
Chapter 10 — Cereals r1 = 0.1746 r, = 0.2881; r3 = 0.9873
Chapter 15 — Fats r1 = 0.0337 rp = 0.0983 r3 = 0.9925
Chapter 17 — Sugar r1 = 0.053% r» = 0.3012 r3 = 0.9872
The measure of unbalancedness associated with tighén@icates that
only a very small proportion of European countries and products are not

present every year in the sample over the period 1997-2002. Howgver,
reveals that the degree of unbalancedness as far as countries are concerned
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is significant, with measures ranging from 0.09 to 0.39. Finally, as ex-
pected, the highest degree of unbalancedness is associated with products,
because of the relative degree of specialization in agricultural products ex-
ported from the European Union. Valuesrghby chapter seem to indicate

that Cereals are exported by a more significant subset of countries (with
value 0.17), while Fats are more limited in the range of exporting countries
(with value 0.03).

8.5. Estimation results

The demand share equations for the 5 product categories have the follow-
ing form:

Wikt = Bok + Bk l09( Py, ks / PRow,iks) + Bak 109(Peu,iks / PROW,ikr)
+ B3 109(PaR, ikt / PRow,ik:) + Bak 109(Pam ikt / PROW,ikt)
+ Bek 09 EXP; + ujy ks (8.29)

where indexk denotes the commodity group,= 2, 4, 10, 15,17, i de-
notes product; is the European country associated witdnd is the time
period.p;,«; denotes the individual import price for goodnd from Euro-
pean countryj, whereas PE}J; denotes the price index for the same good
being exported from all other European competitors (i.e., from European
countriesk different from European country). Observations for different
commodity groups (chapters) are not pooled, so that there are 5 sets of
parameters to estimate. Linear homogeneity of expenditure in agricultural
goods is imposed by dividing all prices by the price index for the Rest of
the World (ROW) region. The total number of observation®’is= 3133

for the 5 different commodity groups.

The first stage in the estimation procedure is to check for the valid-
ity of the error components model, regarding the number of components
in the multi-way structure (product, country, time). For this, we estimate
Equation(8.13)with the random effects specification, to obtain estimates
of variance componen® = (02, 02, 02, 02). Lagrange Multiplier test
statistics are then computed for different model specifications: (product,
year), (country, year), (product, country), (no effects), by using the ex-
pressionD’ F~1D under alternative variance restrictions.

As mentioned before, this approach has the advantage of avoiding max-
imizing the log-likelihood with respect to variance components and slope
parameters. The second step is to check for the validity of the random
effects specification, which is performed by computing a Hausman test
statistic for the comparison between GLS and Within (fixed effects) esti-
mates. As is well known, if the random effects specification were to be
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invalidated by this exogeneity test, then GLS would not be consistent,
and the LM test statistics would not be valid either. Results are pre-
sented inTables 8.3 to 8.7or the 5 chapters under consideration: Meat
(Table 8.3 chapter 2), Milk and Dairy productsigble 8.4 chapter 4),
Cereals Table 8.5 chapter 10), FatsTable 8.6 chapter 15) and Sugar
(Table 8.7 chapter 17). For each product category (chapter), we present
OLS, Within (fixed effects) and GLS parameter estimates under the full
three-way model specification. For the random effects specification, two
versions of GLS are computed: GLS with QUE variance components and
GLS with MINQUE variance componentsin the case of the latter, ini-

tial values for computing variance components are the Wansbeek—Kapteyn
QUE estimates. As a measure of fit associated with each estimation pro-
cedure, we also report the Root Mean Square Error (RMSE).

It can be seen first that in all cases, when using MINQUE variance
estimates, the Hausman test statistic does not reject the random effects
specification (although for the case of Meat Teible 8.3 the p-value as-
sociated with the Hausman test statistic is only slightly above the 5 percent
level). Hence, the test statistic is not in favor of rejecting the null hy-
pothesis thatt[X’$2~1u] = 0, indicating that random effects could be
considered. The value of the test statistic leads however to a different con-
clusion for only 1 chapter out of 5 (Fats), where GLS-QUE is rejected in
favor of the Within, whereas the random effects specification is not re-
jected when using GLS-MINQUE.

Chapter 15 (Fats) however, is the only one for which the QUE estimator
could not achieve a positive estimate for the variance of the time effect,
contrary to the MINQUE procedure. For this reason, the corresponding
variance was set to 0, and the value of the Hausman and LM test statistics
using GLS-QUE are computed using this value<f§r Consequently, re-
sults for chapter 15 are better interpreted in terms of the GLS-MINQUE
estimator alone, in particular when joint significance tests of variance com-
ponents are concerned.

When considering MINQUE variance component estimates only, this
has two important consequences: first, our variance components can be
considered consistent, as well as the associated LM test statistics. Second,
unobserved heterogeneity specific to products and countries do not ap-
pear to be correlated with prices and total expenditure (log,EXRence,
while we can have some confidence in the inference we conduct about the
structure of the multi-way error specification based on GLS estimates, we

3 The implementation of QUE and MINQUE estimators was performed using the proce-
dures provided by Peter Davis for the Gauss software, and describeis) (2002)
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Table 8.3. European import share equation — Meat

Parameter OLS Within GLS-QUE GLS-MINQUE

Chapter 2. Meat

log price —0.0563** —0.0062 —0.0140 —0.0165
(0.0128 (0.0162 (0.0153 (0.0153
log PEU 00032 —0.0163 —0.0135 —0.0120
(0.0150 (0.016H (0.0153 (0.0154
log PAR Q0042 —0.0035 —0.0013 —0.0012
(0.0052 (0.0054% (0.0052 (0.0053
log PAM 0.0128 00313* 0.0226° 0.0230¢
(0.0115 (0.0132 (0.0119 (0.0119
log EXP —0.0002 —0.0003 —0.0010 —0.0008
(0.0247 (0.0252 (0.0240 (0.0243
Intercept 01448 - 0.1385 01386
(0.3429 (0.3359 (0.3389
RMSE Q1372 01439 01415 01410
Hausman test 7.6888 110448
(0.1742 (0.05095
o1 (product) 0.0217 Q0227
o2 (country) 0.0655 00541
o3 (year) 0.0449 00439
O¢ 0.1232 01249
LM test (i) o1 (product)= 0 4.2628 35301
(0.0389 (0.0602
(i) o2 (country)=0 45827 43316
(0.0323 (0.03749
(iii) o3 (year)=0 5.3689 47569
(0.0204 (0.0291
@) + (i) 6.3942 60168
(0.0408 (0.0493
(i) + (i) 3.7269 24552
(0.1551) (0.2929
(i) + (iii) 8.9170 84641
(0.011H (0.014H
(@) + (i) + (iii) 9.5569 91379
(0.0227) (0.027H

Observations 212

Note. Standard errors anglvalues are in parentheses for parameter estimates and test
statistics respectively.

*10 percent level.

**5 percent level.

***1 percent level.
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Table 8.4. European import share equation — Dairy products

Parameter oLS Within GLS-QUE GLS-MINQUE

Chapter 4. Dairy products

log price 00073 —0.0287* —0.0268** —0.0268**
(0.0067 (0.0071 (0.0069 (0.0070

log PEU 00079 00392+* 0.0347** 0.0351**
(0.0067 (0.0080 (0.007H (0.0077)

log PAR —0.0163** —0.0127** —0.0115%** —0.0117*
(0.0035 (0.0035 (0.0034) (0.0034)

log PAM 0.0092 0.0109* 0.0123* 0.0119*

(0.0056 (0.0051 (0.0050 (0.0050
log EXP Q0041 00034 00010 00014
(0.0087 (0.0084 (0.0080 (0.0082
Intercept —0.0128 - —0.0170 —0.0243
(0.1311 (0.122) (0.1238
RMSE Q1180 01200 01197 01198
Hausman test 6.8675 77951
(0.2306 (0.1679
o1 (product) 0.0368 00446
o2 (country) 0.0498 00449
o3 (year) 0.0136 00169
O¢ 0.1009 01015
LM test (i) o1 (product)= 0 41.3105 315192
(0.0000 (0.0000
(i) o2 (country)=0 46.1936 489460
(0.0000 (0.0000
(iii) o3 (year)=0 5.0716 41831
(0.0243 (0.0408
@) + (i) 69.7937 698706
(0.0000 (0.0000
(1) + (iii) 39.4286 360447
(0.0000 (0.0000
(i) + (iii) 37.4989 372523
(0.0000 (0.0000
(@) + (i) + (iii) 67.0836 658316
(0.0000 (0.0000

Observations 902

Note. Standard errors anglvalues are in parentheses for parameter estimates and test
statistics respectively.

*10 percent level.

**5 percent level.

***1 percent level.
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Table 8.5. European import share equation — Cereals

Parameter OLS Within GLS-QUE GLS-MINQUE

Chapter 10. Cereals

log price —0.1688** —0.0573** —0.0608** —0.0676**
(0.0174 (0.0179 (0.0171 (0.0170
log PEU 00249 —0.0196 —0.0200 —0.0204
(0.0202 (0.0148 (0.0142 (0.0147)
log PAR Q0419 0.0571* 0.0508"* 0.0561"**

(0.0236 (0.0219 (0.0197) (0.0200

log PAM 0.1157* 0.0288 00380 0.0390*
(0.0245 (0.0206 (0.01949 (0.0198

log EXP Q0527 01386 ** 0.0956* 0.1219*
(0.0604 (0.0497) (0.0422 (0.0473

Intercept -0.4719 - —1.2191** —1.5765*
(0.8518 (0.6096 (0.674)
RMSE Q3052 03359 03324 03307
Hausman test 7.0360 90991
(0.2179 (0.1051
o1 (product) 0.1697 01005
o2 (country) 0.2864 Q1847
o3 (year) 0.0208 00558
O¢ 0.1962 02002
LM test (i) o1 (product)= 0 12.2747 38388
(0.0000 (0.0500
(i) o2 (country)=0 2018000 590327
(0.000 (0.0000
(iii) o3 (year)=0 7.1331 26079
(0.007H (0.1063
@) + (i) 84.5920 761020
(0.0000 (0.0000
(i) + (i) 14.9273 106499
(0.0005 (0.0048
(i) + (iii) 66.8251 596952
(0.0000 (0.0000
(@) + (i) + (iii) 86.3018 822103
(0.0000 (0.0000

Observations 261

Note. Standard errors anglvalues are in parentheses for parameter estimates and test
statistics respectively.

*10 percent level.

**5 percent level.

***1 percent level.
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Table 8.6. European import share equation — Animal and vegetable

fats
Parameter oLSs Within GLS-QUE GLS-MINQUE
Chapter 15. Animal and vegetable fats
log price —0.0620** —0.0377** —0.0364** —0.0387*
(0.0072 (0.0065 (0.0064 (0.0064
log PEU —0.0031 00050 00035 00032
(0.0060 (0.0051 (0.0050 (0.0050
log PAR Q0138* 0.0152** 0.0148** 0.0159**
(0.0058 (0.0047 (0.0046 (0.0047)
log PAM 0.0212¢** 0.0009 —0.0030 00159
(0.0071 (0.0060 (0.0058 (0.0047)
log EXP Q0171 00095 00070 00094
(0.0108 (0.0093 (0.0089 (0.0091
Intercept —0.1726 - —0.0022 —0.0352
(0.1555 (0.1266 (0.138H
RMSE Q01379 01397 01399 01396
Hausman test 14.3542 50533
(0.013H (0.40949
o1 (product) 0.0431 00277
o7 (country) 0.0942 01293
o3 (year) 0.0000 00141
o¢ 0.1068 01076
LM test (i) o1 (product)= 0 81188 52606
(0.0043 (0.0218
(i) o2 (country)=0 86.3235 782605
(0.0000 (0.0000
(iii) o3 (year)=0 19904 28631
(0.1583 (0.0906
(1) + (ii) 111.9229 1071756
(0.0000 (0.0000
(i) + (iii) 8.3276 67249
(0.0155 (0.0346
(i) + (iii) 85.5278 824316
(0.0000 (0.0000
@) + (i) + (iii) 110.7229 1069949
(0.0000 (0.0000

Observations 912

Note. Standard errors anglvalues are in parentheses for parameter estimates and test
statistics respectively. The variance of time effer§SNas set to 0 in the QUE case, as no
positive estimate was found.

**5 percent level.

**%1 percent level.
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Table 8.7. European import share equation — Sugar

Parameter OLS Within GLS-QUE GLS-MINQUE

Chapter 17. Sugar

log price —0.0088** —0.0058* —0.0066* —0.0067*
(0.0026 (0.0028 (0.0027) (0.0027)
log PEU 00078* 0.0057 00054 00054
(0.0032 (0.0036 (0.003H (0.003H
log PAR —0.0017 00013 00012 00013
(0.0033 (0.0034% (0.0033 (0.00349
log PAM 0.0029 00006 00016 00016
(0.0034% (0.0039 (0.0039 (0.00349

log EXP —0.0103* —0.0104 —0.0115* —0.0116*
(0.0053 (0.00549 (0.0053 (0.0053

Intercept 02332** — 0.1862"* 0.1852"*
(0.0760 (0.0771 (0.0779
RMSE Q0745 00746 00746 00746
Hausman test 3.3943 54554
(0.6394 (0.3628
o1 (product) 0.0211 00251
o2 (country) 0.0156 00209
o3 (year) 0.0115 00115
O¢ 0.0692 00696
LM test (i) o1 (product)= 0 10.8080 106233
(0.0010 (0.0011
(i) o2 (country)=0 12.2419 122729
(0.0004 (0.0004
(iii) o3 (year)=0 3.8765 30372
(0.0489 (0.0813
@) + (i) 89.2117 884433
(0.0000 (0.0000
(i) + (iii) 31.2294 291991
(0.0000 (0.0000
(i) + (iii) 53.4133 523849
(0.0000 (0.0000
(@) + (i) + (iii) 25.8925 254420
(0.0000 (0.0000

Observations 846

Note. Standard errors anglvalues are in parentheses for parameter estimates and test
statistics respectively.

*10 percent level.

**5 percent level.

***1 percent level.
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can also conclude that unobserved characteristics of the products are not
correlated with observed prices.

A possible interpretation of this result is that prices already convey all
the necessary information on product characteristics, so that unobserved
heterogeneity in import demand shares is orthogonal to the price level.
Hence, although demand share for an imported good from cohrtan
be systematically larger than the one associated with the same good ex-
ported from country whatever the country-wise price level, the ranking
of these countries in terms of demand shares does not depend on price.
The same situation would also be true for two produciad j exported
from the same country,.

As far as variance components are concerned, it can be seed#om
bles 8.3 to 8.7that product and country effects are always statistically
significant when GLS-QUE is used. With MINQUE variance components
however, the test for nullity of the variance of product effects has a
valueslightly above the 5 percent level for Mediaple 8.3 and Cereals
(Table 8.9. Regarding time effects, as mentioned above, the QUE vari-
ance ofx for chapter 15 (Fats) was set to 0, as no positive estimate was
found. The variance of time effects is not significantly different from 0 for
Cereals, Fats and Sugar with MINQUE, and Fats with QUE variance com-
ponents estimates. Chapter 2 (Meat) is the only case for which the joint
test of a zero variance for both product and year does not reject the null at
the 5 percent level, with either QUE or MINQUE estimates. In every other
case, joint significance tests strongly reject the fact that a pair of variances
(or the three variance components) is equal to 0.

Let us now turn to parameter estimates implied by the different meth-
ods. Estimation results for the Meat sub-samipéb(e 8.3 are rather poor,
with only 4 significant parameter estimates: own-price with OLS, log PAM
with Within, GLS-QUE and GLS-MINQUE. In all 5 cases, OLS estimates
of own-price coefficient (logrice) are always larger in absolute value than
Within and GLS. The coefficient associated to expenditiog EXP,) is
larger in absolute value when estimated with OLS in the case of Milk and
Dairy products, and Fats, but is lower in the 3 other cases. When compar-
ing Within and GLS estimates of own-price and cross-price parameters,
there is no clear pattern either. For example, own-price coefficient Within
estimates are higher in absolute value than their GLS counterparts in the
case of Milk and Dairy product§éble 8.4 but are lower in absolute value
in the other cases (Meat, Cereals, Fats and Sugar). Within cross-price pa-
rameter estimates are higher in absolute value than GLS in the case of
Meat, Milk and Dairy (with the exception of log PAM) and Sugar (with
the exception of log PAM). Whether QUE or MINQUE variance compo-
nent estimates are used can lead to significant differences in the magnitude
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of slope parameter estimates, but only in a limited number of cases (at
least when parameters are significantly different from 0). This is particu-
larly true for the coefficient on log EXFn the case of Cereal34ble 8.5,

log PAR in the case of Fat34ble 8.6.

InspectingTables 8.3 to 8.7one can note that substitution effects as
identified by significant cross-price coefficients are not always present,
depending on the category of products and the exporting region. For Meat
(chapter 2,Table 8.3, a significant cross-price effect exists only with
American countries. Meat and Dairy products (chaptefahle 8.4 are
characterized by significant and positive cross-price terms with European
and American competitors, and negative cross-price effects with Arab
and Regional countries. As far as Cereals are concerned (chapfea-10,
ble 8.9, the cross-price coefficients are positive and significant for Arab
and Regional, and American exporters. For Fats (chaptefdlie 8.6,
positive and significant cross-effects with Arab and Regional countries
only indicate some degree of complementarity with European exporters.
Finally, the Sugar category (chapter Taple 8.7 is not associated to any
degree of neither substitutability nor complementarity with any exporting
region (or European competitors).

An interesting aspect of our demand model is the fact that cross-price
effects associated to European competitors can be identified. The only cat-
egory of products where significant parameters are found when estimated
with Within and GLS is Milk and Dairy (chapter Zable 8.4. Parameter
estimates associated to I®gy are all positive and close to each other in
magnitude, indicating a significant degree of substitution between Euro-
pean exporters to Lebanon. The reason for this may be that dairy products
in particular are highly specific in terms of national image, and it is also
a sector where products are expected to be more differentiated than, say,
cereals, sugar or fats.

On the whole, estimates associated with own- and cross-prices are infe-
rior to those found irAndayani and Tilley (1997)indicating a somewhat
smaller sensitivity of import shares. This may be due to the level of disag-
gregation in our data, compared to their study on similar products (fruits)
where time series were used. Moreover, that European, AM and AR com-
petitors’ prices should have positive coefficients as indicating substitution
possibilities is not always verified from our estimates. However, a more de-
tailed inspection of country-by-country export patterns would be needed
in this respect. For example, France and Italy may have different special-
ization strategies regarding corn, wheat and rice.

As far as expenditure in agricultural products is concerned, the associ-
ated coefficient is significant only for chapters 10 (Cereals) and 17 (Sugar).
Surprisingly, it does have neither the same sign nor a similar magnitude,
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indicating that the “expenditure effect” associated with cereals exported
from Europe is positive, while it is negative for sugar products. Caution
must be paid however when interpreting these results from the consumer
point of view, as expenditure here concerns only the associated chapter,
not total expenditure. It is therefore not relevant to interpret this effect as a
pure income effect, but rather, as the impact of a change in the expenditure
devoted to this particular chapter on European country-wise import shares.
This point is also valid of course when interpreting elasticities, see below.

Concerning efficiency, the loss in efficiency of using Within instead
of GLS estimates is not very important, and this is also true of OLS.
Furthermore, GLS-QUE and GLS-MINQUE are rather close in terms of
the magnitude of parameter estimates, although the difference in variance
component estimates leads to different conclusions for the Hausman and
LM test in a limited number of cases.

We finally compute Marshallian (uncompensated) elasticities of substi-
tution between regions (EU, AR, AM and ROW), based on GLS-MINQUE
estimates. For the case of European competitors, this elasticity is to be
interpreted as awithin-Europe” substitution pattern. Since we only esti-
mate a single share equation instead of the full system of import shares, we
are only able to obtain a picture from one side of the market, the European
one. Hence, it is not possible to infer substitution patterns between, say,
Arab and Regional imports in the one hand, and American imports on the
other. Results are given ifable 8.8 where we report elasticity estimates
with their standard errors, from expressions given above in the section on
the AIDS demand model.

Own-price elasticities are betweenl and —2 for all 5 commodity
groups. In fact, a Student test for equality-td.00 of this elasticity does
not reject the null only in the case of the Cereals category. These figures
are on average slightly lower than own-price elasticities fourfhidayani
and Tilley (1997)on a dataset of similarly disaggregated imports. They
are not significantly different from the bilateral ones reporteMarquez
(1990, 1994)and obtained under a variety of estimation procedures. Ex-
penditure elasticities are all positive and significant, and close to 1 with
the exception of Cereals (close to 2.00) and Sugar (0.64). This result might
seem surprising at first, as it would indicate a much stronger reaction of
import demand for cereals than for sugar from Europe when expenditure
increases. As indicated above, expenditure is defined as discounted total
demand (in value) for all products within the considered category (chap-
ter). Hence, because of this separability restriction, the above effect should
not be understood as a pure income effect, but instead as merely indicat-
ing that European cereals benefit very strongly from an increase in total
demand for cereals, compared to other exporting regions.
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Table 8.8. Marshallian demand elasticities

Own-price EU AR AM ROW Expenditure

Meat —1.1609"** —0.1139"** —0.0116"* 0.2248** 0.0795"* 0.9919"**
(0.0359 (0.0245 (0.0025 (0.0492 (0.017» (0.0017

Milk, Dairy —1.625%** 0.7940* —0.2737** 0.2773* 0.0687*  1.0338**
(0.2906 (0.3708 (0.1279 (01290 (0.0337)  (0.0159

Cereals —1.7520"* —0.6213 03849 02254 08559 21365
(04638 (05012 (0.3752  (0.293) (0.6907)  (0.8365

Fats —1.4385** —0.0715" 0.1428* —0.0362 00964  1.1044**
(0.1625 (0.0383 (0.0633 (0.0339 (0.0418  (0.0399
Sugar —1.1902** 0.328T*  0.1236 01328 —0.0382 Q6477

(0.0358 (0.1229 (0.081) (0.08149 (0.0732 (0.06249

Note. Elasticities are based on GLS with MINQUE variance estimates. Own and Expen-
diture are own-price and expenditure elasticities respectively. EU, AR, AM and ROW
respectively indicate elasticities of substitution between single-country European import
price and European, Arab and Regional, American, and Rest of the World competitors.
*10 percent level.

**5 percent level.

***1 percent level.

Considering now cross-price elasticities, it can be seen that a majority
of them are positive, with the exception of European competitors for Ce-
reals (not significant) and Fats, Arab and Regional for Milk and Dairy,
American exports for Fats (not significant), and Rest of the World for
Sugar (not significant). When they are positive and significant, cross-price
elasticities range between 8 and 79 percent, while only four are negative
and significant: EU and AR for Meat, AR for Milk and Dairy, and EU
for Fats. Hence, European imports appear substitutes for Milk and Dairy,
and Sugar, while they are complementary for Meat and Fats. Arab and
Regional country imports are significant substitutes to European imports
for Fats only, and complementary to Meat, and Milk and Dairy. Ameri-
can imports are significant substitutes to European imports in the case of
Meat, Milk and Dairy, and Sugar, while imports from the Rest of the World
countries are significant substitutes to Meat, Milk and Dairy, and Fats.

8.6. Conclusion

This paper revisits the issue of estimating import elasticities, in the per-
spective of bilateral or multilateral trade agreements between countries
and trade regions. While most empirical applications have used aggregate
data in the form of time series in order to predict diversion and substitution
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patterns in international trade, we use for the first time to our knowledge,
data directly obtained from a national customs administration for a single
country (Lebanon). We are thus able to perform an empirical analysis of
import shares at a very disaggregate level and with a much larger number
of observations.

Since bilateral relationships between trade regions (regional blocks)
are still essential in the current trend toward trade liberalization, it is in-
teresting to address the issue of unobserved components in international
commodity transactions, possibly not related to prices. As an example,
quality of imported products, packaging standards but also implicit con-
tracts between countries may explain a significant share of trade relations.

In order to model such unobserved trade factors, we first specify a
simple micro-economic model of import share determination, using the
AIDS (Almost Ideal Demand System) specification from the applied de-
mand analysis. Restricting our attention to major agricultural commodities
(meat, dairy products, cereals, animal and vegetable fats, sugar), we es-
timate an import share equation for European products as a function of
own-price and competitors prices. Competition is taking place between
European countries, Arab and Regional countries, North and South Amer-
ica, and the Rest of the World.

The econometric model incorporates a multi-way error components
structure for unbalanced panel data, to accommodate for a more general
heterogeneity pattern. Product, country, and time effects constitute sep-
arate unobserved effects whose influence is controlled for by panel data
technigues (either fixed effects for conditional inference, or random effects
for unconditional one). We estimate the import share equation by allowing
parameter heterogeneity across the 5 commodity groups, and test for the
validity of our multi-way error components specification with unbalanced
data. Estimation results show that our specification is generally supported
by the data, and that a more general error structure exists than what is gen-
erally considered in the literature, i.e., including country effects in addition
to unobserved product effects. We also test for the random effects speci-
fication and do not reject it in favor of the fixed effects model, indicating
that no significant correlation exists between product and country effects
on the one hand, and import prices on the other. This last finding might
be related to the fact that we only concentrate on agricultural commodities
which are mostly homogeneous in nature. An interesting extension of our
present approach would be to test our empirical specification on manufac-
turing goods that are highly differentiated (such as cars for instance).



Import Demand Estimation with Country and Product Effects 227
Acknowledgements

The authors would like to thank the Editor and an anonymous referee for
helpful comments and suggestions. Discussions with Thierry Magnac and
Akiko Suwa-Eisenmann are gratefully acknowledged. We also thank Peter
Davis for having shared his source code written in Gauss.

References

Alston, J.M., Carter, C.A., Green, R., Pick, D. (1990), “Whither Armington trade mod-
els?”,American Journal of Agricultural Economicd/ol. 72, pp. 455-467.

Andayani, S.R.M., Tilley, D.S. (1997), “Demand and competition among supply sources:
the Indonesian fruit export marketAgricultural and Applied Economi¢csVol. 29,
pp. 278-290.

Antweiler, W. (2001), “Nested random effects estimation in unbalanced panel date-,
nal of EconometricsVol. 101, pp. 295-313.

Baltagi, B.H., Chang, Y.J. (1994), “Incomplete panels: a comparative study of alternative
estimators for the unbalanced one-way error component regression mimetial of
Econometrics Vol. 62, pp. 67—89.

Baltagi, B.H., Song, S.H., Jung, B.C. (2001), “The unbalanced nested error component
regression model'Journal of Econometri¢sVol. 101, pp. 357-381.

Baltagi, B.H., Egger, P., Pfaffermayr, M. (2003), “A generalized design for bilateral trade
flow models”,Economics Letters\Vol. 80, pp. 391-397.

Crozet, M., Erkel-Rousse, H. (2004), “Trade performances, product quality perceptions,
and the estimation of trade price elasticitieR&view of International Economic¥/ol.

12, pp. 108-129.

Davis, P. (2002), “Estimating multi-way error components models with unbalanced data
structures” Journal of EconometrigsVol. 106, pp. 67-95.

Deaton, A., Muellbauer, J. (1980), “An almost ideal demand syst&migrican Economic
Review Vol. 70, pp. 312-326.

Egger, P., Pfaffermayr, M. (2003), “The proper panel econometric specification of the
gravity equation: a three-way model with bilateral interaction effed&sipirical Eco-
nomics Vol. 28, pp. 571-580.

Fuller, W.A., Battese, G.E. (1973), “Transformations for estimation of linear models with
nested error structure’Journal of the American Statistical AssociatjorVol. 68,
pp. 626-632.

Green, R., Alston, J.M. (1990), “Elasticities in AIDS model&merican Journal of Agri-
cultural Economics Vol. 72, pp. 442—445.

Hayes, D.J., Wahl, T.I., Williams, G.W. (1990), “Testing restrictions on a model of
Japanese meat demand®merican Journal of Agricultural EconomicsVol. 72,
pp. 556-566.

Marquez, J. (1990), “Bilateral trade elasticitie¥he Review of Economics and Statistics
Vol. 72, pp. 70-77.

Marquez, J. (1994), “The econometrics of elasticities or the elasticity of econometrics:
an empirical analysis of the behavior of U.S. imporfBhe Review of Economics and
Statistics Vol. 76, pp. 471-481.



228 R. Boumahdi, J. Chaaban and A. Thomas

Panagariya, A. (2000), “Preferential trade liberalization: the traditional theory and new
developments”Journal of Economic LiteratureVol. 35, pp. 287-331.

Panagariya, A., Shah, S., Mishra, D. (1996), “Demand elasticities in international trade:
are they really low?”, University of Maryland working paper.

Rao, R.C. (1971), “Estimation of variance and covariance components-MINQUE theory”,
Journal of Multivariate AnalysisVol. 1, pp. 257-275.

Satyanarayana, V., Wilson, W.W., Johnson, D.D. (1997), “Import demand for malt: a time
series and econometric analysis”, North Dakota State University Agricultural Eco-
nomics Report # 349.

Searle, S.R. (1987)inear Models for Unbalanced Dat&Viley, New York.

Wansbeek, T., Kapteyn, A. (1989), “Estimation of the error-components model with in-
complete panel”Journal of Econometrigs\Vol. 41, pp. 341-361.

Winters, L.A. (2004), “Trade liberalization and economic performance: an overvigwe’,
Economic Journal Vol. 114, pp. 4-21.



Panel Data Econometrics

B.H. Baltagi (Editor)

© 2006 Elsevier B.V. All rights reserved
DOI: 10.1016/S0573-8555(06)74009-3

CHAPTER 9

Can Random Coefficient Cobb—Douglas
Production Functions be Aggregated to Similar
Macro Functions?

Erik Bigrn*2P, Terje Skjerpehand Knut R. Wangéh

aDepartment of Economics, University of Oslo, P.O. Box 1095, Blindern, 0317 Oslo, Norway
E-mail addresserik.biorn@econ.uio.no
bResearch Department, Statistics Norway, P.O. Box 8131 Dep, 0033 Oslo, Norway
E-mail addressegerje.skjerpen@ssb.nknut.reidar.wangen@ssb.no

Abstract

Parametric aggregation of heterogeneous micro production technologies
is discussed. A four-factor Cobb—Douglas function with normally dis-
tributed firm specific coefficient vector and with log-normal input vector
(which agrees well with the available data) is specified. Since, if the num-
ber of micro units is large enough, aggregates expressed as arithmetic
means can be associated with expectations, we consider conditions en-
suring an approximate relation of Cobb—Douglas form to exist between
expected output and expected inputs. Similar relations in higher-order
moments also exist. It is shown how the aggregate input and scale elas-
ticities depend on the coefficient heterogeneity and the covariance matrix
of the log-input vector and hence vary over time. An implementation based
on firm-level panel data for two manufacturing industries gives estimates
of industry-level input elasticities and decomposition for expected output.
Finally, aggregation biases when the correct aggregate elasticities are re-
placed by the expected firm-level elasticities, are explored.
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tribution, aggregate production function
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9.1. Introduction

The production function is usually considered an essentially micro con-
struct, and the existence, interpretation, and stability of a corresponding
aggregate function are issues of considerable interest in macro-economic
modeling and research, cf. the following quotations: “The benefits of an
aggregate production model must be weighted against the costs of depar-
tures from the highly restrictive assumptions that underly the existence
of an aggregate production functionlargenson, 1995, p. Y@&nd “An
aggregate production function is a function that maps aggregate inputs
into aggregate output. But what exactly does this mean? Such a concept
has been implicit in macroeconomic analyzes for a long time. However, it
has always been plagued by conceptual confusions, in particular as to the
link between the underlying micro production functions and the aggregate
macro production functiornthe latter thought to summarize the alleged
aggregate technology Felipe and Fisher, 200®. 209, our italics}. Four
somewhat related questions are of interest: (Q1) Do the assumptions made
ensure thexistencef an aggregate function of the same parametric form
as the assumed micro functions, and which additional assumptions will be
required? (Q2) If the answer to (Q1) is in the affirmative, caraive ag-
gregation simply inserting mean values of micro parameters into a macro
function with the same functional form, give an adequate representation of
the ‘aggregate technology’? (Q3) If the answer to (Q2) is in the negative,
which are the most importasburces of aggregation biaand instability

of the parameters of the correctly aggregated macro function over time?
(Q4) Does the heterogeneity of the micro technologies and/or the disper-
sion of the inputs across firms affect the macro parameters, and if so, how?
Obviously, (Q4) is a following-up of (Q3).

Our focus in this paper will be on the four questions raised above,
and we use a rather restrictive parametric specification ofatlezage
micro technology, based on a four-factor Cobb—Douglas function, with
random coefficient represent technological heterogeneity. Panel data is
a necessity to examine such issues empirically in some depth. Yet, the in-
tersection between the literature on aggregation and the literature on panel
data econometrics is still small. Our study is intended to contribute both
to methodological aspects and to give some new empirical evidence on
the interface between linear aggregation of non-linear relations with pa-
rameter heterogeneity and panel data analysis. Although Cobb—Douglas

1 Atextbook exposition of theoretical properties of production functions aggregated from
neo-classical micro functions is givenhtas-Colellet al. (1995, Section 5.E).
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restricts input substitution strongly and has to some extent been rejected
in statistical tests, the simplicity of this parametric form of the average
technology is, for some applications, a distinctive advantage over, e.g.,
Translog or CES. In the empirical part of the paper, our focus will be on
scale properties of the production technology, which can be well captured
by the Cobb-Douglas form. We assume that the random coefficients are
jointly normal (Gaussian) and that the inputs are generated by a multivari-
ate log-normal distribution, whose parameters may shift over time. To our
knowledge, this is the first study exploring aggregate production functions
by usingfirm-level(unbalanced) panel data in a random coefficient setting
by means of this form of the average micro technology.

A model framework which is similar to ours, although denoted as
‘cross-sectional aggregation of log-linear models’, is consideredaloy
Gardereret al. (2000, Section 4.2)f. alsoLewbel (1990, 1992However,
on the one hand, we generalize some of their theoretical results to hold not
only for first-order, but also for higher-order moments, on the other hand
they illustrate the theoretical results, not on data from single firms, but on
time series data from selected industries (p. 309), which is less consistent
with the underlying micro theory. In our study the expectation vector and
covariance matrix of the coefficient vector are estimated from panel data
for two Norwegian manufacturing industries. Log-normality of the inputs
is tested and for the most part not rejected. This, in conjunction with a
Cobb-Douglas technology with normally distributed coefficients, allows
us to derive interpretable expressions for the distribution of aggregate pro-
duction.

From the general literature on aggregation it is known that properties
of relationships aggregated from relationships for micro units, and more
basically their existence, depend on the average functional form in the mi-
cro model, its heterogeneity, the distribution of the micro variables, and
the form of the aggregation functions. A main concerrstoker (1986b,
1993)is to warn against the use of representative agent models in macro-
econometrics. The representative agent interpretation is valid only under
rather restrictive assumptions, and in many realistic situations parameters
in macro relations, which are analogous to those in the micro relations,
cannot be given a structural interpretation since they represent a mixture
of structural micro parameters and parameters characterizing the distribu-
tion of variables or parameters across the micro units. Furthermore, if these
distributions vary over time, the correctly aggregated relation will be un-
stable, such that a constant parameter macro relation will be mis-specified
and its application in time series contexts dubious. In our specific set-
ting the micro parameters are not recoverable from macro dat&t(dder,
1993, p. 1843or a discussion of this concept), so liktoker (1986ajve
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are concerned with the opposite problem: how macroeconomic effects can
be estimated by means of micro data. This goes some way in answering
(Q1)—(Q4). Stoker only considers cross-sectional data for this purpose, but
since random parameters, introduced to capture firm heterogeneity, are an
integral part of our model, panel data are required to quantify macroeco-
nomic parameters properly. Thus, in comparison \@toker (1986ajhe
framework we consider is more data demanding.

Customarily, the aggregation functions are arithmetic means or sums.
If the number of micro units is large enough to appeal to a statistical
law of large numbers and certain additional statistical regularity condi-
tions are satisfied, we can associate arithmetic means with expectations
(cf. Fortin, 1991 Section 2;Stoker, 1993 Section 3;Hildenbrand, 1998
Section 2;Bigrn and Skjerpen, 2004&ection 2), which is what we shall
do here.

Given normality of both the coefficient vector and the log-input vec-
tor to which it belongs, output will not be log-normal marginally, and its
distribution has to be examined specifically. We employ a formula for the
expectation of output, which we generalize to also hold for higher-order
origo moments of output, provided that they exist. The existence is guar-
anteed by an eigenvalue condition which involves the covariance matrices
of the random coefficients and the log-inputs. Examining this condition
for each year in the data period, we find that, generally, only the first- and
second-order origo moments of output exist.

Besides the exact formulae, approximate expressions for the origo mo-
ments of output, which are easier to interpret, are considered. We find that
the approximate formula performs fairly well for the first-order moment,
whereas larger deviations occur for the second-order moment. Since ag-
gregate parameters are in general undefined unless the distribution of the
micro variables is restricted in some way, we provide results for the limit-
ing cases where the means of the log-inputs change and their dispersions
are preserved, and the opposite case. We denote these as the ‘mean pre-
serving’ and ‘dispersion preserving’ parameters, respectively.

The maximal biases in scale elasticities brought about by comparing
elasticities based on naive analog formulae with those based on the dis-
persion preserving industry-level elasticities are about 9 and 7 per cent
for Pulp and paper and Basic metals, respectively. Under the mean pre-
serving definition the corresponding biases are about 26 and 15 per cent.
Even larger biases are found for some of the input elasticities. Further-
more, we find differences in the ranking of the elasticities according to size
when confronting correct industry-level elasticities and elasticities based
on naive analog formulae.
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The rest of the paper is organized as follows. The model is presented
in Section9.2, properties of the theoretical distribution of output are dis-
cussed, and approximations to the moments of output are derived. From
this we obtain, in Sectiof.3, an approximate aggregate production func-
tion and expressions for the correct aggregate input elasticities, in the
dispersion preserving and mean preserving cases. In Séctaie data
are described and the estimation of the micro structure is discussed, and
then, in Sectior®.5 estimates of aggregate input elasticities are presented
and other applications indicated. Secti6 concludes.

9.2. Model and output distribution

9.2.1. Basic assumptions

We consider am factor Cobb—Douglas production function model for
panel data, written in log-linear form as

yie = X, Bi +uir = o + 2, vi + uir, (9.1)

wherei is the firm indexy is the period indexy;; = (1,z},)" isann + 1
vector (including a one for the intercept) afd = (o, y/)" is ann + 1
vector (including the intercept); denoting the: vector of input elastic-
ities andu;, is a disturbance. We interpret as InNZ;,), whereZ;, is the
n-dimensional input vector, ang; as InY;,), whereY;, is output, and as-
sume that alj3; andu;; are stochastically independent and independent of
all x;; and that

Xit ~ N (et Zext) =N ([M];t] , |:8 ESZI :|) , (9.2)

i~ N(up, Zpp) =N ““]["““ “;aD, 9.3
P s> 2p) (|:““V Oya  Lyy ®-3)
Uujr ~ N(O9 Guu), (94)

whereo,, = var(a), o, is then vector of covariances betwees and
i, and X, is the n-dimensional covariance matrix gf. Then + 1-
dimensional covariance matriX,,; is singular sincex;; has a one ele-
ment, while itsn-dimensional submatriZ’, ., is non-singular in general.
In the econometric model version [sE€e29)below] the description of the
technology is a bit more general, singealso includes a linear determin-
istic trend.
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9.2.2. The conditional distribution of output

We first characterize the distribution lofy-output From(9.1)—(9.4)it fol-
lows that

it Bi) ~ N(M;zﬂiv ,Bi/zxxt,Bi + ouu),

ielxie) ~ N (x], g, X/, Zppxit + oun), (9.5)
and, by using the law of iterated expectations, that
Myt = E(ir) = E[E(Yit|,3i)] = M;;Mﬁ, (9.6)

oyy = Var(yi) = E[var(yi;|8i)] + va E(yi:|8i) ]
= E[tr(Bi B] Zxx1) + ouu | + var(u', Bi)
= tr[E(,Biﬁi/Exxt)] + Ouu + Wiy Zppitxs
= tr{(upis + Zpp) Dxr | + Ouu + 1y Zpp it
= Wy Zppthar + g Zaxeitp + (X Zixr) + ouu- (9.7)

The four components eaf,,; represent (i) the variation in the coefficients
(W Zpprixr), (ii) the variation in the Iog-input$%2xx,uﬂ), (iii) the
interaction between the variation in the log-inputs and the coefficients
[tr(¥gs Xxxs)], and (iv) the disturbance variatign,, ).

We next characterize the distribution ofitput SinceY;, = e =
giPituic we know from(9.5) that (Y;;|x;;) and (Y;;|8;) are log-normal.
From Evanset al. (1993, Ch. 25)it therefore follows, for any positive
integerr, that

E(Y[1Bi) = Exipurs (€77181)

= exp[m;tﬁi + %rz(ﬂi/zxxt:gi + O'uu)i|7 (9.8)
E(Y7lxit) = Epy i, (€77 1xir)

- exp[rx{,u,g + %rz(x{tzﬁ,gx,-, + UW)], (9.9)

which show that angonditional finite-ordermoment of output when con-
ditioning on the coefficient vector or on the input vector exists. These
equations are interesting as far as they go, but we will also need the mar-
ginal moments of output.

9.2.3. Exact marginal origo moments of output

Assuming that theth-order origo moment of;; exists,(9.8) and the law
of iterated expectations yield

E(Yr) = exp[%rzo'uu]Eﬁ [exp(rﬂ;ﬂ + %rZIBz{EXXIB>i|
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1
= eXp[rM;/L‘B + érz(,u;gzxx,uﬁ + o-uu)i|

1
X Eg{exp[(r,u; + I’ZMI/BEXX)S + §r28/2xx5:| }, (9.10)

wheres = B — ug ~ N(0, Xgg) and subscriptsi, r) are from now on
omitted for simplicity. A closed form expression for the margirtalorder
origo moments can be derived frai@.10) In Appendix A9.1it is shown
that?

E(Y")

_1/2 1
= ‘I,H_]_ — r22ﬁ52XX| / eXp|:l",bL;,lL/3 —+ érz(ujgzxxl/«ﬁ + Guu)

1 _ -1
+ E(ru; + rz,uv:gZ'xx)(Z‘ﬁﬂl — rZZ’xx) (I’/,Lx + rzzxxuﬂ)}.
(9.12)
It is obvious from this expression that the existencE@") requires that

the inverse otzlgﬂl—rzzxx) exists, but the derivations lyppendix A9.1
imply a stronger requirement:

E(Y") exists < X5 — r?X,, is positive definite (9.12)
Observe that iE(Y") exists, all lower-order moments exist: [&f(r) =

Eﬁ_ﬂl —r2x,., then

Mir—1)=Mr)+2r —1)X, r=23,.... (9.13)

If M(r) and X\, are positive definite, theM (» — 1) is also positive defi-
nite, since 2 > 1 and the sum of two positive definite matrices is positive
definite.

Paying attention to the existence of moments may seem less important
than it actually is. The primary reason is that we will need approxima-
tion formulae to derive interpretable decompositions of the moments and
expressions for the aggregate elasticities. Such approximations are only
meaningful when the moments exist. A secondary reason is t(RL¥-
(9.4)had been replaced by other distributional assumptions, it would gen-
erally not be possible to express moments of output in closed form. In
such cases, one could be tempted to estirg&ie) by simulations. To
illustrate: if the closed form expressi@¢d.11)were unavailable, we could

2 Following a similar argument, the same result can be derived {&8). In the case
r = 1, arelated and somewhat longer derivation based on an equation for the conditional
expectation similar t¢9.9)is provided byvan Garderemt al. (2000, pp. 306-307).
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have used simulations based(@mnl0)and a large sample of synthefigs

drawn from a distribution given b§9.3). For each synthetig;, the right-

hand side 0f9.10)can be calculated, and moments estimated by averaging
over the whole sample ¢#;’s. When the true moment exists, the law of
large numbers ensures that estimates of such a procedure would converge
towards the true moments as the sample size increases. However, the con-
vergence may be extremely slow if certain higher-order moments required
by the familiar standard central limit theorems do not exist. In such cases,
a more general central limit theorem is appropriate, Sedrechtset al.

(1997, pp. 71-813 The importance of existence of higher-order moments

in simulation-based estimation can be illustrated by the empirical applica-
tion below where we find that the order of the highest existing moment is
usually two. This means that simulations would work well for first-order
moments, that very large simulation samples could be required to obtain
precise estimates of second-order moments, and that simulated estimates
of (non-existing) higher-order moments would be numerically unstable for
any sample size.

9.2.4. Approximations to the marginal origo moments of output
Equation(9.11) although in closed form, cannot be easily interpreted and
decomposed, mainly because of the determinant expression and the in-
verse covariance matriX;.* which it contains. We now present a way of
obtaining, from(9.10) an approximate formula fa&(Y"), which is sim-
pler to interpret.

Provided thaf9.12)holds, an approximation to th¢h-order origo mo-
ment of output can be obtained by replacfig, 8 = tr[88' X, ] by its
expected value, t&gs X'\, ], in the exponent in the argument Bf{-} in
(9.10) Lettinga(r) = ru, + rzzxxulg we obtain

E(Y") ~ G,(Y) = exp| rp| 1.2 %)
~ Gy = prﬂxﬂﬂ'i‘zr (Mﬁ xxMB

+ [ Zpp Zix] + aw)} E[exp(a(r)'s)]
_ / 1 2(,,/
= exp| rus g + 5r(p Zocinp

2
1
+ tr[zﬂﬂzxx] + Uuu)i| exp[éa(r)/zﬁﬂa(’”)],

3 |f, for instance xq, . . ., xm denote a sequence of random variables with meamd
variances2, the sample average converges towardith a rate J./m. But if the variance

does not exist, the rate of convergence cannot be established by standard central limit
theorems.
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sinces ~ N (0, Xgg). Rearranging gives

E(Y') ~ G,(Y) = ! Lo 5> 5>
(Y')~ G,(Y) =exp riyip + 51 (g Zxxpip + 1y Zpp it

[ Zpp D] + 0un) + 11y Zox Dppit

2

When(9.12)does not hold, this approximation, of course, makes no sense.
When applying the approximatio@,(Y) we eliminate both the square
root of the inverse of the determinajit, ;1 — rzzﬁ,gzm and all terms

involving >-! from the function. This is an obvious simplification when
we use it to deriveand, more importantly, interpreg¢xpressions for the
aggregate input and scale elasticities below.

Our intuition says thaG, (Y) is likely to underestimat&(Y"), since
the main difference between them is that the former has a reduced spread
in the exponent of the convex exponential function, compared to the latter.
The argument is that when derivi{@.14) we neglect the dispersion of the
guadratic form$’ X, .8, wheres has a symmetric distribution. This way of
reasoning will be supported by the results in Secidnl

We can then, usin@.6) and (9.7)write the analytical approximation
toE(Y") as

1
+ _F4M:32xx2ﬁ/32xxl/v,3i|- (9.14)

G, (Y)=D,()I A, (9.15)
where
1
®.(y) = exp[r,uy + Erzayy} (9.16)

is the first-order approximationwe would have obtained if we had pro-
ceeded as iy were normally andr were log-normally distributed mar-
ginally, and

Iy = exqrgﬂ;zﬂﬂzxxﬂﬂ]a
1
A, = eXp[EFAM%Exxzﬁﬁzxxﬂﬂ]’

whereA, andrl; can be considerecbrrection factorsvhich serve to im-
prove the approximation. Note that the exponent in the expressiam,for
is a positive definite quadratic form whenevEgg is positive definite,
while the exponent in the expression ffr can have either sighln the

(9.17)

4 The origin of the approximation leading (8.14)is (9.8). Proceeding in a similar way
from (9.9)would have given a symmetric approximation, with a differaptcomponent;
seeBigrnet al. (2003b, Sections 3.1 and 6.3)
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special case with no coefficient heterogeneity (334 is a zero matrix),
(9.8) and (9.14pive identical results, and thé&i(Y") = G, (Y) = @, (y)
andl, = A, = 1forallr.

9.3. An approximate aggregate production function in origo moments

We next derive an approximate relationship betwgért") ande(Z") to

be used in examining aggregation biases when the aggregate variables are
represented by their arithmetic means. In doing this, we recall tHat'a!

and €M1 correspond to the geometric means, &) andE(Z) to

the arithmetic means of the output and the input vector, respectively. We
first assume- arbitrarily large, still assuming th9.12)is satisfied, and
afterwards discuss the case- 1 in more detail.

9.3.1. A Cobb-Douglas production function in origo moments
Let
Oyr = IN[G (V)] = riey = IN[@(M] + IN[L] + IN[A] = riepg
1,

= Sr2lW pp i + w Daxtip + 1(Tpp Zrr) + O]

1
+ rgﬂ;zﬂﬁzxxﬂﬂ + §r4M;32xx2ﬁﬁ2xxMﬁ, (9.18)

after inserting from(9.7), which can be interpreted as an approximation to
IN[E(Y")]—E[In(Y")]. Let Z; denote theth element of the input vectdt
andz; = In(Z;). Sincez; ~ N(uzj, 0;j-;), whereu; is the jth element

of u, ando;,; is the jth diagonal element of; [cf. (9.2)], we have

. 1
E(Z;) = E(ezf ) = exp(,uzjr + Ealjzjr2>,
r=212...; j=1...,n (9.19)
Letu,; be thejth elementofs,, i.e., the expected elasticity of théh in-
put. Sinceg9.19)implies exgi;j i, jr) = exp(— 2ozmr Mw)[E(Z’)]“w

it follows from (9.18)that
G,(Y) = eh’ A, ]‘[ )] (9.20)

where

1, 1
A, = eXp(Hy, - Erz fozjzjlfvyj) = eXp<0y, - Erzu;au), (9.21)

j=1
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ando,, = diaguX..).°> Equation(9.20) can be interpreted (approxi-

mately) as aCobb-Douglas function in theth-order origo moments of

Y and Z,, ..., Z,, with exponents equal to the expected firm-level elas-

ticities 1, ..., 1yn @and an intercepte”, adjusted by the factot,. The

latter depends, vié,,, on the first- and second-order moments of the log-

input vectorz and the coefficient vectg# ando,,,, cf. (9.18) and (9.21)
Forr = 1,(9.20)gives

n
G1(Y) = e A1 [ [[E(Zp]™. (9.22)
j=1

Seemingly, this equation could be interpreted as a Cobb—Douglas func-
tion in the arithmetic mears(Y) andE(Z1), ..., E(Z,), with elasticities
coinciding with the expected firm-level elasticitigs s, ..., 1y, and an
intercept €~ adjusted by the factod;. In some sense one could then say
that the aggregation problem had been “solved”. However, we will show
that, due to the randomness of the micro coefficients in combination with
the non-linearity of the micro function the situation is not so simple. As
emphasized bgtoker (1993, p. 1846@htroducing random coefficients in
alinear equation will not bias the expectation of the endogenous variable;
cf. alsoZellner (1969)

9.3.2. Aggregation by analogy and aggregation biases in output and in
input elasticities

Assume that we, instead ¢9.22) represent the aggregate production
function simply by
n
E(Y) = e [[[Ezpn]™. (9.23)
j=1
This can be said to mimic theggregation by analogyor naive aggrega-
tion, often used by macro-economists and macro model builders. The re-
sultingaggregation error in outpytwhen we approximate(¥) by G1(Y),
is
—_— n
e(Y) = G1(Y) —E(Y) = (A1 — 1)ee ]_[[E(zj)]“yf. (9.24)
j=1

Representing the aggregate Cobb-Douglas production function by

(9.23)will bias not only its intercept, but also its derived input elasticities,

5 We let ‘diagv’ before a square matrix denote the column vector containing its diagonal
elements.
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becausel; in (9.22)is affected by changes ., and X', .. Equationg9.6),
(9.7) and (9.18show that when¥',,, is non-zero, a change in, affects
not only the expectation of log-output,,, but also its variance,,. Equa-
tions(9.15)—(9.17)mply

1 1
In[Gl(Y)] = Uy + any + M;Eﬂﬂzxxﬂﬂ + é/f‘}}zxxzﬂﬂzxxﬂﬁ-
(9.25)

Using the fact thaA IN[E(Z)] = A(u; + %azz) [cf. (9.19]), we show in
Appendix A9.2that

dIn[G1(Y)]
dIn[E(Z2)]
Wy +0ya + Xy (g + Xz iny), when X, is constant
_ ) diagvuy iy, + Xy + puypy, X2 Xy, whenp, and the
+ Zyy Tty 1), off-diagonal elements
+ Zuy(a)’/a + w1, 2,1, of X, are constant

(9.26)

Hence we can not uniquely define and measure an exact aggregate
Jjth input elasticity,0 In[G1(Y)]/d In[E(Z;)] unless we restrict the way
in which IN[E(Z)] changes. The two parts ¢9.26) are limiting cases,
the first may be interpreted as a vectodipersion preservingggregate
input elasticities, the second as a vectomafan preservingggregate elas-
ticities. Anyway, whenX',,, ando,,, are non-zerou, provides a biased
measure of the aggregate elasticity vector. Dispersion preserving elastic-
ities may be of more practical interest than mean preserving ones, since
constancy of thevarianceof the log-inputj, o;.;, implies constancy of
the coefficient of variatiorof the untransformed inpyt. This will be the
situation when thgth input of all micro units change proportionally. This
follows from the fact that the coefficient of variation @f; is (cf. (9.19)
andEvanset al,, 1993 Ch. 25)

W(Z)) = std(Z;)
E(Z;)

and hence constancy @f;.; implies constancy of(Z ;). Mean preserving
elasticities relate to the more ‘artificial’ experiment wihin(Z;)] kept
fixed andv(Z;) increased by increasing $&;). Our term dispersion pre-
serving aggregation is related to the concept ‘mean scaling’ introduced by
Lewbel (1990, 1992in the context of aggregating log-linear relations.

The bias vector implied by the dispersion preserving aggregate input
elasticities, obtained from the first part(@.26) is

e(y) = oya + Xy (g + Lz ity). (9.28)

— (e(’zjzj _ 1)1/2’ (927)
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The bias vector for the mean preserving elasticities can be obtained from
the second part in a similar way.

9.4. Data, microeconometric model and micro estimation

Unbalanced panel data sets for two manufacturing industries, Pulp and pa-
per (2823 observations, 237 firms) and Basic metals (2078 observations,
166 firms) for the years 1972-1993 are used in the empirical application.
These two export-oriented, energy-intensive industries are important for
the Norwegian economy and accounted for almost one fourth of the main-
land export-income in the sample period. Confronting our single-output
multiple-input framework with data for these two industries also has the
advantage that their outputs are rather homogeneous and hence can be
measured in physical units rather than, e.g., deflated sales, which may be
subject to measurement errors. A further description is givefspipen-
dix B9.2

Four inputs(n = 4) are specified: capital (K), labor (L), energy (E) and
materials (M). A deterministic trend is intended to capture the level of the
technology. We parameteri@.1) as

yir = o + Kt +2;,v; + uir, (9.29)

wherez;; = (zkir» 2Lit» 2Eit> Zmit)’ 1S the log-input vector of firmj

in periodz. The parametew; and the parameter vectgs are random
and specific to firmi, whereasc is a firm invariant trend coefficient.
With this change of notation9.3) readsy; ~ N (¥, £2), wherey =
(uh, wk, pnr, e, km) and 2 are the expectation and the unrestricted
variance—covariance matrix of the random parameters, respectively.

The unknown parameters are estimated by Maximum Likelihood (ML)
using the PROC MIXED procedure in the SAS/STAT software (gtell
et al, 1999 and imposing positive definiteness @f In Appendix B9.1
the log-likelihood underlying estimation for our unbalanced panel data is
formulated. This particular application relies on ML-estimation results in
Bigrn et al. (2002, cf. Section 2 and Appendix A, part Zhe estimates
of ¢ andx and of the expected scale elasticity= Zj w; are given in
Table 9.1 whereas the estimate 6f is given inTable 9.2 The estimated
variances of the genuine error term are 0.0408 and 0.0986 for Pulp and
paper and Basic metals, respectively.

Compared with the random intercept specification and with a model
with no heterogeneity at all, our random coefficients model gives a sub-
stantially bettegoodness of fitGoing from the model with heterogeneity
only in the intercept to the random coefficients model, the log-likelihood
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Table 9.1. Firm-level Cobb—Douglas production functions. Parameter
estimates
Pulp and paper Basic metals
Estimate St.err. Estimate St.err.
wh —2.3021 02279 —3.1177 02702
K 0.0065 00013 00214 00021
UK 0.2503 00344 01246 00472
wr 0.1717 00381 02749 00550
UE 0.0854 00169 02138 00374
wm 0.5666 00309 04928 00406
w 1.0740 00287 11061 00324
Table 9.2. Firm-level Cobb—Douglas production functions.

Covariance matrix of firm specific coefficients. Variances on the
diagonal, correlation coefficients below

*

o YK YL YE YM
Pulp and paper
a* 5.9336
YK —0.4512 01147
YL —0.7274 —0.0559 01515
YE 0.3968 —0.4197 —0.3009 00232
VM 0.3851 —0.6029 —0.4262 01437 01053
Basic metals
o* 3.5973
YK —0.0787 01604
YL —0.6846 —0.5503 01817
YE 0.3040 —0.6281 01366 01190
YM 0.1573 01092 —0.3720 —0.6122 01200

value increases by about 365 and 200 in Pulp and paper and Basic met-
als, respectively, while the increase in the number of parameters is only
14. The corresponding increases when comparing our random coefficients

model with a model without any firm-specific heterogeneity are 2045 and

1572, with an increase in the number of parameters of 15.
The implied expected scale elasticities are 1.07 in Pulp and paper and

1.11 in Basic metalsT@able 9.}, indicating weak economies of scale; size

and ranking of the expected input elasticities differ somewhat more. The
estimates of the trend coefficients indicate that technical progress has been
stronger in Basic metals than in Pulp and paper, 2.1 per cent and 0.6 per

cent, respectively. As can be seen from the off-diagonal elemenfa-in



Cobb-Douglas Production Functions 243

ble 9.2the pattern of correlation of the input elasticities across firms are
somewhat different in the two industries, also with respect to sign.

Whereas normality of the log-input vector is not needed when estimat-
ing the micro structure, since the log-likelihood is conditional on the factor
input matrix, it is essential in the present aggregation analysis. Using uni-
variate statistics which depend on skewness and excess kurtosis, we find
in most cases non-rejection of normality of log-inputs at the five per cent
level; seeBigrn et al. (2003b, Appendix D)However, for Pulp and paper,
there is some evidence of rejection, especially at the start of the sample
period. This is most pronounced for energy and materials, where normal-
ity is rejected at the 1 per cent level in the years 1972-1976. Despite these
irregularities, we proceed by imposing normality of all log-inputs as a sim-
plifying assumption in the application presented below.

9.5. Empirical results

9.5.1. Estimates of exact-formulae moments, approximations and their
components

Utilizing (9.11) we have estimated the logs of expected output and of
expected squared output for the 22 years in the sample period. The max-
imum, the mean and the minimum value of these annual time series are
reported in the bottom row ofables 9.3 and 9.2 The formulae in-
volve the mean vector and covariance matrix of the random parameters
and the disturbance variance, estimated from the full panel data set, and
the mean vector and covariance matrix of the log-inputs, calculated for
each year. The rest of the two tables presents decompositions based on
the approximation formuld9.14) transformed into logs, i.e., [G71(Y)]
and IMG2(Y)]. For each of them, a total of seven components and their
weights are specified. Again, due to space limitations, only the minimum,
mean and maximum values obtained from the annual time series are re-
ported.

Let us first consideexpected outpuThe row labelegt, in Table 9.3
can be interpreted as mimicking the naive way of representing the ex-
pectation of a log-normal variable, s&y, as exgE[In(W)]), and hence
neglecting Jensen’s inequality. This yields for Pulp and paper and Basic
metals mean estimates of 4.124 and 3.629, which are considerably lower
than the values obtained from the exact formulae, 6.230 and 6.938, re-
spectively. The same is true for the other statistics. Including the ‘variance

6 Recall that the mean, unlike the minimum and maximum, is a linear operator.
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Table 9.3. First-order moment estimates. Different approximations
with components and exact-formula values. Summary statistics based
on annual results, 1972—-1993

Pulp and paper Basic metals

Components  Minimum Mean Maximum Minimum Mean Maximum

Iy Weng 3620 4124 4695 3037 3629 4606
I, Eppny 1154 1617 1966 1992 2742 3227
3uyTwnp 0187 0201 0218 0238 0271 0395
Jt(Zge i) 0102 Q124 Q140 0123 Q161 Q329

%a,m 0.020 0020 Q020 Q049 Q049 Q049
In[@1(»)]? 5.804 6087 6334 6379 6852 7224
In(I) —-0.162 -0.104-0.040 -0.330 -0.127-0.071
In(A1) 0111 0217 Q309 0094 0186 0280
In[Gl(Y)]b 5.899 6201 6469 6426 6911 7304
IN[E(Y)] 5.927 6230 6500 6440 6938 7333

An[P1(y)] = M;/Lﬁ + %(M; 2ppix + M}gzxxﬂﬂ +tr(Zgg Zxx) + oun), cf. (9.7) and
(9.16)
BIN[G1(Y)] = In[@1(y)] + IN(I'}) + In(Ay), cf. (9.15)

Table 9.4. Second-order moment estimates. Different approximations
with components and exact-formula values. Summary statistics based
on annual results, 1972—-1993

Pulp and paper Basic metals

Components Minimum Mean Maximum Minimum Mean Maximum

2uy 2u g 7.239 8249 9390 6074 7257 9212

2u X iy 4.617 6469 7862 7969 10968 12908
2;L;9 Zex g 0.748 0806 Q871 0952 1082 1578
2tr(Xgg Xxx) 0.409 Q496 0560 Q494 0644 1314

204y 0.082 0082 Q082 Q197 Q0197 Q197
In[®@2(y)]2 15293 16101 16753 19067 20149 20927
In(Iy) —-1297 -0828-0.318 —-1.235 —0.937-0.569
In(A2) 1.782 3477 4944 1506 2903 3905
IN[Go(Y)]° 16.757 18750 20478 20004 22128 23868
In[E(Y?2)] 17780 22236 27306 20496 23417 25839

An[@o(y)] = 2(iup + 1wy Zppiix + Wy Zuxitp + (g Tx) + oun), cf. (9.7) and
(9.16)

PIN[G (V)] = In[@2(»)] + In(I) + In(A2), cf. (9.15)
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adjustment’ which is part of the formula for the expectation of a log-
normal variable, by considering [l#1(y)], the means of the estimated
expectations increase to 6.087 and 6.852, respectively, which are much
closer to the values obtained from the exact formula. The same is true for
the minimum and maximum values. A further decomposition of the con-
tribution from the ‘variance adjustment’, into four components, is given
in rows 2-5. They represent, respectively, coefficient heterogeneity, input
variation, covariation between the two latter, and the genuine error term.
It is worth noticing that for both industries the largest contribution (more
than 80 per cent) comes from the coefficient variation, followed by input
variation, interaction effects, whereas the smallest contribution (less than
2 per cent) comes from the variation in the error term.

Since output is not log-normally distributed marginally, there is a po-
tential for a further improvement of the approximation, by also including
the logs of the correction factors,[Ift] and IfA1]. Summary statistics
related to these factors are reported in rows 7 and®abfe 9.3 Whereas
the mean of the estimates of the former is negative for both Pulp and pa-
per and Basic metals, the mean of the latter is positive, as is also the case
for their net effect. With one exception (the net effect for Basic metals in
1993) the above sign conclusions in fact hold for all years in both indus-
tries. The final results after including the contributions from these factors
as well are reported in the row labeleddn (Y)].

An interesting question is how general these results are. Will, for in-
stance, the qualitative conclusions carry over to other data sets? Since
In[A1] is a positive definite quadratic form as long Agg is a positive
definite matrix, the contribution from this term will always be positive. If
all the expected firm-level elasticities are positive &y and X, have
only positive elements, also[lf] would have given a positive contribu-
tion. However, when the signs of the off-diagonal elementgf and
X, differ, negative estimates of[lf;] may occur.

As can be seen by comparing the last two rowJaile 9.3 the de-
viation from the mean based on the correct formula is modest in both
industries, pointing to the fact that the approximation formula performs
rather well in this case. Corresponding results hold for the maximum and
minimum value. The approximate formula for log of expected output will
be the point of departure in Secti®b.2when we will estimate two dif-
ferent measures of industry-level elasticities and compare the results to
those relying on the representative agent construct.

We next turn to the corresponding approximation and decomposition
results forexpected squared outpdthis sheds light on the relative impor-
tance of different components with respecotatput volatility From the
last two rows ofTable 9.4it is evident that the results based on the exact
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and on the approximate formulae differ more strongly for the second-order
moments than for the first-order moments. Otherwise, the results are in
line with those found for the first-order moments. Making the approxi-
mation gradually more sophisticated, by including more terms, starting
with the naive formula which disregards Jensen’s inequality, we again get
closer and closer to the exact-formula value of the moment. The row rep-
resenting lf@>(y)] in Table 9.4mimics results obtained from the invalid
assumption that output is log-normally distributed marginally. Including
the logs of the correction factors,[IFb] and If A2], brings us closer to

the results obtained from the exact formula. The approximation seems to
perform somewhat better for Basic metals than for Pulp and paper.

9.5.2. Aggregation biases in scale and input elasticities

Table 9.5reports summary statistics for the industry-level elasticities ob-
tained by the two hypothetic changes represente(®@t6) The underly-

ing year specific elasticities are givenTable 9.6 In both industries and

for all years, the estimated expected firm-lesehle elasticityis smaller

than the dispersion preserving scale elasticity, and larger than the mean
preserving scale elasticity, but the discrepancies, i.e., the aggregation bi-
ases when sticking to naive aggregation, are not very large. In Pulp and
paper, the mean of the estimated dispersion preserving scale elasticity is
1.16, the estimated expected firm-level elasticity is 1.07 and the estimated
mean preserving elasticity is 0.90. The maximal relative aggregation bi-
ases are about 9 and 25 per cent, when measured against the dispersion
preserving and mean preserving elasticities, respectively. The correspond-
ing elasticity estimates for Basic metals are 1.15, 1.11 and 1.00, respec-
tively. The associated maximal relative biases are about 7 and 15 per cent.
The annual variation in the industry elasticities is rather small.

However, the components of the scale elasticities, i.e.inpet elas-
ticities, show larger variability of the industry-level elasticities over the
sample years. In some cases dramatic aggregation biases are found, rela-
tively speaking. Irrespective of the definition and for both industries, the
materials elasticityis the largest among the input elasticities. In all years,
we find that not only for the scale elasticity, but also for materials, the
estimate of the dispersion preserving elasticity exceeds the expected firm-
level elasticity, which again exceeds the mean preserving elasticity. The
maximal biases, relative to the dispersion preserving elasticity are about
21 and 7 per cent for Pulp and paper and Basic metals, respectively. When
comparing with the mean preserving elasticity the corresponding relative
biases are about 28 and 47 per cent. Overall, the two sets of estimated
industry-level input elasticities show substantial variation over the sample
period.
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Table 9.5. Expected firm-level elasticities and absolute values of
relative biases in per cent. Summary statistics based on annual results,

1972-1993
Expected  Dispersion preserving Mean preserving
firm-level ind.-level elasticity, ind.-level elasticity,
elasticity bias in per cent bias in per cent

Minimum Mean Maximum Minimum Mean Maximum

Pulp and paper

Scale 1074 4703 7383 9367 15733 19824 24594
Capital 0250 26414 41263 65761 28359 33908 39832
Labor Q172 1322 19131 49304 7189 10210 12843
Energy 0085 28235 30820 33798 144000 148260 158788
Materials 0567 15306 19251 21306 Q382 17263 27613
Basic metals

Scale 1106 Q353 4073 6816 8229 10525 14860
Capital 0125 1111 129207 1457500 14312 24751 29605
Labor Q274 Q036 27147 89586 Q399 4946 13128
Energy 0214 17176 21428 27423 4804 15410 22874
Materials 0493 Q351 4073 6816 21679 29474 46667

Turning to the relative magnitude of the specific input elasticity esti-
mates, we find that whereas the firm-leeabital elasticityis somewhat
higher than the firm-levdhbor elasticityin Pulp and paper, and the dis-
persion preserving and the mean preserving aggregation experiment give
approximately the same result. In contrast, in Basic metals the labor elas-
ticity is substantially larger than the capital elasticity and the estimates of
the industry-level elasticities show more variability. While in Pulp and pa-
per the maximal relative biases are about 49 and 13 per cent for labor and
about 66 and 40 per cent for capital, when related to the dispersion pre-
serving and the mean preserving elasticity, respectively, the corresponding
measures of the relative bias for Basic metals are 90 and 13 per cent for
labor and still higher for capital. The dispersion preserving capital elas-
ticity in the latter industry is very low at the start of the sample period,
increases to about 0.15 in 1992 and again decreases substantially in the ul-
timate year. The mean bias exceeds 125 per cent. For the mean preserving
elasticity we find a maximal bias of about 30 per cent.

Theenergy elasticityhas, for Pulp and paper, the lowest estimate among
the expected firm-level elasticities, 0.09. The dispersion preserving and
mean preserving elasticities are about 0.12 and 0.03, respectively, and
show almost no year-to-year variation. This corresponds to relative biases
of about 34 and 159 per cent, respectively. In Basic metals the two ag-
gregation experiments for the industry-level elasticities yield rather equal
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Table 9.6. Industry-level scale and input elasticities, by yeatr.
Dispersion preserving and mean preserving values

Dispersion preserving elasticity Mean preserving elasticity

Year Scale Capital Labor Energy Materials Scale Capital Labor Energy Materials

Pulp and paper

1972 1168 Q160 Q193 Q120 Q0695 Q900 Q192 Q190 Q034 0483
1973 1166 Q156 Q186 Q125 0699 0896 (0192 (0188 Q035 (0481
1974 1185 Q151 Q194 Q126 Q715 Q923 Q187 Q192 Q035 Q508
1975 1181 Q163 Q191 Q125 Q703 Q925 Q183 Q191 Q035 0515
1976 1179 Q170 Q182 Q124 Q704 0928 (0184 Q191 Q035 0518
1977 1172 Q192 Q192 Q119 0669 Q901 Q192 Q195 Q034 Q480
1978 1166 Q184 Q181 Q122 Q679 Q903 0188 Q197 Q034 0484
1979 1165 Q173 Q177 Q125 Q690 0899 (0187 Q195 Q035 0482
1980 1163 Q180 Q174 Q121 0688 0891 Q189 Q197 Q034 Q471
1981 1162 Q183 Q160 Q122 0696 Q0895 Q189 Q194 Q034 0477
1982 1162 Q172 Q152 Q124 Q714 Q910 Q179 Q192 Q035 0504
1983 1155 Q186 Q148 Q120 Q701 0889 Q188 Q191 Q034 Q477
1984 1152 Q180 Q146 Q121 Q705 0887 Q188 Q190 Q034 Q475
1985 1154 Q178 Q141 Q123 Q713 0887 Q189 Q191 Q034 Q474
1986 1159 Q184 Q149 Q123 Q702 0886 Q190 Q194 Q034 Q469
1987 1159 Q183 Q144 Q123 Q709 0896 Q185 Q192 Q034 (0486
1988 1154 Q180 Q127 Q128 Q720 Q902 (0181 Q187 Q035 0499
1989 1151 Q181 Q127 Q127 Q716 Q0893 Q183 Q188 Q035 0486
1990 1151 Q183 Q127 Q126 Q714 Q0892 Q0184 Q190 Q035 0484
1991 1150 Q185 Q120 Q129 Q716 0895 (0183 0189 Q035 0487
1992 1127 Q194 Q115 Q122 Q697 0865 Q186 Q185 Q034 0459
1993 1134 Q198 Q117 Q122 Q697 0862 Q195 0189 Q033 Q444

(Continued on next page

results. Estimation by the naive approach produces maximal biases at
about 27 and 23 per cent, relative to the dispersion preserving and the
mean preserving elasticities, respectively.

Since neither the mean nor the covariance matrix of the log-input vec-
tor very rarely is time invariant, the assumptions underlying the dispersion
and mean preserving aggregation experiments may seem too simplistic.
It may be worthwhile to consider intermediate cases in which a weight-
ing of the two extremes is involved. Some experiments along these lines
suggest, contrary to what might be anticipated, that the expected firm-
level elasticity is not uniformly closer to this weighted average than to
either of the limiting cases. Still, the overall evidence from the above
results, confined to the two synthetic aggregation experiments, gives a
definite warning against using ‘raw’ firm-level elasticities to represent
industry-level elasticities. As a basis for comparing patterns of produc-
tivity growth across countries, both naively aggregated input elasticities
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Table 9.6. (Continued)

Dispersion preserving elasticity Mean preserving elasticity
Year Scale Capital Labor Energy Materials Scale Capital Labor Energy Materials

Basic metals

1972 1180 Q008 0360 Q206 Q606 1002 Q167 Q270 Q186 Q379
1973 1187 Q028 0358 Q183 0618 1005 Q169 Q280 Q182 Q375
1974 1177 Q056 Q325 Q169 0627 Q994 Q177 Q260 Q174 Q383
1975 1183 Q044 Q326 Q172 Q641 1022 Q164 0268 Q184 Q405
1976 1174 Q049 Q326 Q189 Q610 1004 Q161 Q278 Q195 Q371
1977 1174 Q049 Q327 Q199 Q598 1019 Q161 Q285 Q187 Q386
1978 1152 Q096 0266 Q187 Q604 1002 Q173 0254 Q178 Q396
1979 1159 Q072 Q275 Q195 Q618 1011 Q167 Q262 Q183 Q400
1980 1162 Q073 0290 Q196 Q603 Q998 Q165 0276 Q191 Q366
1981 1160 Q106 Q276 Q183 Q595 Q992 Q172 Q267 Q183 Q370
1982 1151 Q140 Q240 Q165 Q606 Q991 Q175 Q258 Q180 Q379
1983 1144 Q126 Q224 Q176 Q618 1004 Q165 0260 Q187 Q392
1984 1148 Q116 0237 Q183 0613 Q995 Q165 Q268 Q191 Q371
1985 1149 Q153 0219 Q144 Q632 Q992 Q172 Q262 Q179 Q378
1986 1144 Q143 Q213 Q161 0627 Q988 Q169 0259 Q186 0374
1987 1149 Q159 Q202 Q139 Q649 1000 Q171 Q261 Q178 Q390
1988 1145 Q150 Q190 Q139 Q667 1004 Q170 0253 Q179 Q403
1989 1141 Q139 Q185 Q138 0679 1013 Q160 0266 Q186 Q401
1990 1138 Q144 Q175 Q147 Q672 1006 Q163 0257 Q187 Q398
1991 1135 Q123 Q188 Q170 Q654 1007 Q155 Q269 Q198 Q384
1992 1113 Q154 Q145 Q174 Q640 Q963 Q163 0243 Q204 0353
1993 1110 Q062 Q185 0223 Q641 1008 Q109 Q306 Q257 Q336

and time-invariant elasticities estimated solely from aggregate time series
of output and inputs are potentially misleading.

9.6. Conclusion and extensions

This paper has been concerned with the aggregation of micro Cobb-—
Douglas production functions to the industry level when the firm specific
production function parameters and the log-inputs are assumed to be inde-
pendent and multinormally distributed. First, we have provided analytical
approximations for the expectation and the higher-order origo moments
of output, as well as conditions for the existence of such moments. These
existence conditions turn out to be rather strong in the present case: only
the first- and second-order moments exist. To some extent, this is due to
our simplifying normality assumption, so that products of two vectors,
both with support extending from minus to plus infinity, will enter the ex-
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ponent of the expression for the moments of output. This suggests that
investigating truncated distributions, in particular for the coefficients, may
be an interesting topic for further research. Relaxation of normality and/or
truncation is, however, likely to increase the analytical and numerical com-
plexity of the aggregation procedures.

Second, we have shown how an industry-level production function, ex-
pressed as a relationship between expected output and expected inputs,
can be derived and how discrepancies between correctly aggregated in-
put and scale elasticities and their expected counterparts obtained from
micro data can be quantified. It is quite obvious that the non-linearity of
the mean production function combined with random coefficient varia-
tion across firms implies that the correctly aggregated coefficients in the
‘aggregate Cobb—Douglas production function’ are not strict technology
parameters — not even to an acceptable degree of approximation — as they
also depend on the coefficient heterogeneity and the covariance matrix
of the log-input vector; cf. the quotation froffelipe and Fisher (2003,

p. 209)in the introduction. The parameters characterizing our non-linear
micro structure are not recoverable from time series of linearly aggregated
output and input volumes. If agencies producing aggregate data could fur-
nish macro-economists not only with simple sums and arithmetic means,
but also with time series for other aggregates, say means, variances and
covariances of logged variables, coefficients of variation, etc., they would
have the opportunity to go further along the lines we have indicated. Our
empirical decompositions have given evidence of this. Anyway, our results
may provide guidance in situations where only aggregated data are avail-
able, and where applications such as forecasting of productivity changes
and policy analysis could benefit from undertaking sensitivity analysis.

To indicate the possible range of the appropriately aggregated Cobb—
Douglas parameters, we have provided results for the limiting dispersion
preserving and mean preserving cases. However, the experiment underly-
ing our definition of the mean preserving elasticities is one in which the
variances of the log-inputs, but none of their covariances, are allowed to
change. This simplifying assumption may have affected some of the above
conclusions. An interesting alternative may be to assume that the correla-
tion matrix of the log-input vector, rather than the covariances, is invariant
when the variances change.

The dispersion preserving scale elasticity is substantially higher than
the expected firm-level scale elasticity for both industries and in all the
years. For the mean preserving counterpart the differences are smaller: for
Pulp and paper the firm-level elasticity exceeds the aggregate elasticity in
all years. It is worth noting that the ranking of the industry-level and the
expected firm-level input elasticities do not coincide, and in addition, the
former changes over time.
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An assumption not put into question in this paper is zero correlation
between the production function parameters and the log-inputs. An inter-
esting extension would be to relax this assumption, for instance to model
the correlation. Simply treating all parameters as fixed and firm specific
would, however, imply wasting a substantial part of the sample, since a
minimal time series length is needed to estimate firm specific fixed para-
meters properly.

Whether an extension of our approach to more flexible micro technolo-
gies, like the CES, the Translog, or the Generalized Leontief production
functions, is practicable is an open question. First, exact-moment formulae
will often not exist in closed form, and it may be harder both to obtain use-
ful analytical approximations for expected output and to verify and ensure
the existence of relevant moments. Second, if the two normality assump-
tions are retained, the problems of non-existence of higher-order moments
are likely to increase since, for example, the Translog and the Generalized
Leontief functions contain second-order terms. On the other hand, relax-
ing normality, in favor of truncated or other less heavy-tailed parametric
distributions, will most likely increase the analytical complexity further.
Then abandoning the full parametric approach may be the only way out.
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Appendix A9. Proofs

A9.1. Proof of Equation(9.11)
Inserting for the density of,
1

f(©) = (@2m)~ D2 ggp| /2 exp[—éa/zg;a},

we find that the last expectation (8.10)can be written as

1
H, = Eg{exp[(ru; + rz,u%Z’xx)S + érZS/Exx(S]}
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/ 1 2¢/
=f expla(r)'s + =r28' 2,8 | £(8) ds
Rnt+1 2
= (2m) D/ g 71/2 / exp[ A (8)] d8, (A9.1)
Rnt+1

wherea(r) = riy, +r? Xy g, M(r) = Eﬁ‘ﬂl —r2y,., and

/ 1 / 1 1 -1
A(8) =a(r)é — 56 M(r)s = Ea(r) M(r) ~a(r)

— %[5/ —a(rYM@) M@)[8 — M) )] (A9.2)
Since integration goes ov&"t1, we can substitutg = § — M (r) " La(r),
giving

Hy = |Zgp| "2 exp[%a(r)/M(r)lam]

X / (2r)~ (D72 eXp|:—1/Zq/M(r)qi| dg.
Rn+l

The integrand resembles a normal density function, Witfx) occupying
the same place as theverseof the covariance matrix of. Thus, the
latter integral after division byM (r)~1|1/2 equals one for any and any
positive definiteM (r), which implies

1
/ (2r) =+ D2 exp[——q/M(r)q} dg = |MH~YM2.
R+l 2
We can then express, in closed form as

H, = | Zg5|" 12 exp[%a(r)/M(r)—la(r)]}M(r)]‘l/2

1 _
- exp[éa(r)/M(r)_la(r)]|EﬂﬁM(r)| 2

which, inserted int¢A9.1), yields

E(Y") = |M() Zps|
1 1 2,/ 1 / -1
X exp[mxuﬁ t5r (hpZxxip + ouu) + Ea(r) M(r) a(r)]-
(A9.3)
Inserting fora(r) and M (r) completes the proof.



Cobb-Douglas Production Functions 253
A9.2. Proof of Equation(9.26)

The first three components of[lGi1(Y)], as given by(9.25) respond to
changes inx; and the last three elements respond to changes jnin-
serting in(9.7)from (9.2) and (9.3)we obtain
Oyy = Oqa + 2L;0pq + M;Eyyﬂz =+ M;/ Dy + (XY 222 + ouus
M; 2ppXixiip = U;azzzﬂy + M;Eyyzzzﬂy,
/L%ZXXEﬂﬁZ‘xx,uﬁ = M;/Zzzzyyzzzﬂ)w
Differentiating the various terms i(0.25) with respect tou, and X,
(Lutkeponhl, 1996Section 10.3.2, Equations (2), (5) and (21)) we get

Iy  dphpmp)  O(Mipy)

) A9.4
Itz Iz oz oy ( )
do A(U,oay) (U, Xy phz)
auyy =2 azuw * Zauyy = = 20ya + yy ). (A9.5)
Zz Z Zz
8(#;2/3;32“6/1/3) _ 3(“;2)/)/2&“1/) =5, Telty. (A9.6)
Itz Itz -
doy,  O(u, X Itr(x,, X
oy _ Oy Zzetty) Gy v, (A9T)
00X, 00X, 00X, ¥
(' Zpp Txxip) _ (0 Xzzthy) n AW, Xyy Zozpty)
20X, X, 00X,
IMr(oyq Teztty)  Atr(u.Zyy Zoopty)
= gaz 282 = UyOpy + Hy I Dy,
Iz 2z
(A9.8)
a(ﬂ:gzxxzﬂﬂzxxﬂﬂ) _ a(M;EzzEy}/EZZMV)
20X, B 90X,
dtr(u; XXy Xazity)
= L 5 = ,val/v;/ XXy + EVVEZZILVM;/'
“ (A9.9)
It follows from (9.25)and(A9.4)—(A9.9) that
dIn[G1(Y)]
T =y +0oya + Xyy (z + Zozity), (A9.10)
Z
9In[G1(Y)] 1
Tor. T E(My/i;/ + Xyy iy, T Dy

+ Eyyzzzuyu;) + My(a;a + 1Ty (A9.11)
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Since, from(9.19) A IN[E(Z)] = A(u, + 30,), we have

dIn[G1(Y)]
3 IN[E(2)]
Wy +0ya + Xy (g + Xz ity), when X', is constant
_ ) diagMuy p), + Zyy + pypy, X2 Xy, whenp, and the
+ Xy Zozity i), off-diagonal elements
+2uy, (o), +u.2,)1, of X, are constant
rve e - (A9.12)

which completes the proof.

Appendix B9. Details on estimation and data

B9.1. Details on the ML estimation

We consider, for convenience, our unbalanced panel data sétoén-

dix B9.2 below) as a data set where the firms are observed in at least 1
and at mostP years, and arrange the observations in groups according
to the time series lengths (a similar ordering is useBiwrn, 2004. Let

N, be the number of firms which are observegigears (not necessarily
the same and consecutive), lép) index theith firm among those ob-
served inp years, and let from now onindex the observation number

(t = 1,..., p) rather than calendar time. The production functjeri),

can then be written as

Yip)t = X(ipyBiip) + tiipts
p=1...,P;i=1...,Nyt=1...,p, (B9.1)
wheregf;,,) is the coefficient vector of firntip). InsertingB,y = ng +
dip) We get
Yipy = Xipyttp + Vipy  Wipy = XipySiip) T ipy-  (89.2)

Stacking thep realizations from firmip) in yip) = [Yip)1, - - - Yip)pl's

Xip) = ap1s - > Xpypls wip) = it -+ uippl’s @Ay =
(Wip)1s - - - Yip)pl, we can write(B9.2) as

Yip) = Xphp +¥aps  Yap) = X(ipSup) + ap)s (B9.3)
where, from(9.2)—(9.4)

Vip | Xip) ~ N0, £2¢p)), Rap) = X(1p)2 X ip) + ouulp, (B9.4)
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and/, is the p-dimensional identity matrix. The log-likelihood function
is therefore

P Np

m 1
L= —3 In(27) — > Z Z{'n |2¢ip)
p=li=1
+ D) = X 161 2 Dp) = Xy 11} (89:9)

whe_re;_n_z Z;):l PN,. '_I'he ML estimator_s_ ofug, oyu, $2) foI_Iow by

maximizing £. The solution may be simplified by concentratifgover

up and maximizing the resulting function with respecbig and the un-
known elements of2.

B9.2. Data

The data are from the years 1972-1993 and represent two Norwegian
manufacturing industries, Pulp and paper and Basic mefatde B9.1
classifying the observations by the number of years, &ide B9.2 sort-

ing the firms by the calendar year in which they are observed, shows the
unbalanced structure of the data set. There is a negative trend in the num-
ber of firms for both industries.

The primary data source is the Manufacturing Statistics database of
Statistics Norway, classified under the Standard Industrial Classification
(SIC)-codes 341 Manufacture of paper and paper products (Pulp and pa-
per, for short) and 37 Manufacture of basic metals (Basic metals, for
short). Both firms with contiguous and non-contiguous time series are in-
cluded. Observations with missing values of output or inputs have been
removed. This reduced the effective sample size by 6-8 per cent in the
two industries.

In the description below, MS indicates firm-level data from the Man-
ufacturing Statistics, NNA indicates data from the Norwegian National
Accounts, which are identical for firms classified in the same National
Account industry.

Y: Output, 100 tonnes (MS)
K = KB + K M: Total capital stock (buildings/structures plus
machinery/transport equipment), 100 000 1991-NOK (MS, NNA)
L: Labor input, 100 man-hours (MS)
E: Energy input, 100 000 kWh, electricity plus fuels (MS)
M = CM/QM: Input of materials, 100 000 1991-NOK (MS, NNA)
C M: Total materials cost (MS)
QO M: Price of materials, 199%& 1 (NNA)



256 E. Bigrn, T. Skjerpen and K. R. Wangen
Table B9.1. Number of firmgN,) by
number of replications(p)

Pulp and paper Basic metals
p N, P N pP N P N pP
22 60 1320 44 968
21 9 189 2 42
20 5 100 4 80
19 3 57 5 95
18 1 18 2 36
17 4 68 5 85
16 6 96 5 80
15 4 60 4 60
14 3 42 5 70
13 4 52 3 39
12 7 84 10 120
11 10 110 7 77
10 12 120 6 60
09 10 90 5 45
08 7 56 2 16
07 15 105 13 91
06 11 66 4 24
05 14 70 5 25
04 9 36 6 24
03 18 54 3 9
02 5 10 6 12
01 20 20 20 20
Sum 237 2823 166 2078

Output The firms in the Manufacturing Statistics are in general multi-
output firms and report output of a number of products measured in both
NOK and primarily tonnes or kg. For each firm, an aggregate output mea-
sure in tonnes is calculated. Hence, rather than representing output in the
two industries by deflated sales, which may contain measurement errors
(seeKlette and Griliches, 1996and recalling that the products from the
two industries are relatively homogeneous, our output measures are actual
output in physical units, which are in several respects preferable.

Capital stock The calculations of capital stock data are based on the per-
petual inventory method, assuming constant depreciation rates. We com-
bine firm data on gross investment with fire insurance values for each of
the two categories Buildings and structures and Machinery and transport
equipment from the MS. The data on investment and fire insurance are
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Table B9.2. Number of firms by calendar year

Year Pulp and paper Basic metals
1972 171 102
1973 171 105
1974 179 105
1975 175 110
1976 172 109
1977 158 111
1978 155 109
1979 146 102
1980 144 100
1981 137 100
1982 129 99
1983 111 95
1984 108 87
1985 106 89
1986 104 84
1987 102 87
1988 100 85
1989 97 83
1990 99 81
1991 95 81
1992 83 71
1993 81 83
Sum 2823 2078

deflated using industry specific price indices of investment goods from the
NNA (1991 = 1). The depreciation rate is set to 0.02 for Buildings and
structures and 0.04 for Machinery and transport equipment. For further
documentation, seRigrn et al. (2000, Section 4; 2003a)

Other inputs From the MS we get the number of man-hours used, total
electricity consumption in kWh, the consumption of a number of fuels
in various denominations, and total material costs in NOK for each firm.
The different fuels are transformed to the common denominator kWh by
using estimated average energy content of each fuel, which enables us to
calculate aggregate energy use in kWh for each firm.
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Abstract

Despite the significant growth of macroeconomic and financial empiri-
cal panel studies the modeling of time dependent variance—covariance
processes has not yet been addressed in the panel data literature. In this
paper we specify a model that accounts for conditional heteroskedasticity
and cross-sectional dependence within a typical panel data framework. We
apply the model to a panel of monthly inflation rates of the G7 countries
over the period 1978.2-2003.9 and find significant and quite persistent
patterns of volatility and cross-sectional dependence. We then use the
model to test two hypotheses about the interrelationship between infla-
tion and inflation uncertainty, finding no support for the hypothesis that
higher inflation uncertainty produces higher average inflation rates and
strong support for the hypothesis that higher inflation is less predictable.

Keywords: dynamic panel data models, conditional heteroskedasticity,
cross-sectional dependence, GARCH models, inflation uncertainty

JEL classifications:C33, C15
10.1. Introduction

The empirical panel data literature on financial and macroeconomic is-
sues has grown considerably in the few past years. A recent search of
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ECONLIT using the keyword phrases “financial panel data” and “macro-
economic panel data” produced 687 and 309 hits respectiveliile it

is well known that most financial and macroeconomic time series data are
conditionally heteroskedastic, rendering traditional estimators consistent,
but inefficient, this rapidly growing literature has not yet addressed the is-
sue. On the other hand, sophisticated multivariate GARCH models already
are in wide use but they are confined to a time series cofitext.

In this paper we specify a panel model that accounts for conditional
heteroskedasticity and cross-sectional correlation. The model is used to
characterize the patterns of volatility and cross-sectional dependence of
inflation in the G7 countries and to evaluate the hypotheses that (i) higher
inflation uncertainty produces higher average inflation rates and (ii) higher
inflation rates become less predictable. The main contribution of the paper
is to account for a time dependent error covariance processes in panel
models with fixed effects (dynamic or static), thus opening an avenue for
empirical panel research of financial or macroeconomic volatility.

Although the volatility processes can be studied on an individual ba-
sis (i.e. country by country) using existing GARCH models (ezmgle,

1982 Engleet al., 1987 Bollerslevet al., 1988 Bollerslev, 1990, panel
modeling is still worth pursuing since taking into account the cross-
sectional dependence will increase efficiency and provide potentially im-
portant information about patterns of cross-sectional dependence.

It is important to remark, though, that identification of time depen-
dent variance—covariance processes in panel data is feasible as long as
the cross-sectional dimensiavi is relatively small since the number of
covariance parameters will increase rapidly otherwise, which limits the
applicability of the model to relatively small and largel’ panels?

The rest of the paper is organized as follows. In Sectior2 we for-
mulate the basic panel model with conditional heteroskedastic and cross-
sectionally correlated disturbances and briefly discuss some special cases
and generalizations. Sectid®.3 discusses the strategy that will be fol-
lowed in order to determine the presence of time dependent variance—
covariance processes and to specify a preliminary panel model with such
effects. Sectiorl0.4provides the empirical results, characterizing volatil-
ity and cross-sectional dependence in the G7 countries, as well as testing
two hypotheses about the interrelationship between inflation and its pre-
dictability. Finally, SectiorLl0.5concludes.

1 search conducted November 8, 2004.

2 seeBollerslevet al. (1992)for a survey on ARCH models. For a comprehensive survey
on multivariate GARCH models s&auwenst al. (2003)

3 Phillips and Sul (2003point out this limitation in the context of heterogeneous panels
with (unconditional) cross-sectional dependence.
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10.2. The model

Consider the following dynamic panel data (DPD) model with fixed ef-
fects?

Vit = Wi + Vi1 +XieB +uir, i=1...,N,t=1...,T,(10.1)

whereN andT are the number of cross sections and time periods respec-
tively; y;; is the dependent variable, is an individual specific effect,
which is assumed fixeds;; is a row vector of exogenous explanatory
variables of dimensioik, and 8 is ak by 1 vector of coefficients. We
assume that the AR parameter satisfies the condjipr< 1 and thatT

is relatively large so that we can invoke consistency of the Least Squares
estimators. In the casep = 0, the process given by Equati¢h0.1) be-
comes stati€. The disturbance term;, is assumed to have a zero mean
normal distribution with the following conditional moments:

() Eluiujs/ui—1,ujs—11 = o2 fori = jandt =s,

[
(ii) Elujiujs/uir—1,ujs—11 = o0ij; fori # jandr =s,
(iii) Elujiujs/ui—1,ujs—11=0 fori = jandr #s,
(V) Elujtujs/uii—1,ujs—11 =0 fori # jandr #s.

(10.2)

Assumption (iii) states that there is no autocorrelation while assump-
tion (iv) disallows non-contemporaneous cross-sectional correlation.
Assumptions (i) and (ii) define a very general conditional variance—
covariance process; some structure needs to be imposed in order to make
this process tractable. We propose the following specification which is an
adaptation of the model iBollerslevet al. (1988)

o*l-% =a; + 803,71 + V“iz,zfl’ i=1...,N, (10.3)

Oijr = Mij + A0ij—1+ pui—1uj—1, I F#J. (10.4)

The model defined by EquatiofiB0.1)(conditional mean),10.3)(con-
ditional variance) andq10.4) (conditional covariance) is simply a DPD

4 This class of models is widely known in the panel data literature. B#agi (2001)
andHsiao (2003Yor details.

5 For dynamic models with fixed effects and i.i.d. errors, it is well known that the LSDV
estimator is downward biased in smallsamples. See, for exampleiyiet (1995).

6 It is worth emphasizing that we are only considering the case of stationary panels. In
practice, we will have to assure that all variables are indeed station@@pr

7 Ruling out autocorrelation might be a restrictive assumption but it is convenient because
of its simplicity. In practice, we will need to make sure that this assumption is not violated.
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model with conditional covariance. Thus, we can use the acronym DPD-
CCV2 Modeling the conditional variance and covariance processes in this
way is quite convenient in a panel data context since by imposing a com-
mon dynamics to each of them, the number of parameters is considerably
reduced. In this case there a(r%N(N + 1) + 4) parameters in the co-
variance matrix. It is important to emphasize tf{id.3) and (10.4imply
that the conditional variance and covariance processes follow, respectively,
a common dynamics but their actual values, however, are not identical for
each unit or pair of units (conditionally or unconditionally).

It can be shown that the conditioas> 0,(§+y) < 1,and(A+p) < 1
are sufficient for the conditional variance and covariance processes to con-
verge to some fixed (positive in the case of the variance) values. However,
in general there is no guarantee that the covariance matrix of disturbances
be positive definite (at each point in time) and that it converges to some
fixed positive definite matrix. Thus, assuming positive definiteness of the
covariance matrix, the error structure of the model will reduce, uncon-
ditionally, to the well-known case of groupwise heteroskedasticity and
cross-sectional correlation.

In matrix notation and assuming given initial valugg Equation(10.1)
becomes

y[:[L+Z[0+ut, t:].,...,T, (105)

wherey;, u,, are vectors of dimensioN x 1. The matrixZ, = [y,_1:X;]
has dimensionV x (K + 1), p is aN x 1 vector of individual specific
effects, and) = [¢:B8']’ is a conformable column vector of coefficients.
Given our previous assumptions tNedimensional vector of disturbances
u, will follow a zero-mean multivariate hormal distribution, denoted as
u;, ~ N(O, £2,). The covariance matri¥2, is time dependent and its
diagonal and off-diagonal elements are given by Equat{@@s3) and
(10.4) respectively. The vector of observatiopsis therefore condition-
ally normally distributed with meanu(+ Z;0) and variance—covariance
matrix £2,. Thatis,y;, ~ N(n + Z,0, £2,) and its conditional density is

1
FO/Ze, 1,0, 9) = (2m)N219,17Y2 exp(—§>(yt — 1 —Z0)

x 274y —n—2:6), (10.6)

8 We should remark that Equatio(0.3) and (10.43ould have a more general GARCH
(p, q) formulation.
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whereg includes the parameters in Equatiqi®.3) and (10.4)For the
complete panel we have the following log-likelihood function:

NT 1\ « 1\ <
l=—(7> In(2n)—<§) E |n|~9z|—<§) E i —m—Z:0)
=1 =1

27Ny —n—29). (10.7)
This function is similar to those derived in the context of multivariate
GARCH models (e.gBollerslevet al., 1989.1° It can be shown straight-
forwardly that if the disturbances are cross-sectionally independent the
N x N matrix £2, becomes diagonal and the log-likelihood function takes
the simpler form:

1=——| (Zn)——ZZIn 1(9))

i=11t=1

1SN (i — i — ¢yn 1= Xiuf)®
_z (10.8)
222 o2 (p)

Further, in the absence of conditional heteroskedasticity and cross-
sectional correlation the model simply reduces to a typical DPD model.

Even though the LSDV estimator in Equati@@0.1)is still consistent
it will no longer be efficient in the presence of conditional heteroskedastic
and cross-sectionally correlated errors, either conditionally or uncondi-
tionally. In this case, the proposed non-linear MLE estimator based upon
(10.7) or (10.8) (depending on whether we have cross-sectionally corre-
lated disturbances or not) will be appropriate. Note that, by using the MLE
estimator we are able to obtain both the parameters of the conditional mean
and conditional variance—covariance equations while the LSDV estimator
will only be able to compute the coefficients in the mean equation.

It is well known that under regularity conditions the MLE estimator
is consistent, asymptotically efficient and asymptotically normally dis-
tributed. Also it is known that these properties carry through when the

9 1t should be remarked that the normality assumption may not hold in practice leading
to Quasi-MLE estimation. Se@avidson and McKinnon (1993pr a general discussion.
Although this issue needs further investigation it is worth pointing outBladierslev and
Wooldridge (1992¥ind that the finite sample biases in the QMLE appear to be relatively
small in time series GARCH models.

10 Also it is similar to the log likelihood function derived in the context of prediction error
decomposition models for multivariate time series. See for exaByaekwell and Davis

(1991)andHarvey (1990)
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observations are time dependent as is the case of multivariate GARCH
processes. Therefore, the MLE estimatofi0.7)or (10.8)is asymptot-
ically normally distributed with mean equal to the true parameter vector
and a covariance matrix equal to the inverse of the corresponding informa-
tion matrix. It is important to note that these asymptotic properties would
hold for N fixed andT approaching to infinity since we are modeling the
N-dimensional vector of disturbances of the panel as a multivariate time
series process.

Estimation of the DPDCCV model will be made by direct maximization
of the log-likelihood function given b{10.7) using numerical methods.

The asymptotic covariance matrix of the MLE estimator of this type will

be approximated by the negative inverse of the Hessidrevaluated at

MLE parameter estimates. It is important to remark that the total number
of coefficients to be estimated depends on the squared cross-sectional di-
mension of the panely2, which in practice suggests applying the model

to relatively smallN panels in order to make the estimation feasible and
to retain the asymptotic properties, namely consistency and efficiency, of
this estimator-2

In practice, the individual effects in the mean equation may not be sig-
nificantly different from each other giving rise to a mean equation with a
single intercept (often called “pooled regression model”). Also, it is possi-
ble that the conditional variance or covariance processes do not exhibit in-
dividual effects. A combination of these possibilities could occur as well.

A completely heterogeneous panel with individual specific coefficients for
all the parameters in the mean and variance—covariance equations can also
be considered, although in this last case we can run into estimation prob-
lems given the considerably large number of parameters that will arise
even if the number of cross sections is relatively small.

Finally, it is worth mentioning some alternative specifications for the
variance and covariance processes along the lines of those developed in
the multivariate GARCH literature. For example, a variation of Equa-
tion (10.4)that specifies the analogous of the constant correlation model
as inBollerslev (1990)r its generalized version, the dynamic conditional
correlation model, given iEngle (2002) Also, depending on the particu-
lar subject of study, exogenous regressors can be included in the variance
equations as well as the variance itself can be included as a regressor in
the conditional mean equation, as in multivariate M-GARCH-M models.

11 we use the GAUSS Optimization module.

12 |n this paper we only consider small valuesif Further work will focus on using ex-
isting multivariate GARCH two-step methods which allow consistent, although inefficient,
estimation of a considerably large number of parameters as would be the case oNlarger
panels. Se&ngle (2002)andLedoitet al. (2003)
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10.3. Empirical strategy

Since the proposed DPDCCV models are non-linear and estimation by di-
rect maximization of the log-likelihood can be tedious work, it may be
helpful to make some preliminary identification of the most appropriate
model. In what follows we outline an empirical methodology for this pur-
pose although it should be remarked that it is only done in an informal
way.

Two issues are fundamental in our empirical strategy: (i) Specifying
the best model for the mean equation and (ii) Identifying conditional
variance—covariance processes in the panel. We consider that, provided
there are a large enough number of time series observations so that we can
rely on consistency of LS estimators, these issues can be addressed using
conventional panel data estimation results as we discuss next.

10.3.1. Specifying the mean equation

An important issue in empirical panel work is the poolability of the data.
In the context of Equatio(il0.1)we need to determine whether there are
individual specific effects or a single intercéptFor this purpose we can
test for individual effects in the mean equation using the LSDV estimator
with a heteroskedasticity and autocorrelation consistent covariance matrix,
along the lines otWVhite (1980)and Newey and West (1987#@stimators
applied to panel*

Under the assumption of cross-sectional independence, and for models
where the variance process is identical across units, the LSDV and OLS
estimators respectively are still best linear estimators. However if the vari-
ances are not equal across units the unconditional variance process will
differ across units and the previous estimators will no longer be efficient.
Given that we do not know a priori the appropriate model and that we may
have autocorrelation problems in practice, it seems convenient to use a
covariance matrix robust to heteroskedasticity and autocorrelation. Specif-
ically, we can test the null hypothedi®: w1 = u2 = --- = uy by means
of a Wald-test, which will follow 59((21\1_1) distribution asymptotically.

13 From a much broader perspective, however, we need to determine if full heterogeneity
or some form of pooling is more appropriate for the conditional mean equation.

14 Arellano (1987)has extended White's heteroskedasticity consistent covariance estima-

tor to panel data but this estimator is not appropriate here since it has been formulated for
smallT and largeN panels which is not our case.
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10.3.2. Identifying conditional variance—covariance processes

Once we have determined a preliminary model for the mean equation,
we can explore the possibility of a time dependent pattern in the variance
process by examining whether the squared LSDV or LS residuals (de-
pending on whether individual specific effects are included or not in the
mean equation) exhibit a significant autocorrelation patteibepending
upon the number of significant partial autocorrelations obtained we can
choose a preliminary order for the variance process. As a practical rule,
we can consider an ARCH (1) process if only the first lag is significant, or
a GARCH (1, 1) if more lags are significant.

A related important issue is to determine if there are individual effects
in the variance process. This can be done by testing for individual ef-
fects in the AR regression of squared residuals. Complementarily, a test
for unconditional groupwise heteroskedasticity (which can be done in a
conventional way) can lead us to decide for individual effects in the vari-
ance process if the null hypothesis is rejected.

Next, we can carry out a conventional test for the null hypothesis of no
cross-sectional correlation (unconditionally) which if not rejected will al-
low us to consider the simpler model under cross-sectional independence
as a viable specification. Rejection of the previous hypothesis will indicate
that the (unconditional) covariance matrix of tNevector of disturbances
is not diagonal making it worth to explore a possible time dependent pat-
tern of the covariance among each pair of units. This can be done in a
similar way as outlined previously for the case of the variance. Specifi-
cally, we can examine if the cross products of LSDV or LS residuals show
a significant autocorrelation pattern. The inclusion of pair specific effects
in the covariance process can be decided after testing for individual effects
in the AR regression of cross products of residuals.

We need to remark that the previous guidelines can be quite helpful to
determine a preliminary specification of the model. However, in order to
determine the most appropriate model we need to estimate a few alterna-
tive specifications via maximum likelihood and compare the results. At
this point, it is important to make sure that all conditional heteroskedas-
ticity has been captured in the estimation. We can accomplish this in two
ways. First, we can add additional terms in the conditional variance equa-
tion and check for their significance. Second, we can test the squared
normalized residuals for any autocorrelation pattern. If significant patterns
remain, alternative specifications should be estimated and checked.

15 This argument is along the lines &ollerslev (1986)who suggests examining the
squared least squares residuals in order to determine the presence of ARCH effects in a
time series context.
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10.4. Inflation uncertainty in the G7 Countries

Several studies have found using time series GARCH models that inflation
uncertainty, measured by the estimated conditional variance, is a signifi-
cant phenomenon in the G7 and other countries, and that it interacts in
various ways with nominal or real variabl&In this paper we attempt
to characterize the conditional variance—covariance process of inflation in
the G7 countries taken as a panel. We also evaluate the hypotheses that
() higher inflation uncertainty increases average inflation and (ii) higher
inflation rates become less predictable. We use monthly observations on
inflation rates £) during the period 1978.2 to 200319.

Before proceeding, we evaluate the stationarity of the inflation process.
In Table 10.1we present time series as well as panel unit root tests for
inflation. In all cases the regression model for the test includes an intercept.
For each individual country, we use the Augmented Dickey—Fuller (ADF)
and Phillips—Perron (PP) tesThe results reject the null hypothesis of
unit root except in the cases of France and Italy when using the ADF test.
At the panel level, both.evin et al. (2002)z-star andim et al’s (2003)
t-bar and W {-bar) tests reject the null of unit root, which enables us to
treat this panel as stationas.

10.4.1. Conditional heteroskedasticity and cross-sectional dependence
in G7 inflation

In this section we present and briefly discuss the estimation results of
various DPDCCV models after performing some preliminary testing fol-
lowing the empirical strategy outlined in Sectid0.3 In all cases, we
consider an AR (12) specification for the mean equation since we are us-
ing seasonally unadjusted monthly data.

First, we test for individual effects in the mean equation. The Wald test
statistic (using White/Newey—West's HAC covariance matrix)((% =

16 see, for exampleCaporale and Caporale (2002pergis (1999)and Grier and Perry
(1996, 1998, 2000among others. It is also worth mentioning the seminal papé&tdiyert
Engle (1982)

17 These data are compiled from the International Monetary Fund's (IMF) International
Financial Statistics.

18 For the ADF and PP tests the number of lags was determined by th¢4taor100)>/9)

which gives a value of 5 lags in all cases.

19 It is important to remark that the alternative hypothesis is not the same. In Levin—Lin—
Chu test all cross sections are stationary with the same AR parameter while in the case
of Im, Pesaran and Shin the AR parameter is allowed to differ across units and not all
individual processes need to be stationary.
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Table 10.1. Time series and panel data unit root tests for inflation in
the G7 countries

Augmented Dickey— Phillips—Perrornz (p) Phillips—Perronz(r)
Fuller

Time series unit root tests

Canada —3.905 —260545 —-13174
France —-2.131 —71.268 —6.525
Germany  —5.464 —222100 —12.638
Italy —2.247 —68437 —6.282
Japan —5.521 —219774 —14.866
U.K. —3.525 —215237 —-12291
uU.S. —3.636 —96.258 —7.626
Panel data unit root tests

Pooled:-star test: —4.79577 (0.0000
(Levinet al,, 2009

t-bar test: —6.227 (0.0000
(Im et al, 2003

W (t-ban test: —14.258 (0.0000
(Im et al, 2003

The time series unit root tests correspond to the model with intercept only. For the Aug-
mented Dickey—Fuller (ADF) and the Phillips—Perron (PP) tests, the lag truncation was
determined by floor @"/100)2/9. For the ADF and PFZ(¢) tests, the approximate 1, 5
and 10 percent critical values ar€3.456, —2.878 and—2.570 respectively. For the PP
Z(p) test the approximate 1 percent critical value-®0.346. For the panel unit root tests,

the number of lags for each individual country was also set to ﬂ(mr_‘dOO)Z/g. Numbers

in parenthesis arg-values.

2.82, which is not significant at any conventional level and lead us to con-
sider a common intercept in the mean equation.

Secondly, we perform likelihood ratio tests for (unconditional) group-
wise heteroskedasticity and cross-sectional correlation obtaining the val-
ues ofx& = 25508 andy&, = 21428 respectively. These tests sta-
tistics are highly significant and indicate that the unconditional variance—
covariance matrix of disturbances is neither scalar identity nor diagonal.

More explicitly, these results show that there is significant uncon-
ditional groupwise heteroskedasticity and cross-sectional correlation.
Clearly, the second test suggests that the assumption of cross-sectional
independence does not hold in these data.

Next, in order to explore if a significant conditional variance—covariance
process exists, we estimate AR (12) regressions using the squared as well
as the cross products of the residuals taken from the pooled AR (12) mean
inflation regression. For the squared residuals, lag 1 is significant at the
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5% while lags 3, 9 and 12 are significant at the 1% level. In the case of the
cross products of residuals, lags 1, 3, 6, 7, 9 and 12 are significant at the
1% level?0

We also perform simple tests for individual effects in the previous AR
(12) regressions. We find that the null of no individual effects in the regres-
sion using squared residuals is rejected at the 5% significance level. This
result, together with the previous evidence on unconditional groupwise
heteroskedasticity, leads us to include individual effects in the conditional
variance equation. For the case of cross products of LS residuals, the joint
null of no pair specific effects is not rejected pointing to a covariance
process with a single intercepk.

To summarize, the preliminary testing suggests a dynamic panel model
without individual effects in the mean equation for inflation rates3. (
For both the conditional variance and conditional covariance processes,
a GARCH (1, 1) specification seems to be appropriate given the persis-
tence exhibited by the squares and cross products of the LS residuals
respectively. The variance and covariance equations may include individ-
ual specific and a single intercept respectively. This DPDCCV model will
be estimated and referred to as Model 2. We will also consider a few rele-
vant alternative specifications based on the following benchmark model:

12
it =+ Y Biti—j +ui, i=1...7 t=1...,296 (10.9)
j=1
0f =i + 807 4 +yuZ, . (10.10)
Oijt = Mij + ACjj1—1+ Ui —1Uj ;1. (10.11)

This model will be referred to as Model 3. Model 2 is a special case of
Model 3 in thatn;; = n in Equation(10.11) We also consider a model
with cross-sectional independence, which is defined by Equatidh9)

and (10.10pnly. This will be referred to as Model 1. For comparison, two
versions of the simple dynamic panel data (DPD) model without GARCH
effects are also considered. The first one, which includes country spe-
cific effects, is estimated using the LSDV as wellfaellano and Bond'’s

20 The results are available upon request.

211t is important to note, though, that 9 out of the 21 pair specific coefficients resulted
positive and significant at the 10% or less, indicating that a model with pair specific effects
in the covariance process may not be discarded.
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(1991) GMM estimators?2 The pooled regression model (common inter-
cept) is estimated by OLS

In Table 10.2we report some conventional DPD estimation results.
Two issues are worth noting. First, the estimated coefficients for the mean
equation are numerically quite close, although the GMM1 estimator is the
most efficient (as it would have been expected) and gives a higher number
of significant coefficients than the other estimators. Second, when com-
paring OLS and LSDV results we find that the (implied) values of the
log likelihood function are also quite close, which is congruent with the
non-rejection results from the Wald test for no individual specific effects
reported before.

Given the previous results, we consider that a specification without
country specific effects in the mean equation is justified and therefore we
use it for the DPDCCV models. The estimation results of these models
are shown infable 10.3 All of them were obtained by MLE. It should be
remarked that we estimated 22, 25 and 45 parameters in Models 1, 2 and
3 respectively.

Clearly, the last DPDCCV model (Model 3) outperforms all the other
models based on the value of the log-likelihood function. Notice that our
specification strategy picked Model 2 rather than Model 3, so that actu-
ally estimating several reasonable models is probably important to do in
practice. In what follows we use the results of Model 3 to characterize the
G7’s mean inflation process as well as its associated conditional variance
and covariance processes.

According to Model 3, the G7’s inflation volatility can be characterized
as a significant and quite persistent although stationary GARCH (1, 1)
process. Similarly, the results for the covariance equation indicate that this
process is also a quite persistent GARCH (1, 1).

We find that all individual specific coefficients in the variance equation
are statistically significant at the 1% level. Also, all but two of the pair
specific coefficients in the covariance equation are positive and about half
of them are statistically significant at the 10% level or &ss.

Some interesting patterns of individual volatility and cross-sectional de-
pendence among the G7’s inflation shocks are worth mentioning. First,

22 Given that we are dealing with a largeand smallN panel we only use the GMM1
estimator after restricting the number of lagged values of the dependent variable to be
used as instruments to a maximum of 7. Specifically, we use lags 13th through 19th as
instruments. See ald®altagi (2001, pp. 131-136pr details on these estimators.

23 For both OLS and LSDV we computed standard errors using White/Newey—West's HAC
covariance matrix.

24 These results as well as the ones we referred to in the rest of this section are available
upon request.
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Table 10.2. Conventional DPD estimation results

DPD Model (individual specific effects): LSDV estimator

Log likelihood = —569196

Mean: Tir = i + (603%)19* i1~ 0008 i + 00257 3
+ (S 05?*2* Tir—4+ ? 03)37Tn 5+ (3022)%* Ti—6+ (gc%?g Tir—7

+ 0.009n,,_8 + 0.012n,-,_9 — 0.013 7;;_10+ 0.046 7;;_11
(—0.58) (1.83*

+ (12;‘;)"3* Tir—12 + Ml[
Variance: 0 = 14.38

Covariance: a, i1 =0

DPD Model (individual specific effects): Arellano—Bond GMM1 estimator

Mean: Wit = Wi + (32312)75:6* Tit—1— 000% Ti—2 + (3052):!;2* Tjt—3
+ 0054 mj;_4+ 0033 7m;;_5+ 0.086 7w;;_g
(10.25)*** . (6.32)™** . (16.29)*** !
+ 0.046 mx; 7+OOO471 g+ 0.015 x; 9—00087r 10
(8.77)*** " (0.69 " .79** " (1.59 "
+ 0048 wir—11+ 0.446 mi_12+ Uy
(9.15** (86.96)***

Variance: a =1372
Covariance: al it =0

DPD Model (common intercept): OLS estimator

Log likelihood = —569245

Mean: =0.172+ 0.177 — 0007 0.026
Tit = (130)+(635)***ﬂ” 1 Pt )ﬂll‘ 2+( 3)7Ttt 3

+ 0,052 ;4 +0.034m;, 5+ 0087 my_g+ 0047 miy 7

.07** (155 (3.34)*** (2.14**
+ 0.0107;,_ +0.012 ir—9— 0.012 m;,_10+ 0.047 7;;_

05 )ﬂlt 8 z)”tt 9 (70'54)7[” 10 (1.85)*7[” 11
+(125£t);1>'z|<*7flt 12+ ity

Variance: 0 = 1425
Covariance: al =0

For each model we show the estimated mean equation followed by the estimated (or im-
plied) equations for the conditional variance and covariance processes. Values in parenthe-
sis arer-ratios. The-ratios for the OLS and LSDV estimators are based on White/Newey—
West's HAC standard errors. For the GMML1 estimator the number of lagged values of the
dependent variable to be used as instruments is restricted to a maximum of 7. Specifically,
we use lags 13th through 19th as instruments.

*indicate significance level of 10%.

**indicate significance level of 5%.

***indicate significance level of 1%.
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Table 10.3. Estimation results for the DPDCCV model

DPDCCV Model 1 (conditional variance only): MLE estimator

Log likelihood= —546622

Mean: mj; = 0.331 + 0193 m;;_1 — 0.036 7;,_ 2+0025nl, 3
(3.13*** (8,69 *** (=162 (116
+00367t 4+ooo4n 5+ 0071 m;;_g+ 0.060 m;_7
(1.64) t— 0.19) it— (338)*** it— (284)*** it—
+(()0%)7mz 8— (0 02??)”11 9+((>0%§1mz 10+(207%56 Tir—11
+(28944:)3ﬁ<*771t 12+ iy
Variance: o2 =o; + 0.769 azt .+ 0148 u” 1
(29.62)*** (6.90)***

Covariance: o, =0

DPDCCV Model 2 (conditional variance and covariance): MLE estimator

Log likelihood= —535561

Mean: i _(2092)(3‘1*+(6071-)§“§* i 1—(0039 T 2+oo%)2n,t 3
+(()0%)17rl, 4+c()01§n,, 5+(302)78 Tir_ 5+(00)(>3k§*7r” 7
+0.0227r~ _g— 0.026 m;;_g+ 0.034m;;,_10+ 0.052 m7;;_

(1.06 it—8 (12D it—9 (1.60) it—10 (2.49)**”1t 11
+ 0443 it — 12+ Uy
(2L27)**
Variance: oZ =a; + 0884 o _;+ 0072 u? _,
(48. 95)*** (5. 68)***
Covariance: o;;; = 0.072 + 0.877 ojj;—1+ 0037 Ui qUit_1
g (2.66)***  (26.08)*** i (3.86)** M

(Continued on next page

our results suggest that Italy, France and USA have the lowest levels of
unconditional volatility. Second, the USA has relatively high and sig-
nificant positive cross-sectional dependence with Canada and to a lesser
extent with France, Germany and ltaly. Third, Japan’s inflation shocks
do not seem to be correlated with any of the other G7 countries. Fourth,
the three biggest European economies, namely France, Germany and UK
show a relatively significant pattern of positive cross-sectional depen-
dence.

We also find some interesting patterns for the conditional volatility
processes. For example while in most G7’s the volatility levels appear to
be lower at the end of the sample compared with those experienced in
the eighties, this does not appear to be the case for Canada and Germany.
Also, the volatility levels appear to have been rising in the last two years
of the sample in the cases of Canada, France, Germany, and the USA.
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Table 10.3. (Continued)

DPDCCV Model 3 (conditional variance and covariance): MLE estimator

Log likelihood = —532808

Mean: iy = 0407 4+ 0.154 71 — 00337th 2+00207th 3
(3.23)***  (6.69)™** 46) 0.87)

+0020;, 4 + o.ozzn,»t,s + 39'0)15?* Tir—g+ (20806’;*1-* Tit—7

+00167r,t g — 0029711, 9+0033n,, 10+ 0.052 711
0.77) (-1.33 (1.56) (2.50**

+ O~43?§k Tir—12 + s

(20.72)***
Variance: o2 =a; + 0882 o2 ,+ 0069 u?, ;
(44,06 " (5.26)***
Covariance: o;j; = n;j + (18986()33* Ojjr—1+ (209%34 Ujg—1Uj i1

For each model we show the estimated mean equation followed by the estimated (or
implied) equations for the conditional variance and covariance processes. Values in paren-
thesis arer-ratios. All DPDCCV models were estimated by direct maximization of the
log-likelihood function using numerical methods.

*indicate significance level of 10%.

**indicate significance level of 5%.

***indicate significance level of 1%.

We have also calculated the implied conditional cross correlations be-
tween the USA and the other G7 countries and between France, Germany
and ltaly. The dependence of USA with Canada, France and Italy seems to
have increased over time. On the other hand, the process does not seem to
exhibit a clear pattern over time in the case of the three biggest European
economies.

10.4.2. The interrelationship between average inflation and inflation
uncertainty

One advantage of our DPDCCV model over conventional DPD models
and their associated estimation methods, including GMM, is that it allows
us to directly test some interesting hypotheses about the interrelationship
between average inflation and inflation uncertainty. The most famous of
these, that higher average inflation is less predictable, is degg¢dman
(1977)and was formalized bfall (1992) We can test this hypothesis
for the G7 countries by including lagged inflation as a regressor in our
conditional variance equation.

It has also been argued that increased inflation uncertainty can affect
the average inflation rate. The theoretical justification for this hypothesis
is given inCukierman and Meltzer (198@ndCukierman (1992)vhere it
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Table 10.4. Estimation results for the DPDCCV model with variance

effects in the conditional mean and lagged inflation in the conditional
variance

DPDCCV Model 4 (conditional variance and covariance): MLE estimator

Log likelihood= —530603

Mean: T = (%ggg + (6%%)2?* Tip—1 — (9%% Tit—2 + ?0%27)1nil_3
+ ?ﬂ%ﬁmz—4 + %913;)1771';—5 + (4%%%% Tit—6 + (2%%21* Tit—7

+ ?0%34)8771'1—8 - (Q-%% Ti—9 + (()i%ﬁmr—lo + (297-%21* Tir—11

+ 0438 m_12— 0117 oy + iy
—172%*

(20.92*** (
Variance: 02 =a; + 0867 o2+ 0050 u? ;+ 0092 m;, 1
_ (39.24*** (4.53*** (4.72)*F*
Covariance: Oijt = Nij + (198%1)53(* Oijr—1 + (300(2))%1.* Wip—1Uj1—1

This model has been estimated by direct maximization of the log-likelihood function by
numerical methods. We show the estimated equations for the conditional mean, variance
and covariance processes. Values in parenthesisrat®s.

*indicate significance level of 10%.

**indicate significance level of 5%.

***indicate significance level of 1%.

is shown that increases in inflation uncertainty increase the policy maker’s
incentive to create inflation surprises, thus producing a higher average in-
flation rate. In order to evaluate the previous hypothesis we simply include
the conditional variance as an additional regressor in the mean equation.
To conduct these tests, we alter Equati¢b8.9) and (10.10as shown
below and call the resulting system Model 4 (we continue to use Equa-
tion (10.11)for the covariance process).

12
M=+ Y Bimi—j ko +uip, i=1... T t=1.., 29
j=1 (10.9a)
2 _ . 2 2 .
o =0 +807, 1 +yui, 1 +¥mi1. (10.10a)

A positive and significant value for the parametesupports the Cukier-
man and Meltzer hypothesis that inflation volatility raises average infla-
tion, while a positive and significant value for the parametesupports
the Friedman—Ball hypothesis that higher inflation is more volatile.

The results are shown in thi@ble 10.4 As it can be seen, the parame-
ter is positive and highly statistically significant, indicating that higher
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inflation rates do become less predictable as argued by Friedman. On the
other hand, we find that the parameteis significant at the 5% level al-
though its sign is negative, which clearly rejects the hypothesis that higher
inflation uncertainty produces higher average inflation rates. This negative
sign actually supports previous findings Bylland (1995)for the USA
and byGrier and Perry (1998pr the USA and Germany. These authors
argue that if inflation uncertainty has deleterious real effects that central
banks dislike and if higher average inflation raises uncertainty (as we have
found here) then the Central Bank has a stabilization motive to reduce
uncertainty by reducing average inflation. In our G7 panel we find the
stabilization motive dominates any potentially opportunistic Central Bank
behavior.

Overall, when comparing Model 3 ifable 10.3with Model 4 in Ta-
ble 10.4by means of a likelihood ratio test we find that the later outper-
forms to the former and lead us to conclude that (i) higher inflation rates
are less predictable and (ii) higher inflation uncertainty has been associ-
ated with lower average inflation rates.

10.5. Conclusion

In this paper we have specified a model, (DPDCCV), which accounts
for conditional heteroskedasticity and cross-sectional correlation within a
panel data framework, an issue that has not yet been addressed in the panel
data literature. We have also outlined a methodology to identify these phe-
nomena, which could be useful for empirical research.

The DPDCCV model has been applied to a panel of monthly infla-
tion rates for the G7, over the period 1978.2—2003.9, showing that there
exist highly persistent patterns of volatility as well as cross-sectional de-
pendence. Further, we have found that higher inflation rates become less
predictable. Also, we have found that the hypothesis that higher infla-
tion uncertainty produces higher average inflation rates is not supported
in these data. On the contrary, we find that this relationship is negative
indicating that Central Banks dislike inflation uncertainty.

Although the model formulated here is practical for smalnd larger
panels, it is especially relevant due to the following 4 factors: (1) The rapid
growth of empirical panel research on macroeconomic and financial is-
sues, (2) The ubiquity of conditional heteroskedasticity in macroeconomic
and financial data, (3) The potential extreme inefficiency of estimators that
do not account for these phenomena, and (4) The rapid growth of multi-
variate GARCH models outside the panel data literature. Further work,
particularly theoretical, to account for these phenomena in a more general
panel setting is certainly necessary.
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Abstract

This article examines the short-run and long-run dynamics of the export-
productivity relationship for Turkish manufacturing industries. We use
an error correction model (ECM) estimated using a system Generalized
Method of Moments (GMM) estimator to achieve this objective. Our re-
sults suggest that permanent productivity shocks generate larger long-run
export level responses, as compared to long-run productivity responses
from permanent export shocks. This result suggests that industrial policy
should be geared toward permanent improvements in plant-productivity in
order to have sustainable long-run export and economic growth.

Keywords: Europe, exporting, long-run dynamics, productivity, short-run
dynamics, Turkey

JEL classifications:F10, F14, D21, L60
11.1. Introduction

There have been a multitude of recent studies that examine the relationship
between exports and productivity using panel data. For example, studies
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by Bernard and Jensen (1998, 1988)the United Stategw et al.(1998)

on Taiwan and KoreaClerideset al. (1998)on Colombia, Mexico, and
Morocco;Kraay (1997)n ChinaWagner (2002pn Germany; anGirma

et al. (2003)on the U.K., have all examined the exports-productivity link
using panel data sets. However, all of these studies have not explicitly
examined the issues related to the short-run and long-run dynamics of the
relationship between exports and productivity. This is an important issue
to investigate since both the international trade and the endogenous growth
literatures have developed theories that show the existence and importance
of discerning the long-run relationship between exports and productivity
(Dodaro, 1991

In using panel data sets to empirically determine the dynamics of the
export and productivity relationship, there are two main issues that one
has to deal with. First, it is likely that exports and productivity are corre-
lated with the current realization of the unobserved firm- or plant-specific
effects Marschak and Andrews, 194~or example, unobserved factors
such as the managerial ability of the CEO or effectiveness of research
and development efforts could have an impact on the firm's productiv-
ity and/or exporting status. Second, exporting and productivity tend to
be highly persistent over time and are typically jointly determined (i.e.
they are endogenous). In such a case, adjustments to unobserved shocks
may hot be immediate but may occur with some delay and the strict ex-
ogeneity of the explanatory variable(s) conditional on unobserved plant
characteristics will not be satisfied. From standard econometric theory, if
these two issues are not addressed, then the long-run and short-run dy-
namics of the export and productivity relationship will not be consistently
estimated and standard inference procedures may be inkadidy (1997)
addressed the two issues above by employing a first-differenced GMM
estimator. The difficulty of unobserved firm-specific effects was handled
by working with a first-differenced specification, while the presence of
lagged performance and an appropriate choice of instruments address the
issue of persistence and endogeneity. However, the short-run and long-run
dynamics of the export-productivity relationship has not been explicitly
examined by the previous studies. The exceptiddhiao and Buongiorno
(2002)where they empirically explored the long run multipliers associated
with the export-productivity relationship.

The main objective of our paper, therefore, is to determine the short-
run adjustments and the long-run relationship of exports and productivity
for the case of two Turkish manufacturing industries — the textile and ap-
parel (T&A) industry and the motor vehicle and parts (MV&P) industry.
An error correction model (ECM) estimated using a system Generalized
Method of Moments (GMM) estimator is used to achieve this objective,
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while at the same time address the two main difficulties in dynamic panel
analysis explained above — unobserved firm specific effects and persis-
tence/endogeneity. Investigating the short-run and long-run dynamics of
the export-productivity link is important since this kind of analysis will
yield important insights that could guide industrial policy in a low-middle
income economy like Turkey. Turkey is a pertinent case for studying
the export-productivity link because after trade liberalization in the early
1980s, exports grew at a high rate but have steadily declined ever since.
Is this because external policies to promote export growth do not result in
sustainable long-run adjustments in productivity to maintain this growth?
Uncovering the answer to this type of question would help Turkey set poli-
cies that would spur economic growth in the future.

The remainder of the paper is organized as follows. The conceptual
foundations for the long-run relationship between exports and productiv-
ity, as well as the theoretical explanations for bi-directional causation, are
presented in Sectiohl.2 Sectionll.3discusses the empirical approach
and the data used for the analysis. Secfidér reports the empirical re-
sults and Sectiofil.5concludes.

11.2. Conceptual framework

In this section, we explain the conceptual issues that link exports and pro-
ductivity in the long-run, as well as the plausibility of a bi-directional
causality between the two variables. There are two strands of literature that
support opposing directional theories of causation. First, the endogenous
growth theory posits that the direction of causation flows from exports
to productivity and that the long-run relationship is based on this causa-
tion. In contrast, the international trade literature suggests that the long-run
relationship between exports and productivity is where the direction of
causation flows from productivity to exports. We discuss these two con-
trasting theoretical explanation for the long-run link between exports and
productivity in turn.

The causation from exports to productivity is more popularly known
in the literature as the learning-by-exporting explanation for the long-run
link between exports and productivity. Various studies in the endogenous
growth literature argue that exports enhance productivity through inno-
vation (Grossman and Helpman, 1991; Rivera-Batiz and Romer,)1991
technology transfer and adoption from leading natiddar{o and Sala-
I-Martin, 1995; Parente and Prescott, 13%hd learning-by-doing gains
(Lucas, 1988; Cleridest al, 1998. The innovation argument is where
firms are forced to continually improve technology and product standards
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to compete in the international market. The technological and learning-
by-doing gains arise because of the exposure of exporting firms to cutting-
edge technology and managerial skills from their international counter-
parts. Economies of scale from operating in several international markets
are also often cited as one other explanation for the learning-by-exporting
hypothesis.

On the other hand, the causation from productivity to exports is another
theoretical explanation put forward to explain the long-run link between
exports and productivity. This line of reasoning is known in the literature
as the self-selection hypothesis. According to this hypothesis, firms that
have higher productivity are more likely to cope with sunk costs associ-
ated with entry to the export market and are more likely to survive the
more competitive international markets. This is in line with the findings
from international trade theory that firms self-select themselves into ex-
port marketsRoberts and Tybout, 1997; Cleridetsal., 1998; Bernard and
Jensen, 2001 Furthermore, this type of explanation is more in line with
the traditional Hecksher—Ohlin notions that increased factor endowments
and improved production technologies influence the patterns of trade of
specific productsfugel, 2004 Plants that increase their level of factor en-
dowments or improve production technologies enhance their comparative
advantage (relative to plants in other countries) and thus will eventually be
able to enter/survive the international markdeo¢laro, 1991

The explanations above provide the conceptual foundations for the link
between exports and productivity. Note that these two explanations are not
necessarily mutually exclusive and both these theoretical explanations can
shape the export-productivity relationship at the same time. Therefore, the
empirical question of interest is really to know which explanation is more
prominent or dominant for different industries and countries using micro-
level data. Furthermore, only an empirical analysis can provide insights
as to whether the conceptual explanations above are more prevalent in the
short-run or in the long-run. This paper contributes to the literature in this
regard.

11.3. Empirical approach and the data

We examine the short-run and long-run dynamics of the exporting and pro-
ductivity relationship using a generalized one-step ECM estimated using
a system GMM estimator. This approach to analyzing short-run and long-
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run dynamics using panel data is similar to the approach tak&wohy et
al. (1997, 1999)andMairesseet al. (1999)!

11.3.1. The error correction model

We begin with the following autoregressive-distributed lag model:

Ny, =a1iny; ;—1+a2iny;;—2+ Polnx;; + frInx;;—1
+ B2Inxi 1—2 + Y + vig, (11.2)

wherev;; = ¢ +u;, andi = 1,...,N,t = 1,..., T. Furthermore,

i represents the cross-sectional unitsepresents the time periods;,,

is our productivity measure (e.g., total factor productivity or labor pro-
ductivity); x; ; is the amount of exports;y; is the time-specific effect;

and assuming fixed effects, the cross section error termgcontains the
following two effects: (1) the unobserved time-invariant, plant-specific ef-
fect,¢;, and (2) a stochastic error termy,,, varying across time and cross
section. The time-specific effect is included to capture aggregate shocks,
which may appear in any year. The plant-specific effegtjs included

to capture plant-specific differences such as managerial ability, geograph-
ical location, and other unobserved factors. The unobserved plant-specific
effect, ¢;, is correlated with the explanatory variables, but not with the
changes in the explanatory variables.

The autoregressive-distributed lag model specification is appropriate if
the short-run relationship between exporting and productivity is the only
object of interest. However, it does not allow for a distinction between the
long and short-run effects. We incorporate this distinction into our model
by using an error correction specification of the dynamic panel model. This

1 For more details about the generalized one-step ECM in a time-series context, see
Davidsonet al. (1978)andBanerjeeet al. (1990, 1993, 1998)in the panel data context,
one may also examine related studied byin and Lin (1993)Im et al.(1997) andBinder
et al. (2005)where the issues of cointegration and unit roots in panel vector autoregres-
sions are discussed. For more information about the system GMM estimator, in general,
seeArellano and Bover (1995 ndBlundell and Bond (1998, 2000 more detailed dis-
cussion of the system GMM procedure in the context of this study (i.e. a panel-ECM) is
presented in Sectiohl.3.20f this article.

2 |n the results section, we refer to this variable as EXP. This is just the amount of ex-
ports valued in Turkish Liras. We also deflated this value by the appropriate index so as to
be comparable across time. Furthermore, without loss of generality, we only include the
amount of exports as the sole explanatory variable in our exposition here. But the model
is generalizable to multiple continuous explanatory variables. In addition, as we discuss in
the results section below, the ECM model could also be specified with exports as the depen-
dent variable and the productivity as the independent variable. The choice of specification
will depend on the assumption about the direction of causation.
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error correction specification is a linear transformation of the variables in
Equation(11.1) which provides an explicit link between the short-run
effects and long run effect8énerjeeet al,, 1993, 1998

Alny;, = (a1 — DAIny; 1+ BoAlInx;, + (Bo+ Br)AINX; 1
+ndny—2—Inx;;—2) + 60 INx; ;2 + Y + vis,
where:d = o+ 1+ B2+ax+ar1—1andyp = a2 + a1 — 1.

(11.2)
For non-zero values af this is an error correction model (ECM). The
coefficient on the error correction terriiny; ,—2> — Inx; ;,—2) gives the
adjustment rate at which the gap between exporting and productivity is
closed. Ifn is negative and significant, then we conclude that the rela-
tionship between exporting and productivity exists in the long-run and the
error correction mechanism induces the productivity adjustments to close
the gap with respect to the long run relationship between productivity and
exporting. Productivity could deviate from the long-run equilibrium rela-
tionship due to certain shocks in the short-run, but it eventually converges
to the equilibrium in the absence of the shocks in subsequent periods. In
such a framework, the long-run productivity dynamics are driven by both
the changes in the amount of exports and by the stable nature of the long-
run equilibrium.

In this specification, if the coefficient on the error correction term is
significantly less than zero, one can conclude that the change in produc-
tivity in period ¢ is equal to the change in the exports in periodnd
the correction for the change between productivity and its equilibrium
value in periodt — 1. If productivity is greater than its equilibrium level,
it must decrease for the model to approach equilibrium, and vice-versa.
If the model is in equilibrium in period — 1, the error correction term
does not influence the change in exports in perioth this case, the
change in the productivity in periodis equal to the change in the in-
dependent variable in periad The error-correcting model allows us to
describe the adjustment of the deviation from the long-run relationship
between exporting and productivity. In this specification, the first three
terms (lagged growth rate of productivity, the contemporaneous and the
one-period lagged growth of exports) capture the short-run dynamics and
the last two terms (error correction and the lagged level of independent
variable) provide a framework to test the long-run relationship between
productivity and exports.

In general, a long-run multipliefe) is typically estimated separately
and used to form the error correction tetmy; ;_2 — ¢ Inx; ;—2). With
the use ofIn y; ;_2—Inx; ;—), the long-run relationship is restricted to be
homogeneousanerjeeet al, 1990, 1993 Thatis, the implied coefficient
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of ¢ = 1 indicates a proportional long-run relationship betweemdx.

We also use the error correction term of the faitmy; ;2> — ¢ Inx; ;—2)

to avoid this restrictive homogeneity assumption. Thus, in our formulation

of the error correction model, we can interpret the coefficigdirectly

as adjustments to disequilibrium although the true equilibrium is given by

(Inyi—2 — ¢Inx;;—2) instead of(Iny; ;2 — Inx; ;—2). Using this form

of the error correction term also allows us to calculate the true long-run
relationship between exporting and productivity, which can be written as
1 — (9/5). The error correction specification of the autoregressive dis-

tributed lag model that we used here then permits us to directly calculate
and analyze the short-run and long-run dynamics of the productivity and
exporting relationship.

11.3.2. The system GMM estimation procedure

For consistent and efficient parameter estimates of the panel data error
correction model specified in Equati¢hl.2) we apply the system GMM
approach proposed Arellano and Bover (1995 ndBlundell and Bond
(1998, 2000) This estimation procedure is especially appropriate when:
(i) N is large, butT is small; (ii) the explanatory variables are endoge-
nous; and (iii) unobserved plant-specific effects are correlated with other
regressors. Under the assumptions thatare serially uncorrelated and
that the explanatory variables are endogendusllano and Bond (1991)
showed that the following moment conditions hold for the equations in
first differences®

E(Au;i;yii—r) =0; E(Au;ixi—r) =0;
wherer =2,...,t—1andr=3,...,T. (11.3)

Therefore, the lagged values of endogenous variables datédand ear-
lier are valid instruments for the equations in first differences.

As a resultArellano and Bond (19919howed that the first-differenced
GMM estimator method results in a significant efficiency gain compared
to the Anderson and Hsiao (198 &stimatort However, in the context of
the model specification if11.2) there are two possible problems with
the use of the first differenced GMM estimator. First, the plant-specific

3 We assume that the explanatory variable is endogenous (xg,u;;) = 0 forr =

1,..., t—1;t=2,..., T;and E(x;yu;;) # 0forr = s,..., T;s =2,..., T. The
resulting moment conditions, and thus instruments, would be different if one assumes that
the explanatory variables are strictly exogenous or weakly exogenouBl(setell et al.,,

2000.

4 SeeBaltagi (2001)or a more detailed discussion of this issue.
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effect is eliminated, so that one cannot examine the cross-plant relation-

ship between the variables of interest, in our case exports and productivity.

Second, when the lagged values of the series are weakly correlated with
the first-differences, it can yield parameter estimates that suffer from large

finite sample bias because of weak instruments. When the individual se-

ries for the dependent and independent variable are highly persistent, and
whenT is small, the problem is more severe.

Arellano and Bover (1995however, noted that if the initial condition,
X1, satisfies the stationarity restrictidiAX;2¢;) = 0, thenAX;, will
be correlated witls; if and only if AX;» is correlated witte;. The result-
ing assumption is that although there is a correlation between the level of
right-hand side variablesY;;, and the plant-specific effect;, no such
correlation exists between the differences of right-hand side variables,
AX;:, and the plant-specific effect;. This additional assumption gives
rise to the level equation estimator, which exploits more moment condi-
tions. Lagged differences of explanatory variablas;;_,, are used as
additional instruments for the equations in levels, wikgnis mean sta-
tionary.

Blundell and Bond (1998howed that the lagged differences of the de-
pendent variable, in addition to the lagged differences of the explanatory
variables, are proper instruments for the regression in the level equation
as long as the initial conditions;;;, satisfy the stationary restriction,
E(AY;2¢;) = 0. Thus, when boti\ X;; and AY;; are uncorrelated with
&i, both lagged differences of explanatory variablas;,_, and lagged
differences of dependent variablay;,_,, are valid instruments for the
equations in levels. FurthermorBJundell and Bond (1998%how that
the moment conditions defined for the first-differenced equation can be
combined with the moment conditions defined for the level equation to
estimate a system GMM. When the explanatory variable is treated as
endogenous, the GMM system estimator utilizes the following moment
conditions:

E(Aui,tyi,t—r) =0 E(Aui,txi,t—r) =0

wherer =2,...,t -1, andr =3,..., T, (11.4)
E(Ui,tAyi,z—r) =0; E(vi,tAxi,t—r) =0;
wherer =1, andr =3,...,T. (11.5)

This estimator combines tie— 2 equations in differences with thie— 2
equations in levels into a single system. It uses the lagged levels of depen-
dent and independent variables as instruments for the difference equation
and the lagged differences of dependent and independent variables as in-
struments for the level equatioBlundell and Bond (1998%howed that
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this new system GMM estimator results in consistent and efficient para-
meter estimates, and has better asymptotic and finite sample properties.

We examined the nature of our data to determine whether the series for
exporting and productivity are persistent. Our estimates of the AR (1) co-
efficients on exporting and productivity show that the series of exporting
and productivity are highly persistent, thus the lagged levels of exports
and productivity provide weak instruments for the differences in the first-
differenced GMM model. As a result, we believe the system GMM es-
timator to be more appropriate than the first-differenced estimator in the
context of this study.

Thus, we combine the first-differenced version of the ECM with the
level version of the model, for which the instruments used must be or-
thogonal to the plant-specific effects. Note that the level of the dependent
productivity variable must be correlated with the plant-specific effects, and
we want to allow for the levels of the independent export variable to be
potentially correlated with the plant specific effect. This rules out using
the levels of any variables as instruments for the level equation. However,
Blundell and Bond (1998how that in autoregressive-distributed lag mod-
els, first differences of the series can be uncorrelated with the plant specific
effect provided that the series have stationary means. In summary, the sys-
tem GMM estimator uses lagged levels of the productivity and exports
variables as instruments for the first-difference equation and lagged differ-
ence of the productivity and exports variables as instruments for the level
form of the model.

This system GMM estimator results in consistent and efficient parame-
ter estimates, and has good asymptotic and finite sample properties (rela-
tive to just straightforward estimation of first differences). Moreover, this
estimation procedure allows us to examine the cross-sectional relationship
between the levels of exporting and productivity since the firm-specific
effect is not eliminated but rather controlled by the lagged differences of
the dependent and independent variables as instruments, assuming that the
differences are not correlated with a plant-specific effect, while levels are.

To determine whether our instruments are valid in the system GMM
approach, we use the specification tests proposedireano and Bond
(1991)andArellano and Bover (1995)irst, we apply the Sargan test, a
test of overidentifying restrictions, to determine any correlation between
instruments and errors. For an instrument to be valid, there should be no
correlation between the instrument and the error terms. The null hypothe-
sisis that the instruments and the error terms are independent. Thus, failure
to reject the null hypothesis could provide evidence that valid instruments
are used. Second, we test whether there is a second-order serial correla-
tion with the first differenced errors. The GMM estimator is consistent if
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there is no second-order serial correlation in the error term of the first-
differenced equation. The null hypothesis in this case is that the errors
are serially uncorrelated. Thus, failure to reject the null hypothesis could
supply evidence that valid orthogonality conditions are used and the in-
struments are valid. One would expect the differenced error term to be
first-order serially correlated, although the original error term is not. Fi-
nally, we use the differenced Sargan test to determine whether the extra
instruments implemented in the level equations are valid. We compare the
Sargan test statistic for the first-differenced estimator and the Sargan test
statistic for the system estimator.

11.3.3. The data

This study uses unbalanced panel data on plants with more than 25 em-
ployees for the T&A industry (ISIC 3212 and 3222), and MV&P industry
(ISIC 3843) industries from 1987-1997. Our sample represents a large
fraction of the relevant population; textile (manufacture of textile goods
except wearing apparel, ISIC 3212) and apparel (manufacture of wear-
ing apparel except fur and leather, ISIC 3222) are subsectors of the textile,
wearing apparel and leather industry (ISIC 32), which accounts for 35 per-
cent of the total manufacturing employment, nearly 23 percent of wages,
20 percent of the output produced in the total manufacturing industry and
approximately 48 percent of Turkish manufactured exports. The motor ve-
hicles and parts industry (ISIC 3843) accounts for 5 percent of the total
manufacturing employment, nearly 6.6 percent of wages, 10 percent of the
output produced in the total manufacturing industry, and approximately
5.2 percent of Turkish manufactured exports. Thus, the data that is used
in the study accounts for 53.2 percent of the total Turkish merchandise
exports.

The data was collected by the State Institute of Statistics in Turkey from
the Annual Surveys of Manufacturing Industries, and classified based on
the International Standard Industrial Classification (ISIC Rev.2). These
plant-level data consist of output; capital, labor, energy, and material in-
puts; investments; depreciation funds; import; export; and several plant
characteristicS.These plant-level variables were also used to estimate the
productivity indices (i.e. total factor productivity (TFP) and labor produc-
tivity (LP)) using the Multilateral Index approach Goodet al. (1996)°

5 In the interest of space, a detailed description of how these variables are constructed is
not presented here, but is available from the authors upon request.

6 we acknowledge that there may be conceptual difficulties in the use of this type of
productivity measure in our analysis (as raiseddatayamaet al, 2003. However, all
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An important issue to note here is that some of the export values in
our data set were missing for the years 1987, 1988, 1989 and 1997; even
though the data for the other variables is complete. Instead of dropping
these years, we chose to augment the export data by using interpolation
and extrapolation techniques. To describe these techniques, consider a
time series with: time periodsix1, xo, . . ., x,. Interpolation fills in miss-
ing values for all observations with missing data between non-missing
observations. That is, if we have non-missing observationsJfar. . , xg
andx1y, ..., x15, then interpolation will produce estimates ferandxi,
but not forx1. Extrapolation, on the other hand, fills in missing values both
between and beyond non-missing observations. Thus, if the series ran from
x1 t0 x20, then extrapolation will produce estimates fgrandxo, but for
x1 andxig, ..., x20 as well. This approach for dealing with missing data is
not new and has been used in other studigsb, 1994; Little and Rubin,
1987; Moore and Shelman, 2004; Rubin, 1976, 1987, 1996; Schafer, 1997;
Schenkeet al,, 20049. It is important to emphasize here that this augmen-
tation did not markedly change the relevant results (i.e. signs, magnitude,
and significance) of the estimated ECM model parameters using only the
non-missing data (1990-96).

Our models are estimated using the plants that export continuously,
plants that begin as non-exporters during the first two years of the sam-
ple time period and become exporters thereafter and stayed in the market
continuously, and the plants that start as exporters and exit during the last
two years of the sample period. Plants that do not export at any pointin the
time period and the plants that enter and exit the export market multiple
times are excluded.

In general, the nature of our panel data is such that the cross-section
component is large but the time-series component is small. Hence, the sys-
tem GMM estimation procedure above would be appropriate in this case.
Summary statistics of all the relevant variables are presenteabie 11.1

11.4. Results

The estimated parameters of various ECMs are presentéabies 11.2
and 11.3respectively. Specificallyfable 11.2shows the estimated rela-
tionships between TFP growth and export growth, wh#déle 11.3hows

previous studies in the literature still use this type of productivity measure and a feasi-
ble/refined alternative estimation procedure for an appropriate productivity measure has
not been put forward. A more detailed discussion of the approach used for calculating the
plant-level TFPs can be seenAppendix A1l

7 In the interest of space, the results for the non-augmented export data from 1990-96 are
not reported here but are available from the authors upon request.
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Table 11.1. Descriptive statistics from 1987-19%7 K, E, and M
are in Constant Value Quantities at 1987 Prices, in ‘000 Turkish Liras;
L is in total hours worked in production per year)

Statistics

Mean Standard deviation Minimum Maximum

A. Apparel and textile industries

Output(Y) 1,95153 438620 309 115994.70
Material (M) 1,69016 342879 002 9065177
Labor (L) 17239 32115 001 7,960.79
Energy(E) 48.85 31651 002 1346906
Capital(K) 1,32799 1239541 0136 50087640
Small 0585

Medium 0203

Large 0212

TFP growth(A In TFP) 0.011

LP growth(A InLP) 0.032

Export growth(A In EXP) 0.081

Number of observations 7453

Number of plants 1265

B. MV&P industry

Output(Y) 12,30393 5982187 2393 121226413
Material (M) 8,26986 4186024 041 79368363
Labor(L) 33662 93314 001 1814164
Energy(E) 23728 102314 013 2217853
Capital(K) 550636 3148068 060 72027588
Smalf* 0.514

Medium Q173

Large 0313

TFP growth(A In TFP) 0.060

LP growth(A InLP) 0.056

Export growth(A In EXP) 0.165

Number of observations 2211

Number of plants 328

*We divide the plants into three size groups: small plants, with less than 50 employees;
medium plants, between 50 and 100 employees; and large plants, with 100 employees or
more.

the estimated relationships between LP growth and export growth. In these
estimated models, we used total factor productivity (TFP) and labor pro-
ductivity (LP) as our measures of productivity.

Note that in our discussion of Equati¢hl.2)in the previous section,
we assume that the productivity measure is the dependent variable and
amount of exports is one of the independent variables. This implies that
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the direction of causation is from exports to productivity. Although there
are empirical studies that support the causal direction from exports to pro-
ductivity (see, for examplélraay, 1997; Bigstewt al,, 2002; Castellani,
2007, a number of empirical studies have also shown that the direction
of causation may be in the other direction (8&=nard and Jensen, 1999;
Aw et al, 1998; Cleridest al, 1998. Hence, aside from estimating the
specification in EquatiofiL1.2) where the productivity measure is the de-
pendent variable, we also estimated ECM’s where the amount of exports
is the dependent variable and the productivity measure is the independent
variable. InTables 11.2 and 11, 8he first column for each industry shows
the effect of the productivity measure (i.e. either TFP or LP) on exporting,
while the second column for each industry shows the effect of exporting
on the productivity measure.

As can be seen from these tables, the specification tests to check the va-
lidity of the instruments are satisfactory. The test results show no evidence
of second-order serial correlation in the first differenced residuals. More-
over, the validity of lagged levels dated- 2 and earlier as instruments
in the first-differenced equations, combined with lagged first differences
datedr — 2 as instruments in the levels equations are not rejected by the
Sargan test of overidentifying restrictions.

The coefficients associated with the error correction terms in all the
regression equations are significant and negative as expected. Thus, the
results show that there is a strong long-run relationship between exporting
and productivity. Furthermore, statistical significance of the error cor-
rection terms also imply that, when there are deviations from long-run
equilibrium, short-run adjustments in the dependent variable will be made
to re-establish the long-run equilibrium.

Now let us discuss each table in turn.Table 11.2 for the equations
where export growth is the dependent variable, the error correction co-
efficients have statistically significant, negative signs in both industries.
However, the magnitude of the coefficients is different in each industry.
This means that the speed of the short-run adjustment is different for the
two industries. For the apparel and textile industries, the model converges
quickly to equilibrium, with about 30 percent of discrepancy corrected in
each period (coefficient 6£0.302). The speed of the adjustment from the
deviation in the long-run relationship between exports and productivity is
slower in the MV&P industry £0.114) relative to the T&A industry. On
the other hand, for the equation where TFP growth is the dependent vari-
able, the magnitudes of the error correction coefficients for the MV&P
industry is greater than the T&A industry.428 > 0.218). This means
that the speed of adjustment of TFP to temporary export shocks is slower
in the T&A industry as compared to the MV&P industry.
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Table 11.2. Estimated error correction model: long-run and short-run
dynamics of TFP and exports (1987-1997)

Explanatory variables

Dependent variables

Apparel and textile
industries

Motor vehicle and
parts industry

AInEXP AInTFP AInEXP AINTFP
AINnTFP 1099 0567
(0.285* (0.212*
AINTFPR,_1 —0.494 Q0358 —0.181 0492
(0.152* (0.046)* (0.107)*** (0.029*
INTFP,_» —0.022 —0.070
(0.102 (0.077)
INTFP,_2 — INEXP;_» —0.218 —0.428
(0.030* (0.040*
AINnEXP 0.160 Q035
(0.051* (0.039
AINEXP;_q 0.626 —0.080 0287 —0.026
(0.124* (0.035** (0.047)* (0.021
InEXP;_» —0.192 —0.410
(0.032* (0.048*
INEXP;_2 —InTFP,_» —0.302 -0.114
(0.066)* (0.028*
Summation of short-run coef. .05 Q080 0386 Q009
Short-run wald test®-value) 0001 Qoo7 Q026 Q480
Long run coefficient ®27 Q119 0391 Q043
Long run coefficient P-value) Q000 Q000 Q013 Q000
Sargan difference tesP¢value) 0267 Q281 Q144 Q776
Sargan test®-value) 0333 Q311 Q277 0363
AR1 (P-value) 0306 Q000 Q0020 Q037
AR2 (P-value) 0107 Q675 0698 0110
Number of observations 3778 932
Number of plants 661 116

Notes: (1) Estimation by System-GMM using DPD for OXqornik et al., 2009. (2) As-

ymptotically robust standard errors are reported in parentheses. (3) The Sargan test is a
Sargan—Hansen test of overidentifying restrictions. The null hypothesis states that the in-
struments used are not correlated with the residuals. (4) AR1 and AR2 are tests for first-
and second-order serial correlation in the first-differenced residuals. The null hypothesis
for the second-order serial correlation test states that the errors in the first-differenced re-
gression do not show second-order serial correlation. (5) Lagged levels of productivity and
exports (dated — 2 and earlier) in the first-differenced equations, combined with lagged
first differences of productivity and exports (dated 2) in the level equations are used as
instruments. (6) Year dummies are included in each model.

*Significant at the 1% level.

**Significant at the 5% level.

*#*Significant at the 10% level.
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Table 11.3. Estimated error correction model: long-run and short-run
dynamics of Ip and exports (1987-1997)

Explanatory variables

Dependent variables

Apparel and textile
industries

Motor vehicle and
parts industry

A InEXP AINTFP  AInEXP AInTFP
AlnLP 0.857 Q429
(0.13p* (0.195**
AInLP,_q —0.435 0320 —0.148 Q0345
(0.060* (0.068* (0.089 (0.0379*
InLP;_» 0.069 —0.026
(0.042)*** (0.057
InLP;_5 — INEXP;_» —0.157 —0.240
(0.025* (0.05)*
AlnEXP 0.231 Q0182
(0.080* (0.07D*
AINEXP,;_1 0.432 —0.108 0316 —0.074
(0.045* (0.067 (0.049* (0.037)**
InEXP;_» —0.107 —0.159
(0.0179* (0.045*
INEXP,_» —InLP,_» —-0.377 —-0.135
(0.037)* (0.029*
Summation of short-run coef. A2 0123 0281 Q108
Short-run wald test®-value) 0000 Q016 Q080 Q036
Long run coefficient 183 Q319 Q807 Q338
Long run coefficient P-value) 0000 Q000 Q000 Q000
Sargan difference tesP¢value) 0210 0126 Q0918 0353
Sargan testR-value) 0208 0296 Q7o7 Q677
AR1 (P-value) 0046 0023 Q032 Q004
AR2 (P-value) 0905 Q790 0548 Q0329
Number of observations 3778 932
Number of plants 661 116

Notes: (1) Estimation by system-GMM using DPD for OXdornik et al., 2002. (2) As-

ymptotically robust standard errors are reported in parentheses. (3) The Sargan test is a
Sargan—Hansen test of overidentifying restrictions. The null hypothesis states that the in-
struments used are not correlated with the residuals. (4) AR1 and AR2 are tests for first-
and second-order serial correlation in the first-differenced residuals. The null hypothesis
for the second-order serial correlation test states that the errors in the first-differenced re-
gression do not show second-order serial correlation. (5) Lagged levels of productivity and
exports (dated — 2 and earlier) in the first-differenced equations, combined with lagged
first differences of productivity and exports (dated 2) in the level equations are used as
instruments. (6) Year dummies are included in each model.

*Significant at the 1% level.

**Significant at the 5% level.

***Significant at the 10% level.
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Another thing to note iMable 11.2s the different short-run behaviors
in the T&A versus the MV&P industry. In the T&A industry, the speed
of short-run export adjustment as a response to temporary TFP shocks
(—0.302) tend to be faster than the short-run TFP adjustments to tempo-
rary export shocks€0.218). In contrast, for the MV&P industry, the speed
of short-run export adjustment as a response to temporary TFP shocks
(—0.114) tend to be slower than the short-run TFP adjustments to tempo-
rary export shocks<{0.428). This suggests that short-run industrial policy
may need to be treated differently in both these industries due to the dis-
similar short-run dynamics.

The pattern of results ifable 11.3s the same as the onesliable 11.2
That is, the speed of short-run export adjustments to LP shocks tend to be
faster in the T&A industry £0.377) as compared to the MV&P industry
(—0.135). In contrast, the speed of adjustment of LP to temporary export
shocks is slower in the T&A industry{0.157) as compared to the MV&P
industry (—0.240). Also, the speed of short-run export adjustment as a
response to temporary LP shocks)(377) tend to be faster than the short-
run LP adjustments to temporary export shock8.(L57). Conversely, for
the MV&P industry, the speed of short-run export adjustment as a response
to temporary LP shocks—+0.135) tend to be slower than the short-run
TFP adjustments to temporary export shock8.24). These results again
suggest that the potential industry-specific short-run impacts should be
taken into account setting temporary industrial policy.

The coefficient of the error correction term gives us an indication of the
speed of adjustment, but it is also important to examine the magnitudes of
the short-run effects as measured by the short-run coefficient. From Equa-
tion (11.2) the short-run coefficient is computed by adding the coefficients
of the contemporaneous and lagged dependent variable. Fablas 11.2
and 11.3it is evident that the magnitude of the short-run export response
to a temporary productivity shock is greater than the short-run productiv-
ity effect of a temporary export shock (in both industries). This suggests
that temporary shocks in productivity will result in bigger short-run export
adjustments relative to the converse.

Aside from short-run adjustments of the variables, it is also important
to examine the long-run relationships implied from the ECMs. For this we
use the long-run elasticities of the dependent variables to the independent
variables (se@ables 11.2 and 11)3These long-run elasticities are calcu-
lated by subtracting the ratio of the coefficient of the scale effect (lag value
of independent variable) to the coefficient of the error correction term from
one. The statistical significance of these elasticities is tested with a Wald
test. The test results indicate that the estimated long-run elasticities for all
the estimated equations are statistically significant (at the 5% level) in both
industries.
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In Table 11.2 for the equations where export growth is the dependent
variable, the long-run elasticities indicate that long-run export response to
permanent shocks in TFP is large (for both industries). On the other hand,
for the case where TFP is the dependent variable, the long-run elasticities
suggest that long-run TFP adjustments to permanent changes in exports
are lower. The results are very similar for the case of I&b(e 11.3.

The long-run elasticities reveal that long-run export response to perma-
nent shocks in LP is tend to be greater than the LP response to permanent
changes in exports (for both industries).

Overall, the results from the long-run elasticities show that productivity
response to permanent shocks in exports is lower than the export response
to the permanent shocks in productivity for both the T&A and MV&P in-
dustries. Moreover, our analysis of short-run dynamics reveals that, for the
MV&P industry, short-run productivity adjustments to temporary shocks
in exports tend be faster than the short-run export adjustments to tem-
porary shocks in productivity. For the apparel industry, short-run export
adjustments due to temporary productivity shocks are faster relative to the
short-run productivity adjustments from temporary export shocks. How-
ever, the estimated short-run coefficient in both industries indicates that
short-run productivity response to temporary export shocks is larger than
the short-term export response to temporary productivity shocks. These re-
sults suggest similar behaviors in terms of the magnitudes of the short-run
and long-run effects of exports/productivity shocks. But speed of short-
run adjustments tends to be different depending on the type of industry.
Knowledge of these plant behaviors can help improve the design of indus-
trial policies that would allow further economic growth in Turkey.

11.5. Conclusions and policy implications

In this paper, we examine the short-run and the long-run dynamics of the
relationship between export levels and productivity for two Turkish manu-
facturing industries. An error correction model is estimated using a system
GMM estimator to overcome problems associated with unobserved plant-
specific effects, persistence, and endogeneity. This approach allows us to
obtain consistent and efficient estimates of the short-run and long-run re-
lationships of exports and productivity. From these estimates, we conclude
that permanent productivity shocks induce larger long-run export level re-
sponses, as compared to the effect of permanent export shocks on long-run
productivity. A similar behavior is evident with respect to the magnitude of
the effects of temporary shocks on short-run behavior. In addition, for the
T&A industry, our short-run analysis shows that temporary export shocks
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usually result in faster short-run productivity adjustments, as compared to
the effects of productivity shocks on short-run exports. The converse is
true for the MV&P industry.

From an industrial policy perspective, our analysis suggests that poli-
cies which induce permanent productivity enhancements would result in
large long-run export effects. Hence, policies aimed at permanently im-
proving productivity should be implemented by the policy makers to ob-
tain sustainable export performance and a bigger role in the global market.
This may then lead to more sustained economic growth. This insight may
help explain the apparent failure of the trade liberalization policies in the
1980s to sustain productivity and growth in the economy. Most develop-
ing countries enact policies to promote exports on the assumption that
it will be good for productivity and economic growth. From our results,
there would be a positive productivity response if this was a permanent
promotion policy, but this kind of policy would still only generate a small
long-term effect on productivity and/or economic growth.

In addition, if the export promotion policy is temporary, there would
probably be differential short-run speed of adjustments depending on the
type of industry where it is implemented. For the MV&P industry, our re-
sults suggest that a temporary export promotion policy would result in a
fast productivity response. But in the T&A industry, a temporary export
promotion policy may lead to a slower productivity response. The reason
is that the MV&P industry in Turkey tends to constitute large plants that
heavily invest in technology, while plants in the apparel industry tend to
be small to medium sized with less investments in technology. Hence, if
government policy makers want to implement short-run policies to show
fast performance effects, then they must consider the short-run dynamic
behavior of plants in different industries in their decision-making. On the
other hand, in both the T&A and MV&P industry, there would be larger
short-run export adjustments from temporary shocks in productivity rel-
ative to the short-run productivity enhancements from temporary export
shocks. This is consistent with our long-run insights that productivity en-
hancements tend to have larger export effects, which again point to the
appropriateness of enacting productivity-enhancing policies as the main
tool for driving export and economic growth.
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Appendix A11. Calculation of plant-level total factor productivity

The main measure of productivity used in this study is total factor produc-
tivity (TFP). In the plant-level analysis, we construct a multilateral index
to measure the plant-level TFP for the period 1987-1997. In this study,
we useGoodet al. (1996) approach for computing the multilateral TFP
index. In their approach, different hypothetical plant reference points are
constructed for each cross-section, and then the hypothetical plants are
linked together over time. This type of multilateral index has the advan-
tage of providing measures either from year to year or from a sequence of
years, through the process of chain-linking.

In this study, the multilateral TFP index measure for plantvhich
produces a single output;; using inputsX;;; with cost sharesS;;;, is
calculated as follows:

t
INTFP; = (nYj; —In¥)+ ) (n¥e —In¥e1)
k=2

n 1 B L
- |:Z E(Sijz + Si)(nX;j —In X))
i=1

t n
1. _ .
+ E E é(Sik'f‘Sik—l)(In Xik —1In Xik—l)] (Al11.2)
=2 i=1

wherelnY; andin X;; are the natural log of the geometric mean of output
and the natural log of the geometric mean of the inputs (capital, energy,
labor, and material inputs) across all plants in timeespectively. The
subscript j represents individual plants such that= 1,2,..., N. The
subscripti is used to represent the different inputs wheee 1, 2, . . ., n.

The subscripk represents time period froln= 2, 3, ..., (i.e. if we are
considering 10 years in the analysis= 2, 3, ..., 10).

The first two terms in the first line measure the plant’'s output rela-
tive to the hypothetical plant in the base year. The first term describes
the deviation between the output of plgnand the representative plant’s
output,InY;, in yearz. This first sum allows us to make comparisons be-
tween cross-sections. The second term sums the change in the hypothetical
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plant’s output across all years, while chaining the hypothetical plant val-
ues back to the base year. This allows us to measure the change in output
of a typical plant over years. The following terms provide similar informa-
tion. However, it is for inputs using cost shares and arithmetic average cost
shares in each year as weights. Cost shares are just the proportion of the
cost of inputi relative to the total cost of all inputs. The resulting measure

is the total factor productivity of planf in year relative to the hypo-
thetical plant in the base year (1987, in this case). With this measure the
distribution of plant-level total factor productivity can then be analyzed.

Aside from the plant-level TFP, we also calculate the plant-level la-
bor productivity using the same multilateral index calculation described
above but only using labor on the input side of the calculation. Using the
labor productivity in our analysis ensures that our analysis is robust to any
changes in productivity measure used. However, it is important to note that
labor productivity is only a partial measure of TFP and has its own short-
comings. For example, if the production technology among plants within
the industry differs such that they do not have similar input—output ratios,
then labor productivity is not a good measure of efficiency and may be a
misleading measure of performance. The TFP may be more appropriate
in this case. Nevertheless, using the labor productivity would allow us to
somehow assess the robustness of our results.

We use kernel density estimates for the plant-level TFP and labor pro-
ductivity measure to summarize the distribution of plant productivity.
Figures A11.1-A11.4how kernel density estimates of TFP and labor pro-
ductivity for the industries, respectively. The kernel density was estimated
for two time periods, from 1987-1993 and 1994-1997. These two time
periods were chosen because the country suffered an economic crisis in
1994 and soon afterwards the government introduced institutional changes
in their economic and financial policies. For example, the Economic Sta-
bilization and Structural Adjustment Program was enacted, where export-
oriented policies such as subsidies and wage suppression were put in place.
The foreign exchange system was regulated and the capital inflow was
controlled during this period. Prior to 1994, the pre-dominant policies of
the government were the opposite of the post-1994 period (i.e. the gov-
ernment relinquished control of capital markets, eliminate subsidies, and
increase wages). Hence, the period 1987-93 can be called the pre-crisis
period and the period 1994-1997 is the post-crisis period.

Figures A11.3 and Al1l.4learly show that there is a slight rightward
shift in TFP and labor productivity during the post-crisis period in Motor
vehicle and Parts industry. For the Apparel and Textile industry there is a
rightward shift in the labor productivity but not in the TFP.
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Figure A11.1. Kernel density estimate of the distribution of total

factor productivity in the apparel and textile industry
——a— LNTFP:1987-1993 ——a—— LNTFP;1994-1997

Figure A11.2. Kernel density estimate of the distribution of labor

productivity in the apparel and textile industry
— o LP:1987-1993 ——a— LP:1994-1997
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Figure A11.3. Kernel density estimate of the distribution of total

factor productivity in the motor vehicle and parts industry
——e— LNTFP:1987-1993 ——a—— LNTFP;1994-1997
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0
LNTFP

Figure A11.4. Kernel density estimate of the distribution of labor

productivity in the motor vehicle and parts industry
—o— LP:1987-1993 ——a—— LP:1994-1997
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Appendix B11. Plant performance of exporters and non-exporters:
export premia

This section reports estimates of the proportional differences between the
characteristics of exporting and non-exporting plants in the Turkish ap-
parel and textile and motor vehicle and parts industries by forming the

Table B11.1. Plant performance of exporters and non-exporters:
export premia

Dependent variables Export premia in the  Export premia in the
apparel and textile motor vehicle and parts
industries industry

Total factor productivity 082 Q064
(0.016* (0.03D*

Labor productivity 0806 Q0368
(0.025* (0.045*

Wage per employee .26 Q250
(0.01p* (0.03D*

Output per employee .096 Q331
(0.023* (0.042*

Capital per employee .689 Q458
(0.045* (0.086)*

Capital in machine per employee 484 Q599
(0.046)* (0.093*

Imported capital stock per employee .408 Q452
(0.112* (0.146*

Total investment per employee AB2 0238
(0.058* (0.107)**

Administrative labor 1070 1678
(0.025* (0.06D)*

Labor hours or77 1269
(0.02p* (0.050*

Total employment 94 1331
(0.020* (0.051*

Output 1655 1969
(0.03p* (0.072*

Notes: (1) Robust-statistics are in parentheses. (2) The independent variables for the dif-
ferent regressions include time, size, and region dummies (except for the regression where
total output, administrative labor, labor hours, and total employment were the dependent
variables — these regressions do not include the size dummies). Dependent variables are in
natural logs. The base group is non-exporters.

*Significant at the 1% level.

**Significant at the 5% level.
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following regression (seBernard and Wagner, 1907

Xi; = ag + a1 Exportef, + a2Size;
+ azRegion, + asYear, + e;;, (B11.1)

whereX stands for either the log or the share of plant characteristics that
reflect plant capabilities in productivity, technology, and employrfient.
Exporter is a dummy variable for the export status, taking a value of 1 if
the plant exports in the current year. Year dummies are included to capture
macroeconomic shocks and the changes in the institutional environment.
The agglomeration effect might be important in explaining the differences
in plant characteristics (sé&@ugman, 1991; Porter, 1998 here are large
development disparities across Turkey’s regions because of different re-
gional capabilities such as infrastructure, rule of law, quality of public
services, localized spillovers, the export and import density, foreign in-
vestment intensity (to take advantage of international spilloversCeee

and Helpman, 1995 Therefore, we included regional dummies to cor-
rect for the exogenous disparities in the productivity differences across
the regions. Finally, the plant size is included to capture differences in
the production technology across plants of different sizes. One would ex-
pect the larger plants to be more productive for two reasons. They benefit
from scale economies and have access to more productive technology to
a greater extent. However, they tend to be less flexible in their operation
which affects productivity negatively. In order to capture the size effects,
we divide the plants into three size groups: small plants, with less than
50 employees; medium plants, with between 50 and 100 employees; and
large plants, with 100 employees or more. We select the small group as
the base group. The omitted variable is non-exporters. The coefficient on
the exporting dummy variabley;, shows the average percentage differ-
ence between exporters and non-exporters, conditional on size, region, and
year.

The estimated parameters are presentethbie B11.1 All of the es-
timated premia are statistically significant and positive. Our results show
that the difference in total factor productivity between exporters and non-
exporters is large and statistically significant for both industries. The ex-
porting plants have significantly higher productivity for both industries.
After controlling for region, year, and size, the difference in total factor
productivity between exporting and non-exporting plants was highest in

8 We also included the export intensity (the ratio of exports to output of the plant) as
an explanatory variable in the regression; however, the results did not change. The export
premia was greater for the plants that export a higher proportion of their output.
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the apparel and textile industries at 8.2 percent, followed by the motor
vehicle and parts industry at 6.4 percent. The difference in labor productiv-
ity between exporting and non-exporting plants was even more dramatic.
The difference was positive and significant for each of the two industries,
with the apparel industry at 80.6 percent and the motor vehicle industry at
36.8 percent.

Our results also show that exporting plants have significantly higher
output. The exporters produce significantly more output per employee;
the apparel and textile industries is 79.6 percent higher and the motor
vehicle parts industry is 33.1 percent higher. Exporting plants are more
capital-intensive, and they invest more heavily in machinery and equip-
ment. Exporters also pay their workers, on average, significantly higher
wages than non-exporters. Exporters in the apparel and textile and motor
vehicle and parts industries pay 12.6 and 25 percent higher wages, respec-
tively. In short, our results show that exporting plants perform much better
than their domestically oriented counterparts.

References

Anderson, T.W., Hsiao, C. (1981), “Estimation of dynamic models with error components”,
Journal of the American Statistical Associatjovol. 76, pp. 598—606.

Arellano, M., Bond, S.R. (1991), “Some tests of specification for panel data: Monte Carlo
evidence and an application to employment equatioRgYjiew of Economic Studies
Vol. 58, pp. 277-297.

Arellano, M., Bover, O. (1995), “Another look at the instrumental variable estimation of
error components modelsJpurnal of Econometrigs\Vol. 68, pp. 29-52.

Aw, B., Chung, S., Roberts, M. (1998roductivity and the Decision to Export Market:
Micro Evidence from Taiwan and South Kor&BER, Cambridge, MA.

Baltagi, B.H. (2001)Econometric Analysis of Panel Datand ed., Wiley, New York.

Banerjee, A., Galbraith, J., Dolado, J.J. (1990), “Dynamic specification with the general
error-correction form”Oxford Bulletin of Economics and Statisticsol. 52, pp. 95—
104.

Banerjee, A., Dolado, J.J., Galbraith, J., Hendry, D.F. (1998integration, Error Correc-
tion, and the Econometric Analysis of Non-stationary D&aford University Press,
Oxford.

Banerjee, A., Dolado, J.J., Mestre, R. (1998), “Error-correction mechanisms tests for coin-
tegration in a single-equation frameworldgurnal of Time Series Analysisvol. 19,
pp. 267-284.

Barro, R.J., Sala-I-Martin, X. (1995Economic GrowthMcGraw-Hill, New York.

Bernard, A.B., Jensen, J.B. (1998), “Exporters, jobs and wages in U.S. manufacturing,
1976-1987", The Brooking Papers on Economic Activity, pp. 67-112.

Bernard, A.B., Jensen, J.B. (1999), “Exceptional exporter performance: cause, effect, or
both”, Journal of International Economi¢csvol. 47, pp. 1-26.

Bernard, A.B., Jensen, J.B. (2001), “Why some firms export”, NBER Working Paper No.
8349, NBER.



304 M. Yasar, C.H. Nelson and R.M. Rejesus

Bernard, A.B., Wagner, J. (1997), “Exports and success in German manufacturing”,
Weltwirtschaftliches Archive\Vol. 133, pp. 134-157.

Bigsten, A., Collier, P.et al. (2002), “Do African manufacturing firms learn from export-
ing?”, Centre for the Study of African Economies Working Paper Series, WPS/2002-09,
Oxford University, Oxford.

Binder, M., Hsiao, C., Pesaran, M.H. (2005), “Estimation and inference in short panel
vector autoregressions with unit roots and contegratiBnnometric TheoryVol. 21
(4), pp. 795-837.

Blundell, R., Bond, S.R. (1998), “Initial conditions and moment restrictions in dynamic
panel data modelsJournal of Econometrigs\Vol. 87, pp. 115-143.

Blundell, R., Bond, S.R. (2000), “GMM estimation with persistent panel data: an applica-
tion to production functionsEconometric Reviewsvol. 19, pp. 321-340.

Blundell, R., Bond, S.R., Windmeijer, F. (2000), “Estimation in dynamic panel data mod-
els: improving on the performance of the standard GMM estimators”, The Institute of
Fiscal Studies, London.

Bond, S.R., Elston, J., Mairesse, J., Mulkay, B. (1997), “Financial factors and investment
in Belgium, France, Germany and the UK: a comparison using company panel data”,
NBER Working Paper, NBER, Cambridge, MA.

Bond, S.R., Harhoff, D., Reenen, J.V. (1999), “Investment, R&D, and financial constraints
in Britain and Germany”, Mimeo, Institute for Fiscal Studies, London.

Castellani, D. (2001), “Export behavior and productivity growth: evidence from Italian
manufacturing firms”, Mimeo, ISE-Universita di Urbino.

Chao, W.S., Buongiorno, J. (2002), “Exports and growth: a causality analysis for the pulp
and paper industries based on international panel dAtgilied Economigs Vol. 34,
pp. 1-13.

Clerides, S.K., Lach, S., Tybout, J.R. (1998), “Is learning-by-exporting important? Micro
dynamic evidence from Colombia, Mexico, and MorocdQUarterly Journal of Eco-
nomics Vol. 113, pp. 903-947.

Coe, D., Helpman, E. (1995), “International R&D spillover&Yropean Economic Review
Vol. 39, pp. 859-887.

Davidson, J.E.H., Hendry, D.F., Srba, F., Yeo, S. (1978), “Econometric modeling of the
aggregate time-series relationship between consumers’ expenditure and income in the
United Kingdom”,Economic Journal Vol. 88, pp. 661-692.

Dodaro, S. (1991), “Comparative advantage, trade, and growth: export-led growth revis-
ited”, World DevelopmentVol. 19, pp. 1153-1165.

Doornik, J., Arellano, M., Bond, S. (2002), “Panel data estimation using DPD for OX”,
Nuffield College, Oxford.

Efron, B. (1994), “Missing data, imputation, and the bootstrdpurnal of the American
Statistical AssociationVol. 89, pp. 463—478.

Girma, S., Greenaway, D., Kneller, R. (2003), “Export market exit and performance dy-
namics: a causality analysis of matched firns€pnomics Letters\Vol. 80, pp. 181-

187.

Good, D., Nadiri, 1., Sickles, R. (1996), “Index number and factor demand approaches to
the estimation of productivity”, NBER Working Paper No. 5790, NBER.

Grossman, G., Helpman, E. (1991)novation and Growth in the Global EconomylIT
Press, Cambridge.

Im, K.S., Pesaran, M.H., Shin, Y. (1997), “Testing for unit roots in heterogeneous panels”,
Mimeo, Cambridge, available amww.econ.cam.ac.uk/faculty/pesaran


http://www.econ.cam.ac.uk/faculty/pesaran

The Dynamics of Exports and Productivity at the Plant Level 305

Katayama, H., Lu, S., Tybout, J. (2003), “Why plant-level productivity studies are often
misleading and an alternative approach to inference”, NBER Working Paper No. 9617,
NBER.

Kraay, A. (1997), “Exports and economic performance: evidence from a panel of Chinese
enterprises”, Working Paper, World Bank, Washington, DC.

Krugman, P. (1991), “Increasing returns and economic geogradoyinal of Political
Economy Vol. 99, pp. 483-499.

Levin, A,, Lin, C. (1993), “Unit root tests in panel data: new results”, U.C. San Diego
Working Paper.

Little, R.J.A., Rubin, D.B. (1987)sStatistical Analysis with Missing DataViley, New
York.

Lucas, R.E. (1988), “On the mechanics of economic development plandogrnal of
Monetary Economics\Vol. 22, pp. 3—42.

Mairesse, J., Hall, B.H., Mulkay, B. (1999), “Firm-level investment in France and the
United States: an exploration of what we have learned in twenty yeArsiales
d’Economie et de Statistiqgue¥0l. 55-56, pp. 27-67.

Marschak, J., Andrews, W. (1944), “Random simultaneous equations and the theory of
production”,Econometrica Vol. 12, pp. 143-205.

Moore, W.H., Shelman, S.M. (2004), “Whither will they go? A global analysis of refugee
flows, 1955-1995", Paper presented at the 2004 Annual Meeting of the Midwest Polit-
ical Science Assoc. (April 15-18, 2004) Chicago, IL.

Parente, S., Prescott, E. (1994), “Barriers to technology adaptation and development”,
Journal of Political Economy\ol. 102, pp. 298-321.

Porter, M.E. (1998), “Clusters and new economies of competition”, Harvard Business Re-
view, Nov.—Dec., pp. 7-90.

Pugel, T. (2004)International Economigsl2th ed., McGraw Hill, New York.

Rivera-Batiz, L.A., Romer, P. (1991), “Economic integration and endogenous growth”,
Quarterly Journal of Economigsvol. 106, pp. 531-555.

Roberts, M., Tybout, J.R. (1997), “The decision to export in Colombia: an empirical model
of entry with sunk costs”American Economic Reviewol. 87, pp. 545-564.

Rubin, D.B. (1976), “Inference and missing datBfpmetrika \Vol. 63, pp. 581-592.

Rubin, D.B. (1987)Multiple Imputation for Nonresponse in Surveydley, New York.

Rubin, D.B. (1996), “Multiple imputation after #8years”,Journal of the American Sta-
tistical Association Vol. 91, pp. 473—-489.

Schafer, J.L. (1997)Analysis of Incomplete Multivariate Dat&€hapman and Hall, New
York.

Schenker, N., Raghunathan, &t,al. (2004), “Multiple imputation of family income and
personal earnings in the National Helath Interview Survey: methods and examples”,
Technical Document, National Center for Health Statistics, Center for Disease Control
(CDC), Atlanta.

Wagner, J. (2002), “The causal effects of exports on firm size and labor productivity: first
evidence from a matching approacEgonomics Letters\Vol. 77, pp. 287—-292.



This page intentionally left blank



Panel Data Econometrics

B.H. Baltagi (Editor)

© 2006 Elsevier B.V. All rights reserved
DOI: 10.1016/S0573-8555(06)74012-3

CHAPTER 12

Learning about the Long-Run Determinants of
Real Exchange Rates for Developing Countries:
A Panel Data Investigation

Imed Driné and Christophe Radfit

8paris |, Maison des Sciences de I'Economie, 106-112 bd. de L'Hopital, 75647 Paris cedex 13, France
E-mail addressdrine@univ-paris1.fr
buniversity of Evry-Val d’Essonne, Département d’économie, Boulevard Frangois Mitterrand, 91025 Evry cedex,
France
E-mail addresschrault@hotmail.com
url: http://www.multimania.com/chrault/index.html

Abstract

The main goal of this paper is to tackle the empirical issues of the
real exchange rate literature by applying recently developed panel coin-
tegration techniques developed by Pedroni (“Critical values for coin-
tegrating tests in heterogeneous panels with multiple regressors”, Ox-
ford Bulletin of Economics and Statistics, Vol. 61 (Supplement) (1999),
pp. 653-670; “Panel cointegration; asymptotic and finite sample prop-
erties of pooled time series tests with an application to the purchasing
power parity hypothesis”, Econometric Theory, Vol. 20 (2004), pp. 597—-
625) and generalized by Banerjee and Carrion-i-Silvestre (“Breaking
panel data cointegration”, Preliminary draft, October 2004, down-
loadable at http://www.cass.city.ac.uk/conferences/cfl/CFLPapersFinal/
Banerjee%20and%20Carrion-i-Silvestre%202004) palf structural long-

run real exchange rate equation. We consider here a sample of 45 de-
veloping countries, divided into three groups according to geographical
criteria: Africa, Latin America and Asia. Our investigations show that the
degrees of development and openness of the economy strongly influence
the real exchange rate.
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12.1. Introduction

The relationship between the real exchange rate and economic develop-
ment is certainly an important issue, both from the positive (descriptive)
and normative (policy prescription) perspectives. In recent years, policy
discussions have included increasing references to real exchange rate sta-
bility and correct exchange rate alignment as crucial elements to improve
economic performance in emergent countries. Real exchange rate mis-
alignment affects economic activity in developing countries mainly due to
the dependence on imported capital goods and specialization in commod-
ity exports. Accessibility to world financial markets which helps to smooth
out consumption by financing trade imbalance, also plays an important
role. Evidence from developing countries is often quoted to support the
view that the link between real exchange rate misalignment and economic
performance is stron@ottaniet al. (1990)argued that in many emergent
countries, persistently misaligned exchange rate harmed the development
of agriculture, reducing domestic food supply. Besides, a number of re-
searchers have also pointed out the importance of understanding the main
determinants of real exchange rate.

Edwards (1989jor instance developed a theoretical model of real ex-
change rate and provided an estimation of its equilibrium value for a panel
of developing countries. According to these estimations, the most impor-
tant variables affecting the real exchange rate equilibrium level are the
terms of trade, the level and the composition of public spending, capital
movements, the control of exchange and the movements of goods, techni-
cal progress, and capital accumulation.

Following Edwards’s pioneering works applied studies estimating equi-
librium exchange rates have increased these last past years, both for de-
veloped and developing countries. Among the large number of papers
available in the literature, special attention should be drawn to the work
of Xiaopu (2002) andMac Donald and Ricci (2003)ho investigated a
number of issues that are relevant to an appropriate assessment of the real
exchange rate equilibrium level and to the interesting review of literature
for developing countries by EdwarddBER Working Papersl999. In
these studies the main long-run determinants of the real exchange rate are
the terms of trade, the openness degree of the economy, and capital flows.

The aim of this paper is to apply recent advances in the econometrics
of non-stationary panel methods to examine the main long-run determi-
nants of the real exchange rate. We consider a sample of 45 developing
countries, divided into three groups according to geographical criteria:
Africa (21 countries: Algeria, Benin, Burkina Faso, Burundi, Cameroon,
Congo, the democratic Republic of Congo, Ivory Coast, Egypt, Ethiopia,
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Gabon, Gambia, Ghana, Guinea Bissau, Kenya, Mali, Morocco, Mozam-
bique, Niger, Senegal, Tunisid)atin America(17 countries: Argentina,
Bolivia, Brazil, Chile, Colombia, Costa Rica, the Dominican Repub-
lic, Ecuador, Guatemala, Honduras, Mexico, Nicaragua, Panama, Peru,
Paraguay, Uruguay, Venezuela) aAdia (7 countries: Bangladesh, In-
donesia, South Korea, India, Malaysia, the Philippines, Thailand). This
grouping of countries according to a geographic criterion is justified by
the fact that the panel data econometric techniques require a certain degree
of homogeneity to get robust empirical results. This geographic criterion
seems to us the most adapted and the most straightforward here for our
sample of 45 countries especially since we wish to study the determinants
of the real exchange rate for various continents. A grouping of countries
according to an economic criterion would also have been possible but
more complex to implement given the multiplicity of potential economic
criteria.

The point here is to go beyond the teachings of the Balassa—Samuelson’s
theory (cf. in particularDrine and Rault, 2002Drine et al., 2003 for
these countries as well &rauss, 199¢br OECD countries) and to deter-
mine if other factors, such as demand factors, economic policy or capital
movements, also have an influence on the equilibrium real exchange rate
level determination. Our econometric methodology rests upon the panel
data integration tests proposed by et al. (1997, 2003)that assumes
cross-sectional independence among panel ugiltsj (2002)and Moon
and Perron’s (2003fthese two tests relaxing the assumption of cross-
sectional independence which is often at odds with economic theory and
empirical results), and on the panel data cointegration tests developed by
Pedroni (1999, 2004nd generalized bBanerjee and Carrion-i-Silvestre
(2004) The advantage of panel data integration and cointegration tech-
niques is threefold: firstly, they enable to by-pass the difficulty related to
short spanned time series, then they are more powerful than the conven-
tional tests for time series and finally inter-individual information reduces
the probability to make a spurious regressiBanerjee (1999)To our
best knowledge no comparable studies exist using these new econometric
techniques to investigate the main macroeconomic variables influencing
the real exchange rate in the long run in developing countries.

The remainder of the paper is organized as follows. In the second
section we present a simple theoretical model of real exchange rate de-
termination. In the third one we report and comment on our econometric
results for a panel of 45 developing countries. A final section reviews the
main findings. We find in particular, that besides the Balassa—Samuelson
effect, other macroeconomic variables, such as the terms of trade, public
spending, investment, commercial policy, have a significant influence on
the real exchange rate level in the long-run.
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12.2. Determinants of the real equilibrium exchange rate

Following Edwards (1993)Wwe estimate the equilibrium real exchange rate
level using a theoretical model where the simultaneous equilibrium of the
current balance and the tradable good market is realized=fsee Alper

and Saglam, 2090

Consider a small, open economy model with three goods — exportable
(X), importable (/) and non-tradableN). The economy involves con-
sumers. The country produces non-tradable and exportable goods and
consumes non-tradable and importable goods.

The country has a floating exchange rate system, wittenoting the
nominal exchange rate in all transactions. This assumption may be surpris-
ing at first sight especially since numerous countries of our sample seem to
have a fixed exchange rate. However we consider here a long-run horizon
and estimate in the econometric part a long-run relationship. Of course
the exchange rate can be fixed in short and mid terms but in the long-
run countries must have a sufficient amount of currencies at their disposal
to maintain the exchange rate which is not the case for most developing
countries of our sample. As the nominal exchange rate will finally adjust
here we directly suppose that it is flexible.

Let Px and Py be the prices of importable and non-tradable goods
respectively. The world price of exportable goods is normalized to unity
(P = 1), so the domestic price of exportable good®is= EP; = E.

The world price of importable goods is denoted Bjy.

We defineey; andey as the domestic relative prices of importable and

exportable goods with respect to non-tradable ones, respectively:

= 12.1
em=p (12.1)
and
E
= —. 12.2
ex =45 (12.2)

Then the relative price of importable goods with respect to non-tradable
ones is:

EP}
* M
= 12.3
em Py ( )
The country imposes tariffs on imports so that
Py = EP;[ + T, (124)

wherert is the tariff rate.
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The total outputQ, in the country is

Q = QOx(ex) + On(ex), (12.5)
whereQ’y, > 0 andQ’, < 0.

Private consumptior(, is given by

C=Cpyley)+ Cn(em), (12.6)

whereC)y; andCy are consumption on importable and non-tradable goods
respectively, and’}, < 0,C}, > 0.

We define the real exchange rate as the relative price of tradable goods
to non-tradable ones and denote itdy

E(@Py +(1—a)) +art
Py

e=aey +(1—a)exy = (12.7)
with ¢ € (0, 1).

Capital is perfectly mobile. The net foreign assets of the country are
denoted byA. The country invests its net foreign assets at the international
real interest rate*. The current account of the country in a given year
is the sum of the net interest earnings on the net foreign assets and the
trade surplus in foreign currency as the difference between the output of
exportable goods and the total consumption of importable ones:

CA=r*A+ QOx(ex) — P;&CM(eM). (12.8)

Change in the foreign currency reservRspf the country is then given
by

R =CA+KI, (12.9)

whereKI is the net capital inflows.

In the short and medium run, there can be departures ffoe 0, so
that the country may gain or lose reserves. Current account is sustainable
if the current account deficit plus the net capital inflows in the long run
sum up to zero so that the official reserves of the country do not change.
We then say that the economy is in external equilibrium if the sum of the
current account balance and the capital account balance equal to zero, i.e.

r*A+ Qx(ex) — Py Cylen) + Kl =0, (12.10)

Cn(em) + Gy = Onl(ex), (12.11)

whereG y denotes public spending in non-tradable goods.

A real exchange rate is then said to be in equilibrium if it leads to ex-
ternal and internal equilibria simultaneously. Fr¢i2.9) and (12.10i is
possible to express the equilibrium exchange m@teas a function oy,
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7, r*, A, Kl andGy, i.e.

et =e*(Py, t,r*, A, KIl, Gy). (12.12)

The real exchange rate equilibrium level is thus a function of the terms of
trade, commercial policy, the foreign interest rate, foreign capital flows,
and public spending. The variables of Equatft8.12)are the fundamen-

tal of the real exchange rate in the long-run. An increase of public spending
in non-tradable goods entails a real exchange rate appreciation, i.e. a dete-
rioration of the country competitive position. A trade liberalization leads

to a real depreciation of the domestic currency, i.e. an improvement of the
country competitive position. An improvement of the trade balance entails
a real exchange rate appreciation in the long-run. The effect of the terms of
trade is ambiguous. On the one side, the terms of trade increase leads to a
national income rise and hence to an expenditure rise and a real exchange
rate appreciation. On the other, this increase generates a substitution effect
and a real exchange rate depreciatigihadawi and Soto (199%tudied

7 developing countries and found that for three of them a terms of trade
improvement entails of a real exchange rate appreciation, while for the
four others, it led to a depreciatioReyzioglu (1997¥ound that a terms

of trade improvement entailed a real exchange rate appreciation in Fin-
land.

12.3. Empirical investigation of the long term real exchange rate
determinants

12.3.1. The econometric relationship to be tested and the data set

The theoretical model developed in Sectib?.2 defines a long-run re-
lationship between the real exchange rate and macroeconomic variables.
The aim of this section is to test this relationship on panel data by tak-
ing explicitly the non-stationarity properties of the variables into account,
and to identify the long term real exchange rate determinants. Indeed, be-
fore the development of econometric techniques adapted to non-stationary
dynamic panels, previous studies on panel data implicitly supposed that
the variables were stationary. This constitutes a serious limitation to their
results given the considerable bias existing in this case on the parameter
estimates when the non-stationarity properties of data are not taken into
account. With the recent developments of econometrics it is henceforth
possible to test stationarity on panel data as well as the degree of integra-
tion of the set of variables.

1 These tests are sufficiently well-known to exempt us from their formal presentation and
for detailed discussions the reader will find references at the end of the paper.
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Given the theoretical framework of Sectith.2, the cointegrating rela-
tionship to be tested between the real exchange rate and its fundamentals
can be written as:

tcri; = ay; + Bute; + Poouvi, + Bsifdi;, + Baigir + Psiinvi
+ Beigdp, +¢ir, i=12,...,Nandtr=1,2,...,T
with: (12.13)
— e: the logarithm of the real exchange rate quoted to incertain,
— te: the logarithm of the terms of trade,
— ouv. the logarithm of trade policy,
— fdi: the logarithm of foreign direct investments flows (FDI, in percent-
age of GDP),
— g: the logarithm of the share of public spending in the GDP,
— inv: the logarithm of domestic investment (in percentage of GDP),
— gdp the logarithm of GDP per capita.

We consider a sample of 45 developing countries, divided into three
groups according to geographical criteriafrica (21 countries: Alge-
ria, Benin, Burkina Faso, Burundi, Cameroon, Congo, the democratic
Republic of Congo, Ivory Coast, Egypt, Ethiopia, Gabon, Gambia,
Ghana, Guinea Bissau, Kenya, Mali, Morocco, Mozambique, Niger,
Senegal, Tunisia)Latin America (17 countries: Argentina, Bolivia,
Brazil, Chile, Colombia, Costa Rica, Dominican Republic, Ecuador,
Guatemala, Honduras, Mexico, Nicaragua, Panama, Peru, Paraguay,
Uruguay, Venezuela) amisia(7 countries: Bangladesh, Indonesia, South
Korea, India, Malaysia, the Philippines, Thailand).

The sample period is based on data availability and it covers 16 years
for Africa (from 1980 to 1996), 23 years for Latin America (from 1973 to
1996) and 21 years for Asia (from 1975 to 1996). All the data are annual
and are extracted from the World Bank data base for the fundarfemil
from the French database of the CEPII (CHELEM) for the real exchange
rate3 The real exchange rate is calculated as the ratio of the consumer

2 As pointed out by a referee, although we consider reliable official data sets, they do
not accurately represent developing economies where black markets and corruption are
major actors. Solving this issue seems however impossible as of now and we therefore
acknowledge this limitation in our conclusions.

3 The CHELEM database has been used here for the TCR because our work is an exten-
sion of another study published in 2004 in tHe3v-1 issue oEconomie Internationale

on the investigation of the validity of purchasing power parity (PPP) theory for develop-
ing countries. In that study we used data extracted from on the TCR extracted from the
CHELEM French database and showed that the two versions of PPP (weak and strong)
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price index in the United States (CPI) to that of the considered country
multiplied by the nominal exchange rate with regard to the US Dollar and
an increase implies a depreciation. The terms of trade are calculated as the
ratio of export price index to import price index of the considered country.
Domestic investment is calculated as the ratio of gross investment at con-
stant prices to the sum of private consumption, government consumption,
and gross investment, all at constant prices.

Let us underline that the unavailability of data for some macroeconomic
variables led us to proceed to some approximations. The first one is related
to public spending in non-tradable goods: as we cannot decompose them
into tradable and non-tradable goods, we used the global public spending
share (in value) in GDP (in value) as a proxy. The second one concerns
trade policy. Generally, in literature, the openness degree of the economy
is approximated by the share of foreign trade in GDP (in value). This
approximation justifies itself by the fact thagteris paribusa greater trad-
able liberalization allows to intensify trade and the convergence of prices.
In our case we used the share of total imports (in value) in total domestic
spending (in value).

Long-run capital movements are approximated by foreign direct net
flows (FDI). This choice justifies itself by the fact that contrary to other
financial flows, the FDI are related to output motivations and are therefore
more stable.

Per capita income is used as a proxy to measure the Balassa—Samuelson
effect (cf.Balassa, 1964 We expect the coefficient of per capita income to
be negative since economic development comes along with an increasing
gap between the relative productivity in the tradable sector, which leads to
a real exchange rate appreciation.

Note that the cointegration coefficients are estimated by the fully mod-
ified least square method (Fmols), developedPlgroni (200Q)The ad-
vantage of this method with regard to the standard MCO is that it corrects
distortions related to the correlation between regressors and residuals and
that it is less sensitive to possible bias in small size sample®écitoni,
2000.

12.3.2. Econometric results and their economic interpretation

The analysis first step is simply to look at the data univariate properties
and to determine their integratedness degree. In this section, we implement

were not relevant to describe the long-run behavior of the TCR in Africa, Asia and South

America. Our goal here is to refine this analysis and we examine therefore explicitly the

long-run determinants of the TCR for these three groups of countries using data from the
same source.
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Table 12.1. Equilibrium real exchange rate estimation

te ouv fdi g inv. gdp ADF-stat. p val. Bootstrap distribution
1% 5% 10%
—-3.02-219-1.72

Africa
Coeff.—056 016-0.06 005 017 -0.07
t-stat. —8.58 238-2.76 292 304 -3.62 -591 000

Latin America
Coeff. ns 0.09-0.02-0.10 017 -0.23
t-stat. ns 297 -3.21-2.43 304 —-3.35 -3.82 000

Asia
Coeff.—0.53 039-0.07 013 037 -0.39
t-stat. —2.94 1101 -458 353 211-10.08-1216 000

Note. The bootstrap is based on 2000 replications.

three panel data unit root testen(et al., 1997, 2003Choi, 2002 Moon
and Perron, 2003n order to investigate the robustness of our results.

First, we used the test proposed by et al. (1997, 2003, hereafter
IPS) that has been widely implemented in the empirical research due to
its rather simple methodology and alternative hypothesis of heterogene-
ity. This test assumes cross-sectional independence among panel units,
but allow for heterogeneity of the form of individual deterministic effects
(constant and/or linear time trend) and heterogeneous serial correlation
structure of the error termJable Al12.1in the appendix reports the re-
sults of the IPS’s test and indicates that the null hypothesis of unit-root
cannot be rejected at the 5% level for all series.

However, as shown by several authors (includib@Connell, 1998
Banerjeeet al., 2004a, 2004} the assumption of cross-sectional inde-
pendence on which the asymptotic results of the IPS’s procedure relies
(as actually most panel data unit root tests of “the first generation” in-
cludingMaddala and Wu, 1999 evin and Lin, 1993Levin et al., 2002
is often unrealistic and can be at odds with economic theory and em-
pirical results. Besides, as shown in two simulation studie8ayerjee
et al. (2004a, 2004hif panel members are cross-correlated or even cross-
sectionally cointegrated, all these tests experience strong size distortions
and limited power. This is analytically confirmed hyhagen (2000and
Pedroni and Urbain (2001)

For this reason, panel unit root tests relaxing the assumption of cross-
sectional independence have recently been proposed in the literature in-
cluding Choi’s (2002) Bai and Ng's (2003)Moon and Perron’s (2003)
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Pesaran’s (2003ndPhillips and Sul’s (2003)ests. We have decided to
investigate the presence of a unit-root using two tests of “the second gen-
eration”, the test proposed I8hoi (2002) and that byMoon and Perron’s
(2003) to whom we refer the reader for further details. This last test in
particular, seems to show “good size and power for different valugs of
and N and model specifications”, according to the Monte Carlo experi-
ments byGutierrez (2003)The results reported ifables A12.2 and A12.3

in the appendix indicate that the null hypothesis of unit-root cannot be re-
jected by the two tests at the 5% level for our seven series, for Africa,
Latin America and Asia, hence supporting the first results given by the
IPS’s test. Furthermore, tests on the series in first differences confirm the
hypothesis of stationarity. We therefore conclude that the real exchange
rate and its potential determinants expressed in level are all integrated of
order 1, independently of the panel unit-root tests considered, which tend
to prove that the non-stationarity property of our macro-economic series
is a robust result.

Afterwards, having confirmed the non-stationarity of our series, it is
natural to test the existence of a long-run relationship between the real
exchange rate and its determinanfable 12.1reports the results of the
panel data cointegration tests developedRsdroni (1999, 2004hoth
using conventional (asymptotic) critical values givenHadroni (1999)
and bootstrap critical valuésindeed, the computation of the Pedroni
statistics assumes cross-section independence across individumahs-
sumption that is likely to be violated in many macroeconomic time series
(seeBanerjeeet al, 2004a, 2004) including in our study. In order to
take into account the possible cross-section dependence when carrying
out the cointegration analysis, we have decided to compute the bootstrap
distribution of Pedroni’s test statistics and have generated in this way data
specific critical values. Note that as Banerjee and Carrion-i-Silvestre
(2004) we have of course not used the seven statistics propos@&e-by
droni (1999, 2004]to test the null hypothesis of no cointegration using
single equation methods based on the estimation of static regressions).
These statistics can also be grouped in either parametric or non-parametric
statistics, depending on the way that autocorrelation and endogeneity bias
is accounted for. In our study, we are only concerned with the parametric
version of the statistics, i.e. the normalized bias and the psetatm sta-
tistics and more precisely with the ADF test statistics. These test statistics

4 Let us underline that as we implement a one sided test a calculated statistic smaller than
the critical value leads to the rejection of the null hypothesis of absence of a cointegration
relationship between the variables. Note also fhaepresents the average of the estimated
Bij for j varying from 1 to 6 (cf. Equatio(12.13).
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are defined by pooling the individual tests, so that they belong to the class
of between dimension test statistics (Bedroni, 1999, 2004or further
details).

Itis also important to notice that, as stressedBbyerjee and Carrion-i-
Silvestre (2004)some cautions about the method that is used to bootstrap
cointegration relationships are required, since not all available procedures
lead to consistent estimates. In this regard, we have folloRigitlips
(2001) Park (2002) and Changet al. (2002) and we have decided to
use sieve bootstrap using the modified version of the sieve boctsteap
scribed inBanerjeeet al. (2004a, 200405

Using both the conventional (asymptotic) critical valued.65 at 5%)
calculated under the assumption of cross-section independence (reported
in Pedroni, 1999and extracted from the standard Normal distribution),
and our bootstrap critical value-@.19 at 5%, valid if there is some
dependence amongst individuals), the null hypothesis of no cointegra-
tion is always rejected by test statistics. Therefore, we conclude that a
long-run relationship exists between the real exchange rate and its fun-
damentals for our three sets of countries (in Africa, Latin America and
Asia).

Empirical results (cf,81) confirm that an improvement of the terms
of trade entails a real exchange rate appreciation in Africa and in Asia,
which means that the wealth effect dominates the substitution effect. Fur-
thermore, the elasticity of the real exchange rate with respect to the terms
of trade is compatible with previous studies. The difference between the
economic structures of the two groups of countries partially explains the
difference of response of real exchange rates to a shock on the terms of
trade (an improvement of 10% of the terms of trade entails an apprecia-
tion of 5.6% in Africa and 5.3% in Asia). The absence of the effect of the
terms of trade on the real exchange rate in Latin America confirms that the
wealth effect compensates for the substitution effect.

Negative coefficientsdp) for the three groups of countries suggest that
trade liberalization is accompanied with a real exchange rate deprecia-
tion. The elasticity is different for the three groups of countries: it is of
0.16 in Africa, 0.39 in Asia and 0.09 in Latin America. Nevertheless,
this elasticity remains relatively low for these countries in comparison to
the previous results of literatur&lpadawi and Soto, 199Baffeset al,

1999. A possible explanation is that the estimated coefficients are aver-
ages of individual coefficients.

5 We are very grateful to Banerjee and Carrion-i-Silvestre for providing us their Gauss
codes.
6 For a detailed discussion the reader will find references at the end of the paper.
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For these three groups the cointegration coefficients of the FDI confirm
the theoretical predictions. The estimated coefficigg} (s negative, im-
plying that a capital flow increase entails a domestic spending rise and a
reallocation of output factors towards the non-tradable goods sector; the
long-run demand increase of non-tradable goods entails a real exchange
rate appreciation. Furthermore, the coefficients are very close for the three
groups of countries. Indeed, an increase of 1% of foreign investments
flows leads to an average real exchange rate appreciation of 0.05%.

The effect of public spending on real exchange raf$ i different
for the three groups of countries. Indeed, estimations indicate that an in-
crease of public spending entails a real exchange rate appreciation in Latin
America and a depreciation in Asia and Africa. According to theoreti-
cal predictions the coefficient must be negative given that the increase
of the global demand of non-tradable goods entails an increase of their
price. The positive coefficient in Asia and Africa can reflect a strong evic-
tion effect which induces a fall in private non-tradable goods demand.
If public spending is extensive in tradable goods, an expansionist bud-
get policy entails a tax increase or/and an interest rate rise, which reduces
the private demand of non-tradable goods. The fall in demand then en-
tails a price decrease and hence a real exchange rate depreciation (cf.
Edwards, 198p The effect of public spending on the real exchange rate
in Latin America and in Asia is comparable and relatively higher than in
Africa.

An increase of 10% on the share of domestic investments entails an av-
erage depreciation of 1.7% in Africa and in Latin America and of 3.7%
in Asia (coefficientSs). This result is compatible with that didwards
(1989)which also found a low elasticity (of 7%) for a group of 12 de-
veloping countries. Indeed, an increase of investments often leads to an
increase of non-tradable goods spending and hence to a decrease of the
relative price of non-tradable goods.

The per capita GDP also contributes to the long-run variations of the
real exchange rate for the three groups of countries. The coeffigighns(
negative, which implies that economic development is accompanied by a
real exchange rate appreciation (Balassa—Samuelson effect). The effect of
economic development on the long-run evolution of the real exchange rate
is relatively low in Africa. Indeed, an increase of 1% of per capita GDP
entails a real exchange rate appreciation of only 0.07%. On the other hand,
this effect is relatively high in Asia and Latin America since real exchange
rate appreciates respectively of 0.39% and 0.23% for these countries fol-
lowing an increase of 1% of the per capita GDP.

Finally, notice that in Africa and in Asia external factors (openness
degree and terms of trade) contribute most to the long-run dynamics of
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the real exchange rate; internal demand also plays an important role in
Asia. In Latin America on the other hand, external factors seem to have
a relatively limited effect on the equilibrium real exchange rate, the eco-

nomic development (GDP per capita) having on the contrary an important
role.

12.4. Conclusion

The aim of this paper was to identify the determinants of the equilibrium
real exchange rate for developing countries. On the basis of theoreti-
cal approaches used in literature, we have exposed a simple theoretical
model which describes the interaction between some macroeconomic vari-
ables and the equilibrium real exchange rate level. Then, this model has
been estimated by recent non-stationary panel data techniques. We have
in particular used the panel data integration tests proposddlst al.

(2997, 2003) Choi (2002)and Moon and Perron’s (2003the last two

tests relaxing the assumption of cross-section independence across indi-
vidual i which is rather unrealistic in applied research), as well as the
panel data co-integration framework developedP®gdroni (1999, 2004)

and generalized bBanerjee and Carrion-i-Silvestre (2004) particu-

lar, following Banerjeeet al. (2004a, 2004h)we have bootstrapped the
critical values of Pedroni's cointegration tests under the assumption of
cross-section dependence. These recent advances in the econometrics of
non-stationary panel methods have enabled us to put in evidence the exis-
tence of several sources of impulsions influencing the real exchange rate
in the long-term in Africa, Latin America and Asia.

Our investigations show that an improvement of the terms of trade,
an increase of per capita GDP and of capital flows entail a long-run ap-
preciation of the real exchange rate. On the other hand, an increase of
domestic investment and of the openness degree of the economy entails
a real exchange rate depreciation; the effect of public spending increase
being ambiguous.

Our results confirm that the real exchange rate depends on the economic
specificities of each country. In other words, we don’t have a fixed and gen-
eral norm but, for each economy, the real exchange rate trajectory depends
on its development level, on the way economic policy is conducted, and on
its position on the international market. Besides, the variations of the real
exchange rate do not necessarily reflect a disequilibrium. Indeed, equilib-
rium adjustments related to fundamental variations can also generate real
exchange rate movements.
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Notice finally that the non-stationary panel data econometric approach
applied here to 45 countries does not directly allow us to determine the
over (under) evaluations for each country individually.
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Appendix A12. Panel unit-root test results for developing countries

Table A12.1. Results dim et al. (1997, 2003 test*

Level First difference
Constant Constant and trend Constant Constant and trend

Real exchange rate

Africa -1.34 -1.6 -2.30 —-2.38
Latin America —0.23 —-1.43 -3.32 —4.32
Asia -0.32 —-1.65 —-254 —-2.12

GDP per capita

Africa —0.09 —1.60 -2.30 —-2.38
Latin America —0.12 —1.43 —-2.21 —2.54
Asia -0.19 —1.45 231 —3.45

Terms of trade

Africa —0.66 -0.17 —-7.77 —-5.72
Latin America —0.32 —-0.43 —-5.45 -5.21
Asia -0.36 -0.32 -5.47 —6.32

Openness degree

Africa —0.55 —0.63 —-2.33 —-7.77
Latin America —0.43 —0.98 -3.23 —6.47
Asia -0.12 -0.43 —2.54 —-3.34

Public spending

Africa -0.79 -1.79 -3.45 —4.05
Latin America —1.32 -1.12 -2.31 -3.21
Asia -0.86 -1.68 -3.32 —4.65

Foreign direct investments

Africa -0.19 -1.62 —2.63 —4.35
Latin America —0.12 -1.43 -212 -5.22
Asia -0.21 —-1.42 —-2.55 -3.21

Domestic investments

Africa -0.23 -1.14 -3.89 -3.23
Latin America —0.41 -1.21 -3.32 —-4.23
Asia -1.32 -1.35 -3.21 —4.67

*As this is one-sided tests, the critical value-i$.65 (at the 5% level) and for unit-root to
exist the calculated statistics must be larger tharb5.

7 All variables are expressed in logarithms.
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Table A12.2. Results dChoi’s (2002 test

P, statistic Z statistic L* statistic
Real exchange rate
Africa 0.177* 0.356 Q194
Latin America 0103 Q172 Q224
Asia 007 008 006
GDP per capita
Africa 0.091 Q321 Q159
Latin America 0061 Q311 Q05
Asia 0798 Q987 Q975
Terms of trade
Africa 0.128 Q071 Q062
Latin America 0054 Q081 Q056
Asia 0321 Q421 Q452
Openness degree
Africa 0.254 Q321 Q341
Latin America 0051 Q074 Qo047
Asia 0562 Q547 Q412

Foreign direct investments

Africa 0.112 Q125 Q185
Latin America 0045 Q568 Q098
Asia 0256 Q341 Q387

Domestic investments

Africa 0.098 Q093 Q150
Latin America 0045 Q105 Qo7
Asia 0121 Q231 Q192

*Note that theP,, test is a modification oFisher’s (1932)nverse chi-square tests and
rejects the null hypothesis of unit-root for positive large value of the statistics, and that
the L* is a logit test. The testZ(and L*) reject the null for large negative values of the
statistics. TheP, Z and L* tests converge under the null to a standard normal distribution
as (N, T — o0), cf. Choi's (2002)for further details.

**All figures reported iffable A12.2are P-values.
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Table A12.3. Results dfloon and Perron’s 003*

t¥a txb
Real exchange rate
Africa 0.153%* 0.124
Latin America 0421 Q342
Asia 0182 Q147
GDP per capita
Africa 0.921 Q752
Latin America 0354 Q247
Asia 0165 Q198
Terms of trade
Africa 0.051 Q061
Latin America 0042 Q067
Asia 0321 Q258
Openness degree
Africa 0.147 Q189
Latin America 0159 Q325
Asia 0487 Q362
Foreign direct investments
Africa 0.321 Q273
Latin America 0092 Q121
Asia 0043 Q051
Domestic investments
Africa 0.484 Q517
Latin America 0397 Q377
Asia 0071 Q0521

*The null hypothesis of the two tests proposedvigon and Perron (20033 the unit-root
for all panel units. Under the nullg, MP show that for ¥, T — oo) with N/T — 0 the

statisticsr * a andr x b have a standard normal distribution.
**All figures reported inTable A12.3are P-values.
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Abstract

Theoretical studies have suggested firm specific human capital and job
matching as the major, but opposite, mechanisms through which employee
turnover affects labour productivity. This study finds that the former dom-
inates when turnover is high, while the latter dominates when turnover is
low. The optimal turnover rate that maximises productivity is about 0.22
per annum. Bringing the observed turnover rates in the sample to the op-
timal level increases the average productivity by 1.1 per cent. The large
gap between the observed and the optimal rate could be explained by the
lack of decision coordination between agents in labour markets.
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13.1. Introduction

It is widely acknowledged in the business community that human re-
sources are an invaluable firm asset (see, for exanfusiness Asia,
1999 Business Times, 2000Therefore, it is logical to assume that the
flow of this valuable asset — employee turnover — will play a crucial role
in firm performance. Indeed, firms (and employees) are burdened with
turnover problems in both good and adverse economic climates. Dur-
ing economic upturns, employee churning represents one of the greatest
difficulties in business management. For instance, during the “new econ-
omy” boom in the U.S., nearly a quarter of workers were reported to
have average tenure of less than a y&aofiomist, 2000 On the other
hand, during economic downturns, trimming operating costs through job
retrenchment in order to maintain a firm'’s share value is a typical phenom-
enon. Nevertheless, downsizing is not a painless option for firms, as they
are likely to suffer adverse consequences, such as low levels of morality
and loyalty amongst the remaining staff. Moreover, firms also bear the risk
of not being able to quickly re-establish the workforce should the economy
rebound more swiftly than anticipated.

As a consequence, employee turnover has been extensively researched
across a number of disciplines, including: psychology; sociology; manage-
ment; and economics. Each discipline has its own focus and, accordingly,
employs different research methodologies. Psychologists and sociologists,
for example, are generally interested in the motivations behind quitting,
such as job satisfaction, organisational commitment and job involvement
(Carsten and Spector, 1987; Muchinsky and Tuttle, JSE@pirical work
in these fields typically involves case studies using survey data of individ-
ual firms or organisations.

In the discipline of management study, high staff turnover has been of
great and continuous concern (as typifiedtgk and Luk, 1995and the
symposium inHuman Resource Management Revisal. 9 (4), 1999).
Similar to the practice in psychology and sociology, researchers heavily
draw on event, or case, studies. While reducing employee turnover is a
managerial objective for some firms, the converse is true for others. For
example, legal restrictions and obligations in recruitment and dismissal
could prohibit firms from maintaining a flexible workforce size, a situa-
tion more common in unionised sectotsu€ifora, 1998. The industrial
reforms and privatisation in many developed nations were aimed, at least
in part, at increasing the flexibility of labour markets.

1 High-tech industries as well as the low-tech ones, such as retailing, food services and
call centres, experienced the problem.
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In contrast, economists focus mainly on the implications of turnover on
unemployment. A strand of matching theories has been developed exten-
sively to explain equilibrium unemployment, wages and vacantiesas
and Prescott, 1974, Lilien, 1982National aggregate time series data are
typically employed in this line of research. For recent surveys on match-
ing theories and their applications seetrongolo and Pissarides (2001)
and the symposium iReview of Economic Studijégl. 61 (3), 1994.

Despite turnover being considered crucial to human resource manage-
ment and production, there is little quantitative research on the effect of
turnover on labour productivity (hereafter “productivity” unless specified
otherwise¥ This omission is possibly due to the lack of firm level data on
both production and turnover. Moreover, firm level data are typically re-
stricted to individual organisations, prohibiting researchers from drawing
general conclusion$.Utilising a recently released firm-level panel data
set, based on the Australian Business Longitudinal Survey (BLS), this pa-
per is therefore able to provide a new dimension to the literature. The BLS
data provide an objective measure of value-added, which is comparable
across firms operating in a broad spectrum of industries. Conditional on
firm level factor inputs and other firm characteristics, the impacts of em-
ployee turnover on productivity are investigated. The results suggest that
employee turnover has a statistically significant and quantitatively large,
but more importantly, non-linear effect on productivity. From the results
it is possible to estimate the optimal turnover rate — the rate that max-
imises productivity, keeping other factors constant — which was found to
be around 0.22 per annum. As the employee turnover rate is defined here
as the average of total number of employees newly recruited and departed
within a period, relative to the average number of employees over the pe-
riod, the highest productivity is where about 22 per cent of total employees
changed over the one-year period. The estimated optimal rate is much
higher than that typically observed in the sample (the median turnover rate
is about 14 per cent). Using a theoretical model, it is shown that the lack
of coordination between agents in labour markets can lead them choosing

2 McLaughlin (1990)examines the relationship between turnover type (quit or layoff)
and economy-wide general productivity growth, but not productivity of individual firms.
Sheparcet al. (1996)make use of survey data to estimate the total factor productivity of
the pharmaceutical industry; nevertheless, their study is only concerned with the effect of
flexible working hours and not turnover.

3 For instanceBorland (1997ktudies the turnover of a medium-size city-based law firm,
Iverson (1999)examines voluntary turnover of an Australian public hospital, Gfehn
et al. (2001)focus on major league baseball in the U.S. However, all three studies do not
cover the production aspect of the examined organisation.
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a turnover rate far below the optimal level. The intuition is that the possi-
bility for an employer to find more productive staff (or for an employee to
find a more rewarding job) is related to the rate of job-worker separations
in other firms. Without sufficient information about the intended decisions
of others, agents will make changes at sub-optimal rates.

The empirical results also suggest that if firms bring their turnover rates
to the optimal level, average productivity will increase by just over 1 per
cent. These results have clear policy implications. For instance, if the ob-
served turnover rate is substantially below the estimated optimal raté and
institutional rigidity in the labour market is the main cause of that, dereg-
ulation may be warranted.

The rest of the paper is structured as follows. Secti®2reviews two
main contending theories about the linkage between employee turnover
and productivity, and formulates the concept of the optimal turnover rate.
In Section13.3the econometric model and the data are briefly described.
Section13.4 presents the empirical results and Sectiéh5 concludes.
Appendix Al3provides details of the data, including summary statistics.
Appendix B13presents a theoretical model to account for the empirical
findings.

13.2. Theories of employee turnover and productivity

There are two main theories on how employee turnover can affect pro-
ductivity. Firstly, there is the firm specific human capital (FSHC) theory,
pioneered byBecker (1975)This asserts that if firms need to bear the cost
of training, their incentives to provide staff training will be lowered by
high turnover rates. The incentive will be even weaker when firm specific
and general training are less separable, as employees have lower oppor-
tunity costs of quitting l{ynch, 1993. Consequently, productivity falls as
turnover increases. Even if FSHC is bred through learning-by-doing, its
accumulation remains positively related to employees’ tenure. As a result,
a higher turnover rate will still lead to lower productivity.

In addition to the direct loss of human capital embodied in the leavers,
there are other negative impacts of turnover on productivity. Besides the
output forgone during the vacant and training period, the administrative
resources used in separation, recruitment and training could have been
invested in other aspects of the production proédgsreover, high em-
ployee turnover could adversely affect the morale of the organisation.

4 It has been reported that the cost of losing an employee is between half to one and a half
times the employee’s annual salaBcpnomist, 2000
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Using a controlled experimengheehan (1993)ecords that the leavers
alter the perceptions of the stayers about the organisation and therefore
negatively affect its productivity. As a consequence, warranted (from an
employer’s perspective) but involuntary job separation could trigger un-
warranted voluntary employee departure — a snowball effect.

On the opposite side of the debate, is the job matching theory estab-
lished byBurdett (1978)and Jovanovic (1979a, 1979bJhe key insight
of this theory is that firms will search for employees and job seekers
will search for firms until there is a good match for both parties. How-
ever, the conditions for an optimal matching may change over time, lead-
ing to continuous reallocation of labour. For instance, a firm that has
upgraded its production technology will substitute skilled for unskilled
labour Ahn, 200). Moreover, established firms also need ‘new blood’ to
provide fresh stimulus to th&tatus quoOn the other hand, a worker who
has acquired higher qualifications via education, training, or learning-by-
doing may seek a better career opportunity.

Regular employee turnover helps both employers and employees avoid
being locked in sub-optimal matches permanently. For instance, the es-
timated cost of a poor hiring decision is 30 per cent of the first year’s
potential earning and even higher if the mistake is not corrected within six
months, according to a study by the U.S. Department of Labor (cited in
Abbasi and Hollman, 2000

Another factor that compounds the effect of turnover on productivity is
knowledge spillover between firm&€gooper, 2001 Knowledge spillover
is more significant if human capital is portable across firms or even in-
dustries.Megna and Klock (1993jind that increasing research input by
one semi-conductor firm will increase the productivity of rival firms due
to labour migration. FinallyBorland (1997)suggests that involuntary
turnover can be used as a mechanism to maintain employees’ incentives.
In short, matching theory suggests that higher turnover aids productivity.

Although FSHC theory and job matching theory suggest opposite ef-
fects of turnover on productivity, one does not necessarily invalidate the
other. In fact, there is empirical evidence supporting the coexistence of
both effects, albeit the effect of FSHC appears to dominater(net al,

5 During the economic downturn in the U.S. in 2001, executives in Charles Schwab and

Cisco were reportedly cutting down their own salaries and setting up charitable funds for

laid off staff in order to maintain the morale of the remaining employé&goifomist,

200)). Both companies’ efforts were apparently well receivEdrtune (2002yanked

Cisco and Charles Schwab as the 15th and 46th best companies to work for in 2001, re-
spectively, despite Cisco was reported laying off 5,500 staff while Charles Schwab 3,800

staff.
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2001). The two theories essentially answer the question of how to balance
the stability and flexibility of the labour force. It is the contention here, that
given FSHC and job matching have opposite effects on productivity, there
is a distinct possibility that a certain turnover rate will maximise produc-
tivity. A scenario, in which such an optimal turnover rate exists, is where
productivity is a non-linear — specifically quadratic concave function, of
turnover.

13.3. Data, empirical model and estimation method

13.3.1. Business longitudinal survey

The BLS is a random sample of business units selected from the Aus-
tralian Bureau of Statistics business register for inclusion in the first year
of the survey. The sample was stratified by industry and firm size. The
sample was selected with the aim of being representative of all businesses
(excluding government agents, public utilities and public services). The
focus is on a balanced panel of small and medium sized businesses. After
excluding businesses with deficient data records, 2,435 businesses are left
in our sample. Summary statistics and variable definitions are presented in
Appendix A13

This data source is unique in that it provides firm-level data, including
an objective measure of value-added, and structural firm characteristics.
Moreover, individual firms are tracked over a four-year period from 1994/5
to 1997/8. The panel nature of the data allows us to investigate the correla-
tion between firm characteristics and productivity, whilst simultaneously
taking into account unobserved firm heterogeneity.

Due to data inconsistencies however, focus is on a sub-two-year panel.
Also, some firms reported employee turnover rates well in excess of 1 (the
maximum value of turnover rate in the data set is 41!). Since the figure
is supposed to measure the turnover of non-causal workers only, the accu-
racy of these high value responses is questionable. It is suspected that most
of those firms that reported a high turnover rate might have mistakenly in-
cluded the number of newly hired and ceased “casual’ employees in their
counting. In that case, considerable measurement errors would be intro-
duced. There is no clear pattern on the characteristics of firms with very
high reported turnover rates. Thus, observations whose employee turnover
rates are greater than 0.8 (equivalent to 5% of total sample) are excluded
from the estimations. As the cut-off point of 0.8 is relatively arbitrary, dif-
ferent cut-off points are experimented with as robustness checks.
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13.3.2. The empirical model

The empirical model is a productivity function derived from a Cobb-
Douglas production function. Using the capital-labour ratio, employee
turnover and other firm characteristics to explain productivity, the regres-
sion model has the following forr:

IN(Vi¢/Lis) = Bo+ B1IN(Kir/Lis) + B2In Ly + 8173, + 82172
+Wio +Z;,0 +u; +eir, (13.1)

where V;; is value-added of firmi in years, and K;;, L;; and T;; de-
note capital, labour (effective full time employees) and employee turnover
rate, respectively. Employee turnover rate is measured by the average of
new employees and ceased non-casual employees divided by average non-
casual employees at the end of yeands — 1. Unobserved firm hetero-
geneity and idiosyncratic disturbances, are respectively denptatte;; .
W; is a vector of time invariant firm characteristics, including dummies for
family business, incorporation, industry, and firm age and firm size at the
first observation yeaiZ;, denotes a vector of time variant covariates in-
cluding employment arrangements (ratios of employment on individual
contract, unregistered and registered enterprise agreements), other em-
ployee related variables (managers to total employees ratio, part-time to
total employees ratio, union dummies) and other firm characteristics (in-
novation status in the previous year, borrowing rate at the end of previous
financial year, and export status).

Equation(13.1)can be viewed as a (conditional) productivity-turnover
curve (PT)! The five scenarios regarding the signspfnds and, thus,
the shape of the PT curve and the optimal turnover rate are summarised in
Table 13.1

A priori, one would expect; > 0 andd, < O, giving rise to an
n-shaped PT curve. This is because, when turnover is very low, job—worker
match is unlikely to be optimal as technology and worker characteristics
change continuously. Hence, the marginal benefit of increasing the labour
market flexibility overwhelms the marginal cost of forgoing some FSHC.

6 It has been verified that terms with orders higher than two are insignificant. Further-
more, if there are feedback effects of productivity on the turnover rate, one should include
lagged terms of” in the equation and/or set up a system of equations. For instance, using
U.S. dataAzfar and Danninger (200X)nd that employees participating in profit-sharing
schemes are less likely to separate from their jobs, facilitating the accumulation of FSHC.
However, the short time span of our panel data prohibits us from taking this into account
in the empirical analysis.

7 The effects of turnover on productivity are essentially the same as those on value-added
as factor inputs have been controlled for.
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Table 13.1. Various scenarios of the productivity—turnover curve

Scenario Shape of PT curve Interpretation Optimal
(T =20 turnover rate
31=8=0 Horizontal FSHC and job matching effects Undefined
cancel each other
81> 0,80 <0 n-shaped Job matching effects dominate _iE

25
whenT is small, while FSHC 2

effects dominate whef is large

81 <0,80 >0 U-shaped FSHC effects dominate whHen Undefined
is small, while job matching
effects dominate whef is large

81 > 0,8, > 0, Upward sloping Job matching effects dominate Undefined
81+862#0

81 < 0,82 <0, Downward sloping FSHC effects dominate 0
81+82+#0

As a result, productivity rises with the turnover rate. Due to the law of di-
minishing marginal returns, the gain in productivity lessens as turnover
increases. Eventually the two effects will net out; further increases in
turnover will then lead to a fall in productivity.

In the case of am-shaped PT curve, the optimal turnover rate is equal
to —0.5(81/82). The rate is not necessarily optimal from the perspective of
firms, as competent employees may leave for a better job opportunity. Nei-
ther is it necessarily optimal from the perspective of employees, as there
may be involuntary departure. In essence, turnover represents the fact that
firms are sorting workers and, reciprocally, workers are sorting firms. As
a result, the estimated optimal rate should be interpreted from the produc-
tion perspective of the economy as a whole. Moreover, the measurement
does not take into account the hidden social costs of turnover, such as pub-
lic expenses on re-training and unemployment benefits, and the searching
costs borne by job seekers, and for that matter, hidden social benefits such
as higher social mobility.

13.4. Empirical results

13.4.1. Results of production function estimation

Table 13.2eports the estimation results, on the assumption that the unob-
served effects of Equatiofi3.1)are treated as random, for the base case
(the sample with cut-off point of 0.8) as well as for the full sample. A ran-
dom effects specification is chosen as the estimation is based on a large



Employee Turnover: Less is Not Necessarily More? 335

random sample from the population. Moreover, a fixed effects approach
would lead to an enormous loss of degrees of freedom, especially as the
data contains only 3 years informatiddgltagi, 200). For the base case,

two models are estimated; with and without the restriction of constant re-
turns to scale (CRS). The results indicate that the CRS restriction cannot
be rejected, as the coefficient of log labour in the unrestricted model is not
significantly different from zero. Accordingly, focus is on the CRS results
for the base case in the following discussion (the middle two columns).

The coefficient of log capital is very small. This is not surprising due
to the use of non-current assets as a proxy of capitalAppendix A13
for details). This argument gains support from the negative coefficients of
firm age dummies in that the under-estimation of capital is larger for older
firms® Since both capital and firm age variables are included as control
variables, the mismeasurement of capital should not unduly bias the coef-
ficient of employee turnover.

The coefficient of the ratio of employees on individual contract is signif-
icantly positive. This is expected as individual contracts and agreements
tend to be more commonly used with more skilled employees, and also
because such agreements tend to be used in tandem with performance-
based pay incentives. Although it is widely believed that registered en-
terprise agreements are positively correlated with productiVisgg and
Wooden, 200}, the results here exhibit the expected sign but the effect is
not precisely estimated. Interestingly, productivity is higher for unionised
firms and it is particularly significant for those with more than 50 per cent
of employees being union members.

The coefficient of the lagged borrowing rate is, as expected, positive,
and significant. It is consistent with the theory that the pressure of paying
back debts motivates greater efforts in productiNickell et al., 1992.

The manager to total employee ratio appears to have no effect on produc-
tivity, while the negative effects of part-time to full-time employee ratio

is marginally significant. The latter result is probably due to the fact that
part-time workers accumulate less human capital than their full-time coun-
terparts.

The coefficient of innovation in the previous year is insignificant, pos-
sibly due to the potentially longer lags involved. Export firms have higher
productivity; highly productive businesses are more likely to survive in
highly competitive international markets and trade may prompt faster ab-
sorption of new foreign technologies. Non-family businesses, on average,

8 |f there is no underestimation of capital stock, other things equal, older firms are likely
to have higher productivity due to accumulation of experience.
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exhibit 16 per cent higher (labour) productivity than family businesses,
whereas incorporated firms are 13 per cent higher than non-incorporated
ones. The result signifies the importance of corporate governance, as non-
family businesses and incorporated firms are typically subject to tighter
scrutiny than their counterparts. Medium and medium large firms have 15
and 20 per cent higher productivity, respectively, than small firms.

13.4.2. Employee turnover and productivity

Focus now turns to the impact of turnover on productivity. The coefficients
of employee turnover rate and its square are jointly significant at a 5 per
cent significance level, although individually the coefficient of the turnover
rate has not been precisely estimated. The two coefficients are positively
and negatively signed, respectively, implyingrashaped PT profile. Itin-
dicates that job matching effects dominate when turnover is low, whereas
FSHC effects dominate as turnover increases. For the base case, the im-
puted optimal turnover rate is equal to 0 2Phis figure changes very little
even if the restriction of constant returns to scale is imposed in estimations.

Although the coefficients of other explanatory variables for the full
and trimmed samples are not markedly different, the same is not true of
those of turnover rate and turnover rate squared. This indicates that the
extremely large turnover rates are likely to be genuine outliers, justifying
their exclusion. However, notwithstanding this result, the estimated op-
timal turnover rates are remarkably stable across samples with different
cut-off points Table 13.3, lying between 0.214 and 0.23&yen though
the coefficients are sensitive to the choice of estimation safiphas with
a turnover rate higher than 0.5 are likely to be “outliers” as our definition
of turnover excluded casual workéfsSince the measurement errors are
likely to be larger at the top end of the distribution, the effect of employee
turnover rate weakens as the cut-off point increases. To balance between
minimising the measurement errors on the one hand and retaining suffi-
cient number of observations on the other, the 0.8 cut-off point was chosen
as the base case.

Note that despite the coefficient of the turnover rate is individually
not significantly different from zero (at 5 per cent) for the base case,

9 Using 1,000 Bootstrap replications, 93.1 per cent of the replications yielgddped

PT curves. The 95 per cent confidence interval for the base case optimal turnover rate is
(0.052, 0.334).
10 As a casual benchmark, policy advisers working for the Australian Government are
reported to have very high turnover rates, mainly due to long hours, high stress and lack of
a clear career pathratrick, 2002 Their turnover rate was found to range from 29 per cent

to 47 per cent under the Keating government (1991-1996).
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Table 13.2. Estimation results from random effect models

Restrict CRS Restrict CRS Not restrict CRS
Full sample Turnover< 0.8  Turnover< 0.8

Coef. Std. err. Coef. Std. err.  Coef. Std. err.

Log capital-labour ratio 089 0.009 Q188 0.009 Q184" 0.009
Log labour 0.031 Q023
Turnover rate —0.016 Q027 0182 0113 Q169 Q112
Turnover rate squared —-0.001 Q004 -0.418° 0.182 —0.399° 0.181
Ratio of employment on 0.131* 0.025 Q133 0.026 Q128 0.026
individual contract

Ratio of employment on —0.006 Q031 Q004 Q032 Q001 Q032
unregistered agreement

Ratio of employment on 0.057 Q045 Q062 Q047 Q056 Q047
registered agreement

Ratio of manager to total 0.095 Q076 Q098 0078 Q144" 0.084
employment

Ratio of part-time to total —0.044 Q040 -0.075% 0.041 —0.055 Q043
employment

Union dummy (1-49%) @31 Q025 Q026 0025 0022 0026
Union dummy (50%-) 0.086" 0.038 Q082 0.038 Q077 0.039
Family business —0.163* 0.024 -0.164° 0.024 —0.166° 0.025
Incorporated (135 0.026 Q132 0.027 Q130* 0.027
Export Q106 0.023 Q103 0.024 Q097 0.024
Innovation(r — 1) 0.005 Q015 Q000 Q016 Q000 Q016
Borrowing rate(r — 1) 0.011* 0.005 Q011* 0.005 Q011 Q005
Size: medium 54 0.028 Q153 0.029 Q116 0.041
Size: medium-large .099" 0.052 Q191* 0.053 Q125* 0.075
Age (less than 2 years) —-0.171* 0.050 -0.171* 0.051 -0.170° 0.052

Age (2toless than 5 years) —0.060 Q038 —0.061 Q040 —0.057 Q040
Age (5 to less than 10 years)—0.017 Q032 -0.014 Q033 -0.013 Q033
Age (10 to less than 20 years}0.018 Q030 -0.022 Q031 -0.020 Q032

Constant 282 0.056 3289 0.058 3229¢ 0.080
Industry dummies Yes Yes Yes

ou 0.472 0481 0482

Oe 0.301 Q297 Q0287
p=02/(02+02) 0.711 Q725 Q739
Number of observations 4472 4249 4249
Number of firms 2357 2311 2311

X?%l test for overall 1295.2 1235.0 1194.8
significance

*Indicate significance at 5% level.
#Indicate significance at 10% level.
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Table 13.3. Results for robustness checks

Turnover rate Turnover rate squared Optimabample
Coef. Std.err. Coef. Std. err. rate proportion
1996/97-1997/98
Turnover< 0.5 0435 0175 -1.001 Q422 0217 Q872
Turnover< 0.6 0411 0146 -0.962 Q298 0214 Q914
Turnover< 0.7 0178 0124 -0.385 Q219 0231 0938
Turnover< 0.8 0.182 Q0113 -0.418 Q182 0218 Q950
(base case)
Full sample —0.016 Q027 -0.001 Q004 0 10
1995/6—-1997/98
Turnover< 0.8 0153 0084 -0.244 Q136 0313 Q951

which implies a downward sloping PT curve (scenario STable 13.),
the null hypothesis of an-shaped PT curve is maintained for three rea-
sons. Firstly, this variable is essentially significant at the 10 per cent level
(p-value equals 0.106), or at the 5 per cent level for a one-sided'test.
Secondly, the optimal turnover rates are very similar across different cut-
off points and the coefficients of turnover rate are highly significant for the
samples with lower cut-off points than 0.8. This means that the low signifi-
cance of this variable in the base case is likely to be driven by measurement
errors of turnover rate Finally, the two turnover terms ajeintly sig-
nificant, and will necessarily be subject to some degree of collinearity.
The model is also estimated by industry and firm size (with the choices
of such being driven by effective sample sizes) and the results are pre-
sented inTable 13.4 The retail trade industry has the highest optimal
turnover rate of 0.33, compared to 0.24 and 0.22 of the manufacturing
and wholesale trade industries, respectively. The retail trade industry also
faces the greatest productivity loss from deviating from the optimal rate as
it has the steepest PT cund&gure 13.lillustrates the PT curve for three
different samples (all, manufacturing and small firms). The diagram is a
plot of log productivity against turnover rate. The PT curve can be read

11 The results presented in this chapter were estimated using STATA 8. The turnover rate
variable becomes significanp{value equals 0.0516) when LIMDEP 8 was used instead,
but the magnitude did not change much (coefficient equals 0.185), and the computed opti-
mal turnover rate remained equal to 0.22.

12 The reason of choosing 0.8 as the cut-off point instead of 0.5, is that this sample yields
a more conservative, and realistic, estimate of potential productivity gains, as the lower the
cut-off point, the larger are the magnitudes of coefficients. Given similar optimal turnover
rates, the productivity gain is the smallest among samples with lower cut-off points.
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Table 13.4. Estimation results by industry and firm size

Turnover rate  Turnover rate squared  Optimdumber of

Coef. Std.err. Coef. Std. err. rate observations
Manufacturing 393 Q0140 -0.821 Q226 Q239 1825
Wholesale trade 817 0326 -0.711 Q550 Q0223 792
Retail trade B34 Q301 -—-1.251 Q473 Q333 440
Small firms 0398 Q144 —-0.925 Q240 Q215 2082
Medium and —-0.170 Q176 Q254 Q273 - 2167

medium—large firms

Figure 13.1. Productivity—turnover curve
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as that, in the base case, increasing employee turnover rate from 0 to the
optimal point (0.22), on average, raises productivity by 1.95 per cent.

The median turnover rate for the base case sample is 0.14, which is
well below the optimal raté® A possible explanation for the large gap
between the estimated optimal rate and the sample median is the lack
of coordination between agents (employers and employees) in the labour
market. For instance, when an employer is pondering whether to layoff an
unproductive employee, he/she needs to consider the chance of finding a
better replacement within a certain period of time. The chance depends on,
amongst other factors, the turnover rates in other firms. Without sufficient
information about the employment plan of each other, agents will make

13 The average turnover rate of the base case sample is 0.183. However, median is a more
useful concept here because the average figure is dominated by the high turnover rates of
a handful of firms.



340 M.N. Harris, K.K. Tang and Y.-P. Tseng

changes at a rate lower than what would have been if information were
fully revealed. InAppendix B13 a formal model is presented to elab-
orate this explanation. Another plausible explanation is that there is an
enormous amount of friction in the dismissal and hiring process, such as
legal restrictions. Yet another possible explanation is that employers may
be concerned about non-pecuniary compensation, such as a harmonious
working environment, which may or may not sufficiently compensate for
inferior job matching. This scenario is likely to be important for small and
medium sized firms, which characterise the BLS data.

While the finding cannot pin down exactly what factors attribute to the
gap, it indicates how much can be gained by bringing the turnover rate
towards the optimal level. The average productivity gain from closing the
gap is equal to 1.1 per cent, which is the average increment of productivity
for the firms in the base sample if their turnover rates shift from observed
to the optimal values, weighted by the firms’ value adéfed.

Note that as the analysis in this chapter is based on small and medium
firms, it is not possible to draw inferences to the population of all firms.
Very large firms typically consist of many sub-units, which could all be
considered smaller “firms”. Therefore, intra-firm mobility may substitute
inter-firm mobility® Also, it is not possible to test the potential long-
term effects of turnover on productivity here due to data restrictions. For
instance, unfavourable comments on a firm spread by its involuntarily sep-
arated employees may damage its corporate image, and thus weaken its
attraction to quality potential employees. Therefore, employee turnover
may have slightly stronger negative effect in the long run. However, this
reputation effect should not be significant for small and medium firms be-
cause of their relative size in the labour market. To examine this long run
effect (as well as any potential reverse causation effect discussed in foot-
notell) requires the use of a longer panel.

13.5. Conclusions

This paper sets out to quantify the impact of employee turnover on produc-
tivity. Of the two major theoretical arguments, FSHC theory asserts that

14 Note that there is the possibility that lower productivity might lead to payroll retrench-
ment. However, if so, this is likely to have an impact on staffing decisions with lags (for
example, due to uncertainty in distinguishing cyclical effects from long run declines in pro-
ductivity, and measurement error in identifying individual worker’s productivity in team
production). Since the estimations use contemporaneous turnover and productivity figures,
any potential endogeneity will be alleviated.

15 In a case study,azear (1992finds that the pattern of within-firm turnover from job to

job resembles that of between-firm turnover.
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high turnover lowers firms’ incentives to provide staff training programs
and consequently, reduces productivity. On the other hand, job matching
theory postulates that turnover can help employers and employees avoid
being locked in sub-optimal matches permanently, and therefore increases
productivity. The conflict between retaining workforce stability on the one
hand, and flexibility on the other, gives rise to the potential existence of an
“optimal” turnover rate.

Using an Australian longitudinal data set, productivity was found to
be a quadratic function of turnover. Theshaped PT curve is consistent
with the intuition that job matching effects dominate while turnover is
low, whereas FSHC effects dominate while turnover is high. The optimal
turnover rate is estimated to be about 0.22. This result was robust to both
estimation method and sample (with the possible exception of the retalil
trade sector).

The fact that the estimated optimal rate is much higher than the sam-
ple median of 0.14 raises questions about whether there are institutional
rigidities hindering resource allocation in the labour market. Using a the-
oretical model, it is shown that the large turnover gap can be explained
by the lack of decision coordination between agents in the market. The
empirical results also indicate that higher productivity can be gained from
narrowing this gap — average productivity increase was estimated to be at
least 1.1 per cent if the turnover rates across the sampled firms are brought
to the optimal level.

Appendix A13. The working sample and variable definitions

The first wave of BLS was conducted in 1994/5, with a total effective sam-
ple size of 8,745 cases. The selection into the 1995/6 sample was not fully
random. Businesses that had been innovative in 1994/95, had exported
goods or services in 1994/95, or had increased employment by at least 10
per cent or sales by 25 per cent between 1993/94 and 1994/95, were in-
cluded in the sample. A random selection was then made on all remaining
businesses. These businesses were traced in the surveys of the subsequent
two years. In order to maintain the cross-sectional representativeness of
each wave, a sample of about 800 businesses were drawn from new busi-
nesses each year. The sample size in the second, third and fourth waves are
around 5,600. For detailed description of the BLS data sefl seeg and
Wooden (2001)Due to confidentiality considerations, the complete BLS

is not released to the public, only the Confidentialised Unit Record File
(CURF) is available. In the CURF, businesses exceed 200 employees and
another 30 businesses that are regarded as large enterprises using criteria
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other than employment are excluded. This leaves around 4,200 businesses
in the balanced panel.

Deleting observations that had been heavily affected by imputation, as
their inclusion would impose artificial stability, further reduced the num-
ber of cases available for analysis. Moreover, businesses in the finance
and insurance industries were excluded because of substantial differences
in the measures of value-added and capital for these firms (and effective
sample sizes too small to undertake separate analyses on these groups).
In addition, observations with negative sales and negative liabilities were
dropped, as were a small number of cases where it was reported that there
were no employees. In total, this left just 2,435 businesses in our sample.
Summary statistics are presentedable A13.1

The dependent and explanatory variables are briefly described as fol-
lows:

e InV;; (log value-added): Value-added is definedsakes— purchaset+
closing stock- opening stockin financial year.

e InK;; (log capital): Capital is measured as the total book value of
non-current assets plus imputed leasing capital. As reportBbgers
(1999) the importance of leasing capital relative to owned capital varies
significantly with firm size and industry, suggesting that leasing capital
should be included if we are to accurately approximate the total value of
capital employed in the production process. Leasing capital is imputed
from data on the estimated value of rent, leasing and hiring expéfises.

e InL;; (log labour): Labour input is measured as the number of full-time
equivalent employe€’s. Since employment is a point in time measure,
measured at the end of the survey period (the last pay period in June of
each year), we use the average numbers of full-time equivalent employ-
ees in year and year — 1 for each business as their labour input in
yearr 18

16 |easing capital is imputed using the following formula: leasing capitalleasing
expensed0.05 + r). The depreciation rate of leasing capital is assumed to be 0.05. Ten-
year Treasury bond rate is used as the discount FjgteSeeRogers (1999for more
detailed discussion.

17 The BLS only provides data on the number of full-time and part-time employees while
the number of work hours is not available. The full-time equivalent calculation is thus based
on estimated average work hours of part-time and full-time employees for the workforce
as a whole, as published by the ABS in its monthly Labour Force publication (cat. no.
6203.0).

18 Capital is also a point in time measure. However, capital is far less variable than labour
(especially when measured in terms of its book value), and hence the coefficient of capital
is not sensitive to switching between flow and point-in-time measures.
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Table A13.1. Summary statistics

Full sample Trimmed sample
Variable Mean Std. Dev. Mean Std. Dev.
Log labour productivity 281 Q0695 4289 0694
Log capital-labour ratio 368 1091 3972 1086
Log labour 2823 1119 2845 1114
Turnover rate @52 Q470 Q0183 0181
Ratio of employment on 0.251 0365 0254 0367
individual contract
Ratio of employment on 0.085 Q249 Q084 Q0248
unregistered agreement
Ratio of employment on 0.068 0218 Q069 0218
registered agreement
Manager to total employee 0.255 Q169 0252 Q0168
ratio
Ratio of part-time to total 0.202 0282 Q195 Q276
employee
Union dummy (1-49%) @06 Q405 Q0209 Q407
Union dummy (50%-) 0.079 0270 Q082 0274
Family business 6814 0500 0512 0500
Incorporated 15 0451 Q717 Q450
Export 0271 0444 Q272 0445
Innovation(r — 1) 0.292 Q455 Q293 Q455
Borrowing rate(r — 1) 0.746 1395 Q746 1397
Medium 0443 0497 Q445 0497
Medium—large 066 0248 Q065 Q247
Age (less than 2) 062 0241 Q062 0241
Age (2 to less than 5 years) A9 Q335 Q129 Q335
Age (5 to less than 10 0.248 0432 Q248 Q432
years)
Age (10 to less than 20 0.288 0453 0287 0453
years)
Age (20 years’) 0.274 0446 Q275 0446
Mining 0.008 0088 Q008 0088
Manufacturing 428 Q0495 Q430 0495
Construction 043 0203 Q042 0201
Wholesale trade .81 0385 0186 0389
Retail trade ao7 Q309 Q0104 Q0305
Accommodations, cafes & 0.036 Q186 Q033 Q180
restaurants
Transport & storage .029 0169 Q029 0168
Finance & insurance .013 0113 Q012 0111
Property & business 0.118 Q0323 Q119 Q324
services
Cultural & recreational 0.018 Q133 Q017 Q128
services
Personal & other services .@9 Q137 Q019 Q0138
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e T;; (employee turnover rate): Employee turnover rate is measured by the
average of new employees and ceased non-casual employees divided by
average non-casual employees at the end of yaadr — 1. The vari-
ables are only available from 1995/6 onwards. Moreover, the questions
for the calculation of labour turnover rate are slightly different in 1995/6
guestionnaires.

e W; (time invariant control variables):

— Firm age dummies: this variable is to control for any bias associated
with the mismeasurement of capital, as well as to control for industry
specific knowledgé?

— Industry dummies: industry dummies are included to control for in-
dustry specific factors that may not be captured by the above vari-
ables.

e Z;, (time variant control variables):

— Employment arrangement: there are three variables included in the
regression — proportion of employees covered by individual con-
tracts, by registered enterprise agreements, and by unregistered en-
terprise agreements. The proportion of employees covered by award
only is omitted due to perfect multi-collinearity.

— Union dummies: these dummies indicate whether a majority or a mi-
nority of employees are union members, respectively. A majority is
defined as more than 50 per cent and a minority being more than zero
but less than 50 per cent. The reference category is businesses without
any union members at all.

— Part-time employee to total employee ratio and manager to total em-
ployee ratio: the effect of manager to total employee ratio is ambigu-
ous because a higher ratio implies employees being better monitored
on the one hand, while facing more red tape on the other. The effect
of part-time to total employee ratio is also ambiguous because part-
timers may be more efficient due to shorter work hours, but they may
be less productive due to less accumulation of human capital.

— A dummy variable that indicates whether a business was “innova-
tive” in the previous year: Innovation potentially has a long lag effect
on productivity. Since the panel is relatively short, in order to avoid
losing observations, we include only a one-year lag. Moreover, the
definition of innovation is very board in the BLS. The coefficient of
innovation dummy is expected to be less significant than it should be.

19 A source of measurement bias is the use of the book value of non-current assets. Using
the book value will, in general, lead to the underestimation of the true value of capital due
to the treatment of depreciation. As firms get older, the book value of capital is generally
depreciated at a rate greater than the diminution in the true value of the services provided
by the capital stock.
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— Dummy variables that indicate whether a business is a family busi-
ness, or an incorporated enterprise. The questions are asked at the
first wave of the survey, so both variables are time invariant.

— Borrowing rate: It is measured at the end of the previous financial
year. This variable is used to measure how highly geared a firm is.

Appendix B13. A simple model of optimal turnover rate and
coordination

This model is to provide a theoretical explanation for the empirical finding
in the main text. The model considers only the coordination problem be-
tween firms. We focus on the steady state optimal employee turnover rate
for a representative firm. A number of assumptions are in order:

(a) All separations are initiated and controlled by the firm. So there is no
employee churning.

(b) Production uses a Cobb—Douglas technology with a fixed capital to
labour ratio for both incumbents and newcomers.

(c) The real wages received by both types of worker are fixed.

(d) The degree of job matching is random. As a result, firms are not com-
peting with each other, and all firms benefit from having a larger pool
of job seekers.

(e) Inevery period the firm lays off a certain proportion of incumbents, in
the hope of replacing them with better-matched workers.

(f) All incumbents are identical and have the equal chance of being laid
off. Therefore, in terms of FSHC, there is a difference between incum-
bents and newcomers but not amongst incumbents themselves. As a
consequence, the output of incumbents depends only on their average
tenure but not on the distribution of tenures.

The total number of staff for a representative fit¥h,is normalised to one:
N=1=N|,+ Ny — N_, (B13.1)

where N is the number of incumbentsyy the number of newly hired
staff; N the number of incumbents being laid off in each period. In steady
state, the total number of staff remains constant, implying Mjat= N .
So the turnover rate & = YN — Ny,

Given that the total number of staff is normalised to one and the capital
to labour ratio is constant, it implies that the capital stock is fixed. There-

fore, the profit of the firm can be written as a function of labour input:

7 = A(N) — NO)* + B(NR)* — wi(N; — N) (B13.2)
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c
— WHNH — E(NH + NL),

whereA is the productivity factor of incumbent® the productivity fac-
tor of newcomersi; andwy are the real wage rates for incumbents and
newcomers, respectively;2 the real cost of hiring and laying off staff.
Output price is normalised to one.

The amount of FSHC an average incumbent can accumulate is nega-
tively related to the chance that she will be laid off in any given period
and, thus, to the turnover rate. Here we specify the productivity factor of
incumbents as

A=o(l-0), (B13.3)

whereo is a positive coefficient, and its value is positively related to the
stock of capital. A larger value @f represents a greater FSHC effect.

The productivity factor of newcomers is not a constant. The firm will
try to select candidates with a better job-match than an average incumbent.
Otherwise, there would be no gain to lay off experienced staff and find an
inexperienced replacement. The average productivity of a newcomer de-
pends on the size of the pool of talent from which firms can pick their
candidates. If all firms are identical, then the size of the pool will be pos-
itively related to the turnover rate in a representative firm. We specify an
ad hoc relationship between them as

B =a6P. (B13.4)

The specifications oA and B have the same coefficieat because if
there are not FSHC and job matching effects, incumbents and freshmen
are identical. A larger value @ represents a greater job-matching effect.
Itis assumed that + @ < 1 andi + 8 < 1.

If there is no coordination between firms, each firm will tr@afs a
constant rather than a function@fIn the following, we consider the two
cases that firms do not coordinate and coordinate, respectively.

Without coordinationthe problem faced by the firm can be formulated
as:

max = o(1—6)"T% + Bo* —w — (6, (B13.5)
wherec’ = ¢ + wy — w is the net cost of turnover.

The profit maximising turnover rateis given by

A+o)L -yl _orP14 /g = 0. (B13.6)

With coordination the firm treatsB as an endogenous variable, and its
problem is reformulated as:

maxr = o(1 - Y 4 o0 P —w — . (B13.7)
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The profit-maximising turnover rat& is given by

A+a) A =0T 1_o+ ge* P14 /o =0. (B13.8)

Using Taylor expansions, it can be shown that— 6) ¢! ~ 14
L—r—a)f, 0"~ @2—-1—B)—(@A—xr—pB)o. Also, using the
fact that all 9, B and (1 — A — B) are small, it can be stated that
B(1 — 1 — B)F ~ 0. Applying these to/B13.6) and (B13.8)we can
obtain

0* — 0 ~ p=2-p) . (B13.9)

rA+a)l-—2r2—a)+A+B8A—-—A1—-pP)
In this equationj represents the effect of “pure” labour inpatthe effect
of FSHC, ands the effect of job matching.

In our empirical study, the sample median is 0.14. This figure corre-
sponds to the case that firms and workers cannot coordinate their deci-
sions, as each individual agent is atomic in the labour market. On the other
hand, the estimated optimal turnover rate is about 0.22. This is the figure
that a central planner will choose. Therefore, it corresponds to the case
that agents can coordinate their decisions. If all turnovwesee initiated
by firms and profit are highly correlated to labour productivity, the empir-
ical finding suggests that* — @ is in the order of 0.08= 0.22 — 0.14).

The value of EquatiofB13.9)is much less sensitive to the valuesiaind

« than to that of8. Thus, we arbitrarily set = 0.7 anda = 0.02. The
figures indicate a very small FSHC effect relative to the pure labour effect.
As B increases from 0.01 to 0.02 to 0.03, the imputed valu ef § from
Equation(B13.9)increases from 0.03 to 0.06 to 0.10. Hence we show that
the empirical findings in the main text can be readily explained by just the
lack of coordination between firms alone, without even resorting to those
between workers and between firms and workers.
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Abstract

This paper uses a unique US dataset to analyze the demand for Directors’
and Officers’ liability insurance utilizing dynamic panel models. Some
well-established theories propose that corporate insurance plays a role
in mitigating agency problems within the corporation such as those be-
tween shareholders and managers, and managers and creditors, mitigates
bankruptcy risk as well as provides real-services efficiencies. Applying
dynamic panel data models, this paper uses these theories to perform em-
pirical tests. The hypothesis that D&O insurance is entirely habit driven
is rejected, while some role for persistence is still confirmed. | confirm the
real-services efficiencies hypothesis and the role of insurance in mitigating
bankruptcy risk. Firms with higher returns appear to demand less insur-
ance. Although alternative monitoring mechanisms over management do
not appear to play a large role, | find some support that insurance and
governance are complements rather than substitutes. | fail to confirm the
role of insurance in mitigating under-investment problems in growth com-
panies.

Keywords: liability insurance, corporate insurance and risk management,
shareholder litigation, corporate governance, dynamic panel data models,
GMM

JEL classifications:G3, C23
14.1. Introduction

One aspect of corporate finance that has not received much empirical
attention is corporate insuranddayers and Smith (1982¥port that cor-
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porations on the aggregate spend more money on purchasing insurance
than on paying dividends. Yet that area remains largely unexplored empir-
ically, at least with US data. There is a particular type of insurance that
is directly related to corporate governance and the relationship between
shareholders and managers. This is Directors’ and Officers’ (D&O) Li-
ability Insurance, regularly purchased in the US. This insurance plays a
significant role in the corporate structure and protects against the risk of
managers not fulfilling their contractual obligations towards shareholders
and other stakeholders in the company. The present paper uses a unique
data set from the US to analyze the demand for D&O Insurance and fac-
tors that explain the limits chosen by public companies, thus enriching the
relatively small applied literature on these important issues. It examines
coverage limits in light of past stock performance, corporate governance
and financial risk, using very recent data. The paper manages to confirm
some theories on the demand for corporate insurance and tests for the first
time corporate insurance theory with US panel data.

The hypotheses to be tested derive from the seminal papéfaydrs
and Smith (1982andMacMinn and Garven (2000Yhe Main Hypothe-
sis, however, follows fromrtiaga’s (2003game theoretical model. Com-
panies with better returns demand less insurance. The higher the returns,
the less likely the shareholders to sue. Moreover, higher returns imply that
managers are working in the interest of the shareholders (and creditors)
and there are less agency costs. This implicitly supports the agency costs
theory; the lower the agency costs, the lower the litigation risk and less
insurance is demanded. Thus itis also connected to the theolésyefs
and Smith (1982andMacMinn and Garven (200@)n the role of insur-
ance in mitigating agency costs. As a result, this hypothesis blends several
theories; that is partly the reason it is chosen as main hypothesis. Returns
are measured by raw stock returns and returns on assets. It is expected to
find a positive correlation of those variables with the limit.

The following are the control hypotheses. Hypothesis 2 is that corporate
governance influences the D&O insurance limit. | test whether corporate
governance and insurance are substitutes or complemento(dérness,

1990. If they are substitutes, the better the corporate governance of a
company, the less insurance is demanded, as the managers are better super-
vised and less likely to commit misconduct. If governance and insurance
are complements, when extending insurance, the insurer encourages or re-
quires the company to better their governance; thus insurance is associated
with better corporate governance. Governance is measured by the number
of members on the board, percent of insiders and outsiders, CEO/COB
(chair of the board) separation, percent blockholdings, number of block-
holders, and directors’ and officers’ ownership (variables are defined in the



Dynamic Panel Models with Directors’ and Officers’ Liability Insurance Da&63

Appendix). If governance and insurance are complements, there will be a
positive relationship; if they are substitutes there will be a negative rela-
tionship. Thus it is not clear whether the expected signs on the governance
variables will be negative or positive.

Hypothesis 3 is that companies in financial distress demand more in-
surance layers and Smith, 1982The financial situation of companies
is measured by financial risk, leverage, volatility. Volatility is measured as
in Hull (2000). The financial risk variable is measured a8wyer (2003)
Those variables are hypothesized to be positively correlated with the level
of insurance. This hypothesis also implies that smaller companies (in term
of asset size) demand more insurance, as they have higher bankruptcy risk.

Hypothesis 4A concerns sizblayers and Smith (1982uggest that
smaller companies demand more insurance due to real-service efficiencies
and proportionately higher bankruptcy costs. Size is this case is measured
by In (assets). The predicted sign is negative. The existence of mergers and
acquisitions is expected to increase the insurance limit.

Hypothesis 4B deals with another measure of size: In(Market Value of
Equity). The higher the Market Value of Equity (MVE), the higher the
limit, as the higher would be the potential loss. | perceive this as rationality
hypothesis: the higher the potential loss, the higher limit is chosen by the
managers.

Hypothesis 5 stipulates that corporate insurance alleviates the under-
investment problem (between creditors and managers), as shown by
MacMinn and Garven (2000As growth companies are likely to experi-
ence more under-investment problems, they are expected to demand more
insurance. The variable to test this is growth (market-to-book ratio), de-
fined as

MVE + Book value of liabilities
Book value of total assets
This variable measures the growth opportunities of a corporation. The
predicted sign is positive.

Hypothesis 6. Consistent witBoyer’s (2003)findings, | expect to ob-
serve persistence in limits from year to year. The lagged dependent vari-
able is expected to be significant with a positive coefficient. The lagged
dependent variable necessitates the use of dynamic panel models.

To sum up, | will interpret Hypothesis 1 as confirmidgiiaga’s (2003)
model based on returns and the role of insurance in mitigating agency
costs, as suggested Mayers and Smith (1982ndHolderness (1990)
Hypothesis 2 tests whether good governance and liability insurance are
complements or supplements, as there are competing theories. | will inter-
pret Hypothesis 3 as confirming the bankruptcy risk theoiylafers and

Growth (market-to-booky= (14.2)
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Smith (1982)andMacMinn and Garven (200@nd the role of insurance

in mitigating bankruptcy costs. | will interpret Hypothesis 4A as providing
support for the real-services and bankruptcy risk theory and 4B as provid-
ing support that managers rationally choose insurance limits based on the
potential size of loss. If confirmed, Hypothesis 5 provides support that
corporate insurance mitigates the under-investment problem, as stipulated

by MacMinn and Garven (2000).astly, Hypothesis 6 reveals persistence
in the limits. Boyer (2003)interprets this as evidence of habit. Others no
doubt will interpret it as evidence of unchanged risk exposure through time
and not necessarily of habit.
Table 14.1defines the variables.

Table 14.1. Variable definitions

Variable Definition

D&O limits The amount of insurance coverage the company carries over
a period of time (one year)

Limits/MVE Ratio of limits over market value of equity, limit per value
of equity

MVE Market value of equity

Total assets Total assets as reported in Compustat

Acquirer Equal to 1 if company had an acquisition in the past year; 0
otherwise

Divestor Equal to 1 if company was acquired in the past year; 0
otherwise

Financial risk —(Book value of assets)/(Book value of
liabilities)*(1/volatility)

Leverage Long term debt/(Long term debMVE)

Volatility Annual volatility prior to insurance purchase based on

Growth (market-
to-book ratio)
ROA

Raw stock returns
Members

Percent of outsiders
Percent of insiders
CEO=COB

D&O ownership

Number of blockholders

Percent blockholdings

compounded daily returns
(MVE +Book value of liabilities)/(Book value of total
assets)

Return on assets in the year of insuraacBet income
(excluding extraordinary items)/Book value of total assets
Buy-and-hold raw returns for one year prior to date of

insurance purchase
Number of members on the board of directors
Percent of independent directors on the board
Percent of directors who are not independent, such as
executives, COB, employees or members of their families
Chief Executive Officer is same as Chair of the Board
Percent of firm's shares owned by directors and officers
Number of non-affiliated shareholders who hold at least 5%
of stock
Percent of company’s stock held by blockholders
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The model to be estimated is

In(Limit)i,t =« In(Limit),-,,_l +BXi+ni +vis, (14.2)

where X includes the variables described aboyeare unobserved in-
dividual effects, unchanged over time, the, are assumed to satisfy
E(vi;) = E(visvig) = 0fort # s. Other standard assumptions are
thatv; , are uncorrelated with Limip and the individual effects. Th¥; ,

are allowed to be correlated wit. The dependent variable | am trying

to explain is the annual amount of insurance purchakmit) and its de-
pendence on the variables mentioned above. The inclusion of a lagged
dependent variable makes this a dynamic panel model. It is estimated
using Arellano and Bond's (1991dlifferenced GMM estimator and the
system GMM estimator dBlundell and Bond (1998)

14.2. Data and variables

The data set consists of unbalanced panel data for US companies, span-
ning the years 1997-2003. | have obtained proprietary and confidential
data from two insurance brokerages, which consist of about 300 US com-
panies over the years 1997-2003, both private and public. One of them is a
leading insurance broker. Since this study focuses on the public companies
(and public data are not easily available for private companies), | removed
the private companies from the set, which reduces the set to about 180
companies. After removing companies unlisted on Compustat or CRSP,
the data set gets reduced to about 150 companies. To use certain panel data
techniques, such as fixed effects, | need at least 2 observations per com-
pany and for the Arellano—Bond estimation | need at least 3 observations
per company. After removing the companies with single observations, the
data set reduces to 113 companies. Thus | have 113 companies with in-
surance data for at least two years and 90 companies with insurance data
for at least three years. The sample is small, but such data are not usu-
ally publicly available. In addition, there are researchers who apply the
Arellano—Bond method on country models, and since the number of coun-
tries is finite, their samples are not large. For instaisoet al. (2004)

apply GMM dynamic panel methods wifi = 44 (and smalll").

The data include D&O insurance amounts, quote dates, effective dates,
underwriters, SIC codes. The industries of the companies are: Technol-
ogy (36 companies), Biotechnology and pharmaceuticals (18), Petroleum,
mining and agricultural (12), Non-durable goods manufacturing (12),
Merchandising (9), Non-banking financial services (6), Durable goods
manufacturing (5), Transportation and communications (3), Personal and
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business services (2), Banking (2), Health services (2), Construction and
real estate (1), Newspaper: publishing and print (1), Radio, TV Broadcast
(1), Other (3).

This data set allows me to analyze the demand for D&O insurance
in the US. Having panel data allows me to study the dynamic decision-
making between years regarding corporate insurance, \White (1997)
andO’Sullivan (1997)use cross-section data only. To my knowledge, this
is the first study employing US panel data set of D&O insurance data. It
is also the first set on which threllano—Bond (1991)echniques will be
used.

As in Core (1997)it is assumed that officers, directors, shareholders,
and insurers have symmetric beliefs about the probability and distribution
of D&O losses. The insurer requires seeing the financial statements of the
company before extending coverage. Misrepresentation on these financial
statements may cause denial of coverage, as the company has misrepre-
sented the risk they pose. This is becoming more common in the 2000’s,
as insurance companies are more likely to deny coverage after the cor-
porate scandals. The litigation risk is perceived to have increased in the
2000’s after the rise of lawsuits and corporate scandals.

14.3. Results

One-step estimation is preferred for coefficient infereri@end, 2002.

The system estimator is more suitable when the number of time-series
observations is small, therefore the preferred results are from the one-step
system estimations.

The results from the Arellano—Bond estimations of the limit equation
are shown iffable 14.2First of all, the lagged dependent variable is very
significant at the 99% level in all estimations in that table, which justifies
the use of a dynamic model. We can see the downward bias in the dif-
ference GMM estimation, as the coefficient there is much smaller than in
the system estimations. Thus it is safe to assume that the coefficient on
the lagged limit is .67 and is significant. Last years decision does influ-
ence strongly this year’s decision on insurance. | achieve a result similar
to Boyer’s (2003) who also finds a significance of persistence (using an
instrumental regression). The theory that persistence is one of the driving
forces behind risk management decisions is supported here. In contrast
to Boyer (2003) who finds no significance of any other variable, | find
some other variables that also influence the decision in the difference and
one-step system estimations.

Significant at the 99% level are growth andMVE) in both the differ-
ence and one-step system GMM estimations. The positive coefficient on
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Table 14.2. Arellano—Bond and Blundell-Bond dynamic panel-data
estimations. Time variablet{: year; significant variable coefficients at

90% or better are in bold

Difference GMM (one-step) System GMM (one-step)

Ln(Limit) Coefficient (Robust Std. Error)  Coefficient (Robust Std. Err.)
Ln(Limit) lagged 0.267(.085 0.660(.065
Growth —0.063(.021) —0.054(.020
Leverage 0.653(.336) —0.161(.102
Risk —0.000(.000 0.000(.000
Raw stock returns —0.010(.019 0.003(.021)
Members —0.056(.03) —0.03(.029
Percent insiders 0.03(.017 —0.003(.004
Percent outsiders 0.039(.020 0.005(.003
CEO=COB 0097(.085 0.091(.079
D&O ownership —0.001(.005 0.001(.002
Percent —0.002(.003 0.000(.004)
blockholdings

Number of 0.02(.030 0.021(.03H
blockholders

Ln(assets) —0.079(.09 —0.06 (.076)
Acquirer —0.017(.046 0.01(.048
Divestor 0002 (.068 —0.032(.058
Ln(MVE) 0.238(.069 0.214(.062
ROA —0.063(.039 —0.097 (.046)
Volatility 0.106(.056) 0.115(.067)
Year 1999 0010(.073 0.042(.082
Year 2000 0068(.073 0.078(.07))
Year 2001 —0.022(.072 0.000(.073
Constant (029(.025 2.66(1.181)
Sargan tesp-value Q97

Hansen J tesp-value 091

M1 p-value 001 001

M2 p-value Q76 078

Time dummies are included in all estimations. Robust standard errors are robust to het-
eroskedasticity. Predetermined variables: growth, leverage, risk, raw returns. M1 and M2
are tests for first- and second-order serial correlation. Sargan test (from two-step estima-
tion) and Hansen J tests are tests for over-identifying restrictions.

Market Value of Equity confirms the effect of size and the importance of
MVE as a major measure of the size of damages in a potential shareholder
lawsuit. Growth appears with a negative but small coefficient. The sign is
not as expected. That does not confirm the under-investment Hypothesis 5.
Leverage appears with the highest positive coefficient confirming the role
of financial distress in choosing limits, but is significant only in the dif-
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ference GMM estimation. The higher the financial distress, the higher the
protection desired. Volatility also shows with a positive coefficient. Mem-
bers too are only significant in the difference estimation. Members on the
board, surprisingly, show with a negative (but small) coefficient. The other
variable measuring alternative monitoring mechanisms over management
that appears to be significant is percent of outsiders on the board. It is sig-
nificant in the one-step system GMM estimation and the difference GMM
estimation with a small positive coefficient. The more independent the
board, the more insurance is demanded, which is more in line with the
hypothesis that governance and insurance are complements.

So far the hypotheses that have been confirmed are the Main hypothesis
(through ROA, as higher returns lead to less insurance), the hypothesis that
independence of the board and D&O insurance are complements, MVE is
positively related to insurance limits, and volatility is negatively related to
limits. | find no support at all for Hypothesis 5, under-investment, nor for
Hypothesis 4A that smaller companies demand less insurance. Persistence
is confirmed in this setup.

14.4. Conclusion

This paper provides much needed empirical tests of corporate insurance
theory, using recent D&O data from the US. It is the first study to use US
panel data and employ dynamic panel data methodology on such data. The
methodological contribution is the application of difference and system
GMM estimators to D&O insurance data. Given that persistence may be
present in different areas of insurance behavior, it may be beneficial to
apply these methods in other insurance settings as well.

The Main hypothesis is confirmed: Returns are consistently significant
in determining the desired insurance amount. Mostly Returns on Assets,
but also Raw Stock Returns, have the expected significant negative effect
on limits. Returns are indeed the best signal shareholders have for the per-
formance of managers and a good litigation predictor used by managers.
High returns usually indicate that managers are exerting high level of care
in the interest of the stakeholders of the company. The presumptions of
Urtiaga’s (2003)model receive empirical validation here. Companies in
financial distress are shown to demand higher insurance limits. That con-
firms Mayers and Smith’s (1982heory as well as the theory dfacMinn
and Garven (20003about the role of insurance in mitigating bankruptcy
risk. Indicators of financial health such as leverage and volatility appear to
be significant.

Surprisingly, corporate governance does not play a prominentrole in the
choice of limit. Companies probably do not perceive litigation as a failure
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of corporate governance but rather as a result of poor performance. Thus
the role of corporate insurance in mitigating the agency problems between
managers and shareholders, as far as governance provisions are concerned,
is dubious. However, | find more evidence that governance mechanisms
and insurance are complements rather than substitutes. The growth vari-
able does not show with the anticipated sign, thus | find no confirmation
for the theory that this type of insurance mitigates the agency problems
between creditors and shareholders. In fact, | consistently reject that the-
ory. While this theory has some theoretical appeal, it received no empirical
validation with this dataset.

| find some support foBoyer’s (2003)inding of persistence in corpo-
rate risk management decisions in this sample. Thus persistence is present
both in the US and Canadian data. It is not clear, however, that the signif-
icance of the lagged dependent variable can be interpreted as evidence of
habit or evidence of unchanged risk exposure. Habit persistence is not the
only significant factor, however, &oyer (2003)has suggested. There is
dynamics in risk management decision-making by corporations and one-
time observations might be misleading, which underscores the importance
of panel data and dynamic models. Companies adjust to changing envi-
ronments and emphasize considerations that have come to their attention.
These mechanisms do not entirely comply with the existing theories for
the demand of corporate insurance, but they are not entirely random ei-
ther.

The results here do not entirely reject the role of persistence but point
out a more diverse picture. While persistence plays a role, companies
use also some mechanisms to control for risk rooted in insurance theory.
Thus corporate risk management serves some useful purposes. Most im-
portantly, the paper finds some confirmation for the theorieMlayers
and Smith (1982, 1987Which are considered the cornerstone of modern
corporate insurance theory. Also, it illustrates the usefulness of dynamic
panel models in this field.
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Abstract

This paper assesses how income inequality influences economic growth by
estimating a reduced form growth equation across the 32 Mexican States.
Using dynamic panel data analysis, with both urban personal income for
grouped data and household income from national surveys, it finds that
inequality and growth are positively related. This relationship is stable
across variable definitions and data sets, but varies across regions and
trade periods.

Keywords: GMM estimator, panel data models, inequality, growth
JEL classifications:CE23, 04, H50

15.1. Introduction

The relationship between economic growth and income distribution is
still a controversial topic. When making economic policy, governments
are interested in increasing economic growth in order to increase eco-
nomic welfare. However, economic growth can also lead to an increase in
economic inequality, which reduces economic welfare. However, if gov-
ernments target reductions in income inequality as a way of improving
welfare, economic growth may slow, leading again to welfare loss. This
dilemma has prompted many researchers to explore the determinants of
income inequality, and the channels through which inequality affects eco-
nomic growth.
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On one hand, economic theory suggests that the relation between in-
come inequality and growth differs according to the economic context
(market settings). On the other hand, empirical research suggests that di-
vergence in results come from different data quality, period length, omitted
variable bias, or even the econometric technique used.

Analysing the results of previous literature, we observe these studies
lack a conceptual framework, with which to clearly identify the charac-
teristics of the model we would be interested in analysing under a partic-
ular socio-economic scenario, such as the relationship among countries
or within a country, developed or underdeveloped countries, perfect or
imperfect capital markets, agents’ skill level, particular characteristics of
economic situation (trade openness, fiscal reforms and others).

Nevertheless, there are a number of important lessons to be learned
from the literature Loury (1981)found that growth and inequality de-
pend on income distribution within and between periods. Thus, an analysis
of pure time series or pure cross section would miss mobility and dis-
persion effects. Moreover under restrictions on borrowing to invest in
human/physical capit&alor and Zeira (1993Fpund that income distrib-
ution polarises (into rich and poor), whianerjee and Newman (1993)
found that agents divide into classes with no mobility out of poverty. In
both cases, the influence of inequality on growth will depend on initial
conditions. Therefore, we should set the country of analysis in a proper
economic context before starting drawing conclusions about the relation-
ship between inequality and growth.

The neoclassical standard model of economic growth with technolog-
ical progress in a closed economy will always predict GDP per capita
convergenceRarro and Sala-i-Martin, 1992where, independently of in-
come distribution within the country, growth can take place. However,
Aghion and Williamson (1998point out since the convergence model
assumes perfect capital markets, results may not hold for developing coun-
tries. MoreoverQuah (1997¥ound that assuming each country/state has
an egalitarian income distribution, their income dynamics across coun-
tries/states may show stratification, persistence or convergence. Such in-
come dynamics, as well as their economic growth may depend on their
spatial location, and the countries with which they trade, among other fac-
tors.Quah (1997states that it is not that inequality influences growth or
vice versa, but that both have to be analysed simultanebusly.

The current work assesses how income inequality influences economic
growth across the 32 Federal Entities of Mexico (Mexican States) and

1 SeeForbes (2000), Benabou (1996), Perotti (1986)Xuznets (1955)Many of the
works included irBenabou (1996 )suffer from omitted variable bias.
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across time. This question is particularly interesting in the case of Mex-
ico, where a rich North contrasts with a backward South, as shown by
differences in human capital levels and income distribution, government
expenditure, and the level of capital markets imperfections across States.
The originality of our contribution is that it analyses the relation be-
tween income inequality and economic growth at the Federal Entity level
across time. To my knowledge, this kind of work is the first based in
Mexico and contributes to the country case studies on the relationship of
income inequality and growth as describeddanbur (1996)who argues
that country case studies rather than cross-country studies will rule income
distribution literature over the next two decades.
This paper is organised as follows. In Sectidh2we set out the model.
Sectionl5.3explains the data. Sectiof5.3 to 15.7resent the estimation
of the model as well as some sensitivity analysis. These sections account
for the relationship across time, states, and spatial location and reduce the
omitted variable bias. Sectiatb.8 presents our conclusion and possible
extensions of the study.

15.2. Model

We examine the influence of income inequality on growth, using a re-
duced equation like irForbes (20000 make our model comparable
with those of other studies. We allow for the influence of human capital,
dummy variables are introduced for each Mexican State to control for the
time-invariant omitted variables bias effect, and time dummies are used to
control for aggregate shocks. We estimate Equgtiénl)

Growth; = B1GSR ;-1 + Bolnequality , 4
+ psHuman—Capital, _; + a; + n; + uq, (15.1)
wherei indexes the states (panel variable) amglthe time variabley; are
State dummies which can be interpreted as the unobservable State effect,

n; are period dummies denoting unobserved time effects,ugni$ the
stochastic disturbance term.

2 Kanbur (1996)points out that while the cross-country literature provides some interest-
ing theories and tests of the development process, its policy implications are not clear. The
literature of the process of development and income distribution according to Kanbur has
passed through four phases, of which the fourth phase, expected to be found in most of the
coming studies, is an intra-country analysis that incorporates the trade off between growth
and distribution emphasised in the 1950’s (second phase) as well as the short and long run
consequences of growth studied in the 1990’s (third phase).
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15.3. Data sets and measurement

We consider two different data sets. Data set 1 (DS1) covers information
from 1960 to 2000, on a decade basis. It considers personal income from
grouped data to calculate inequality. Data set 2 (DS2), covers information
from 1984 to 2002, on a biannual basis, except for the first two surveys.
It considers households income from household surveys to calculate the
inequality measures. Sources for the data are listégppendix A15
Schoolingis the average year of schooling of the population aged 12
and older.
Literacyis defined as the proportion of the population aged 12 and older
who can read and write considered for females and males separately.
Growthis the Gross State Product per capita (GSP) at constant prices.
Income variablds the total after tax cash income received per worker
for DS1, and per household for DS2. We did not include non-monetary
income because this measured is not specified in all the surveys.
Inequality measuré/e use the Gini coefficient to measure inequality
because most of the studies choose this measure, and we want to make our
results comparable to the results of other surveys. We also use the 20/20
ratio as an alternative measure of inequality and the income share of the
third quintile Q3 as a measure of equalfity.

15.4. Estimation

Following Forbes (2000jandBaltagi (1995) there are three factors con-
sidered to estimate Equatigh5.1) most accurately: the relation between

the State-specific effect and the regressors, the presence of a lagged en-
dogenous variable, and the potential endogeneity of other regressors.

We use dynamic panel data methods to control for the previous prob-
lems. The estimation of the model is complex given the presence of a
lagged endogenous varialfi€onsidering that GSPis the logarithm of
the per capita Gross State Product for Stat timez, then growth, =
GSR; — GSR ;_1, and rewriting Equatiof(15.1) we get:

GSR; — GSF},;_]_ = ﬁlGSF{z_l + ﬁzlnequality’,_l
+ BaSchooling, _; + a; + n, + uir, (15.2)

3 SeeForbes (2000andPerotti (1996)
4 It is worth noticing thaBarro and Sala-i-Martin (1992)ever controlled for this kind of
effect.
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GSR; = y1GSR ;-1 + B2Inequality ,_; + B3Schooling, 3
+ o + 0 + Uir, (15.3)

wherey; = 1+ B1.
In matrix notation, it is equivalent to writing:

Vit = vYia-1+ X; ;1B + i + 00 + uis, (15.4)
Vit = Yij—1 =Y ijt-1— Yii-2) + (X,/-,tfl — X,{,Fz)B
+ (wir — uir—1). (15.5)

Equation(15.5) can now be estimated using the Arellano—Bond (A&B)
method.Table 15.1shows the results of estimating Equatidb.1) with

Fixed Effects (FE), Random Effects (RE), and the A&B method using first
and second step estimators GMM1 and GMM2 respectivgiyeach case,

we report the results with and without time dummies, and using datasets
DS1 and DS2.

The result of the Hausman test shows that the state-specific effects are
correlated with the regressors, so the RE estimator is rejected in favour of
FE estimator. However, FE is inconsisteBa(tagi, 199%. Thus, the only
consistent estimator is the GMM estimator. Therefore, we test for the hy-
pothesis that average autocorrelation in GMM residuals of order 1 and 2 is
equal to 0. In general it is not worrying that the 1st-order autocorrelation
is violated, it is more important that the 2nd-order autocorrelation is not
violated. In our case the GMM with dummies and both GMM2’s do not
violate that second-order autocorrelation is zero. Finally, from these esti-
mators the only statistically significant for inequality are GMM2 without
dummies for DS1 and GMM2 with dummies for DS2nd both coeffi-
cients are positive.

As the Arellano—Bond estimator controls for the unobservable time-
invariant characteristics of each Mexican state and focuses on changes
in these variables within each state across time, the coefficients measure
the relationship between changes in inequality and changes in growth

5 The two-step GMM estimation uses an optimised variance—covariance matrix that cor-
rects the second-order autocorrelation problem. Accordinyétiano and Bond (1991)
“...this apparent gain in precision may reflect downward finite sample bias in the estimates
of the two-step standard errors”.

6 Since the number of years between ENIGH surveys is not the same for the first two sur-
veys as it is for subsequent ones, we perform the analysis dropping 1984 (first survey), and
then dropping 1984 and 1989 (second survey). In both cases, the coefficient of inequality
is positive and significant.

7 The significance of dummies in DS2 can be explained by the fact the time between one
household survey and another is only two years.
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Table 15.1. Growth and inequality regressions using panel methods

Estimation FE RE FE with RE with A&B A&B A&B A&B
method year year GMM1 GMM1 GMM2 GMM2
dummies dummies dummies dummies
(1) 2 (3) (4) (5) (6) (7) (8)
Data set 1 (DS1)
GSR_3 —0.096* —0.04** —0.088"* —0.033%* —0.332%* 0.098 —0.488* 0.117%*
(0.011) (0.007) (0.010 (0.006) (0.131) (0.157 (0.075 (0.025
Inequality, 4 0.005 -0.019 -0.012 -0.016 Q395 —0.026 (0.497)** 0004 %
(0.019 (0.017 (0.018 (0.015 (0.192 (0.210 (0.085 (0.107 9
Schooling_4 0.056* 0.031** -0.015 Q031** -0.073 -0.073 -0.193 Qo077 &
(0.009 (0.008 (0.0190 (0.010 (0.243 (0.215 (0.176) (0.110 930
Dummy 70-80 - - @57+ 0.036** - - - - )
(0.007) (0.006
Dummy 80-90 - - M571** -0.015* - —0.642* - 0.271**
(0.013 (0.007 (0.102 (0.030
Dummy 90-00 - - m80+* 0.0004 - —0.905"* - —0.051
(0.020 (0.009 (0.151) (0.032
R-squared @72 Q248 Q720 Q568 - - - -
States 32 32 32 32 32 32 32 32
Observations 128 128 128 128 96 96 96 96
Period 1960-2000 1960-2000 1960-2000 1960-2000 1980-2000 1980-2000 1980-2000 1980-2000

(continued on next pagye
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Estimation FE RE FE with RE with A&B A&B A&B A&B
method year year GMM1 GMM1 GMM2 GMM2
dummies dummies dummies dummies
(@) &y 3) @) 5) (6) ) ®)
Data set 1 (DS1)
Hausman test ch{@) = 5150 chi26) = 49.75 - - - -
Prob> chi2=10 Prob > chi2= 0.00
Sargan test - - - - hi2(5) =3218 chi2a5) =803 chia5) =1893 chi25) = 105
Prob> chi2 = Prob> chi2 = Prob> chi2 = Prob> chi2 =
0.0 0.1 0.0 0.06
A&Bacovreslst — — — - z=-2.85 z=—-3.68 z=-0.84 z=-146
- - - - R>z=0004 Pr>z=0000 Pr>z=0400 Pr>z=0.145
A&B acovres2nd - - - - 7z =-240 z=-034 z=-127 z=-0.53
- - - - R>7z=0016 Pr>z=0731 Pr>z=0.204 Pr>z=0.596
DATA SET 2 (DS2)
GSB_1 -0.160"*  —0.02** —0.144*  —0.037* 0.255%* 0.54 7 0.248* 0.532*
(0.015 (0.007) (0.010 (0.007) (0.055 (0.069 (0.023 (0.021)
Inequality, _q 0.072* 0.096"* 0.003 Q023 Q144+ 0.053 Q142+** 0.032+*
(0.015 (0.017 (0.011) (0.0149 (0.037) (0.040 (0.009 (0.019
Schooling_4 0.036 Q095" 0.026 Q081** 0.046 Q030 Q076 Q066
(0.046) (0.038 (0.030 (0.032 (0.103 (0.101) (0.042 (0.036
R-squared 270 Q126 Q800 Q4564 - - - -
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Table 15.1. (Continued)

Estimation FE RE FE with RE with A&B A&B A&B A&B
method year year GMM1 GMM1 GMM2 GMM2
dummies dummies dummies dummies
(1) 2 (3) (4) (5) (6) (7) (8)
Data set 1 (DS1)
States 32 32 32 32 32 32 32 32
Obs 224 224 224 224 192 192 192 192
Period 1984-2002 1984-2002 1984-2002 1984-2002 1989-2002 1989-2002 1989-2002 1989-2002
Hausman test ch{@) = 10999 chi211) = 20350 - - - - >
Prob> chi 2= 0.000 Prob> chi= 0.000 o
Sargan test - - - - 4hi2(20) =106 chi220) =18 chi220) = 30 chi220) = 24 g
Pr>chi2=00 P> chi2= P > chi2= P > chi2= D
0.58 0.06 0.21 g
A&Bacovreslst - — - - z =—4.99 z=-363 z =—-4.20 7z =—-4.07 N
Pr> z=0.00 Pr> z = 0.00 Pr> z = 0.00 Pr> z =0.00
A&B acovres2nd — - - - z=-312 z =0.60 7z =-327 z=0.82

Pr> z =0.00 Pr> z=054 Pr> z =0.00 Pr>z=041

Note: The dependent variable is average annual per capita growth. Standard errors are in parentheses. R-squared is the within R-squared for the fixed
effects (FE) model and the overall R-squared for random effects (RE). A&B acov res 1st and 2nd is the Arellano—Bond test that average autocovariance
in residuals of order 1 and 2, respectively is 0.

*stands for significance at 5%.

**stands for significance at 1%.

*#*stands for significance at 10%.



Relationship between Income Inequality and Economic Growth 369

within a given state (seeorbes, 2000 This result implies that in the short
run (considering periods of ten years each for DS1 and two year periods
for DS2) positive changes in lagged inequality are associated with pos-
itive changes in natural log GSP (i.e. current GSP growth) within each
state across periods. This is in contradiction with both political economy
models Alesina and Rodrik, 1994and with the models that stress capi-
tal market imperfectionsGalor and Zeira, 1993; Banerjee and Newman,
1993.

In the following sections we address the following questions: is it only
the method of estimation that makes the relation between growth and in-
equality differ from other results? How robust is this relationship?

15.5. Factors that might affect the coefficient of inequality

Factors such as data quality, outliers, period coverage, and method of es-
timation might affect the coefficient of inequality; as well as different
definitions of inequality and literacy. In this section we check if any of
these factors have an impact on the inequality coefficient using the valid
A&B estimator.

15.5.1. Data quality

We estimate Equatiofl5.5)using an alternative source for the per capita
Gross State Product that comes frésquivel (1999)or DS1. The re-

sults show the same sign for the coefficient of inequality as before, but the
coefficient is not significant. What is important is that for the benchmark
estimations inTable 15.1 changes in inequality are positively related to
changes in growth and that the data source does not affect the sign of the
coefficient®

15.5.2. Outliers

There are three states with different behaviour compared to the 29 remain-
ing states; these are Campeche and Tabasco, which are oil producers, and
Chiapas, which is a very poor state. They have been treated differently in
the literature, as iksquivel (1999)When we control for outliers, the sign

on inequality does not change, but significance slightly increases.

8 Due to space problems we do not report all the estimations, but they are available from
author on request.



370 A. Ortega-Diaz
15.5.3. Periods coverage and method of estimation

A third factor that may affect the coefficient is the length of the periods
considered, so we performed several estimations of Equétmi)vary-

ing the period lengths. First, for each data set, we consider one long period
(1960 to 2000 for DS1, and 1984 to 2002 for DS2), as the long-term pe-
riod, then Equatior{15.1) has to be rewritten as Equatigh5.6) and be
estimated for one long period with OLS.

Growth = ag + Bi1lncome + Bolnequaltiy + Bz3Schooling + u;.
(15.6)

The problem with Equatio(iL5.6)is that it suffers from bias caused by the
endogenous lagged variable, and due to the few observations available for
this type of specification, it is better to consider other type of specifica-
tion. Hence, we divide the 40-year period for DS1 into three short periods
according to the degree of trade openness. We consider the period before
Mexico joined the GATT (1960-1980) as the Non-Trade period (although
trade was taking place), then we consider the GATT period as the period
between joining GATT and before signing NAFTA (1980-1990). The last
period will be the NAFTA period (1990-2008).

Then, still using these three short periods, we use A&B estimator with
trade period dummies for DS1, using Equatigi®.4) The inequality
estimate is negative with GMML1 and positive with GMM2 but is not sig-
nificant (se€Table 15.2. In both cases the dummies have a negative sign
and are statistically significant.

Finally, we divide the 18-year period for DS2 into two short periods
according to the degree of trade openness, the GATT period (1984-1994)
and the NAFTA period (1994-2002). Again we estimate Equatiaind)
using A&B estimator, separately for each trade period. The results are
given inTable 15.2 The two periods show a positive and significant coef-
ficient. Finally, we use all periods, but adding a dummy for GATT period,
and then for NAFTA period. The inequality estimate is positive and very
significant. These estimations have the same coefficients except for the
sign in the dummy variable: when we include the GATT dummy it is posi-
tive and significant, but the opposite is found when we include the NAFTA

9 According toBoltvinik (1999), in the period 1983—-1988, the fight against poverty and
inequality was discontinued. New efforts and programs started in the 1988 presidential pe-
riod, including Solidaridad and Progresa (nowadays Oportunidades). On the other hand,
economic policies for the period before signing of the GATT were based on import sub-
stitution and expenditure-led growth, but after signing, an export-led growth policy was
implemented (e.g.Székely, 199k Putting together these facts may explain why before
1988 the relationship is negative and afterwards positive.



Table 15.2. Effects of varying period length and estimation method

Data set DS1 Data set DS2
Method A&B GMM1 A&BGMM2 A& GMM1 A& GMM2 A&BGMM1 A&B GMM2 A&B GMM1 A&B GMM1
period of period of GATT GATT NAFTA NAFTA ALL ALL
trade trade 5
(1) 2 (3) (4) (5) (6) (7) (8) %
GSB_1 0.097 Q117+ 0.381** 0.451** -0.185 —0.211%* 0.235** 0.235* §
(0.157 (0.025 (0.096) (0.077) (0.139 (0.092 (0.052 (0.052 =1
Inegq_1 —0.026 Q004 Q1571** 0.121** 0.121** 0.1271** 0.090"* 0.090%* g
(0.210 (0.107 (0.069 (0.051) (0.042 (0.029 (0.037 0.037 CED
Schq_1 -0.074 Q077 Q135 Q201* —0.091 —0.140 Q008 Q008 ]
(0.215 (0.110 (0.1449 (0.116 (0.148 (0.159 (0.097) 0.097 5
Dummy  —0.642+* —0.593+* - - - - Q052"+ 8
GATT (0.102 (0.039 (0.013 é.‘
Dummy  —0.905"* —0.813* - - - - - —0.052** =3
NAFTA  (0.15)) (0.092) 0.013 3
States 32 32 32 32 32 32 32 32 L
Periods 3 3 2 2 4 4 6 6 <
Years 1960-2000 1960-2000 1984-1994 1984-1994 1994-2002 1994-2002 1984-2002 1984—2@2
Sargan test chi®) =80 chi(5) =10 chi20) =2 chi(20) =3 chi(20) =43 chi20) = 23 chi20) = 105 ch{20) =105 m
Pr>chi=01 Pr>chi2=0 P >chi2=1 Pr>chi2=1 P >chi2=0 P >chi2=0.25 Pr>chi2=0 Pr>chi2=0 8
A&B acov 7 =—3.68 z=-146 7z =—-255 z =-317 z=-164 z=-139 z =-5.09 z=-5.09 3
res 1st Pr>z=0.000 Pr> z=014 Pr>z=001 Pr>z=000 Pr>z=010 Pr>z=016 Pr>z=00 P >z=00 g
A&B acov 7z =-0.34 z=-0.53 - — 7 =-276 z=-211 z=-127 z=-127 ®
res 2nd Pr>z=073 Pr>z=059 Pr> z=0.005 Pr> z =0.03 Pr>z=020 Pr>z=0.20 g
>

Notes: Dependent variable is average annual per capita growth.
*stands for significance at 5%.
**stands for significance at 1%.
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dummy. The change in sign across periods suggests that the relationship
between inequality and growth has been changing over time. One of the
reasons for this change might be trade openfess.

We conclude that time length and the period studied may affect the
relation between inequality and growth. The NAFTA period is difficult to
interpret as its initial stage coincides with the Mexican economic crisis in
December 1994}

15.5.4. Different definitions of inequality and literacy

In this section we analyse whether changing the human capital variable
from schooling to literacy has any effects. We find that changing the hu-
man capital variable only affects the sign of the inequality coefficient for
the last trade period. The rest of the inequality coefficients remain the same
in sign and significance.

15.6. Grouping and regional analysis

In this section we examine the idea@tiah (1997about club formation:
that rich states are located near rich states and poor near poor ones. We are
interested in testing whether the clubs have different relationships between
inequality and growth. We group the States using different methods.

We first use the method @&squivel (1999}o group the States accord-
ing to location to see if there is any difference in the inequality regression
coefficient across regions, as we can find intrinsic characteristics that make
economies diffet? The results ifTable 15.3how that the inequality coef-
ficient is positive in 71% of the cases, but only significant in 43% of them,
probably due to the small number of observations within each gmdiip (
is too small).

10 Barro's estimations, described Banerjee and Duflo (1999and which describe &

shape relationship between growth and inequality during 1960-1995 for poor countries,
and positive for Latin-America, do not contradict the signs obtained by our three period
estimation ¢, —, +).

11 székely (1995argues that it is still early to judge the new economic model that currently
rules economic decision-making in Mexico and which consists mainly of trade liberalisa-
tion. Perhaps when the government implements a policy to lessen inequality, financed by
an increase in taxes, inequality decreases but growth does also, because incentives for sav-
ings decrease sdgerotti (1996) This may explain why we find a positive relationship in

the NAFTA period.

12 The North for instance, closest to USA, has six of the States with the highest product per
capita, and the highest share of foreign direct investment. In contrast, the 57% of the in-
digenous population is concentrated in the southern regions, its average years of schooling
is 5.7 and 6.7 years, compared with 9.6 in D.F., and has poor access to public services.



Table 15.3. Effect of regional differences on the inequality coefficient

Geographical Coefficient Standard States Obs Coefficient Standard States Obs
regions on INEQ error on INEQ error

Data set DS1 for 1980-2000 Data set DS2 for 1989-2002
Esquivel definition
North (0.322) —1.163* 0.276 6 24 0097 Q079 6 36
Capital (0.329) B14* 0.175 2 8 0213 0221 2 12
C. North (0.337) 0454* 0.204 6 24 0088 Q068 6 36
Golf (0.337) —0.449 1430 5 20 0037 0136 5 30
Pacific (0.344) %660 0675 5 20 0119¢ 0.057 5 30
South (0.378) (r83 0989 4 16 Q149" 0.075 4 24
Centre (0.398) B74* 0.192 4 16 0111 0084 4 24
Tree definition
R1 0552 0868 7 21 0128 Q069 7 42
R2 0572 0.221 8 24 0120¢ 0.057 8 48
R3 0410 Q270 8 24 Q075 0.063 8 48
R5 —0.381 0339 8 24 0131 Q070" 8 48
INEGI'’s definition
w1 0.909 1168 3 9 0154 0094 3 18
w2 0.455 0533 6 18 0207 * 0.074 6 36
w3 —0.873 0685 3 9 0041 Q074 3 18
w4 0.656** 0.234 9 27 0027 0063 9 54
W6 —0.353 0241 9 27 0092 Q061 9 54

Note: Initial Gini coefficient is in brackets, showing geographical regions are ranked by initial inequality (ascendant).

*stands for significance at 5%.
**stands for significance at 1%.
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Figure 15.1. Regional groups using a tree structure
GSP

Less that 12,400 More than

/\

INEQ INEQ
Higher .40 Lower Higher .40 Lower
Schooling Schooling Schooling Schooling
Less 6.3 More Less 6.3 More Less 6.3 More Less 6.3 More
(M 0 @®) (8) (0 o (D (8)

Next, we re-estimate the model grouping states inspired on the tree
algorithm technique used Durlauf and Johnson (1993)ut without op-
timisation. The tree technique consists in splitting the 32 States into two
groups, according to their GSP. Afterwards each group is split into two
according to their level of inequality. Finally, each of the four groups is
split according to their schooling level. With this technique, we have five
groups, which we can use to define our own welfare regions, where region
1 has the lowest welfare and region 5 the highest welfare. The resulting
tree is shown irFigure 15.1

The results inTable 15.3show that the richest region (the ones in the
right part of the tree that enjoy the highest GSP, highest schooling level
and lowest inequality) has a negative sign on inequality coefficient. The
rest of the regions have a positive coefficient. However, results are still not
significant, so we cannot derive a strong conclusion from these results.

The National Statistics Office in Mexico (INEGI) performs a welfare
analysis where it divides the Federal Entities according to their level of
well-being which takes into account 47 socio-economic variables like pop-
ulation characteristics and infrastructure. They use cluster analysis and
group the Federal Entities in seven groups, where the lowest level of wel-
fare is rated as level one, to the highest level of welfare that is rated as
seven. The estimation results using this informationTé@ble 15.3 show
the same pattern as before, the richest region has a negative coefficient but
results are significant only in 20% percent of the cases. Using DS2 instead
of DS1, all coefficients on inequality become positive, but significance is
still a problem.

Since economic performance and income are highly related, we divide
our data according to their income level. We do this by considering the
interval defined by the minimum and maximum GSP levels across the 32
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Table 15.4. Regression results according to initial GSP groups

Initial GSP Coefficient Standard States Obs Period of
groups on INEQ error growth
Data set DS1
Using INEGI data
Poor< 6037 0506  0.285 17 51 1980-2000
6037< Mid <9932 —0.048 0323 10 30
Rich > 9932 0225 0213 5 15
Using G. Esquivel data
Poor < 9000 0185 0265 17 51 1980-2000
9000< Mid < 16000 0067 0480 10 30
Rich > 16000 -0.111 Q467 5 15
Data set DS2
Initial GSP groups
Poor< 13330 0088*  0.039 17 102 1989-2002
13330> Mid < 19800 0124 0.069 11 66
Rich > 19800 0212 Q132 4 24

Note: States are categorised based on GSP per capita in 1990. Income is measured in 1993
pesos.

*stands for significance at 5%.

**stands for significance at 1%.

Federal Entities. We split this interval in three equal parts and define as
“poor” those States whose income fall into the lowest part of interval,
“mid” those whose income fall in the mid interval, and “rich” those with
income in the top interval.

In Table 15.4 we can observe that the group of the poorest States has
a positive coefficient on inequality, but the level of significance changes.
The coefficient of the middle and richest States varies as well as its signif-
icance. But results are in line with those observed in the grouped data by
regions in the previous sections.

We can conclude from Sectidlb.6 that the relationship between in-
equality and growth shows a strong contrast between poor and rich re-
gions, northern and southern regions. For rich regions (northern) inequal-
ity seems to have a negative coefficient. However, for the poorest regions,
inequality’s coefficient is positive.
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Table 15.5. Different inequality measures

Data set Inequality definitions  CoefficientStandard States Obs Period of

on INEQ error growth
DsS1 20/20 Ratio a7s* 0.070 32 96 1980-2000
20/20 Ratio no oll ®23* 0.057 30 90 1980-2000
POVCAL 0.349 Q247 32 96 1980-2000
POVCAL No ail 0.578* 0.181 30 90 1980-2000
Q3 —0.143* 0.025 32 96 1980-2000
DS2 Inequality definitions
20/20 Ratio 0056"* 0.014 32 192 1989-2002
Q3 —0.094* 0.008 32 192 1989-2002

**stands for significance at 1%.

15.7. Analysis with different inequality measures

Finally, recent literature argues that the relationship between income in-
equality and growth might depend on the definition of the GINI coefficient.
Thus, we swap the Gini coefficient calculated with the Yitzhaki—Lerman
formula (seeChotikapanich and Griffiths, 20Qith the Gini calculated
with the POVCAL formula developed by Chen, Datt and Ravallion. After-
wards, we use the 20/20 ratio as an alternative measure of inequality. The
20/20 ratio is the quotient between the income of the twenty percent of the
richest population and the 20 percent of the poorest. Finally, we use Q3,
which is the share of income held by the middle quint®erotti (1996)
uses Q3 as a measure of equality, and Forbes add a negative sign to Q3 to
use it as measure of inequality. We will follderotti (1996)

Results are shown ifable 15.5The estimated inequality coefficient is
still positive and very significant in all cases. When we use the equality
measure Q3, the estimated equality coefficient becomes negative. These
results confirm the robustness of the positive relationship between inequal-
ity and growth.

15.8. Conclusions and possible extensions

Results coming from this work have to be treated with reasonable cau-
tion due to the limited amount of data used. Using two different data sets
to account for the influence that the source may have on the results, and
using dynamic panel data methods to control for possible omitted vari-
able bias on the estimates, and the endogeneity of the lagged variable, we
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have found that the relationship between income inequality and economic
growth is positive. This result is robust to the use of different measures

of per capita Gross State Product, of human capital variable definitions,

and measures of inequality. This implies that the data source and variable
measures do not affect the sign in our estimation.

We also analyse the impact that varying the period length and the
method of estimation has on the sign of the income inequality coefficient.
We found that the inequality coefficient is positive and significant when we
use DS2, and negative but not significant using DS1. Including a dummy
for GATT and NAFTA periods, with DS2 suggest that NAFTA has a neg-
ative influence on inequality whereas GATT had a positive influence. This
finding could be interpreted meaning that as the Mexican economy be-
comes more open, the relation between growth and inequality is changing
over time. Our results show that time length and the period studied affects
the relationship between inequality and growth. Using different grouping
methods to test whether club formation affects the coefficient of inequal-
ity, we found that the coefficient of inequality is positive for the poorest
regions, and tend to be negative for the richest regions. Nevertheless, we
cannot draw a conclusion since we lack a sufficient number of observa-
tions in each group.

The results from the dynamic panel data estimations suggest that
changes in income inequality and changes in economic growth, from 1960
to 2000 and from 1984 to 2002 across the 32 Federal Entities of Mex-
ico, are positively related. This may suggest that high income-inequality is
beneficial for growth in that it can stimulate capital accumulatidghion
and Williamson, 1998

Further research is needed using different measures adjusted for house-
hold needs, in order to explore the robustness of the relationship between
inequality and growth. However, we are not only interested in testing
the robustness of the sign, but in analysing the channels through which
inequality influences growth, using structural equations, as well as in
performing a complementary analysis with growth accounting factors,
sources of growth and determinants of income inequality.
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Appendix A15. Summary statistics

Table A15.1.
Variable Definition Source Year Mean Std. Dev. Min  Max
DATA SET 1 (DS1)
Schooling Average years of schoolirgeEP 1960 26 091 100 500
of the population 1970 319 089 180 580
1980 431 095 250 700
1990 629 100 420 880
2000 753 100 570 1Q20
GSP Ln of Real GSP per capitaNEGI 1960 860 047 760 946
in 1993 pesos. Correcting 1970 875 038 793 960
with national deflator 1980 929 039 856 1040
before 1990 1990 923 041 853 1016

2000 949 043 871 1056

Inequality Inequality measured by th&E (1960), 1960 @8 005 020 047
Gini Coefficient using SIC (1970) 1970 043 006 032 057

Leman and Yitzhaki SPP (1980) 1980 .85 003 040 054
formula. Considering INEGI (2000) 1990 @7 002 034 048
monetary persons income 2000 041 003 034 051

Female Share of the female INEGI 1960 6399 1583 3493 8558
literacy population aged over 15 1970 7322 1205 5038 8792
(20) who can read and 1980 7961 1091 5494 9228

write 1990 8509 874 6235 9452

2000 8870 690 6995 9608

Male Share of the male INEGI 1960 7084 1226 4487 9217
literacy population aged over 15 1970 7906 875 5966 9431
(20) who can read and 1980 8552 7.21 6894 9689

write 1990 8995 515 7752 9787

2000 9211 402 8286 9826
(continued on next pagye
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Table A15.1. (Continued)

Variable Definition Source Year Mean Std. Dev. Min  Max

DATA SET 1 (DS1)

GSP2 Ln of Real GSP per capitaG. Esquivel 1960 97 044 832 1005
In 1995 pesos. Correcting 1970 946 046 856 1038
for 2000 1980 977 043 895 1065

1990 977 044 904 1084
2000 979 041 901 1080

DATA SET 2 (DS2)

GSP Ln of Real Gross State  INEGI 1984 256 042 192 401
Product (GSP) per capita in 1989 243 042 172 337
1993 pesos. Correcting 1992 244 041 177 343
with national deflator 1994 250 042 182 353
before 1990. Calculating 1996 246 042 178 347
2002 using national GDP 1998 249 042 177 355
2002 and State’s share in 2000 258 043 184 366
2001 2002 254 043 183 364

Inequality Inequality measured by thENIGH 1984 042 005 027 052
Gini Coefficient of 1989 047 006 034 063
monetary household 1992 (055 006 043 072
income 1994 047 005 037 060

1996 049 005 042 071
1998 051 004 041 o061
2000 050 005 037 058
2002 047 004 037 056

Female Share of the female ENIGH 1984 8454 978 6438 9831
literacy population aged over 15 1989 8565 853 6273 97.03
(10) who can read and 1992 8237 987 6092 9490
write 1994 8312 937 6005 9477

1996 8466 7.65 6484 09521
1998 8556 793 6955 9790
2000 8688 598 7375 9559
2002 8718 7.63 7026 9710

Male Share of the male ENIGH 1984 9105 623 7938 10000
literacy population aged over 15 1989 8871 584 7872 9705
(10) who can read and 1992 8613 647 7397 9766
write 1994 8693 605 7083 9767

1996 8817 463 7657 9737
1998 8746 565 7309 9753
2000 8849 437 8108 9837
2002 8914 577 7500 9767
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