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Preface

This book is intended to serve as an introduction to the subject of adaptive array sensor
systems whose principal purpose is to enhance the detection and reception of certain
desired signals. Array sensor systems have well-known advantages for providing flexible,
rapidly configurable, beamforming and null-steering patterns. The advantages of array
sensor systems are becoming more important, and this technology has found applications
in the fields of communications, radar, sonar, radio astronomy, seismology and ultrasonics.
The growing importance of adaptive array systems is directly related to the widespread
availability of compact, inexpensive digital computers that make it possible to exploit
certain well-known theoretical results from signal processing and control theory to provide
the critical self-adjusting capability that forms the heart of the adaptive structure.

There are a host of textbooks that treat adaptive array systems, but few of them take
the trouble to present an integrated treatment that provides the reader with the perspective
to organize the available literature into easily understood parts. With the field of adaptive
array sensor systems now a maturing technology, and with the applications of these systems
growing more and more numerous, the need to understand the underlying principles of
such systems is a paramount concern of this book. It is of course necessary to appreciate
the limitations imposed by the hardware adopted to implement a design, but it is more
informative to see how a choice of hardware “fits” within the theoretical framework of
the overall system. Most of the contents are derived from readily available sources in the
literature, although a certain amount of original material has been included.

This book is intended for use both as a textbook at the graduate level and as a reference
work for engineers, scientists, and systems analysts. The material presented will be most
readily understood by readers having an adequate background in antenna array theory,
signal processing (communication theory and estimation theory), optimization techniques,
control theory, and probability and statistics. It is not necessary, however, for the reader
to have such a complete background since the text presents a step-by-step discussion of
the basic theory and important techniques required in the above topics, and appropriate
references are given for readers interested in pursuing these topics further. Fundamental
concepts are introduced and illustrated with examples before more current developments
are introduced. Problems at the end of each chapter have been chosen to illustrate and
extend the material presented in the text. These extensions introduce the reader to actual
adaptive array engineering problems and provide motivation for further reading of the
background reference material. In this manner both students and practicing engineers
may easily gain familiarity with the modern contributions that adaptive arrays have to
offer practical signal reception systems.

The book is organized into three parts. Part One (Chapters 1 to 3) introduces the
advantages that obtain with the use of array sensor systems, define the principal system
components, and develop the optimum steady-state performance limits that any array
system can theoretically achieve. This edition also includes two new topics that have
practical interest: the subject of a performance index to grade the effectiveness of the
overall adaptive system, and the important theme of polarization sensitive arrays. Part Two
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(Chapters 4 through 9) provides the designer with a survey of adaptive algorithms and
a performance summary for each algorithm type. Some important modern developments
in matrix inversion computation and random search algorithms are treated. With this
information available, the designer may then quickly identify those approaches most likely
to lead to a successful design for the signal environment and system constrains that are
of concern. Part Three (Chapters 10, 11, and 12) considers the problem of compensation
for adaptive array system errors that inevitably occur in any practical system, explores the
important topic of direction of arrival (DOA) estimation, and introduces current trends in
adaptive array research. It is hoped that this edition succeeds in presenting this exciting
field using mathematical tools that make the subject interesting, accessible, and appealing
to a wide audience.

The authors would like to thank Northrop Grumman (Dennis Lowes and Dennis
Fortner), the National Electronics Museum (Ralph Strong and Michael Simons), Material
Systems Inc. (Rick Foster), and Remcom Inc. (Jamie Knapil Infantolino) for providing
some excellent pictures.
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An array of sensor elements has long been an attractive solution for severe reception
problems that commonly involve signal detection and estimation. The basic reason for
this attractiveness is that an array offers a means of overcoming the directivity and sen-
sitivity limitations of a single sensor, offering higher gain and narrower beamwidth than
that experienced with a single element. In addition, an array has the ability to control
its response based on changing conditions of the signal environment, such as direction
of arrival, polarization, power level, and frequency. The advent of highly compact, inex-
pensive digital computers has made it possible to exploit well-known results from signal
processing and control theory to provide optimization algorithms that automatically ad-
just the response of an adaptive array and has given rise to a new domain called “smart
arrays.” This self-adjusting capability renders the operation of such systems more flexible
and reliable and (more importantly) offers improved reception performance that would
be difficult to achieve in any other way. This revised edition acquaints the reader with
the historical background of the field and presents important new developments that have
occurred over the last quarter century that have improved the utility and applicability of
this exciting field.



CHAPTER 1 | Introduction

|1 | MOTIVATION FOR USING ADAPTIVE ARRAYS

An array consists of two or more sensors in which the signals are coherently combined
in a way that increases the antenna’s performance. Arrays have the following advantages
over a single sensor:

1. Higher gain. The gain is higher, because the array gain is on the order of the number
of elements in the array. Higher resolution or narrower main beam follows from the
larger aperture size.

2. Electronic beam scanning. Moving large antennas to steer the main beam is slow. Arrays
with phase shifters at each element are able to steer the beam without mechanical
motion, because the signals are made to add in phase at the beam steering angle.

3. Low sidelobes. If the desired signal enters the main beam while interfering signals
enter the sidelobes, then lowering the sidelobes relative to the main beam improves the
signal to interference ratio.

4. Multiple beams. Certain array feeds allow simultaneous multiple main beams.

5. Adaptive nulling. Adaptive arrays automatically move nulls in the directions of signals
over the sidelobe region.

On the other hand, these advantages are countered by the significant disadvantages of
increased cost and complexity.

Conventional signal reception systems are susceptible to degradation in signal-to-
noise ratio (SNR) [or more generally, the signal-to-interference plus noise ratio (SINR)]
performance because of the inevitable presence in the signal environment of undesired
“noise” signals that enter the sidelobes or main beam of an array. Signals that interfere
with the desired signal include deliberate electronic countermeasures (ECMs), nonhos-
tile radiofrequency interference (RFI), clutter, multipath, and natural noise sources. The
resulting SNR degradation is further aggravated by array motion, poor siting, sensor fail-
ures, and a nonstationary interference environment. As traffic in the spectrum increases,
the suppression of interference becomes even more paramount.

Adaptive arrays improve the reception of desired signals in the presence of interference
signals in radar, sonar, seismic, and communications systems. They automatically sense
the presence of interference and suppress them while simultaneously enhancing desired
signal reception without prior knowledge of the signal—interference environment. Adaptive
arrays are designed to complement other interference suppression techniques, such as low
sidelobes, spread-spectrum techniques, and high directivity.

An adaptive array has a computer algorithm that controls the signal levels at the
elements until a measure of the quality of the array performance improves. It adjusts its
pattern to form nulls, to modify gain, to lower sidelobes, or to do whatever it takes to
improve its performance. An adaptive array offers enhanced reliability compared with
that of a conventional array. When a single sensor element in a conventional array fails,
the sidelobe structure of the array pattern degrades. With an adaptive array, however,
the remaining operational sensors in the array automatically adjust to restore the pattern.
Adaptive arrays are more reliable than conventional arrays, because they fail gracefully.
The reception pattern of an array in place on an aircraft or ship is often quite different
from the array pattern measured in isolation (in an anechoic chamber) as a result of signal
scattering that occurs from vehicle structures located in the vicinity of the antenna. An
adaptive array often yields successful operation even when antenna patterns are severely
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distorted by near-field effects. The adaptive capability overcomes any distortions that occur
in the near field (i.e., at distances from the radiating antenna closer than A /27 where A is
the wavelength) and merely responds to the signal environment that results from any such
distortion. Likewise, in the far field (at distances from the radiating antenna greater than
2).) the adaptive antenna is oblivious to the absence of any distortion.

An adaptive array improves the SNR by preserving the main beam that points at the
desired signal at the same time that it places nulls in the pattern to suppress interference
signals. Very strong interference suppression is possible by forming pattern nulls over a
narrow bandwidth. This exceptional interference suppression capability is a principal ad-
vantage of adaptive arrays compared to waveform processing techniques, which generally
require a large spectrum-spreading factor to obtain comparable levels of interference sup-
pression. Sensor arrays possessing this key automatic response capability are sometimes
referred to as “smart” arrays, since they respond to far more of the signal information
available at the sensor outputs than do more conventional array systems.

The capabilities provided by the adaptive array techniques to be discussed in this
book offer practical solutions to the previously mentioned realistic interference problems
by virtue of their ability to sort out and distinguish the various signals in the spatial do-
main, in the frequency domain, and in polarization. At the present time, adaptive nulling
is considered to be the principal benefit of the adaptive techniques employed by adap-
tive array systems, and automatic cancellation of sidelobe jamming provides a valuable
electronic counter—countermeasure (ECCM) capability for radar systems. Adaptive arrays
are designed to incorporate more traditional capabilities such as self-focusing on receive
and retrodirective transmit. In addition to automatic interference nulling and beam steer-
ing, adaptive imaging arrays may also be designed to obtain microwave images having
high angular resolution. It is useful to call self-phasing or retrodirective arrays adaptive
transmitting arrays to distinguish the principal function of such systems from an adaptive
receiving array, the latter being the focus of this book.

¥ | HISTORICAL PERSPECTIVE

The term adaptive antenna was first used by Van Atta [1] and others [2] to describe a
self-phasing antenna system that automatically reradiates a signal in the direction from
which it was received. This “retrodirective” system works without prior knowledge of the
signal direction. Retrodirective arrays in point-to-point satellite communications systems
automatically return a strong pilot signal to overcome the usual beamwidth (and consequent
directivity) limitations.

The development of the phase-lock loop was another major step that made possible the
self-steering (or self-phasing) type of adaptive array [3]. A self-phased array has each of
the array elements independently phased, based on information obtained from the received
signals. For example, several large-aperture receiving antennas with slaved steering can be
self-phased on received signals from satellites or space vehicles so the effective receiving
aperture is the sum of the individual apertures of all participating antennas.

In the early 1960s the key capability of adaptive interference nulling was recog-
nized and developed by Howells [4,5]. Subsequently, Applebaum established the con-
trol law associated with the Howells adaptive nulling scheme by analyzing an algorithm
that maximizes a generalized SNR [6]. Concurrently, the capability of self-training or
self-optimizing control was applied to adaptive arrays by Widrow and others [7-9]. The
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self-optimizing control work established the least mean square (LMS) error algorithm that
was based on the method of steepest descent. The Applebaum and the Widrow algorithms
are very similar, and both converge toward the optimum Wiener solution.

The use of sensor arrays for sonar and radar signal reception had long been common
practice by the time the early adaptive algorithm work of Applebaum and Widrow was
completed [10,11]. Early work in array processing concentrated on synthesizing a “desir-
able” pattern. Later, attention shifted to the problem of obtaining an improvement in the
SNR [12-14]. Seismic array development commenced about the same period, so papers
describing applications of seismic arrays to detect remote seismic events appeared during
the late 1960s [15-17].

The major area of current interest in adaptive arrays is their application to problems
arising in radar and communications systems, where the designer almost invariably faces
the problem of interference suppression [18]. A second example of the use of adaptive
arrays is that of direction finding in severe interference environments [19,20]. Another
area in which adaptive arrays are proving useful is for systems that require adaptive
beamforming and scanning in situations where the array sensor elements must be organized
without accurate knowledge of element location [21]. Furthermore, large, unstructured
antenna array systems may employ adaptive array techniques for high angular resolution
imaging [22,23]. Adaptive antennas are a subset of smart antennas and include topics
such as multiple input, multiple output (MIMO) [24], element failure compensation [25],
reconfigurable antennas [26], and beam switching [27].

=T | PRINCIPAL SYSTEM ELEMENTS

Figure 1-1 shows a diagram of an adaptive array. It consists of the sensor array, the
beamforming network, and the adaptive processor that adjusts the variable weights in the
beamforming network. The array design depends on the propagation medium in which
the array operates, the frequency spectrum of interest, and the user’s knowledge of the
operational signal environment.

2
Signal #2

Signal#l\ \ ’\9 /Signal #3

O O O

Adaptive
algorithm

Beamforming
network

Array output
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The array consists of N sensors designed to receive (and transmit) signals in the
propagation medium. The sensors are arranged to give adequate coverage (pattern gain)
over a desired spatial region. The selection of the sensor elements and their physical
arrangement place fundamental limitations on the ultimate capability of the adaptive array
system. The output of each of the N elements goes to the beamforming network, where
the output of each sensor element is first multiplied by a complex weight (having both
amplitude and phase) and then summed with all other weighted sensor element outputs to
form the overall adaptive array output signal. The weight values within the beamforming
network (in conjunction with the sensor elements and their physical arrangement) then
determine the overall array pattern. It is the ability to shape this overall array pattern that
in turn determines how well the specified system requirements can be met for a given
signal environment.

The exact structure of the adaptive algorithm depends on the degree of detailed in-
formation about the operational signal environment that is available to the array. As the
amount of a priori knowledge (e.g., desired signal location, jammer power levels) concern-
ing the signal environment decreases, the adaptive algorithm selected becomes critical to
a successful design. Since the precise nature and direction of all signals present as well
as the characteristics of the sensor elements are not known in practice, the adaptive algo-
rithm must automatically respond to whatever signal environment (within broad limits)
confronts it. If any signal environment limits are known or can reasonably be construed,
such bounds are helpful in determining the adaptive processor algorithm used.

JEN | ADAPTIVE ARRAY PROBLEM STATEMENT

The fundamental problem facing the adaptive array designer is to improve the reception of
a desired signal in the presence of undesired interfering signals. The terms desired signal
and interfering signals imply that the characteristics of these two signal classes are different
in some respect and that this difference provides the key to improving the desired signal
reception. For example, if the direction of arrival of the desired signal is known (or can be
deduced), then any signals arriving from different directions are suppressed by forming
array pattern nulls in those directions. Likewise, if the interference signals are outside
the desired bandwidth, then the interference signals are eliminated by band-pass filtering.
Certain characteristics of the desired signal distinguish it from interference signals, so it
is reasonable to assume that the nature of the desired signal is known even though certain
signal parameters (e.g., direction of arrival, amplitude, phase) must be estimated. If the
designer were solely concerned with suppressing interfering signals, then desired signal
reception might suffer. Likewise, if desired signal enhancement were the sole focus of
attention, then interference signal reception might also be enhanced. Therefore, the twin
(and sometimes conflicting) objectives of desired signal enhancement and interference
signal suppression are sought so that the overall desired signal reception performance
is improved. In many cases, the overall reception performance is best measured by the
output SNR. For passive sensor systems, however, the basic problem is that of determining
whether a desired signal is present in a background of ambient noise and interfering
signals. Determining signal presence or absence requires a decision that is not provided
simply by maximizing the output SNR, and statistical decision theory provides solutions
to problems of this kind that minimize the risk associated with incorrect decisions. The
optimum processors prescribed by statistical decision theory are closely related to those
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obtained by maximizing the output SNR, so there is an underlying unity to problems that
initially appear to be quite different.

An adaptive array design includes the sensor array configuration, beamforming net-
work implementation, signal processor, and adaptive algorithm that enables the system to
meet several different requirements on its resulting performance in as simple and inexpen-
sive a manner as possible. The system performance requirements are conveniently divided
into two types: transient response and steady-state response. Transient response refers to
the time required for the adaptive array to successfully adjust from the time it is turned on
until reaching steady-state conditions or successfully adjusting to a change in the signal
environment. Steady-state response refers to the long-term response after the weights are
done changing. Steady-state measures include the shape of the overall array pattern and
the output signal-to-interference plus noise ratio. Several popular performance measures
are considered in detail in Chapter 3. The response speed of an adaptive array depends on
the type of algorithm selected and the nature of the operational signal environment. The
steady-state array response, however, can easily be formulated in terms of the complex
weight settings, the signal environment, and the sensor array structure.

A fundamental trade-off exists between the rapidity of change in a nonstationary
noise field and the steady-state performance of an adaptive system: generally speaking,
the slower the variations in the noise environment, the better the steady-state performance
of the adaptive array. Any adaptive array design needs to optimize the trade-off between
the speed of adaptation and the accuracy of adaptation.

System requirements place limits on the transient response speed. In an aircraft com-
munication system, for example, the signal modulation rate limits the fastest response
speed (since if the response is too fast, the adaptive weights interact with the desired
signal modulation). Responding fast enough to compensate for aircraft motion limits the
slowest speed.

The weights in an adaptive array may be controlled by any one of a variety of different
algorithms. The “best” algorithm for a given application is chosen on the basis of a host
of factors including the signal structures, the a priori information available to the adaptive
processor, the performance characteristics to be optimized, the required speed of response
of the processor, the allowable circuit complexity, any device or other technological limi-
tations, and cost-effectiveness.

Referring to Figure 1-1, the received signal impinges on the sensor array and arrives
at each sensor at different times as determined by the direction of arrival of the signal
and the spacing of the sensor elements. The actual received signal for many applications
consists of a modulated carrier whose information-carrying component consists only of
the complex envelope. If s(7) denotes the modulated carrier signal, then §(¢) is commonly
used to denote the complex envelope of s(¢) (as explained in Appendix B) and is the only
quantity that conveys information. Rather than adopt complex envelope notation, however,
it is simpler to assume that all signals are represented by their complex envelopes so the
common carrier reference never appears explicitly. It is therefore seen that each of the N
channel signals x;(¢) represents the complex envelope of the output of the element of a
sensor array that is composed of a signal component and a noise component, that is,

xi(t) = s,(t) + (1), k=1,2,...,N (1.1)

In a linear sensor array having equally spaced elements and assuming ideal propagation
conditions, the s (¢) are determined by the direction of the desired signal. For example, if
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the desired signal direction is located at an angle # from mechanical boresight, then (for
a narrowband signal)

2mkd
sp(t) =s()expq Jj sin 6 (1.2)
where d is the element spacing, A is the wavelength of the incident planar wavefront, and
it is presumed that each of the sensor elements is identical.
For the beamforming network of Figure 1-1, the adaptive array output signal is written
as

N
YO = wix(r) (1.3)

k=1
Equation (1.3) can be conveniently expressed in matrix notation as

yo)=wix=x"w (1.4)

where the superscript 7' denotes transpose, and the vectors w and x are given by

wl = [wiwa...wy] (1.5)
x| = [x1x2...xx] (1.6)

Throughout this book the boldface lowercase symbol (e.g., a) denotes a vector, and a
boldface uppercase symbol (e.g., A) denotes a matrix.

The adaptive processor must select the complex weights, wy, to optimize a stipulated
performance criterion. The performance criterion that governs the operation of the adap-
tive processor is chosen to reflect the steady-state performance characteristics that are of
concern. The most popular performance measures that have been employed include the
mean square error [9,28-31]; SNR ratio [6,14,32-34]; output noise power [35]; maximum
array gain [36,37]; minimum signal distortion [38,39]; and variations of these criteria
that introduce various constraints into the performance index [16,40-43]. In Chapter 3,
selected performance measures are formulated in terms of the signal characterizations
of (1.1)—(1.4). Solutions are found that determine the optimum choice for the complex
weight vector and the corresponding optimum value of the performance measure. The
operational signal environment plays a crucial role in determining the effectiveness of
the adaptive array to operate. Since the array configuration has pronounced effects on the
resulting system performance, it is useful to consider sensor spacing effects before pro-
ceeding with an analysis using an implicit description of such effects. The consideration
of array configuration is undertaken in Chapter 2.

I 5 | EXISTING TECHNOLOGY

In any echo-ranging system, the maximum detection range Rp,x determines the minimum
period between consecutive pulses T, [and hence the pulse repetition frequency (PRF)],
according to

Ty = 22000 (1.7)
min — D .
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Carrier signal

where b is the velocity of propagation of the transmitted signal. For underwater applications
the velocity of sound in water varies widely with temperature, although a nominal value
of 1,500 m/sec can be used for rough calculations. The velocity of electromagnetic wave
propagation in the atmosphere can be taken approximately to be the speed of light or
3 x10® m/sec.

If the range discrimination capability between targets is to be r;, then the maximum
pulse length #,,,,x (in the absence of pulse compression) is given by

2rd
Imax = T (1.8)
It will be noted that r, also corresponds to the “blind range”— that is, the range within
which target detection is not possible. Since the signal bandwidth = 1/pulse length, the
range discrimination capability determines the necessary bandwidth of the transducers
and their associated electrical channels.
The transmitted pulses form a pulse train in which each pulse modulates a carrier fre-
quency as shown in Figure 1-2. The carrier frequency fj in turn determines the wavelength
of the propagated wavefront since

_
~f

where 1 is the wavelength. For sonar systems, frequencies in the range 100-100,000
Hz are commonly employed [44], whereas for radar systems the range can extend from
a few megahertz up into the optical and ultraviolet regions, although most equipment is
designed for microwave bands between 1 and 40 GHz. The wavelength of the propagated
wavefront is important because the array element spacing (in units of A) is an important
parameter in determining the array pattern.

0 (1.9)

1.5.1 Radar Technology

There has been a steady increase in the demand for increased radar system performance
and additional capability for both military and civilian purposes, and the vast number
of applications of modern radar technology precludes anything more than the briefest
mention of the major areas in which radar systems are found [45]. Military applications
may very well involve a number of requirements that in the past would have involved a
separate radar system for each different requirement. For example, a fire control system
radar may be required to search large volumes of space, to detect and track both high-
and low-speed targets ranging from very low to extremely high altitudes, to provide fire
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control for both missiles and guns against both airborne and ground (or sea) targets,
and additionally to provide navigational aid and perform reconnaissance. Current civil
aeronautical needs include air traffic control, collision avoidance, instrument approach
systems, weather sensing, and navigational aids. Additional applications in the fields of
law enforcement, transportation, and Earth resources are just beginning to grow to sizable
proportions [48].

Figure 1-3 is a block diagram of a typical radar system. These major blocks and their
corresponding functions are described in Table 1-1 [46]. The antenna, receiver, and signal
processing blocks are of primary interest for our purposes, and these are now each briefly
discussed in turn.

1.5.1.1 Radiating Elements and Antenna Arrays

The vast frequency range and power over which modern radar systems operate have led
to an astonishing variety of radiator elements ranging from parabolic reflectors to horns,
dipoles, bow ties [47], multiturn loops [48], spirals [49], log periodics [50], microstrip
patches [51], and Vivaldis [52]. Large antenna apertures result in narrow beamwidths that
are required for long-range detection and high resolution if targets close to one another
are to be distinguished. Microwave frequencies are by far the most popular for radar
applications since antenna apertures of relatively small physical size (but large in terms
of wavelengths) are reasonable to build.

The antenna type selected for a radar application usually differs from one selected for
a communications system. Shaped beam patterns that can be scanned are most popular for
radar uses, whereas most communication applications require beams designed for omnidi-
rectional coverage or for fixed point-to-point transmission. The earliest radars (developed

TABLE 1-1 = Functions of the Radar Blocks in Figure 1-3

Block Function

Transmitter Generates high power RF waveform

Antenna Determines direction and shape of transmit-and-receive beam
Receiver Provides frequency conversion and low-noise amplification
Signal processing Provides target detections, target and clutter tracking,

and target trajectory estimates
Display Converts processed signals into meaningful tactical information
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FIGURE 1-3 =
Simplified block
diagram of a typical
radar system.
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FIGURE 1-4 = FuG
65 Wurzburg Riese
radar antenna
(Courtesy of the
National Electronics
Museum).

FIGURE 1-5 =
SCR-270 antenna
array (Courtesy of
the National
Electronics
Museum).

CHAPTER 1 |

Introduction

during World War II) operated in the very high frequency (VHF) and ultra high frequency
(UHF) bands. Sometimes, a parabolic dish was used, such as the FuG 65 Wurzburg Riese
radar antenna in Figure 1-4. Its 3 m parabolic dish operated at 560 MHz and was used
to guide German intercept fighters during WWII [53]. Arrays, such as the SCR-270 in
Figure 1-5, were used by the United States in WWII for air defense [54]. It has four rows
of eight dipoles that operate at 110 MHz. After WWII, radar and communications systems
began operating at higher frequencies. Different types of antennas were tried for various
systems. A microwave lens was used in the Nike AJAX MPA-4 radar shown in Figure 1-6
[55]. In time, phased array antennas became small enough to place in the nose of fighter
airplanes. In the 1980s, the AN/APG-68 (Figure 1-7) was used in the F-16 fighter [56]. The
array is a planar waveguide with slots for elements. Active electronically scanned arrays
(AESA) provide fast wide angle scanning in azimuth and elevation and include advanced
transmit/receive modules [57]. An example is the AN/APG-77 array for the F-22 fighter
shown in Figure 1-8.
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The two most common forms of antenna arrays for radar applications are the linear
array and the planar array. A linear array consists of antenna elements arranged in a straight
line. A planar array, on the other hand, is a two-dimensional configuration in which the
antenna elements are arranged to lie in a plane. Conformal arrays lie on a nonplanar
surface. The linear array generates a fan beam that has a broad beamwidth in one plane
and a narrow beamwidth in the orthogonal plane. The planar array is most frequently used
in radar applications where a pencil beam is needed. A fan-shaped beam is easily produced
by a rectangular-shaped aperture. A pencil beam may easily be generated by a square- or
circular-shaped aperture. With proper weighting, an array can be made to simultaneously
generate multiple search or tracking beams with the same aperture.

Array beam scanning requires a linear phase shift across the elements in the array.
The phase shift is accomplished by either software in a digital beamformer or by hardware
phase shifters. A phase shifter is often incorporated in a transmit/receive module. Com-
mon phase-shifter technology includes ferroelectrics, monolithic microwave integrated

-

- T
— e A e . - = —

- . o o T e
e, m e = = = = = = - -

B e e e ¥ o o e e = - —

¥

13

FIGURE 1-6 =
Waveguide lens
antenna for the
Nike AJAX MPA-4
radar (Courtesy of
the National
Electronics
Museum).

FIGURE 1-7 =
AN/APG-68 array
(Courtesy of
Northrop Grumman
and available at the
National Electronics
Museum).



14

FIGURE 1-8 =
AN/APG-77 array
(Courtesy of
Northrop Grumman
and available at the
National Electronics
Museum).
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circuit (MMIC), ferrites, and micro-electro-mechanical systems (MEMS). Some of their
characteristics are shown in Table 1.2.

1.5.1.2 Receivers

A receiver design based on a matched filter or a cross-correlator maximizes the SNR in
the linear portion of the receiver. Different types of receivers that have been employed
in radar applications include the superheterodyne, superregenerative, crystal video, and
tuned radio frequency (TRF) [58]. The most popular and widely applied receiver type is
the superheterodyne, which is useful in applications where simplicity and compactness
are especially important. A received signal enters the system through the antenna, then
passes through the circulator and is amplified by a low-noise RF amplifier. Following RF
amplification, a mixer stage is entered to translate the RF to a lower intermediate frequency
(IF) where the necessary gain is easier to obtain and filtering is easier to synthesize. The
gain and filtering are then accomplished in an IF amplifier section.

1.5.1.3 Signal Processing

Having maximized the SNR in the receiver section, the next step is to perform two basic
operations by signal processing as follows: (1) detection of the presence of any targets, and

TABLE 1-2 = Phase-Shifter Characteristics [57]

Type Ferroelectric MMIC Ferrite MEMS
Cost Low High Very high Low
Reliability Good Very good Excellent Good
Power handling >1W >10W kW <50 mW
Switch speed ns ns 10 to 100 us 10 to 100 us
Direct current power consumption Low low High Negligible

Size

Small Small Large Small
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(2) extraction of information from the received waveform to obtain target trajectory data
such as position and velocity. Detecting a signal imbedded in a noise field is treated by
means of statistical decision theory. Similarly, the problem of the extraction of information
from radar signals can be regarded as a problem concerning the statistical estimation of
parameters.

1.5.2 Sonar Technology

Operational active sonar systems may be classified as (1) search light sonar, (2) scanning
sonar, or (3) rotational directional transmission (RDT) sonar [59]. Searchlight sonar has
very narrow transmit and receive beams and provides an azimuth search capability by
mechanically rotating the directional hydrophone array. Since the array is mechanically
scanned and aimed, the data rate is correspondingly low, and the system does not provide
a multiple-target detection and tracking capability. The requirement for mechanical direc-
tional training also limits the array size, so that operational frequencies are usually greater
than 15 kHz, thereby increasing attenuation loss.

Scanning sonar systems overcome the data rate limitation of searchlight sonars by
transmitting an omnidirectional, short-duration pulse and using electronic means to rapidly
rotate a narrow receive beam continuously over a 360° azimuthal sector. The receiving
beam output is presented to a panoramic display called a plan position indicator (PPI)
that is used extensively in both radar and sonar systems. Scanning-type sonar systems
thereby provide a multiple-target detection and tracking capability, and lower operating
frequencies can be used, thereby decreasing attenuation losses. The scan speed of the
receive beam is a compromise between the desired target resolution and the maximum
receiver bandwidth (or minimum input SNR) that is permissible.

An RDT sonar system is characterized by RDT and a scanned preformed beam (PFB)
receiver. Consequently, high transmitting directivity and a high data rate are accompanied
by a low operational frequency. An RDT system combines the best features of searchlight
and scanning sonars. A PFB receiver can have a smaller bandwidth than a scanning
receiver, thereby improving the SNR. Furthermore, a PFB receiver can be corrected for
Doppler due to own ship’s motion employing a method called own Doppler nullifying
(ODN), whereas a scanning receiver cannot.

The principal elements of a sonar receiver (Figure 1-9) are the hydrophone array, the
beamformer, the signal processor, and the information processor. Each of these principal
elements (except for the information processor, which involves display formatting and
other command and control functions) is briefly discussed in turn.

1.5.2.1 Sonar Transducers and Hydrophones

A hydrophone produces an output voltage proportional to the acoustic signals incident
on it; whereas a transducer generates and receives sound. For underwater applications,
a very wide frequency range is involved—from about 10 Hz to more than 1 MHz [60].

Array Beamformer Signal processor Information processor
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FIGURE 1-9 =
Sonar receiver block
diagram.
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FIGURE 1-10 = Various acoustic transducers. a: Seabed mapping—20 kHz multibeam receive
array module; 8 shaded elements per module; 10 modules per array. b: Subbottom profiling
(parametric)—200 kHz primary frequency; 25 kHz secondary frequency. c: Port and harbor
Security—curved 100 kHz transmit/receive array. d. Obstacle avoidance—10 x 10 planar re-
ceive array with curved transmitter. e. ACOMMS—Broadband piezocomposite transducers for
wideband communication signals. f. AUV FLS—high-frequency, forward-looking sonar array.
g. Mine hunting—10 x 10 transmit/receive broadband array; available with center frequen-
cies between 20 kHz to 1MHz h. Side scan—multibeam transmit/receive array (Courtesy of
Materials Systems Inc.).

A transmitting power ranging from a few acoustic watts up to several thousand acoustic
watts at ocean depths up to 20,000 ft can be achieved [61]. Figure 1-10 shows a sampling
of different acoustic transducers manufactured by Materials Systems Inc. for various
applications.

The basic physical mechanisms most widely used in transducer technology include
the following [62]:

1. Moving coil. This is long familiar from use as a loudspeaker in music reproduction
systems and used extensively in water for applications requiring very low frequencies.

2. Magnetorestrictive. Magnetic materials vibrate in response to a changing magnetic
field. Magnetorestrictive materials are rugged and easily handled, and magnetorestric-
tive transducers were highly developed and widely used during World War II.

3. Piezoelectric. The crystalline structure of certain materials results in mechanical vi-
bration when subjected to an alternating current or an oscillating electric field. The
relationship between mechanical strain and electric field is linear. Certain ceramic ma-
terials also exhibit a similar effect and have outstanding electromechanical properties.
Consequently, over the last decade the great majority of underwater sound transducers
have been piezoceramic devices that can operate over a wide frequency band and have
both high sensitivity and high efficiency.

4. Electrostrictive. Similar to piezoelectric but has a nonlinear relationship between me-
chanical strain and electric field.
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5. Electrostatic. These capacitive transducers use the change in force between two charged
parallel plates due to mechanical movement. These have found use with MEMS but
not in underwater acoustics.

6. Variable reluctance and hydroacoustic transducers have also been used for certain
experimental and sonar development work, but these devices have not challenged the
dominance of piezoceramic transducers for underwater sound applications [59].

1.5.2.2 Sonar Arrays

Sonar transducer arrays have low sidelobes and beams that scan over wide angular sectors.
Acoustic array configurations include linear, planar, cylindrical, spherical, conformal,
volumetric, reflector, and acoustic lenses [63]. These different array types lend themselves
to towing, conformal mounting on hulls (where the array surface conforms to the shape
of the underwater hull, so that no appendage is required), beam steering, and side-looking
sonar and synthetic-aperture applications. Figure 1-11 is an example of a 10 x 10 acoustic
planar array. A circular acoustic array is shown in Figure 1-12. Sometimes, the array must
be conformal to the surface on which it is mounted. Figure 1-13 shows a towfish with an
acoustic communications (ACOMMS) receive array that operates from 10 to 40 kHz and
a sidescan transducer that transmits and receives at 900 kHz. A towfish is a sidescan sonar
that is towed underwater by a boat.

A simple 2 ft x 4 ft planar array having more than 500 sensor elements for deep
submergence applications is shown in the diagram of Figure 1-14. In the quest for larger
power and lower frequency (with attendant lower attenuation losses), some arrays are
very large. In one case a 35 ft x 50 ft low-frequency planar array weighs 150 tons and
transmits close to 10° watts [63]. Large arrays with many closely spaced elements develop
“hot spots” from mutual coupling. Consequently, the concept of “velocity control” was
developed [64,65] to protect individual transducer elements against extreme impedance
variations.
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FIGURE 1-11 =
Picture of a
100-element receive
acoustic array
manufactured in
four layers:
matching layer,
piezocomposite,
flex circuit, and
absorbing back
(Courtesy of
Materials Systems
Inc.).
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FIGURE 1-13 =
The acoustic
communications
(ACOMMS,) receive
array operates from
10 to 40 kHz, and
the sidescan
transducer transmits
and receives at 900
kHz (Courtesy of
Materials Systems
Inc.).

Introduction

CHAPTER 1 |

FIGURE 1-12 = Left—Port and harbor surveillance piezocomposite array; 100 kHz
transmit/receive array. Right—Forward-looking piezocomposite sonar for AUV; piezocompos-
ite facilitates broad bandwidth, high element count arrays, and curved geometries (Courtesy
of Materials Systems Inc.).

Surface ships often use a bubble-shaped bow dome in which a cylindrical array is
placed like that shown in Figure 1-15. This array uses longitudinal vibrator-type elements
composed of a radiating front end of light weight and a heavy back mass, with a spring
having active ceramic rings or disks in the middle [63]. The axial symmetry of a cylindrical
array renders beam steering fairly simple with the azimuth direction in which the beam
is formed, because the symmetry allows identical electronic equipment for the phasing
and time delays required to form the beam. Planar arrays do not have this advantage,

ACOMS receive array

Sidescan
transducer
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since each new direction in space (whether in azimuth or in elevation) requires a new
combination of electronic equipment to achieve the desired pointing.

A spherical array is the ideal shape for the broadest array coverage in all directions.
Spherical arrays like that shown in the diagram of Figure 1-16 have been built with a
diameter of 15 ft and more than 1,000 transducer elements. This spherical arrangement
can be integrated into the bow of a submarine by means of an acoustically transparent
dome that provides minimum beam distortion. For instance, the bow dome of a Virginia
class submarine is a 25 ton hydrodynamically shaped composite structure that houses
a sonar transducer sphere. The bow dome is 21 feet tall and has a maximum diameter
of 26 feet. A two-inch thick, single-piece rubber boot is bonded to the dome to enhance
acoustic performance. Minimal sound energy absorption and reflection properties inherent
in the rubber material minimally reflect and absorb acoustic signals. Figure 1-17 shows
a spherical microphone array that was constructed by placing a rigid spherical array at
the center of a larger open spherical array [66]. Both arrays have 32 omnidirectional
microphones and a relatively constant directivity from about 900 Hz to 16 kHz.
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FIGURE 1-14 =
Rectangular planar
array for searchlight
type sonar system
having more than
500 elements.

FIGURE 1-15 =
Cylindrical sonar
array used in
bow-mounted
dome.
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FIGURE 1-16 =
Spherical array
having 15 ft diameter
and more than 1,000
transducer
elements.

FIGURE 1-17 = A
dual, concentric
SMA. (A. Parthy,
C. Jin, and A. van
Schaik, “Acoustic
holography with a
concentric rigid and
open spherical
microphone array,”
|EEE International
Conference on
Acoustics, Speech
and Signal
Processing, 2009,
pp. 2173-2176.)

CHAPTER 1 | Introduction

O Transducer

elements

ogog
0
0
[
0
i

g
[

i

i

U
U
il

o |
{ o |

1.5.2.3 Beamformer

Beamforming ordinarily involves forming multiple beams from multielement arrays
through the use of appropriate delay and weighting matrices. Such beams may be di-
rectionally fixed or steerable. After that, sonar systems of the 1950s and 1960s consisted
largely of independent sonar sets for each transducer array. More recently, the sophisti-
cated use of multiple sensors and advances in computer technology have led to integrated
sonar systems that allow the interaction of data from different sensor arrays [67,68]. Such
integrated sonar systems have software delays and weighting matrices, thereby general-
izing the structure of digital time domain beamformers. Consequently several units of a
single (programmable) beamformer design may be used for all the arrays in an integrated
system. Furthermore, programmable beamformer matrices make it possible to adapt the
receive pattern to the changing structure of the masking noise background.
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1.5.2.4 Signal Processor

Signal processing involves filtering, spectral analysis, correlation, and the related opera-
tions of dynamic range compression and normalization (DRCN) that “match” the received
array signals to the display/decision functions contained in the information processing
block of Figure 1-9 [59,69]. The DRCN removes some of the spatial and temporal char-
acteristics of the acoustic channel that are impressed on the propagating signal. Whether
a sufficient degree of DRCN is achieved usually determines whether a system design will
succeed or fail since it specifies the integration of a theoretically designed optimum signal
processor to its system interfaces.

I | ORGANIZATION OF THE BOOK
1.6.1 Part 1

Chapter 2 introduces the adaptive array concept by first considering the nature of the
signal environment in which an adaptive array is expected to improve the overall reception
of a desired signal. The question of array architecture is considered, and the impact of
the architecture selection on the ultimate system performance that can be realized is
discussed. The potential of an array to enhance the output SNR performance by adjusting
the beamforming network is demonstrated.

An adaptive array manipulates the received signals to meet a defined performance
measure. This performance measure is an objective function to be maximized (or mini-
mized). Several widely used performance measures for both narrowband and broadband
applications are presented in Chapter 3 that are formulated in terms of the elements found
within the adaptive array functional model.

Any adaptive array system must have performance limits:

1. Imposed by the array physical structure.

2. Resulting from the nature of the signal environment

The consideration of performance limits leads to a discussion of the array performance
that results after the automatic adaptation process has been permitted to operate long
enough to reach a steady-state solution. A steady-state analytic solution to the adaptive
array control problem can be found for each performance measure, which enables the
designer to determine ultimate system performance limits. The mathematical foundation
required to develop the steady-state analytic solution for various performance measures is
laid, and the relationships among the solutions obtained to the optimal “Wiener solution”
are presented.

1.6.2 Part 2

The heart of the adaptive capability within an adaptive array system is the adaptive algo-
rithm that adjusts the array pattern in response to the signal information found at the sensor
element outputs. Part 2, including Chapters 4 through 8, introduces different classes of
adaptation algorithms. In some cases adaptation algorithms are selected according to the
kind of signal information available to the receiver:

1. The desired signal is known.
2. The desired signal is unknown, but its direction of arrival is known.
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3. The desired signal is unknown and its direction of arrival is known.

4. No signal information is available at the outset, but as array operation progresses such
information must be “learned” by the adaptive processor. These algorithms are called
blind adaptive algorithms.

The selection of an adaptive algorithm has important consequences for the system transient
performance.

The convergence properties of the various adaptation algorithms are analyzed and
performance comparisons are made. Furthermore, the shortcomings of the algorithms
under certain conditions are discussed. These results are summarized for convenience and
provide the designer with a means for assessing which candidate algorithms are most
appropriate for the signal conditions and system requirements.

1.6.3 Part 3

The adaptive array operating conditions considered so far were nonideal only in that in-
terference signals were present with which the array had to contend. In actual practice,
however, the effects of several other nonideal operating conditions often result in unaccept-
able degradation of array performance unless compensation of such effects is undertaken.
Such nonideal operating conditions include processing of broadband signals, multipath
effects, channel mismatching, and array propagation delay effects. Compensation for these
factors by means of tapped delay-line processing is considered, and the question of how
to design a tapped delay line to achieve a desired degree of compensation is addressed.
Finally, current trends in adaptive array research that provide an indication of the direction
that future developments are likely to take are discussed.

| SUMMARY AND CONCLUSIONS

The motivation for and actual use of adaptive array systems are presented. The principal
elements of an adaptive array system are defined, and the fundamental problems facing
an adaptive array designer are given. Adaptive array design is a compromise among such
factors as [70]:

. Hardware complexity and cost
. Data rate

. Maximum range of detection (for radar and sonar)

1

2

3

4. Resolution in angle (and range and Doppler for radar and sonar)

5. Precision in the measurement of range, bearing, and Doppler (for radar and sonar)
6

. Ability of the adaptive array to meet both transient and steady-state system performance
requirements

A suboptimal acoustical array processor known as the DICANNE processor operated
in sea tests against ship-generated interferences and consistently formed cancellation nulls
10-15 dB deep [59]. Use of an optimal wideband processor based on the minimum sig-
nal distortion performance measure in a computer-simulated sonar experiment resulted in
effectively suppressing a strong coherent interfering signal by forming cancellation nulls
50 dB deep [59]. Such deep cancellation nulls were found, however, to be quite sensitive to
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(1) small changes in interference signal bearing, (2) small errors in the adaptive weight val-
ues, and (3) statistical fluctuations of measured correlations due to finite integration time.

A lightweight four-element adaptive array using hybrid microwave integrated circuitry
and weighing only 1 pound, intended for communication applications, was built and tested
[71]. This unit employed a null-steering algorithm appropriate for a coherent sidelobe
canceller and succeeded in forming broadband nulls over a 60—100 MHz bandwidth having
a cancellation depth of 25-30 dB under weak desired signal and strong interference signal
conditions. To attain this degree of interference signal cancellation, it was essential that
the element channel circuitry be very well matched over a 20% bandwidth.

Another experimental four-element adaptive array system for eliminating interference
in a communication system was also tested [48]. Pattern nulls of 10-20 db for suppressing
interference signals over a 200-400 MHz band were easily achieved so long as the desired
signal and interference signal had sufficient spatial separation (greater than the resolution
capability of the antenna array), assuming the array has no way to distinguish between
signals on the basis of polarization. Exploiting polarization differences between desired
and interference signals by allowing full polarization flexibility in the array, an interference
signal located at the same angle as the desired signal can be suppressed without degrading
the reception of the desired signal. Yet another system employing digital control was
developed for UHF communications channels and found capable of suppressing jammers
by 20-32 dB [72].

In summary, interference suppression levels of 10-20 dB are consistently achieved
in practice. It is more difficult but nevertheless practicable to achieve suppression levels
of 20-35 dB and usually very difficult to form cancellation nulls greater than 35 dB in a
practical operating system.

The rapid development of digital technology is presently having the greatest impact
on signal reception systems. The full adaptation of digital techniques into the processing
and interpretation of received signals is making possible the realization of practical sig-
nal reception systems whose performance approaches that predicted by theoretical limits.
Digital processors and their associated memories have made possible the rapid digestion,
correlation, and classification of data from larger search volumes, and new concepts in the
spatial manipulation of signals have been developed. Adaptive array techniques started
out with limited numbers of elements in the arrays, and the gradual increase in the num-
bers of elements and in the sophistication of the signal processing will likely result in an
encounter with techniques employed in optical and acoustical holography [69,73]. Holog-
raphy techniques are approaching such an encounter from the other direction, since they
start out with a nearly continuous set of spatial samples (as in optical holography) and
move down to a finite number of samples (in the case of acoustic holography).

I ] | PROBLEMS

1. Radar Pulse Waveform Design Suppose it is desired to design a radar pulse waveform that
would permit two Ping-Pong balls to be distinguished when placed only 6.3 cm apart in range
up to a maximum range from the radar antenna of 10 m.

(a) What is the maximum PRF of the resulting pulse train?
(b) What bandwidth is required for the radar receiver channel?

(c) If it is desired to maintain an array element spacing of d = 2 cm where d = A¢/2, what
pulse carrier frequency should the system be designed for?
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2. Sonar Pulse Carrier Frequency Selection In the design of an actual sonar system many
factors must be considered—all the sonar parameters (e.g., source level, target strength) and the
environment parameters. The effect of environmental parameters depends largely on frequency.
Suppose in a highly oversimplified example that only the factors of transmission loss (due to
attenuation) and ambient noise are of concern. Let the attenuation coefficient o be given by

1
logo(ar) = Z[_21 + 5log;o()]

Furthermore, let the ambient noise spectrum level Ny be given by

1
101log;y(No) = 5[20 —501log,(f)]

If the cost to system performance is given by J = Cyo + C, Ny where C; and C, denote the
relative costs of attenuation and noise to the system, what value of pulse carrier frequency f
should be selected to optimize the system performance?
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An array of sensor elements has long been an attractive solution for severe reception
problems that commonly involve signal detection and estimation. The basic reason for
this attractiveness is that an array offers a means of overcoming the directivity and sen-
sitivity limitations of a single sensor, offering higher gain and narrower beamwidth than
that experienced with a single element. In addition, an array has the ability to control
its response based on changing conditions of the signal environment, such as direction
of arrival, polarization, power level, and frequency. The advent of highly compact, inex-
pensive digital computers has made it possible to exploit well-known results from signal
processing and control theory to provide optimization algorithms that automatically ad-
just the response of an adaptive array and has given rise to a new domain called “smart
arrays.” This self-adjusting capability renders the operation of such systems more flexible
and reliable and (more importantly) offers improved reception performance that would
be difficult to achieve in any other way. This revised edition acquaints the reader with
the historical background of the field and presents important new developments that have
occurred over the last quarter century that have improved the utility and applicability of
this exciting field.
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|1 | MOTIVATION FOR USING ADAPTIVE ARRAYS

An array consists of two or more sensors in which the signals are coherently combined
in a way that increases the antenna’s performance. Arrays have the following advantages
over a single sensor:

1. Higher gain. The gain is higher, because the array gain is on the order of the number
of elements in the array. Higher resolution or narrower main beam follows from the
larger aperture size.

2. Electronic beam scanning. Moving large antennas to steer the main beam is slow. Arrays
with phase shifters at each element are able to steer the beam without mechanical
motion, because the signals are made to add in phase at the beam steering angle.

3. Low sidelobes. If the desired signal enters the main beam while interfering signals
enter the sidelobes, then lowering the sidelobes relative to the main beam improves the
signal to interference ratio.

4. Multiple beams. Certain array feeds allow simultaneous multiple main beams.

5. Adaptive nulling. Adaptive arrays automatically move nulls in the directions of signals
over the sidelobe region.

On the other hand, these advantages are countered by the significant disadvantages of
increased cost and complexity.

Conventional signal reception systems are susceptible to degradation in signal-to-
noise ratio (SNR) [or more generally, the signal-to-interference plus noise ratio (SINR)]
performance because of the inevitable presence in the signal environment of undesired
“noise” signals that enter the sidelobes or main beam of an array. Signals that interfere
with the desired signal include deliberate electronic countermeasures (ECMs), nonhos-
tile radiofrequency interference (RFI), clutter, multipath, and natural noise sources. The
resulting SNR degradation is further aggravated by array motion, poor siting, sensor fail-
ures, and a nonstationary interference environment. As traffic in the spectrum increases,
the suppression of interference becomes even more paramount.

Adaptive arrays improve the reception of desired signals in the presence of interference
signals in radar, sonar, seismic, and communications systems. They automatically sense
the presence of interference and suppress them while simultaneously enhancing desired
signal reception without prior knowledge of the signal—interference environment. Adaptive
arrays are designed to complement other interference suppression techniques, such as low
sidelobes, spread-spectrum techniques, and high directivity.

An adaptive array has a computer algorithm that controls the signal levels at the
elements until a measure of the quality of the array performance improves. It adjusts its
pattern to form nulls, to modify gain, to lower sidelobes, or to do whatever it takes to
improve its performance. An adaptive array offers enhanced reliability compared with
that of a conventional array. When a single sensor element in a conventional array fails,
the sidelobe structure of the array pattern degrades. With an adaptive array, however,
the remaining operational sensors in the array automatically adjust to restore the pattern.
Adaptive arrays are more reliable than conventional arrays, because they fail gracefully.
The reception pattern of an array in place on an aircraft or ship is often quite different
from the array pattern measured in isolation (in an anechoic chamber) as a result of signal
scattering that occurs from vehicle structures located in the vicinity of the antenna. An
adaptive array often yields successful operation even when antenna patterns are severely
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distorted by near-field effects. The adaptive capability overcomes any distortions that occur
in the near field (i.e., at distances from the radiating antenna closer than A /27 where A is
the wavelength) and merely responds to the signal environment that results from any such
distortion. Likewise, in the far field (at distances from the radiating antenna greater than
2).) the adaptive antenna is oblivious to the absence of any distortion.

An adaptive array improves the SNR by preserving the main beam that points at the
desired signal at the same time that it places nulls in the pattern to suppress interference
signals. Very strong interference suppression is possible by forming pattern nulls over a
narrow bandwidth. This exceptional interference suppression capability is a principal ad-
vantage of adaptive arrays compared to waveform processing techniques, which generally
require a large spectrum-spreading factor to obtain comparable levels of interference sup-
pression. Sensor arrays possessing this key automatic response capability are sometimes
referred to as “smart” arrays, since they respond to far more of the signal information
available at the sensor outputs than do more conventional array systems.

The capabilities provided by the adaptive array techniques to be discussed in this
book offer practical solutions to the previously mentioned realistic interference problems
by virtue of their ability to sort out and distinguish the various signals in the spatial do-
main, in the frequency domain, and in polarization. At the present time, adaptive nulling
is considered to be the principal benefit of the adaptive techniques employed by adap-
tive array systems, and automatic cancellation of sidelobe jamming provides a valuable
electronic counter—countermeasure (ECCM) capability for radar systems. Adaptive arrays
are designed to incorporate more traditional capabilities such as self-focusing on receive
and retrodirective transmit. In addition to automatic interference nulling and beam steer-
ing, adaptive imaging arrays may also be designed to obtain microwave images having
high angular resolution. It is useful to call self-phasing or retrodirective arrays adaptive
transmitting arrays to distinguish the principal function of such systems from an adaptive
receiving array, the latter being the focus of this book.

¥ | HISTORICAL PERSPECTIVE

The term adaptive antenna was first used by Van Atta [1] and others [2] to describe a
self-phasing antenna system that automatically reradiates a signal in the direction from
which it was received. This “retrodirective” system works without prior knowledge of the
signal direction. Retrodirective arrays in point-to-point satellite communications systems
automatically return a strong pilot signal to overcome the usual beamwidth (and consequent
directivity) limitations.

The development of the phase-lock loop was another major step that made possible the
self-steering (or self-phasing) type of adaptive array [3]. A self-phased array has each of
the array elements independently phased, based on information obtained from the received
signals. For example, several large-aperture receiving antennas with slaved steering can be
self-phased on received signals from satellites or space vehicles so the effective receiving
aperture is the sum of the individual apertures of all participating antennas.

In the early 1960s the key capability of adaptive interference nulling was recog-
nized and developed by Howells [4,5]. Subsequently, Applebaum established the con-
trol law associated with the Howells adaptive nulling scheme by analyzing an algorithm
that maximizes a generalized SNR [6]. Concurrently, the capability of self-training or
self-optimizing control was applied to adaptive arrays by Widrow and others [7-9]. The
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self-optimizing control work established the least mean square (LMS) error algorithm that
was based on the method of steepest descent. The Applebaum and the Widrow algorithms
are very similar, and both converge toward the optimum Wiener solution.

The use of sensor arrays for sonar and radar signal reception had long been common
practice by the time the early adaptive algorithm work of Applebaum and Widrow was
completed [10,11]. Early work in array processing concentrated on synthesizing a “desir-
able” pattern. Later, attention shifted to the problem of obtaining an improvement in the
SNR [12-14]. Seismic array development commenced about the same period, so papers
describing applications of seismic arrays to detect remote seismic events appeared during
the late 1960s [15-17].

The major area of current interest in adaptive arrays is their application to problems
arising in radar and communications systems, where the designer almost invariably faces
the problem of interference suppression [18]. A second example of the use of adaptive
arrays is that of direction finding in severe interference environments [19,20]. Another
area in which adaptive arrays are proving useful is for systems that require adaptive
beamforming and scanning in situations where the array sensor elements must be organized
without accurate knowledge of element location [21]. Furthermore, large, unstructured
antenna array systems may employ adaptive array techniques for high angular resolution
imaging [22,23]. Adaptive antennas are a subset of smart antennas and include topics
such as multiple input, multiple output (MIMO) [24], element failure compensation [25],
reconfigurable antennas [26], and beam switching [27].

=T | PRINCIPAL SYSTEM ELEMENTS

Figure 1-1 shows a diagram of an adaptive array. It consists of the sensor array, the
beamforming network, and the adaptive processor that adjusts the variable weights in the
beamforming network. The array design depends on the propagation medium in which
the array operates, the frequency spectrum of interest, and the user’s knowledge of the
operational signal environment.

2
Signal #2

Signal#l\ \ ’\9 /Signal #3

O O O

Adaptive
algorithm

Beamforming
network

Array output



1.4 | Adaptive Array Problem Statement

The array consists of N sensors designed to receive (and transmit) signals in the
propagation medium. The sensors are arranged to give adequate coverage (pattern gain)
over a desired spatial region. The selection of the sensor elements and their physical
arrangement place fundamental limitations on the ultimate capability of the adaptive array
system. The output of each of the N elements goes to the beamforming network, where
the output of each sensor element is first multiplied by a complex weight (having both
amplitude and phase) and then summed with all other weighted sensor element outputs to
form the overall adaptive array output signal. The weight values within the beamforming
network (in conjunction with the sensor elements and their physical arrangement) then
determine the overall array pattern. It is the ability to shape this overall array pattern that
in turn determines how well the specified system requirements can be met for a given
signal environment.

The exact structure of the adaptive algorithm depends on the degree of detailed in-
formation about the operational signal environment that is available to the array. As the
amount of a priori knowledge (e.g., desired signal location, jammer power levels) concern-
ing the signal environment decreases, the adaptive algorithm selected becomes critical to
a successful design. Since the precise nature and direction of all signals present as well
as the characteristics of the sensor elements are not known in practice, the adaptive algo-
rithm must automatically respond to whatever signal environment (within broad limits)
confronts it. If any signal environment limits are known or can reasonably be construed,
such bounds are helpful in determining the adaptive processor algorithm used.

JEN | ADAPTIVE ARRAY PROBLEM STATEMENT

The fundamental problem facing the adaptive array designer is to improve the reception of
a desired signal in the presence of undesired interfering signals. The terms desired signal
and interfering signals imply that the characteristics of these two signal classes are different
in some respect and that this difference provides the key to improving the desired signal
reception. For example, if the direction of arrival of the desired signal is known (or can be
deduced), then any signals arriving from different directions are suppressed by forming
array pattern nulls in those directions. Likewise, if the interference signals are outside
the desired bandwidth, then the interference signals are eliminated by band-pass filtering.
Certain characteristics of the desired signal distinguish it from interference signals, so it
is reasonable to assume that the nature of the desired signal is known even though certain
signal parameters (e.g., direction of arrival, amplitude, phase) must be estimated. If the
designer were solely concerned with suppressing interfering signals, then desired signal
reception might suffer. Likewise, if desired signal enhancement were the sole focus of
attention, then interference signal reception might also be enhanced. Therefore, the twin
(and sometimes conflicting) objectives of desired signal enhancement and interference
signal suppression are sought so that the overall desired signal reception performance
is improved. In many cases, the overall reception performance is best measured by the
output SNR. For passive sensor systems, however, the basic problem is that of determining
whether a desired signal is present in a background of ambient noise and interfering
signals. Determining signal presence or absence requires a decision that is not provided
simply by maximizing the output SNR, and statistical decision theory provides solutions
to problems of this kind that minimize the risk associated with incorrect decisions. The
optimum processors prescribed by statistical decision theory are closely related to those
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obtained by maximizing the output SNR, so there is an underlying unity to problems that
initially appear to be quite different.

An adaptive array design includes the sensor array configuration, beamforming net-
work implementation, signal processor, and adaptive algorithm that enables the system to
meet several different requirements on its resulting performance in as simple and inexpen-
sive a manner as possible. The system performance requirements are conveniently divided
into two types: transient response and steady-state response. Transient response refers to
the time required for the adaptive array to successfully adjust from the time it is turned on
until reaching steady-state conditions or successfully adjusting to a change in the signal
environment. Steady-state response refers to the long-term response after the weights are
done changing. Steady-state measures include the shape of the overall array pattern and
the output signal-to-interference plus noise ratio. Several popular performance measures
are considered in detail in Chapter 3. The response speed of an adaptive array depends on
the type of algorithm selected and the nature of the operational signal environment. The
steady-state array response, however, can easily be formulated in terms of the complex
weight settings, the signal environment, and the sensor array structure.

A fundamental trade-off exists between the rapidity of change in a nonstationary
noise field and the steady-state performance of an adaptive system: generally speaking,
the slower the variations in the noise environment, the better the steady-state performance
of the adaptive array. Any adaptive array design needs to optimize the trade-off between
the speed of adaptation and the accuracy of adaptation.

System requirements place limits on the transient response speed. In an aircraft com-
munication system, for example, the signal modulation rate limits the fastest response
speed (since if the response is too fast, the adaptive weights interact with the desired
signal modulation). Responding fast enough to compensate for aircraft motion limits the
slowest speed.

The weights in an adaptive array may be controlled by any one of a variety of different
algorithms. The “best” algorithm for a given application is chosen on the basis of a host
of factors including the signal structures, the a priori information available to the adaptive
processor, the performance characteristics to be optimized, the required speed of response
of the processor, the allowable circuit complexity, any device or other technological limi-
tations, and cost-effectiveness.

Referring to Figure 1-1, the received signal impinges on the sensor array and arrives
at each sensor at different times as determined by the direction of arrival of the signal
and the spacing of the sensor elements. The actual received signal for many applications
consists of a modulated carrier whose information-carrying component consists only of
the complex envelope. If s(7) denotes the modulated carrier signal, then §(¢) is commonly
used to denote the complex envelope of s(¢) (as explained in Appendix B) and is the only
quantity that conveys information. Rather than adopt complex envelope notation, however,
it is simpler to assume that all signals are represented by their complex envelopes so the
common carrier reference never appears explicitly. It is therefore seen that each of the N
channel signals x;(¢) represents the complex envelope of the output of the element of a
sensor array that is composed of a signal component and a noise component, that is,

xi(t) = s,(t) + (1), k=1,2,...,N (1.1)

In a linear sensor array having equally spaced elements and assuming ideal propagation
conditions, the s (¢) are determined by the direction of the desired signal. For example, if
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the desired signal direction is located at an angle # from mechanical boresight, then (for
a narrowband signal)

2mkd
sp(t) =s()expq Jj sin 6 (1.2)
where d is the element spacing, A is the wavelength of the incident planar wavefront, and
it is presumed that each of the sensor elements is identical.
For the beamforming network of Figure 1-1, the adaptive array output signal is written
as

N
YO = wix(r) (1.3)

k=1
Equation (1.3) can be conveniently expressed in matrix notation as

yo)=wix=x"w (1.4)

where the superscript 7' denotes transpose, and the vectors w and x are given by

wl = [wiwa...wy] (1.5)
x| = [x1x2...xx] (1.6)

Throughout this book the boldface lowercase symbol (e.g., a) denotes a vector, and a
boldface uppercase symbol (e.g., A) denotes a matrix.

The adaptive processor must select the complex weights, wy, to optimize a stipulated
performance criterion. The performance criterion that governs the operation of the adap-
tive processor is chosen to reflect the steady-state performance characteristics that are of
concern. The most popular performance measures that have been employed include the
mean square error [9,28-31]; SNR ratio [6,14,32-34]; output noise power [35]; maximum
array gain [36,37]; minimum signal distortion [38,39]; and variations of these criteria
that introduce various constraints into the performance index [16,40-43]. In Chapter 3,
selected performance measures are formulated in terms of the signal characterizations
of (1.1)—(1.4). Solutions are found that determine the optimum choice for the complex
weight vector and the corresponding optimum value of the performance measure. The
operational signal environment plays a crucial role in determining the effectiveness of
the adaptive array to operate. Since the array configuration has pronounced effects on the
resulting system performance, it is useful to consider sensor spacing effects before pro-
ceeding with an analysis using an implicit description of such effects. The consideration
of array configuration is undertaken in Chapter 2.

I 5 | EXISTING TECHNOLOGY

In any echo-ranging system, the maximum detection range Rp,x determines the minimum
period between consecutive pulses T, [and hence the pulse repetition frequency (PRF)],
according to

Ty = 22000 (1.7)
min — D .
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Carrier signal

where b is the velocity of propagation of the transmitted signal. For underwater applications
the velocity of sound in water varies widely with temperature, although a nominal value
of 1,500 m/sec can be used for rough calculations. The velocity of electromagnetic wave
propagation in the atmosphere can be taken approximately to be the speed of light or
3 x10® m/sec.

If the range discrimination capability between targets is to be r;, then the maximum
pulse length #,,,,x (in the absence of pulse compression) is given by

2rd
Imax = T (1.8)
It will be noted that r, also corresponds to the “blind range”— that is, the range within
which target detection is not possible. Since the signal bandwidth = 1/pulse length, the
range discrimination capability determines the necessary bandwidth of the transducers
and their associated electrical channels.
The transmitted pulses form a pulse train in which each pulse modulates a carrier fre-
quency as shown in Figure 1-2. The carrier frequency fj in turn determines the wavelength
of the propagated wavefront since

_
~f

where 1 is the wavelength. For sonar systems, frequencies in the range 100-100,000
Hz are commonly employed [44], whereas for radar systems the range can extend from
a few megahertz up into the optical and ultraviolet regions, although most equipment is
designed for microwave bands between 1 and 40 GHz. The wavelength of the propagated
wavefront is important because the array element spacing (in units of A) is an important
parameter in determining the array pattern.

0 (1.9)

1.5.1 Radar Technology

There has been a steady increase in the demand for increased radar system performance
and additional capability for both military and civilian purposes, and the vast number
of applications of modern radar technology precludes anything more than the briefest
mention of the major areas in which radar systems are found [45]. Military applications
may very well involve a number of requirements that in the past would have involved a
separate radar system for each different requirement. For example, a fire control system
radar may be required to search large volumes of space, to detect and track both high-
and low-speed targets ranging from very low to extremely high altitudes, to provide fire
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control for both missiles and guns against both airborne and ground (or sea) targets,
and additionally to provide navigational aid and perform reconnaissance. Current civil
aeronautical needs include air traffic control, collision avoidance, instrument approach
systems, weather sensing, and navigational aids. Additional applications in the fields of
law enforcement, transportation, and Earth resources are just beginning to grow to sizable
proportions [48].

Figure 1-3 is a block diagram of a typical radar system. These major blocks and their
corresponding functions are described in Table 1-1 [46]. The antenna, receiver, and signal
processing blocks are of primary interest for our purposes, and these are now each briefly
discussed in turn.

1.5.1.1 Radiating Elements and Antenna Arrays

The vast frequency range and power over which modern radar systems operate have led
to an astonishing variety of radiator elements ranging from parabolic reflectors to horns,
dipoles, bow ties [47], multiturn loops [48], spirals [49], log periodics [50], microstrip
patches [51], and Vivaldis [52]. Large antenna apertures result in narrow beamwidths that
are required for long-range detection and high resolution if targets close to one another
are to be distinguished. Microwave frequencies are by far the most popular for radar
applications since antenna apertures of relatively small physical size (but large in terms
of wavelengths) are reasonable to build.

The antenna type selected for a radar application usually differs from one selected for
a communications system. Shaped beam patterns that can be scanned are most popular for
radar uses, whereas most communication applications require beams designed for omnidi-
rectional coverage or for fixed point-to-point transmission. The earliest radars (developed

TABLE 1-1 = Functions of the Radar Blocks in Figure 1-3

Block Function

Transmitter Generates high power RF waveform

Antenna Determines direction and shape of transmit-and-receive beam
Receiver Provides frequency conversion and low-noise amplification
Signal processing Provides target detections, target and clutter tracking,

and target trajectory estimates
Display Converts processed signals into meaningful tactical information
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FIGURE 1-3 =
Simplified block
diagram of a typical
radar system.
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FIGURE 1-4 = FuG
65 Wurzburg Riese
radar antenna
(Courtesy of the
National Electronics
Museum).

FIGURE 1-5 =
SCR-270 antenna
array (Courtesy of
the National
Electronics
Museum).
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during World War II) operated in the very high frequency (VHF) and ultra high frequency
(UHF) bands. Sometimes, a parabolic dish was used, such as the FuG 65 Wurzburg Riese
radar antenna in Figure 1-4. Its 3 m parabolic dish operated at 560 MHz and was used
to guide German intercept fighters during WWII [53]. Arrays, such as the SCR-270 in
Figure 1-5, were used by the United States in WWII for air defense [54]. It has four rows
of eight dipoles that operate at 110 MHz. After WWII, radar and communications systems
began operating at higher frequencies. Different types of antennas were tried for various
systems. A microwave lens was used in the Nike AJAX MPA-4 radar shown in Figure 1-6
[55]. In time, phased array antennas became small enough to place in the nose of fighter
airplanes. In the 1980s, the AN/APG-68 (Figure 1-7) was used in the F-16 fighter [56]. The
array is a planar waveguide with slots for elements. Active electronically scanned arrays
(AESA) provide fast wide angle scanning in azimuth and elevation and include advanced
transmit/receive modules [57]. An example is the AN/APG-77 array for the F-22 fighter
shown in Figure 1-8.
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The two most common forms of antenna arrays for radar applications are the linear
array and the planar array. A linear array consists of antenna elements arranged in a straight
line. A planar array, on the other hand, is a two-dimensional configuration in which the
antenna elements are arranged to lie in a plane. Conformal arrays lie on a nonplanar
surface. The linear array generates a fan beam that has a broad beamwidth in one plane
and a narrow beamwidth in the orthogonal plane. The planar array is most frequently used
in radar applications where a pencil beam is needed. A fan-shaped beam is easily produced
by a rectangular-shaped aperture. A pencil beam may easily be generated by a square- or
circular-shaped aperture. With proper weighting, an array can be made to simultaneously
generate multiple search or tracking beams with the same aperture.

Array beam scanning requires a linear phase shift across the elements in the array.
The phase shift is accomplished by either software in a digital beamformer or by hardware
phase shifters. A phase shifter is often incorporated in a transmit/receive module. Com-
mon phase-shifter technology includes ferroelectrics, monolithic microwave integrated
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FIGURE 1-6 =
Waveguide lens
antenna for the
Nike AJAX MPA-4
radar (Courtesy of
the National
Electronics
Museum).

FIGURE 1-7 =
AN/APG-68 array
(Courtesy of
Northrop Grumman
and available at the
National Electronics
Museum).
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FIGURE 1-8 =
AN/APG-77 array
(Courtesy of
Northrop Grumman
and available at the
National Electronics
Museum).
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circuit (MMIC), ferrites, and micro-electro-mechanical systems (MEMS). Some of their
characteristics are shown in Table 1.2.

1.5.1.2 Receivers

A receiver design based on a matched filter or a cross-correlator maximizes the SNR in
the linear portion of the receiver. Different types of receivers that have been employed
in radar applications include the superheterodyne, superregenerative, crystal video, and
tuned radio frequency (TRF) [58]. The most popular and widely applied receiver type is
the superheterodyne, which is useful in applications where simplicity and compactness
are especially important. A received signal enters the system through the antenna, then
passes through the circulator and is amplified by a low-noise RF amplifier. Following RF
amplification, a mixer stage is entered to translate the RF to a lower intermediate frequency
(IF) where the necessary gain is easier to obtain and filtering is easier to synthesize. The
gain and filtering are then accomplished in an IF amplifier section.

1.5.1.3 Signal Processing

Having maximized the SNR in the receiver section, the next step is to perform two basic
operations by signal processing as follows: (1) detection of the presence of any targets, and

TABLE 1-2 = Phase-Shifter Characteristics [57]

Type Ferroelectric MMIC Ferrite MEMS
Cost Low High Very high Low
Reliability Good Very good Excellent Good
Power handling >1W >10W kW <50 mW
Switch speed ns ns 10 to 100 us 10 to 100 us
Direct current power consumption Low low High Negligible

Size

Small Small Large Small
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(2) extraction of information from the received waveform to obtain target trajectory data
such as position and velocity. Detecting a signal imbedded in a noise field is treated by
means of statistical decision theory. Similarly, the problem of the extraction of information
from radar signals can be regarded as a problem concerning the statistical estimation of
parameters.

1.5.2 Sonar Technology

Operational active sonar systems may be classified as (1) search light sonar, (2) scanning
sonar, or (3) rotational directional transmission (RDT) sonar [59]. Searchlight sonar has
very narrow transmit and receive beams and provides an azimuth search capability by
mechanically rotating the directional hydrophone array. Since the array is mechanically
scanned and aimed, the data rate is correspondingly low, and the system does not provide
a multiple-target detection and tracking capability. The requirement for mechanical direc-
tional training also limits the array size, so that operational frequencies are usually greater
than 15 kHz, thereby increasing attenuation loss.

Scanning sonar systems overcome the data rate limitation of searchlight sonars by
transmitting an omnidirectional, short-duration pulse and using electronic means to rapidly
rotate a narrow receive beam continuously over a 360° azimuthal sector. The receiving
beam output is presented to a panoramic display called a plan position indicator (PPI)
that is used extensively in both radar and sonar systems. Scanning-type sonar systems
thereby provide a multiple-target detection and tracking capability, and lower operating
frequencies can be used, thereby decreasing attenuation losses. The scan speed of the
receive beam is a compromise between the desired target resolution and the maximum
receiver bandwidth (or minimum input SNR) that is permissible.

An RDT sonar system is characterized by RDT and a scanned preformed beam (PFB)
receiver. Consequently, high transmitting directivity and a high data rate are accompanied
by a low operational frequency. An RDT system combines the best features of searchlight
and scanning sonars. A PFB receiver can have a smaller bandwidth than a scanning
receiver, thereby improving the SNR. Furthermore, a PFB receiver can be corrected for
Doppler due to own ship’s motion employing a method called own Doppler nullifying
(ODN), whereas a scanning receiver cannot.

The principal elements of a sonar receiver (Figure 1-9) are the hydrophone array, the
beamformer, the signal processor, and the information processor. Each of these principal
elements (except for the information processor, which involves display formatting and
other command and control functions) is briefly discussed in turn.

1.5.2.1 Sonar Transducers and Hydrophones

A hydrophone produces an output voltage proportional to the acoustic signals incident
on it; whereas a transducer generates and receives sound. For underwater applications,
a very wide frequency range is involved—from about 10 Hz to more than 1 MHz [60].

Array Beamformer Signal processor Information processor
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FIGURE 1-9 =
Sonar receiver block
diagram.
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FIGURE 1-10 = Various acoustic transducers. a: Seabed mapping—20 kHz multibeam receive
array module; 8 shaded elements per module; 10 modules per array. b: Subbottom profiling
(parametric)—200 kHz primary frequency; 25 kHz secondary frequency. c: Port and harbor
Security—curved 100 kHz transmit/receive array. d. Obstacle avoidance—10 x 10 planar re-
ceive array with curved transmitter. e. ACOMMS—Broadband piezocomposite transducers for
wideband communication signals. f. AUV FLS—high-frequency, forward-looking sonar array.
g. Mine hunting—10 x 10 transmit/receive broadband array; available with center frequen-
cies between 20 kHz to 1MHz h. Side scan—multibeam transmit/receive array (Courtesy of
Materials Systems Inc.).

A transmitting power ranging from a few acoustic watts up to several thousand acoustic
watts at ocean depths up to 20,000 ft can be achieved [61]. Figure 1-10 shows a sampling
of different acoustic transducers manufactured by Materials Systems Inc. for various
applications.

The basic physical mechanisms most widely used in transducer technology include
the following [62]:

1. Moving coil. This is long familiar from use as a loudspeaker in music reproduction
systems and used extensively in water for applications requiring very low frequencies.

2. Magnetorestrictive. Magnetic materials vibrate in response to a changing magnetic
field. Magnetorestrictive materials are rugged and easily handled, and magnetorestric-
tive transducers were highly developed and widely used during World War II.

3. Piezoelectric. The crystalline structure of certain materials results in mechanical vi-
bration when subjected to an alternating current or an oscillating electric field. The
relationship between mechanical strain and electric field is linear. Certain ceramic ma-
terials also exhibit a similar effect and have outstanding electromechanical properties.
Consequently, over the last decade the great majority of underwater sound transducers
have been piezoceramic devices that can operate over a wide frequency band and have
both high sensitivity and high efficiency.

4. Electrostrictive. Similar to piezoelectric but has a nonlinear relationship between me-
chanical strain and electric field.
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5. Electrostatic. These capacitive transducers use the change in force between two charged
parallel plates due to mechanical movement. These have found use with MEMS but
not in underwater acoustics.

6. Variable reluctance and hydroacoustic transducers have also been used for certain
experimental and sonar development work, but these devices have not challenged the
dominance of piezoceramic transducers for underwater sound applications [59].

1.5.2.2 Sonar Arrays

Sonar transducer arrays have low sidelobes and beams that scan over wide angular sectors.
Acoustic array configurations include linear, planar, cylindrical, spherical, conformal,
volumetric, reflector, and acoustic lenses [63]. These different array types lend themselves
to towing, conformal mounting on hulls (where the array surface conforms to the shape
of the underwater hull, so that no appendage is required), beam steering, and side-looking
sonar and synthetic-aperture applications. Figure 1-11 is an example of a 10 x 10 acoustic
planar array. A circular acoustic array is shown in Figure 1-12. Sometimes, the array must
be conformal to the surface on which it is mounted. Figure 1-13 shows a towfish with an
acoustic communications (ACOMMS) receive array that operates from 10 to 40 kHz and
a sidescan transducer that transmits and receives at 900 kHz. A towfish is a sidescan sonar
that is towed underwater by a boat.

A simple 2 ft x 4 ft planar array having more than 500 sensor elements for deep
submergence applications is shown in the diagram of Figure 1-14. In the quest for larger
power and lower frequency (with attendant lower attenuation losses), some arrays are
very large. In one case a 35 ft x 50 ft low-frequency planar array weighs 150 tons and
transmits close to 10° watts [63]. Large arrays with many closely spaced elements develop
“hot spots” from mutual coupling. Consequently, the concept of “velocity control” was
developed [64,65] to protect individual transducer elements against extreme impedance
variations.
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FIGURE 1-11 =
Picture of a
100-element receive
acoustic array
manufactured in
four layers:
matching layer,
piezocomposite,
flex circuit, and
absorbing back
(Courtesy of
Materials Systems
Inc.).
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FIGURE 1-13 =
The acoustic
communications
(ACOMMS,) receive
array operates from
10 to 40 kHz, and
the sidescan
transducer transmits
and receives at 900
kHz (Courtesy of
Materials Systems
Inc.).

Introduction

CHAPTER 1 |

FIGURE 1-12 = Left—Port and harbor surveillance piezocomposite array; 100 kHz
transmit/receive array. Right—Forward-looking piezocomposite sonar for AUV; piezocompos-
ite facilitates broad bandwidth, high element count arrays, and curved geometries (Courtesy
of Materials Systems Inc.).

Surface ships often use a bubble-shaped bow dome in which a cylindrical array is
placed like that shown in Figure 1-15. This array uses longitudinal vibrator-type elements
composed of a radiating front end of light weight and a heavy back mass, with a spring
having active ceramic rings or disks in the middle [63]. The axial symmetry of a cylindrical
array renders beam steering fairly simple with the azimuth direction in which the beam
is formed, because the symmetry allows identical electronic equipment for the phasing
and time delays required to form the beam. Planar arrays do not have this advantage,

ACOMS receive array

Sidescan
transducer
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since each new direction in space (whether in azimuth or in elevation) requires a new
combination of electronic equipment to achieve the desired pointing.

A spherical array is the ideal shape for the broadest array coverage in all directions.
Spherical arrays like that shown in the diagram of Figure 1-16 have been built with a
diameter of 15 ft and more than 1,000 transducer elements. This spherical arrangement
can be integrated into the bow of a submarine by means of an acoustically transparent
dome that provides minimum beam distortion. For instance, the bow dome of a Virginia
class submarine is a 25 ton hydrodynamically shaped composite structure that houses
a sonar transducer sphere. The bow dome is 21 feet tall and has a maximum diameter
of 26 feet. A two-inch thick, single-piece rubber boot is bonded to the dome to enhance
acoustic performance. Minimal sound energy absorption and reflection properties inherent
in the rubber material minimally reflect and absorb acoustic signals. Figure 1-17 shows
a spherical microphone array that was constructed by placing a rigid spherical array at
the center of a larger open spherical array [66]. Both arrays have 32 omnidirectional
microphones and a relatively constant directivity from about 900 Hz to 16 kHz.
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FIGURE 1-14 =
Rectangular planar
array for searchlight
type sonar system
having more than
500 elements.

FIGURE 1-15 =
Cylindrical sonar
array used in
bow-mounted
dome.
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FIGURE 1-16 =
Spherical array
having 15 ft diameter
and more than 1,000
transducer
elements.

FIGURE 1-17 = A
dual, concentric
SMA. (A. Parthy,
C. Jin, and A. van
Schaik, “Acoustic
holography with a
concentric rigid and
open spherical
microphone array,”
|EEE International
Conference on
Acoustics, Speech
and Signal
Processing, 2009,
pp. 2173-2176.)
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1.5.2.3 Beamformer

Beamforming ordinarily involves forming multiple beams from multielement arrays
through the use of appropriate delay and weighting matrices. Such beams may be di-
rectionally fixed or steerable. After that, sonar systems of the 1950s and 1960s consisted
largely of independent sonar sets for each transducer array. More recently, the sophisti-
cated use of multiple sensors and advances in computer technology have led to integrated
sonar systems that allow the interaction of data from different sensor arrays [67,68]. Such
integrated sonar systems have software delays and weighting matrices, thereby general-
izing the structure of digital time domain beamformers. Consequently several units of a
single (programmable) beamformer design may be used for all the arrays in an integrated
system. Furthermore, programmable beamformer matrices make it possible to adapt the
receive pattern to the changing structure of the masking noise background.
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1.5.2.4 Signal Processor

Signal processing involves filtering, spectral analysis, correlation, and the related opera-
tions of dynamic range compression and normalization (DRCN) that “match” the received
array signals to the display/decision functions contained in the information processing
block of Figure 1-9 [59,69]. The DRCN removes some of the spatial and temporal char-
acteristics of the acoustic channel that are impressed on the propagating signal. Whether
a sufficient degree of DRCN is achieved usually determines whether a system design will
succeed or fail since it specifies the integration of a theoretically designed optimum signal
processor to its system interfaces.

I | ORGANIZATION OF THE BOOK
1.6.1 Part 1

Chapter 2 introduces the adaptive array concept by first considering the nature of the
signal environment in which an adaptive array is expected to improve the overall reception
of a desired signal. The question of array architecture is considered, and the impact of
the architecture selection on the ultimate system performance that can be realized is
discussed. The potential of an array to enhance the output SNR performance by adjusting
the beamforming network is demonstrated.

An adaptive array manipulates the received signals to meet a defined performance
measure. This performance measure is an objective function to be maximized (or mini-
mized). Several widely used performance measures for both narrowband and broadband
applications are presented in Chapter 3 that are formulated in terms of the elements found
within the adaptive array functional model.

Any adaptive array system must have performance limits:

1. Imposed by the array physical structure.

2. Resulting from the nature of the signal environment

The consideration of performance limits leads to a discussion of the array performance
that results after the automatic adaptation process has been permitted to operate long
enough to reach a steady-state solution. A steady-state analytic solution to the adaptive
array control problem can be found for each performance measure, which enables the
designer to determine ultimate system performance limits. The mathematical foundation
required to develop the steady-state analytic solution for various performance measures is
laid, and the relationships among the solutions obtained to the optimal “Wiener solution”
are presented.

1.6.2 Part 2

The heart of the adaptive capability within an adaptive array system is the adaptive algo-
rithm that adjusts the array pattern in response to the signal information found at the sensor
element outputs. Part 2, including Chapters 4 through 8, introduces different classes of
adaptation algorithms. In some cases adaptation algorithms are selected according to the
kind of signal information available to the receiver:

1. The desired signal is known.
2. The desired signal is unknown, but its direction of arrival is known.
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3. The desired signal is unknown and its direction of arrival is known.

4. No signal information is available at the outset, but as array operation progresses such
information must be “learned” by the adaptive processor. These algorithms are called
blind adaptive algorithms.

The selection of an adaptive algorithm has important consequences for the system transient
performance.

The convergence properties of the various adaptation algorithms are analyzed and
performance comparisons are made. Furthermore, the shortcomings of the algorithms
under certain conditions are discussed. These results are summarized for convenience and
provide the designer with a means for assessing which candidate algorithms are most
appropriate for the signal conditions and system requirements.

1.6.3 Part 3

The adaptive array operating conditions considered so far were nonideal only in that in-
terference signals were present with which the array had to contend. In actual practice,
however, the effects of several other nonideal operating conditions often result in unaccept-
able degradation of array performance unless compensation of such effects is undertaken.
Such nonideal operating conditions include processing of broadband signals, multipath
effects, channel mismatching, and array propagation delay effects. Compensation for these
factors by means of tapped delay-line processing is considered, and the question of how
to design a tapped delay line to achieve a desired degree of compensation is addressed.
Finally, current trends in adaptive array research that provide an indication of the direction
that future developments are likely to take are discussed.

| SUMMARY AND CONCLUSIONS

The motivation for and actual use of adaptive array systems are presented. The principal
elements of an adaptive array system are defined, and the fundamental problems facing
an adaptive array designer are given. Adaptive array design is a compromise among such
factors as [70]:

. Hardware complexity and cost
. Data rate

. Maximum range of detection (for radar and sonar)

1

2

3

4. Resolution in angle (and range and Doppler for radar and sonar)

5. Precision in the measurement of range, bearing, and Doppler (for radar and sonar)
6

. Ability of the adaptive array to meet both transient and steady-state system performance
requirements

A suboptimal acoustical array processor known as the DICANNE processor operated
in sea tests against ship-generated interferences and consistently formed cancellation nulls
10-15 dB deep [59]. Use of an optimal wideband processor based on the minimum sig-
nal distortion performance measure in a computer-simulated sonar experiment resulted in
effectively suppressing a strong coherent interfering signal by forming cancellation nulls
50 dB deep [59]. Such deep cancellation nulls were found, however, to be quite sensitive to
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(1) small changes in interference signal bearing, (2) small errors in the adaptive weight val-
ues, and (3) statistical fluctuations of measured correlations due to finite integration time.

A lightweight four-element adaptive array using hybrid microwave integrated circuitry
and weighing only 1 pound, intended for communication applications, was built and tested
[71]. This unit employed a null-steering algorithm appropriate for a coherent sidelobe
canceller and succeeded in forming broadband nulls over a 60—100 MHz bandwidth having
a cancellation depth of 25-30 dB under weak desired signal and strong interference signal
conditions. To attain this degree of interference signal cancellation, it was essential that
the element channel circuitry be very well matched over a 20% bandwidth.

Another experimental four-element adaptive array system for eliminating interference
in a communication system was also tested [48]. Pattern nulls of 10-20 db for suppressing
interference signals over a 200-400 MHz band were easily achieved so long as the desired
signal and interference signal had sufficient spatial separation (greater than the resolution
capability of the antenna array), assuming the array has no way to distinguish between
signals on the basis of polarization. Exploiting polarization differences between desired
and interference signals by allowing full polarization flexibility in the array, an interference
signal located at the same angle as the desired signal can be suppressed without degrading
the reception of the desired signal. Yet another system employing digital control was
developed for UHF communications channels and found capable of suppressing jammers
by 20-32 dB [72].

In summary, interference suppression levels of 10-20 dB are consistently achieved
in practice. It is more difficult but nevertheless practicable to achieve suppression levels
of 20-35 dB and usually very difficult to form cancellation nulls greater than 35 dB in a
practical operating system.

The rapid development of digital technology is presently having the greatest impact
on signal reception systems. The full adaptation of digital techniques into the processing
and interpretation of received signals is making possible the realization of practical sig-
nal reception systems whose performance approaches that predicted by theoretical limits.
Digital processors and their associated memories have made possible the rapid digestion,
correlation, and classification of data from larger search volumes, and new concepts in the
spatial manipulation of signals have been developed. Adaptive array techniques started
out with limited numbers of elements in the arrays, and the gradual increase in the num-
bers of elements and in the sophistication of the signal processing will likely result in an
encounter with techniques employed in optical and acoustical holography [69,73]. Holog-
raphy techniques are approaching such an encounter from the other direction, since they
start out with a nearly continuous set of spatial samples (as in optical holography) and
move down to a finite number of samples (in the case of acoustic holography).

I ] | PROBLEMS

1. Radar Pulse Waveform Design Suppose it is desired to design a radar pulse waveform that
would permit two Ping-Pong balls to be distinguished when placed only 6.3 cm apart in range
up to a maximum range from the radar antenna of 10 m.

(a) What is the maximum PRF of the resulting pulse train?
(b) What bandwidth is required for the radar receiver channel?

(c) If it is desired to maintain an array element spacing of d = 2 cm where d = A¢/2, what
pulse carrier frequency should the system be designed for?
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2. Sonar Pulse Carrier Frequency Selection In the design of an actual sonar system many
factors must be considered—all the sonar parameters (e.g., source level, target strength) and the
environment parameters. The effect of environmental parameters depends largely on frequency.
Suppose in a highly oversimplified example that only the factors of transmission loss (due to
attenuation) and ambient noise are of concern. Let the attenuation coefficient o be given by

1
logo(ar) = Z[_21 + 5log;o()]

Furthermore, let the ambient noise spectrum level Ny be given by

1
101log;y(No) = 5[20 —501log,(f)]

If the cost to system performance is given by J = Cyo + C, Ny where C; and C, denote the
relative costs of attenuation and noise to the system, what value of pulse carrier frequency f
should be selected to optimize the system performance?
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To understand why an array of sensor elements has the potential to improve the reception
of a desired signal in an environment having several sources of interference, it is neces-
sary to understand the nature of the signals as well as the properties of an array of sensor
elements. Furthermore, the types of elements and their arrangement impact the adaptive
array performance. To gain this understanding the desired signal characteristics, inter-
ference characteristics, and signal propagation effects are first discussed. The properties
of sensor arrays are then introduced, and the possibility of adjusting the array response
to enhance the desired signal reception is demonstrated. Trade-offs for linear and planar
arrays are presented to aid the designer in finding an economical array configuration.

In arriving at an adaptive array design, it is necessary to consider the system constraints
imposed by the nature of the array, the associated system elements with which the designer
has to work, and the system requirements the design is expected to satisfy. Adaptive array
requirements may be classified as either (1) steady-state or (2) transient depending on
whether it is assumed the array weights have reached their steady-state values (assuming
a stationary signal environment) or are being adjusted in response to a change in the signal
environment. If the system requirements are to be realistic, they must not exceed the
predicted theoretical performance limits for the adaptive array system being considered.
Formulation of the constraints imposed by the sensor array is addressed in this chapter.
Steady-state performance limits are considered in Chapter 3. The formulation of transient
performance limits, which is considerably more involved, is addressed in Part 2. For the
performance limits of adaptive array systems to be analyzed, it is necessary to develop a
generic analytic model for the system. The development of such an analytic model will
be concerned with the signal characteristics and the subsequent processing necessary to
obtain the desired system response.
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|21 | SIGNAL ENVIRONMENT

Our goal is to extract useful information from a desired signal received by an array of sen-
sors. The adaptive array designer must exploit significant differences between the desired
signal and any interference signals to distinguish the desired signal from all other signals
received by the array. The signal parameters that may be exploited include direction of
arrival, amplitude, phase, spectral characteristics (e.g., frequency and power), modulation
characteristics, and polarization. It is therefore worthwhile to consider the desired signal
characteristics and the nature of spurious interfering signals in different contexts.

2.1.1 Signals in Active and Passive Sensors

Active sensing devices, such as radar and sonar systems, generate a known pulse (or pulse
train) that propagates through a transmission medium and reflects from a target back to the
original sender. During most of the listening time interval the desired signal is absent in
contrast with communication systems where the desired signal is usually present. Often,
the signal structure and the direction of arrival are known, so the desired signal is easily
recognized when it is present. In addition to the desired signal echo, noise due to clutter
and multipath may also be present [1]. For radar systems, diffuse scattering of multipath
gives rise to spurious signals, and a jammer may deliberately generate an interference
signal. For active sonar systems, the two main types of interference signals come from
ambient noise and reverberation return [2].

Reverberation is analogous to clutter in radar systems and is defined as signal-
generated noise that results when a sonar signal transmitted into the ocean encounters
many kinds of diffuse scattering objects that reradiate part of the signal back to the re-
ceiver. Reverberation returns are classified as surface, bottom, or volume reverberation
depending on whether the unwanted reflections originate from the ocean surface, the
ocean surface, the ocean bottom, or some point in between. Furthermore, multipath sig-
nals arise from signals that reflect from nondiffuse reflectors located at different reflecting
angles and impinge on the receiving array. Other propagation effects that cause sonar sig-
nal distortion are geometric spreading, attenuation, multiple propagation paths, Doppler
frequency shift, finite amplitude, medium coherency, and time dispersion [3].

In the case of passive sensing systems, the target or event of interest generates the
desired signal and in many cases is present for most of the listening interval. A passive
system has difficulty distinguishing the desired target signal from the background noise
[4]. In contrast to active sensing devices, however, the direction of arrival and structure of
the desired signal may not be known beforehand. The bandwidth of the desired signal is the
most common means for distinguishing it from an interference signal. In some cases, the
power level of the desired signal may be known and used as a distinguishing characteristic.
Spread spectrum communication systems commonly employ a known pseudo noise (PN)
code to modulate the transmitted waveform, and this code then provides a convenient
means for distinguishing the desired signal.

2.1.2 Signal Models

Signals in passive sonar systems arise from a variety of sources such as engine noise or
propeller noise [5] and are treated as random processes. Likewise, an unknown commu-
nications signal may often be regarded as random, although (as we will see) a simple
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signal model possessing some of the signal characteristics of the unknown signal can be
adopted in certain circumstances. Communications signals pass through environments that
randomly add scattering and noise to the desired signal. Thermal sensor noise, ambient
noise, and interference signal sources are also random in nature. These noises typically
arise from the combined effect of many small independent sources, and application of the
central limit theorem of statistics [6] permits the designer to model the resulting noise
signal as a Gaussian (and usually stationary) random process. Quite frequently, the phys-
ical phenomena responsible for the randomness in the signals of concern are such that it
is plausible to assume a Gaussian random process. The statistical properties of Gaussian
signals are particularly convenient because the first- and second-moment characteristics
of the process provide a complete characterization of the random signal.

The statistical properties of the signal are not always known, so a selected deterministic
signal is used instead. This deterministic signal does not have to be a perfect replica of the
desired signal. It nee