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2.23, Determine the noise figure of each circuit in Fig. 2.81 with respect to a source
impedance Rs. Neglect channel-length modulation and body effect.

(i) ich

Figure 2.81 Stages for NF calculation.

CHAPTER

COMMUNICATION CONCEPTS

The design of highly-integrated RF transceivers requires a solid understanding of commu-
nication theory. For example, as mentioned in Chapter 2, the receiver sensitivity depends
on the minimum acceptable signal-to-noise ratio, which itself depends on the type of mod-
ulation. In fact, today we rarely design a low-noise amplifier, an oscillator, etc., with no
attention to the type of transceiver in which they are used. Furthermore, modern RF design-
ers must regularly interact with digital signal processing engineers to trade functions and
specifications and must therefore speak the same language.

This chapter provides a basic, yet necessary, understanding of modulation theory and
wireless standards. Tailored to a reader who is ultimately interested in RF IC design rather
than communication theory, the concepts are described 1n an intuitive language so that they
can be incorporated in the reader’s daily work. The outline of the chapter 15 shown below.

Modulation Mobile Systems Multiple Access Techngiues Wireless Standards
= AM, PM, FM ® Cellular System = Duplexing » GSM
* Intersymbaol Interference * Hand-off = FDMA * |5-95 CDMA
= Signal Constellations ® Multipath Fading = TDMA * Wideband CDMA
= ASK, PSK, FSK = Diversity = CDMA = Bluetooth
= QPSK, GMSK, QAM = |EEE802.11a/b/g
* OFDM

® Spectral Regrowth

3.1 GENERAL CONSIDERATIONS

How does your voice enter a cell phone here and come out of another cell phone miles
away? We wish to understand the incredible journey that your voice signal takes.

The transmitter 1n a cell phone must convert the voice, which is called a “baseband
signal” because its spectrum (20Hz to 20kHz) is centered around zero frequency, to a
“passhand signal,” i.e., one residing around a nonzero center frequency, e [Fig. 3.1(b)].
We call e, the “carmier frequency.”
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Figure 3.1 (a) Baseband and {b) passband signal specira.

More generally, “modulation™ converts a baseband signal to a passband signal. From
another point of view, modulation varies certain parameters of a sinusoidal carrier accord-
ing to the baseband signal. For example, if the carrier 1s expressed as Ag cos m.(, then the
modulated signal is given by

x(1) = alt) cos|w .t + A(1)], (3.1)

where the amplitude, a(r) and the phase. #(t), are modulated.

The inverse of modulation is demodulation or detection, with the goal being to recon-
struct the original baseband signal with minimal noise, distortion, ete. Thus, as depicted
in Fig. 3.2, a simple communication system consists of a modulator/transmitter, a chan-
nel (e.g., air or a cable), and a receiver/demodulator. Note that the channel attenuates the
signal. A “transceiver” contains both a modulator and a demodulator; the two are called a
“modem.”

W Receiver

Baseband s
Sitail | Modulator §—p| Channel | Demodulator EESeEs o)

Transmitter

Figure 3.2 Generic communication svstem.

Important Aspects of Modulation Among various attributes of each modulation scheme,
three prove particularly critical in RF design.

|. Detectability, i.e., the quality of the demodulated signal for a given amount of
channel attenuation and receiver noise. As an example, consider the binary ampli-
tude modulation shown in Fig. 3.3(a), where logical ONEs are represented by full
amplitude and ZEROs by zero amplitude. The demodulation must simply distin-
guish between these two amplitude values. Now, suppose we wish to carry more
information and hence employ four different amplitudes as depicted in Fig. 3.3(b).

1 o 1

@)

Figure 3.3 (a) Twe-level and (b) four-level modulation schemes.
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In this case, the four amplitude values are closer to one another and can therefore be
misinterpreted in the presence of noise. We say the latter signal is less detectable.

2. Bandwidth efficiency, i.e., the bandwidth occupied by the modulated carrier for
a given information rate in the baseband signal. This aspect plays a critical role
in today’s systems because the available spectrum is limited. For example, the
GSM phone system provides a total bandwidth of 25 MHz for millions of users
in crowded cities. The sharing of this bandwidth among o many users is explained
in Section 3.6.

3. Power efficiency, ie., the type of power amplifier (PA) that can be used in the
transmitter. As explained later in this chapter, some modulated waveforms can be
processed by means of nonlinear power amplifiers, whereas some others require
linear amplifiers. Since nonlinear PAs are generally more efficient (Chapter 12),
it is desirable to employ a modulation scheme that lends itsell (o nonlinear
amplification.

The above three attributes typically trade with one another. For example, we may suspect
that the modulation format in Fig. 3.3(b) is more bandwidth-efficient than that in Fig. 3.3(a)
because it carries twice as much information for the same bandwidth. This advantage comes
al the cost of detectability—because the amplitude values are more closely spaced—and
power efficiency—because PA nonlinearity compresses the larger amplitudes.

3.2 ANALOG MODULATION

If an analog signal, e.g., that produced by a microphone, is impressed on a carrier, then we
say we have performed analog modulation. While uncommon in today’s high-performance
communications, analog modulation provides fundamental concepts that prove essential in
studying digital modulation as well.

3.2.1 Amplitude Modulation

For a baseband signal xgg(t), an amplitude-modulated (AM) waveform can be construc-
ted as

Xam (1) = Al + mxgg(t)]| cosw,t. (3.2)

where m is called the “modulation index.”™ Hlustrated in Fig. 3.4(a) is a multiplication
method for generating an AM signal. We say the baseband signal is “upconverted.” The
waveform A, cos w.f is generated by a “local oscillator™ (LO). Multiplication by cos w.(
in the time domain simply translates the spectrum of xgg(r) to a center frequency of w,
[Fig. 3.4(b}]. Thus, the bandwidth of x4xs(1) is twice that of xgg(f). Note that since xgg(t)
has a symmetric spectrum around zero (because it 15 a real signal), the spectrum of xqu (1)
is also symmetric around w,. This symmetry does not hold for all modulation schemes and
plays a significant role in the design of transceiver architectures (Chapter 4).

[. Note that m has a dimension of Tvoltif xggie) is a voliage quantity.




94 Chap. 3. Communication Concepts

1+mxpg(t)

\/'\/\/\_,_®_,

Igm(”_

: }
A cOSM T
(#)
Xgg (f) ? Xam(f)
[ . i A
0 o @ -—m, 0 ~0> o, 0 o, &
{h)

Figure 3.4 (a) Generation of AM signal, (b) resulting spectra.

Example 3.1

The modulated signal of Fig. 3.3(a) can be considered as the product of a random binary
sequence toggling between zero and | and a sinusoidal carrier. Determine the spectrum of
the signal.

Solution:

The spectrum of a random binary sequence with equal probabilities of ONEs and ZEROs

is given by (Section 3.3.1):

sin T
b4

2
St =T ( ) + 0.58( f). (3.3)

Multiplication by a sinusoid in the time domain shifts this spectrum to a center frequency
of £ (Fig. 3.5).
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Figure 3.5 Spectrum of random binary data and AM outputr.

Except for broadcast AM radios, amplitude modulation finds limited use in today’s
wireless systems. This is because carrying analog information in the amplitude requires
a highly-linear power amplifier in the transmitter. Amplitude modulation is also more
sensitive to additive noise than phase or frequency modulation 1s.
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3.2.2 Phase and Frequency Modulation

Phase modulation (PM) and frequency modulation (FM) are important concepts that are
encountered not only within the context of modems but also in the analysis of such circuits
as oscillators and frequency synthesizers.

Let us consider Eq. (3.1) again. We call the argument w,r + A(f) the “total phase.”
We also define the “instantaneous frequency™ as the time derivative of the phase; thus,
we + d6 /dt is the “total frequency™ and 46 /dt is the “excess frequency” or the “frequency
deviation.” If the amplitude is constant and the excess phase is linearly proportional to the
baseband signal, we say the carrier is phase-modulated:

xpar () = A, cos|wqt + mxgg(D)]. (3.4)

where m denotes the phase modulation index. To understand PM intuitively, first note that,
it xgg(f) =, then the zero-crossing points of the carrier waveform occur at uniformly-
spaced instants equal to integer multiples of the period, T, = | /w,. For a time-varying
Xpg(f), on the other hand, the zero crossings are modulated (Fig. 3.6) while the amplitude
remains constant.

Ipu{f:‘

Figure 3.6 Zero crossings in a phase-modulated signal.

Similarly, if the excess frequency, df /dr, is linearly proportional to the baseband signal,
we say the carrier is frequency-modulated:

i

xpp () = Agcoslwct +m f xpp(T)dr]. (3.5)
—

Note that the instantaneous frequency is equal to w,. + mxgp(1).’

Example 3.2

Determine the PM and FM signals in response to (a) xpg(f) = Ag. (b) xgr(f) = at.
Solution:
(a) For a constant baseband signal,

xpm(t) = A coslw t + mAp); (3.6)

{Continues)

2. In this case, m has a dimension of radian frequency/volt if ki) is a voltage guantity.
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Example 3.2 (Continued)

i.e., the PM output simply contains a constant phase shift. The FM output, on the other
hand. is expressed as

Xepelt) = Apcos(wmt + mAgh) (3.7)
= A cos[(w, + mAgh]. (3.8)

Thus, the FM output exhibits a constant frequency shift equal to mAy.
(b) If xgp(f) = wi, then

xpplt) = Agcoslet + mul) (3.9)
= A, cos|(w, + ma)i], (3.10)

i.e.. the PM output experiences a constant frequency shift. For the FM output, we have,
oM s
xm(0) = Accos (aet + S-17). (3.11)

This signal can be viewed as a waveform whose phase grows quadratically with time.

The nonlinear dependence of xpy(¢) and xpas(f) upon xpg(t) generally increases the
occupied bandwidth. For example, if xpp(r) = A, cos wy, !, then

mAy .
Xpar(t) = Agcos | wet + Sin ! |, (3.12)

LLL

exhibiting spectral lines well beyond w, & w,,. Various approximations for the bandwidth
of PM and FM signals have been derived [ [-3].

Narrowband FM Approximation A special case of FM that proves useful in the analysis
of RF circuits and systems arises if mA g, /wy, << | rad in Eq. (3.12). The signal can then be
approximated as

moo ’
Xepml0) 7 A cos ot — ApA.— sin ! sin @,.f {(3.13)
g
mA,,A mAA-
AL cos wat — il cos(w, — wy)f + T € cos(w, + wy)t. (3.14)
Wi 8y

Ilustrated in Fig. 3.7, the spectrum consists of impulses at +w, (the carrier) and “side-
bands™ at w, £ w,, and —w, = w,,. Note that, as the modulating frequency, w,,, increases,
the magnitude of the sidebands decreases.
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Figure 3.7 Spectrum of a narrowband FM signal.

Example 3.3

It is sometimes said that the FM (or PM) sidebands have opposite signs. whereas AM
sidebands have identical signs. Is this generally true?

Solution:

Equation (3.14) indeed suggests that cos(w. — wmy )1 and cos(w, + wy ) have opposite signs.
Figure 3.8(a) illustrates this case by allowing signs in the magnitude plot. For a carrier
whose amplitude 1s modulated by a sinusoid, we have

xan () = Ac(1 + micos wyt) cos wt (3.15)
mA mA .
= A, cos @t + T“cos{m,_. + Wt + T‘cos(mc — @l (3.16)

Thus, it appears that the sidebands have identical signs [Fig. 3.8(b)]. However, in general,
the polarity of the sidebands per se does not distinguish AM from FM. Writing the four
possible combinations of sine and cosine in Egs. (3.2) and (3.5). the reader can arrive at
the spectra shown in Fig. 3.9. Given the exact waveforms for the carrier and the sidebands,
one can decide from these spectra whether the modulation is AM or narrowband FM.
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Figure 3.8 Spectra of (a) narrowband FM and (b) AM signals.

However, an important difference between the AM and FM sidebands relates to their
angular rotation with respect to the carrier. In an AM signal. the sidebands must modulate
only the amplitude at any time. Thus, as illustrated by phasors in Fig. 3.10(a). the two must
rotate in opposite directions such that their resultant remains aligned with the carrier. On
the other hand, the sidebands of an FM signal must create no component along the carrier
amplitude, and hence are positioned as shown in Fig. 3.10(b) so that their resultant remains
perpendicitlar 1o the carrier at all imes,

(Ceniinuey)
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Example 3.3 (Continued)
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Figure 3.9 Spectra of AM and narrowband FM signals.
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Figure 3.10 Roration of (a) AM and (b) FM sidebands with respect to the carrier.

The insights afforded by the above example prove useful in many RF circuits, The
following example shows how an interesting effect in nonlinear circuits can be explained
with the aid of the foregoing observations.

Example 3.4

The sum of a large sinusoid at @, and a small sinusoid at w, + w,, is applied to a differential
pair |Fig. 3.11(a)]. Explain why the output spectrum contains a component at e, = wy,.
Assume that the differential pair experiences “hard limiting,” 1.e., A is large enough 1o steer
I5s5 to each side.

Solution:

Let us decompose the input spectrum into two symmelric spectra as shown in Fig. 3.11(b).}
The one with sidebands of identical signs can be viewed as an AM waveform, which, due
to hard limiting, is suppressed at the output. The spectrum with sidebands of opposite

3. We call these symmetric because omission of sideband signs would make them symmetric.
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Example 3.4 (Continued)

signs can be considered an FM waveform, which emerges at the output intact because hard
limiting does not affect the zero crossings of the waveform.

A
- Voo 2 a
X b
& o {; g Mg+ Oy  ®
LM, M, |“ a
i fat "2
M W+ Oy (;T.)FSS
fa)
A A A
a 2 a 2 a
. 2 ? 2 f 2
| T
W W+@y B 0p=0n 0 g+ O, m -& Wy Mg+ Oy
a
2

(b

Figure 3.11 (a) Differential pair sensing a large and a small signal, (b} conversion of one sideban:d
to AM and FM componenis.

The reader may wonder how we decided that the two symmetric spectra in Fig. 3.11(b)
are AM and FM, respectively. We write the inputs in the time domain as

A a a
Acosw.t + acos(w. + oyt = 3 cos et + ECUS{M.: ) S T o 3 cos(w. — awy it

A a
+ 5 COS (ol + 5 cos(w, + wmM

- ;ms(mc — )t (3.17)
Based on the observations in Example 3.3, we recognize the first three terms in Eq. (3.17)
as an AM signal and the last three terms as an FM signal.

3.3 DIGITAL MODULATION

In digital communication systems, the carrier is modulated by a digital baseband signal.
For example, the voice produced by the microphone in a cell phone is digitized and subse-
quently impressed on the carrier. As explained later in this chapter, carrying the information
in digital form offers many advantages over communication in the analog domain.
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ASK PSK FSK
(a) () fc)
Figure 3.12 ASK, PSK, and FSK waveforms.

The digital counterparts of AM, PM, and FM are called “amplitude shift keying”
(ASK). “phase shift keying” (PSK), and “frequency shift keying” (FSK), respectively.
Figure 3.12 illustrates examples of these waveforms for a binary baseband signal. A binary
ASK signal toggling between full and zero amplitudes is also known as “on-off key-
ing” {DDE(], Note that for the PSK waveform, the phase of the carrier toggles between
(0 and 180 :

xpgrll) = A, coswf if data = ZERQ (3.18)
= A, cos(wt + 180) if data = ONE. (3.19)

It is instructive to consider a method of generating ASK and PSK signals. As shown
in Fig. 3.13(a), 1if the baseband binary data toggles between O and 1, then the product
of this waveform and the carrier vields an ASK output. On the other hand, as depicted
in Fig. 3.13(b), if the baseband data toggles between —0.5 and +0.5 (i.e., it has a zero
average), then the product of this waveform and the carrier produces a PSK signal because
the sign of the carrier must change (and hence the phase jumps by 180) every time the data
changes.
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Figure 3.13 Generation of {a) ASK and {(b) PSK signals.

In addition to ASK, PSK, and FSK, numerous other digital modulation schemes have
been introduced. In this section, we study those that find wide application in RF systems.
But, we must first familiarize ourselves with two basic concepts in digital communications:
“intersymbol interference” (151) and “signal constellations.”
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3.3.1 Intersymbol Interference

Linear time-invariant systems can “distort” a signal if they do not provide sufficient
bandwidth. A familiar example of such a behavior is the attenuation of high-frequency
components of a periodic square wave in a low-pass filter [Fig. 3.14(a)]. However, lim-
ited bandwidth more detrimentally impacts random bit streams. To understand the issue,
first recall that if a single ideal rectangular pulse is applied to a low-pass filter, then the
output exhibits an exponential tail that becomes longer as the filter bandwidth decreases.
This occurs fundamentally because a signal cannot be both time-limited and bandwidth-
limited: when the time-limited pulse passes through the band-limited system, the output
must extend to infinity in the time domain.

L ﬁnﬂ—m—lI—c: Vour W

(a)

(b

Figure 3.14 Effect of low-pass filter on (o) periodic waveform and (b) random sequence.

Now suppose the output of a digital system consists of a random sequence of ONEs and
ZEROs. If this sequence is applied to a low-pass filter (LPF), the output can be obtained as
the superposition of the responses to each input bit [Fig. 3.14(b)]. We note that each bit level
is corrupted by decaying tails created by previous bits. Called “intersymbol interference”
(ISI), this phenomenon leads to a higher error rate because it brings the peak levels of ONEs
and ZEROs closer to the detection threshold. We also observe a trade-off between noise and
ISI: if the bandwidth is reduced so as to lessen the integrated noise, then ISI increases.

In general, any system that removes part of the spectrum of a signal introduces ISL
This can be better seen by an example.

Example 3.5

Determine the spectrum of the random binary sequence, xgp(f). in Fig, 3.15(a) and explain,
in the frequency domain, the effect of low-pass filtering it.

(Cerntinees)
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Example 3.5 (Continued)
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Figure 3.15 (a} A random binary sequence toggling between — 1 and + 1, (b} its spectrum.

Solution:

Consider a general random binary sequence in which the basic pulse is denoted by p(¢). We
can express the sequence as

by i}
xas(t) = Y anp(t — nT), (3.20)
n=1_}

where a,, assumes a random value of + | or =1 with equal probabilities. In this example,
pir) is simply a rectangular pulse. It can be proved [ 1] that the spectrum of xgg(t) is given
by the square of the magnitude of the Fourier transform of p(1):

1
Mﬁ=me{ (3.21)
b

For a rectangular pulse of width T}, (and unity height),

sinm Ty
P — LS
(S b 2fTy (3.22)
yielding
sin T 5
Sy =T, . 3.23
(f) b( fTs ) (3.23)

Figure 3.15(b) plots the sinc? spectrum, revealing nulls at integer multiples of the bit rate,
| /Ty and “side lobes” beyond * = +1/T}.

What happens if this signal is applied to a low-pass filter having a narrow bandwidth,
e.g.. 1/(2Ty)? Since the frequency components above 1/(2T3) are suppressed, the signal
experiences substantial ISI.
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Let us continue our thought process and determine the spectrum if the binary sequence
shown in Fig. 3.15(a) is impressed on the phase of a carrier. From the generation method
of Fig. 3.13(b), we write

Xpsp (1) = xgprlt) cos w1, {3.24)

concluding that the upconversion operation shifts the spectrum of xgp(1) to £f, =
+w,/(2m) (Fig. 3.16). From Fig. 3.13(a) and Example 3.1, we also recognize that the
spectrum of an ASK waveform is similar but with impulses at =f,.

10logSgg(f)

Figure 3.16 Spectrum of PSK signal.

Pulse Shaping The above analysis suggests that, to reduce the bandwidth of the mod-
ulated signal. the baseband pulse must be designed so as to occupy a small bandwidth
itself. In this regard, the rectangular pulse used in the binary sequence of Fig. 3.15(a) is a
poor choice: the sharp transitions between ZEROs and ONESs lead o an unnecessarily wide
bandwidth. For this reason, the baseband pulses in communication systems are usually
“shaped” to reduce their bandwidth. Shown in Fig. 3.17 1s a conceptual example where the
basic pulse exhibits smooth transitions, thereby occupying less bandwidth than rectangular
pulses.

'y
Sx{f}

x(t)
ONE sim:?

ZERO

Figure 3.17 Effect of smooth data transitions on spectrum.

What pulse shape vields the tightest spectrum? Since the spectrum of an ideal rectan-
gular pulse is a sinc, we surmise that a sinc pulse in the time domain gives a rectangular
(“brickwall™) spectrum [Fig. 3.18(a)]. Note that the spectrum is confined to £1/(2T}).
Now, if a random binary sequence employs such a pulse every T}, seconds, from Eq. (3.21)
the spectrum still remains a rectangle [Fig. 3.18(b)] occupying substantially less bandwidth
than §,( f) in Fig, 3.15(b). This bandwidth advantage persists after upconversion as well.
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sxir]i

(b}

Figure 3,18 {a) Sinc pulse and its spectrum, (b) random sequence of sine pulses and iis spectrum.

Do we observe ISIin the random waveform of Fig. 3.18(b)7 If the waveform is sampled
at exactly integer multiples of Tp. then 151 is zero because all other pulses go through zero
at these points. The use of such overlapping pulses that produce no ISI is called “Nyquist
signaling.” In practice, sinc pulses are difficult to generate and approximations are used
instead. A common pulse shape is shown in Fig. 3.19%a) and expressed as

sin(mwi/Ts) cos(mat/Ts)
1) = i 3.25
i mtfTs 1 — 402273 S

This pulse exhibits a “raised-cosine™ spectrum [Fig. 3.19(b)|. Called the *roll-off factor,” «
determines how close p(1) is to a sinc and, hence, the spectrum to a rectangle. Fora = 0, the
pulse reduces to a sinc whereas for @ = 1, the spectrum becomes relatively wide. Typical
values of o are in the range of (.3 o 0.5.
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p(t) Te
; Raised

t 1+ 1-0  1-a 14 f
0 T, 2T, 27, 2T, 2T, 2T,
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Figure 3.19 Raised-cosine pulse shaping: (a) basic pulse and (b) corresponding spectrum.
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3.3.2 Signal Constellations

“Signal constellations™ allow us to visualize modulation schemes and. more importantly,
the effect of nonidealities on them. Let us begin with the binary PSK signal expressed by
Eq. (3.24), which reduces to

xpsill) = apcoswt  ap = £1 {3.26)

for rectangular baseband pulses. We say this signal has one “basis function,” cos w.¢, and
is simply defined by the possible values of the coefficient, a,. Shown in Fig. 3.20(a), the
constellation represents the values of a,. The receiver must distinguish between these two
values so as to decide whether the received bit is a ONE or a ZERO. In the presence
of amplitude noise, the two points on the constellation become “fuzzy™ as depicted in
Fig. 3.20(b), sometimes coming closer to each other and making the detection more prone
Lo error,

() {h}

Figure 3.20 Signal constellation for (a) ideal and (b) noisy PSK signal.

Example 3.6

Plot the constellation of an ASK signal in the presence of amplitude noise.
Solution:
From the generation method of Fig. 3.13(a), we have

XAsk(t) = apcosewd  a, =0, 1. (3.27)

As shown in Fig. 3.21(a). noise corrupts the amplitude for both ZEROs and ONEs. Thus,
the constellation appears as in Fig. 3.21(b).

—{IITTI (LT TIT -
t 0 +1 an
(al ib)
Figure 3.21 {a} Noisy ASK signal and (b) its constellation.

Next, we consider an FSK signal, which can be expressed as

Xpsk () = aycosant +azcoswrt  ayaz = 10or (1. (3.28)
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Figure 3.22 Constellation of (a) ideal and (b} noisy FSK signal,

We say cos wt and cos wot are the basis functions® and plot the possible values of @) and
az as in Fig. 3.22(a). An FSK receiver must decide whether the received frequency is w
(e, ay = 1, a2z = 0)orw; (i.e., a; = 0, aa = 1). In the presence of noise, a “cloud”
forms around each point in the constellation [Fig. 3.22(b}], causing an error if a particular
sample crosses the decision boundary.

A comparison of the constellations in Fags. 3.20(b) and 3.22(b) suggests that PSK sig-
nals are less susceptible to noise than are FSK signals because their constellation points are
farther from each other. This type of insight makes constellations a useful tool in analyzing
REF systems.

The constellation can also provide a guantitative measure of the impairments that cor-
rupt the signal. Representing the deviation of the constellation points from their ideal
positions, the “error vector magnitude”™ (EVM) is such a measure. To obtain the EVM,
a constellation based on a large number of detected samples is constructed and a vector is
drawn between each measured point and its ideal position (Fig, 3.23). The EVM is defined
as the rms magnitude of these error vectors normalized to the signal rms voltage:

(3.29)

where ¢; denotes the magnitude of each error vector and Vi, the rms voltage of the signal.
Alternatively, we can write

EVM; =

N
| 5
- Y e, (3.30)

Figure 3.23 [lustration of EVM.

4. Basis functions must be orthogonal, i.e.. have zero correlation.
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where P, is the average signal power. Note that to express EVM in decibels, we compute
20log EVM, or 10 log EVMa.

The signal constellation and the EVM form a powerful tool for analyzing the effect of
various nonidealities in the transceiver and the propagation channel. Effects such as noise,
nonlinearity, and 18I readily manifest themselves in both.

3.3.3 Quadrature Modulation

Recall from Fig. 3.16 that binary PSK signals with square baseband pulses of width T
scconds occupy a total bandwidth quite wider than 2/T}y hertz (after upconversion to RF).
Baseband pulse shaping can decrease this bandwidth to about 2/7),.

In order to further reduce the bandwidth, “quadrature modulation,” more specifically,
“guadrature PSK” (QPSK) modulation can be performed. Nustrated in Fig. 3.24, the idea
15 [0 subdivide a binary data stream into pairs of two consecutive bits and umpress these
bits on the “quadrature phases™ of the carrier, i.e., cos w.f and sin e.I:

x(f) = boygApcoswd — by | Apsinw,l, (3.31)

A __® Binary =T, =
Baseband I | | [ | I
+ Data A

e [ B ?} . \\ \\1 N \\}

Data sinm ¢ i ‘ i
& ml

Figure 3.24 Generation of QPSK signal,
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As shown in Fig. 3.24, a senal-to-parallel (8/P) converter (demultiplexer) separates the
even-numbered bits, by, and odd-numbered bits, bay+1. applying one group to the upper
arm and the other to the lower arm. The two groups are then multiplied by the quadra-
ture components of the carrier and subtracted at the output. Since cos w.t and sin w1 are
orthogonal, the signal can be detected uniquely and the bits b2, and b2, | can be separated
without corrupting each other.

QPSK modulation halves the occupied bandwidth. This is simply because, as shown in
Fig. 3.24, the demultiplexer “stretches™ each bit duration by a factor of two before giving
it to each arm. In other words, for a given pulse shape and bit rate, the spectra of PSK and
QPSK are identical except for a bandwidth scaling by a factor of two. This is the principal
reason for the widespread usage of QPSK. To avoid confusion, the pulses that appear at A
and B in Fig. 3.24 are called “symbols™ rather than bits.” Thus, the “symbol rate” of QPSK
is half of its bit rate.

To obtain the QPSK constellation, we assume bits bay, and bo,+ are pulses with a
height of &1 and write the modulated signal as x(t) = oA, cosm .t + a2A, sinw 1, where

5. More precisely, the two consecutive bits that are demultiplexed and appear at A and B rtogether form a
symbol.
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Figure 3.25 OPSK signal constellation in terms of (a) o and @2, and (b) quadrature phases of

CArrier.

o) and «> can each take on a value of +1 or — 1. The constellation is shown in Fig. 3.25(a).
More generally, the pulses appearing at A and B in Fig. 3.24 are called “quadrature baseband
signals™ and denoted by [ (for “in-phase”) and Q (for quadrature). For QPSK, I = oA,
and @ = oA, yielding the constellation in Fig. 3.25(b). In this representation, oo, we
may simply plot the values of @) and w2 in the constellation.

Example 3.7

Due to circuit nonidealities, one of the carrier phases in a QPSK modulator suffers from a
small phase error (“mismatch™) of #:

x(f) = a1Ascos{wet + 0) + oA, sinw,.f.

(3.32)

Construct the signal constellation at the output of this modulator.

Solution:

We must reduce Eq. (3.32) to a form 1A, cos wet + BrA, sinw,L:

x(1) = oA cosf coswt + (a2 — oy sin@)A, sin w,f.

(3.33)

Noting that oy and a2 assume =+ 1 values, we form four possible cases for the normalized

coefficients of cos w.f and sin w,t:

p=
Bii=
=
B =

+cosfl, pr =
+cost, B2 =

—cosfl, B

—cosf, fr =

1 —siné
=1 — siné
1 + sind
—1 + sinf.

(3.34)
(3.35)
(3.36)
(3.37)

Figure 3.26 superimposes the resulting constellation on the ideal one. As explained in
Chapter 4, this distortion of the constellation becomes critical in both transmitters and

receivers,
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Figure 3.26 FEffect of phase mismatch on QOPSK constellation.
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Figure 3.27 Phase transitions in QPSK signal due to simultaneous transitions at A and B.

An important drawback of QPSK stems from the large phase changes at the end of
cach symbol. As depicted in Fig. 3.27, when the waveforms at the output of the S/P con-
verter change simultaneously from, say, [—1 — 1] to [+1 + 1], the carrier experiences
a 180° phase step. or equivalently, a transition between two diagonally opposite points in
the constellation. To understand why this is a serious issue, first recall from Section 3.3.1
that the baseband pulses are usually shaped so as to tighten the spectrum. What happens if
the symbol pulses at nodes A and B are shaped before multiplication by the carrier phases?
As illustrated in Fig. 3.28, with pulse shaping. the output signal amplitude (“envelope™)
experiences large changes each time the phase makes a 90 or 180 transition. The resulting
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Figure 3.28 QPSK waveform with (a) square baseband pulses and (b} shaped baseband pulses.

waveform is called a “variable-envelope signal.” We also note the envelope variation is
proportional to the phase change. As explained in Section 3.4, a variable-envelope signal
requires a linear power amplifier, which is inevitably less efficient than a nonlinear PA.

A variant of QPSK that remedies the above drawback is “offset QPSK™ (OQPSK). As
shown in Fig. 3.29, the data streams are offset in time by half the symbol period after S/P
conversion, thereby avoiding simultaneous transitions in waveforms at nodes A and B. The
phase step therefore does not exceed 90 . Figure 3.30 illustrates the phase transitions in
the time domain and in the constellation. This advantage is obtained while maintaining
the same spectrum. Unfortunately, however, OQPSK does not lend itself to “differential
encoding™ (Section 3.8). This type of encoding finds widespread usage as it obviates the
need for “coherent detection,” a difficult task.

A
.
Binary ::n:m 4
Baseband — b ¢ @—v—x{ﬂ
Data Cﬂﬂ“rtﬂr ‘h;ﬂcr
|—D T. =
al I
Figure 3.29 Offser OPSK modulator.
iz
+90° T-—

Figure 3.30 Phase rransitions in OQPSK.
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A variant of QPSK that can be differentially encoded is “JT;‘J-QPSK" 4. 5]. In this
case, the signal set consists of two QPSK schemes, one rotated 45 with respect to the
other:

T
xi(1) = A.cos (m‘-:‘ + RI) k odd, (3.38)
x(f) = A:cos (:u{: + k%) k even. (3.39)

As shown in Fig. 3.31, the modulation is performed by alternately taking the output from
each QPSK generator.

2T,

Agcos(oct+ E) k=1,3,57
Baseband
Data _\J»—v x(t)

A cos(met+ !_‘E‘,I k=24,6,8 J

Figure 3.31 Conceprual generation of 7 /4-QPSK signal,

To better understand the operation, let us study the simple 7 /4-QPSK generator shown
in Fig. 3.32. After §/P conversion, the digital signal levels are scaled and shifted so as
to present 41 in the upper QPSK modulator and (0 and V2 in the lower. The outputs are
therefore equal to x;(f) = o) cosw.t + wrsinw.1, where |¢) 2| = |+£A, £ A.], and

xa(t) = Bicosw.t + Brsinw.t, where |8 f2] = [0 + V24, ] and [++/2A, 0]. Thus, the

constellation alternates between the two depicted in Fig. 3.32. Now consider a baseband
sequence of [11, 01, 10, 11, 01]. As shown in Fig. 3.33, the first pair, [1 1], is converted to
[+A, + A.] in the upper arm, producing v(1) = A cos(w.1 + m/4). The next pair, [0 1],

is converted to [0 — +/2A_] in the lower arm, yielding y(1) = — /24, cos w, 1. Following
+1, =1
S/p A cosmgt
-
Converter |  4_sinw ¢
+1, =1
Baseband '
Data
0,+{2
s/P A cosw,t
-

Converter A_sinm ot

0,42
.

Figure 3.32 Generation of 7 /4-QPSK signals.
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Figure 3.33 (a) Evolution of m/4-QPSK in time domain, (b) possible phase transitions in the
consteflation.

the values of y{r) for the entire sequence, we note that the points chosen from the two
constellations appear as in Fig. 3.33(a) as a function of time. The key point here is that,
since no two conseculive points are from the same constellation, the maximum phase step
is 135, 45 less than that in QPSK. This is illustrated in Fig. 3.33(b). Thus, in terms of the
maximum phase change, 7 /4-QPSK is an intermediate case between QPSK and OQPSK.

By virtue of baseband pulse shaping, QPSK and its variants provide high spectral effi-
ciency but lead to poor power efficiency because they dictate linear power amplifiers. These
modulation schemes are used in a number of applications (Section 3.7).

3.3.4 GMSK and GFSK Modulation

A class of modulation schemes that does not require linear power amplifiers, thus exhibiting
high power efficiency, is “constant-envelope modulation.” For example, an FSK waveform
expressed as xpyi (1) = A-coslw.t + m f xpp()dr] has a constant envelope. To arrive at
variants of FSK, let us first consider the implementation of a frequency modulator, As
illustrated in Fig. 3.34(a). an oscillator whose frequency can be tuned by a voltage [called
a “voltage-controlled oscillator™ (VCO)| performs frequency modulation. In FSK, square
baseband pulses are applied to the VCO, producing a broad output spectrum due to the
abrupt changes in the VCO frequency. We therefore surmise that smoother transitions
between ONEs and ZEROs in the baseband signal can tighten the spectrum. A common
method of pulse shaping for frequency modulation employs a “Gaussian filter,” ie., one
whose impulse response is a Gaussian pulse. Thus, as shown in Fig. 3.34(b). the pulses
applied to the VCO gradually change the output frequency, leading to a narrower spectrum.

Called “Gaussian minimum shift keying” (GMSK). the scheme of Fig. 3.34(b) is used
in GSM cell phones (Section 3.7). The GMSK waveform can be expressed as

xemsk(t) = A; cos[w t + mf xgpr(t) = B(Odr], (3.40)

where h(t) denotes the impulse response of the Gaussian filter. The modulation index, m,
is a dimensionless quantity and has a value of (L.5. Owing to its constant envelope, GMSK
allows optimization of PAs for high efficiency—uwith little attention to linearity.
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Figure 3.34 Generation of (a) FSK and (b) GMSK signals.

A shightly different version of GMSK, called Gaussian frequency shift keving (GFS5K),
is employed in Bluetooth. The GFSK waveform is also given by Eq. (3.40) but withm = 0.3.

Example 3.8

Construct a GMSK modulator using a quadrature upconverter.

Solution:
Let us rewrite Eq. (3.40) as

Xomsk () = A, cos[m f.l’gg{!} * h(1Ndi] cosw.t — A, sinfm f_rgg{f} # h(dt]sinw.r. (3.41)

We can therefore construct the modulator as shown in Fig. 3.35. where a Gaussian filter
is followed by an integrator and two arms that compute the sine and cosine of the signal
at node A. The complexity of these operations is much more easily afforded in the digital
domain than in the analog domain (Chapter 4).

Digital | Analog

—=| cos ()

A
Gaussian f{']'

Filter xamsk (t)

IBB{H -

—»=| sin (+)

Figure 3.35 Mixed-mode generation of GMSK signal.
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3.3.5 Quadrature Amplitude Modulation

Our study of PSK and QPSK has revealed a twofold reduction in the spectrum as a result
of impressing the information on the quadrature components of the carrier. Can we extend
this idea to further tighten the spectrum? A method that accomplishes this goal is called
“quadrature amplitude modulation™ (QAM).

To arrnive at QAM, let us first draw the four possible waveforms for QPSK corre-
sponding to the four points in the constellation. As predicted by Eq. (3.31) and shown
in Fig. 3.36(a), each quadrature component of the carrier is multipled by + 1 or — 1 accord-
ing to the values of bay,, and by, + . Now suppose we allow four possible amplitudes for the
sine and cosine waveforms, e.g., =1 and =2, thus obtaining 16 possible output waveforms.
Figure 3.36(b) depicts a few examples of such waveforms. In other words, we group four
consecutive bits of the binary baseband stream and select one of the 16 waveforms accord-
ingly. Called “16QAM,™ the resulting output occupies one-fourth the bandwidth of PSK
and 1s expressed as

x1ppam (D) = A coswet — waApsinwt o = =1, X2, oy = £1, 2. {3.42)

The constellation of 16QQAM can be constructed using the 16 possible combinations of
ot @2] (Fig. 3.37). For a given transmitted power [e.g., the rms value of the waveforms
shown in Fig. 3.36(b)|, the points in this constellation are closer to one another than those
in the QPSK constellation, making the detection more sensitive to noise. This is the price
paid for saving bandwidth.

In addition to a “dense” constellation, 16QAM also exhibits large envelope variations,
as exemplified by the waveforms in Fig. 3.36. Thus, this type of modulation requires a

+ GOS0t \/n—+ +eos( ! Vo—+ -cos@m t /\n—+ -cos ! /\°—+
Oie Ois Ois Ois
anou 1\, 0 o oF b n, ol i o

YA V= S | %J

{h}

Figure 3.36 Amplitude combinations in (a} QPSK and (b)) 160AM.

&, Also known as QAMIG.
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Figure 3.37 Constellation of 16QAM signal.

highly-linear power amplifier. We again observe the trade-offs among bandwidth efficiency,
detectability, and power efficiency.

The concept of QAM can be extended to even denser constellations. For example, if
eight consecutive bits in the binary baseband stream are grouped and. accordingly. each
gquadrature component of the carrier 1s allowed to have eight possible amplitudes, then
64QAM is obtained. The bandwidth is therefore reduced by a factor of eight with respect
to that of PSK, but the detection and power amplifier design become more difficult.

A number of applications employ QAM to save bandwidth. For example,
IEEEROZ. 1 1 g/a uses 64QAM for the highest data rate (54 Mb/s).

3.3.6 Orthogonal Frequency Division Multiplexing

Communication in a wireless environment entails a serious issue called “multipath prop-
agation.” uostrated in Fig. 3.38(a). this effect arises from the propagation of the electro-
magnetic waves from the transmitter to the receiver through multiple paths. For example,
one wave directly propagates from the TX to the RX while another is reflected from a wall
before reaching the receiver. Since the phase shift associated with reflection(s) depends on
both the path length and the reflecting material, the waves arrive at the RX with vastly
different delays, or a large “delay spread.” Even if these delays do not result in destrue-
tive interference of the rays, they may lead to considerable intersymbol interference. To
understand this point, suppose. for example, two ASK waveforms containing the same
information reach the RX with different delays [Fig. 3.38(b)]. Since the antenna senses the
sum of these waveforms. the baseband data consists of two copies of the signal that are
shifted in ime, thus experiencing IS1 [Fig. 3.38(c)].

The IS1 resulting from multipath effects worsens for larger delay spreads or higher bit
rates. For example, a data rate of 1 Mb/s becomes sensitive to multipath propagation if the
delay spread reaches a fraction of a microsecond. As a rule of thumb, we say communica-
tion inside office buildings and homes begins to suffer from multipath effects for data rates
greater than 10 Mb/s.

How does wireless communication handle higher data rates? An interesting method of
delay spread mitigation is called “orthogonal frequency division multiplexing™ (OFDM),
Consider the “single-carrier” modulated spectrum shown in Fig. 3.39(a), which occupies
a relatively large bandwidth due to a high data rate of rp bits per second. In OFDM, the
baseband data is first demultiplexed by a factor of N, producing N streams each having
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Figure 3.38 (a) Multipath propagarion, (b) effect on received ASK waveforms, (c) baseband
components exhibiting ISI due to delay spread.
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Figure 3.39 (a) Single-carrier modulator with high-rate input, (b} OFDM with multiple carriers.
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a (symbol) rate of r /N |Fig. 3.39(b)|. The N streams are then impressed on N differ-
ent carrier frequencies, f.1-fon. leading to a “multi-carrier” spectrum. Note that the total
bandwidth and data rate remain equal to those of the single-carrier spectrum, but the multi-
carrier signal is less sensitive to multipath effects because each carrier contains a low-rate
data stream and can therefore tolerate a larger delay spread.

Each of the N carriers in Fig. 3.39(b) is called a “subcarrier” and each resulting
modulated output a “subchannel.” In practice, all of the subchannels utilize the same mod-
ulation scheme. For example, IEEE802.11a/g employs 48 subchannels with 64QAM in
each for the highest data rate (54 Mb/s). Thus, cach subchannel carries a symbol rate of
(54 Mb/s) /48 /8= 141 ksymbol/s.

Example 3.9

It appears that an OFDM transmitter is very complex as it requires tens of carrier fre-
quencies and modulators (i.e., tens of oscillators and mixers). How is OFDM realized in
practice?

Solution:

In practice, the subchannel modulations are performed in the digital baseband and subse-
quently converted to analog form. In other words, rather than generate a)(t) cos|w.t +
()] + ax(Deosjwt + Awt + ¢o()] + .-+, we first construct aj(t)cosg(r) +
as(t)cos|Awt + @a(0)] + - -+ and a (1) sin (1) + a2(t) sin| Awt + ¢a(t)] + ---. These
components are then applied to a quadrature modulator with an LO frequency of w,.

While providing greater immunity to multipath propagation, OFDM imposes severe
linearity requirements on power amplifiers. This is because the N (orthogonal) subchannels
summed at the output of the system in Fig. 3.39(b) may add constructively at some point in
time, creating a large amplitude, and destructively at some other point in time, producing a
small amplitude. That 15, OFDM exhibits large envelope variations even if the modulated
waveform in each subchannel does not.

In the design of power amplifiers, it is useful to have a quantitative measure of the
signal’s envelope variations. One such measure is the “peak-to-average ratio” (PAR). As
illustrated in Fig. 3.40, PAR is defined as the ratio of the largest value of the square of the

Peak
Amplitude

Average
&>  Amplitude o 1 (RN [

fe1 fen

Figure 3.40 Large amplitude variations due to OFDM.
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signal (voltage or current) divided by the average value of the square of the signal:

Max|x2(1)]

x2(1)

PAR = (3.43)

We note that three effects lead to a large PAR: pulse shaping in the baseband, amplitude
modulation schemes such as QAM, and orthogonal frequency division multiplexing. For N
subcarriers, the PAR of an OFDM waveform s about 2In N 1if N is large [6].

3.4 SPECTRAL REGROWTH

In our study of modulation schemes, we have mentioned that variable-envelope signals
require linear PAs, whereas constant-envelope signals do not. Of course. modulation
schemes such as 16QAM that carry information in their amplitude levels experience corru-
ption if the PA compresses the larger levels, i.e., moves the outer points of the constellation
toward the origin, But even variable-envelope signals that carry no significant information
in their amphitude (e.g., QPSK with baseband pulse-shaping) create an undesirable effect
in nonlinear PAs. Called “spectral regrowth,” this effect corrupts the adjacent channels.

A modulated waveform x(1) = A(r) cos|w.1 + @ (1)] is said to have a constant envelope
it A(t) does not vary with time. Otherwise, we say the signal has a variable envelope.
Constant- and variable-envelope signals behave differently in a nonlinear system. Suppose
A(1) = A; and the system exhibits a third-order memoryless nonlinearity:

y(t) = a3’ (1) + - (3.44)

= a3A? cos’|wr + (0] + - - (3.45)
azA? Ja3A?

= —— cos[Iw.t + 3p(1)] + 1 cosfwt + ¢i(D] (3.46)

The first term in (3.46) represents a modulated signal around @ = 3aw,. Since the bandwidth
of the original signal, A, cos[w.r + ¢ ()], is typically much less than w., the bandwidth
occupied by cos[3w 1 + 3¢ (1)] 18 small enough that it does not reach the center frequency
of w,. Thus, the shape of the spectrum in the vicinity of @, remains unchanged.
Now consider a variable-envelope signal applied to the above nonlinear system.
Writing x(r) as
x(f) = xp(t) cos w.t — xglt) sin wet, (3.47)

where x; and xg(¢) are the baseband I and Q components, we have

v = a3lx;(1) coswet — xp(t) sin m{_.fl3 + ... (3.48)
cos 3wt + Icoswt —cos w0 + Isinwt
= ag.r}{!} 7 = ﬂ'j;.l‘f—_){r'} 7 g (3.49)

Thus, the output contains the spectra of x_f'{r} and xﬂ(f} centered around .. Since these
components generally exhibit a broader spectrum than do x;(1) and xg(1). we say the
spectrum “grows” when a variable-envelope signal passes through a nonlinear system.
Figure 3.41 summarizes our findings.

Sec. 3.5, Mobile RF Communications 119

Nonlinear

'

[(}] ()]
Nonlinear

s £ ,
e

0] o

Figure 3.41 Amplification of constant- and variable-envelope signals and the effect on their spectra.

3.5 MOBILE RF COMMUNICATIONS

A mobile system is one in which users can physically move while communicating with one
another. Examples include pagers, cellular phones, and cordless phones. It is the mobility
that has made RF communications powerful and popular. The transceiver carried by the
user is called the “mobile unit” (or simply the “mobile™), the “terminal.” or the “hand-
held unit.” The complexity of the wireless infrastructure often demands that the mobiles
communicate only through a fixed, relatively expensive unit called the “base station.” Each
mobile receives and transmits information from and to the base station via two RF channels
called the “forward channel” or “downlink™ and the “reverse channel” or “uplink.” respec-
tively. Most of our treatment in this book relates to the mobile unit because, compared to
the base station, hand-held units constitute a much larger portion of the market and their
design is much more similar to other types of RF systems.

Cellular System With the limited awvailable spectrum {(e.g.., 25MHz around
900 MHz), how do hundreds of thousands of people communicate in a crowded metropoli-
tan area? To answer this question, we first consider a simpler case: thousands of FM radio
broadcasting stations may operate in a country in the 88—108 MHz band. This is possible
because stations that are physically far enough from each other can use the same carrier
frequency (“frequency reuse™) with negligible mutual interference (except at some point in
the muddle where the stations are received with comparable signal levels). The minimum
distance between two stations that can employ equal carrier frequencies depends on the
signal power produced by each.

In mobile communications, the concept of frequency reuse is implemented in a “cellu-
lar™ structure, where each cell is configured as a hexagon and surrounded by 6 other cells
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{a) (b

Figure 3.42 (a) Simple cellular system, (b) 7-cell reuse pattern.

[Fig. 3.42{a)]. The idea is that if the center cell uses a frequency f; for communication,
the 6 neighboring cells cannot utilize this frequency, but the cells beyond the immediate
neighbors may. In practice, more efficient frequency assignment leads to the “7-cell” reuse
pattern shown in Fig. 3.42(b). Note that in reality each cell utilizes a group of frequencies.
The mobile units in each cell of Fig. 3.42(b) are served by a base station, and all of the
base stations are controlled by a “mobile telephone switching office” (MTSO).
Co-Channel Interference An important issue in a cellular system is how much two
cells that use the same frequency interfere with each other (Fig. 3.43). Called “co-channel
interference™ (CCI), this effect depends on the ratio of the distance between two co-channel
cells to the cell radius and is independent of the transmitted power. Given by the frequency
reuse plan, this ratio is approximately equal to 4.6 for the 7-cell pattern of Fig. 3.42(b) [7].
It can be shown that this value vyields a signal-to-co-channel interference ratio of 18 dB [7].

Figure 3.43 Co-channel interference.

Hand-off What happens when a mobile unit “roams™ from cell A to cell B
(Fig. 3.44)7 Since the power level received from the base station in cell A is insufficient

MTSO

Figure 3.44 Problem of hand-off.
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to maintain communication, the mobile must change its server to the base station in cell
B. Furthermore, since adjacent cells do not use the same group of frequencies, the channel
must also change. Called “hand-off,” this process is performed by the MTSO. Once the
level received by the base station in cell A drops below a threshold, the MTSO hands off
the mobile to the base station in cell B, hoping that the latter is close enough. This strateg
fails with relatively high probability, resulting in dropped calls.

To improve the hand-off process, second-generation cellular systems allow the mobile
unit to measure the received signal level from different base stations, thus performing hand-
off when the path to the second base station has sufficiently low loss [7].

Path Loss and Multipath Fading Propagation of signals in a mobile communication
environment is quite complex. We briefly describe some of the important concepts here.
Signals propagating through free space experience a power loss proportional to the square
of the distance, d. from the source. In reality, however, the signal travels through both a
direct path and an indirect. reflective path (Fig. 3.45). It can be shown that in this case, the
loss increases with the fourth power of the distance [7]. In crowded areas. the actual loss
profile may be proportional to d? for some distance and d* for another.

Direct Path
-
} T Loss
(log scale)

=y

Figure 3.45 Indirect signal propagation and resulting loss profile.

In addition to the overall loss profile depicted in Fig. 3.45. another mechanism gives
rise to fluctuations in the received signal level as a function of distance. Since the two
signals shown in Fig. 3.45 generally experience different phase shifts, possibly arriving at
the receiver with opposite phases and roughly equal amplitudes, the net received signal
may be very small, Called “multipath fading™ and illustrated in Fig. 3.46, this phenomenon
introduces enormous variations in the signal level as the receiver moves by a fraction of
the wavelength. Note that multipath propagation creates fading and/or 1S1.

Loss A

(log scale)

ay

Figure 3.46 Multipath loss profile.
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In reality, since the transmitted signal is reflected by many buildings and moving
cars, the fluctuations are quite irregular. Nonetheless, the overall received signal can be
expressed as

Xp(t) = ap(fcos(w.s + ) + ax(tycos(wt + ) + - - + a, cos(w.1 + 0,) (3.50)

n Il
= ZEU(” cos ;| Cos .l — Zajir}ain B | sinew,l. (3.51)
i=1 i=1

For large n, each summation has a Gaussian distribution. Denoting the first summation by
A and the second by B. we have

xp(t) = VAT + B2 cos(wet + @), (3.52)
where ¢ = tan~!(B/A). It can be shown that the amplitude, A, =+A? + B2, has a

Rayleigh distribution (Fig. 3.47) [ 1], exhibiting losses greater than 10 dB below the mean
for approximately 6% of the time.

P, (x)

[ -
X
Figure 3.47 Ravieigh distribution.

From the above discussion, we conclude that in an RF system the transmitter out-
put power and the receiver dynamic range must be chosen so as to accommodate signal
level variations due to both the overall path loss (roughly proportional to ¢*) and the deep
multipath fading effects. While it is theoretically possible that multipath fading vields a
zero amplitude (infinite loss) at a given distance, the probability of this event is negligible
because moving objects in a mobile environment tend to “soften” the fading.

Diversity The effect of fading can be lowered by adding redundancy to the transmis-
sion or reception of the signal. “Space diversity” or “antenna diversity” employs two or
more antennas spaced apart by a significant fraction of the wavelength so as to achieve a
higher probability of receiving a nonfaded signal.

“Frequency diversity” refers to the case where multiple carrier frequencies are used,
with the idea that fading is unlikely to occur simultaneously at two frequencies sufficiently
far from each other. “Time diversity” is another technique whereby the data is transmitted
or received more than once to overcome short-term fading.

Delay Spread Suppose two signals in a multipath environment experience roughly
equal attenuations but different delays. This is possible because the absorption coeffi-
cient and phase shift of reflective or refractive materials vary widely, making it likely for
two paths to exhibit equal loss and unequal delays. Addition of two such signals vields
x(fy = Acosw(t—t)+Acosw(t—12) = 2A cos[ (2wt — wr) — w2) /2] cos[w (T — 12) /2],
where the second cosine factor relates the fading to the “delay spread.” At = 1) — 2. An
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Figure 3.48 (a) Flar and (b) frequency-selective fading.

important issue here is the frequency dependence of the fade. As illustrated in Fig. 3.48,
small delay spreads yield a relatively flat fade, whereas large delay spreads introduce
considerable variation in the spectrum.

In a multipath environment, many signals arrive at the receiver with different delays.
vielding rms delay spreads as large as several microseconds and hence fading bandwidths
of several hundreds of kilohertz. Thus, an entire communication channel may be suppressed
during such a fade.

Interleaving The nature of multipath fading and the signal processing technigques
used to alleviate this issue is such that errors occur in clusters of bits. In order to lower the
effect of these errors, the baseband bit stream in the transmitter undergoes “interleaving™
before modulation. An interleaver in essence scrambles the time order of the bits according
to an algorithm known by the receiver [ 7).

3.6 MULTIPLE ACCESS TECHNIQUES

3.6.1 Time and Frequency Division Duplexing

The simplest case of multiple access is the problem of two-way communication by a
transceiver, a function called “duplexing.” In old walkie-talkies, for example. the user
would press the “talk”™ button to transmit while disabling the receive path and release the
button to listen while disabling the transmit path. This can be considered a simple form of
“time division duplexing,” (TDD), whereby the same frequency band is utilized for both
transmit (TX) and receive (RX) paths but the system transmits for half of the time and
receives for the other half. IMustrated in Fig. 3.49, TDD is usually performed fast enough
to be transparent to the user.

Another approach to duplexing is to employ two different frequency bands for the
transmit and receive paths, Called “frequency-division duplexing” (FDD) and shown in
Fig. 3.50, this technique incorporates band-pass filters to isolate the two paths, allowing
simultaneous transmission and reception. Since two such transceivers cannotl communicate
directly, the TX band must be translated to the RX band at some point. In wireless networks,
this translation is performed in the base station.

It is instructive to contrast the two duplexing methods by considering their merits and
drawbacks. In TDD, an RF switch with a loss less than 1 dB follows the antenna to alter-
nately enable and disable the TX and RX paths. Even though the transmitter output power
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Figure 3.50 Frequency-division duplexing.

may be 100dB above the receiver input signal, the two paths do not interfere because the
transmitter is turned off during reception. Furthermore, TDD allows direct (“peer-to-peer™)
communication between two transceivers, an especially useful feature in short-range, local
area network applications. The primary drawback of TDD is that the strong signals gener-
ated by all of the nearby mobile transmitters fall in the receive band, thus desensitizing the
receiver.

In FDD systems, the two front-end band-pass filters are combined to form a “duplexer
filter.” While making the receivers immune to the strong signals transmitted by other
mobile units, FDD suffers from a number of issues. First, components of the transmit-
ted signal that leak into the receive band are attenuated by tvpically only about 50dB
(Chapter 4). Second, owing to the trade-off between the loss and the quality factor of
filters, the loss of the duplexer is typically quite higher than that of a TDD switch. Note
that a loss of, say, 3dB in the RX path of the duplexer raises the overall noise figure by
3 dB (Chapter 2), and the same loss in the TX path of the filter means that only 50% of the
signal power reaches the antenna.

Another issue in FDD is the spectral leakage to adjacent channels in the transmitter
output. This occurs when the power amplifier 15 turned on and off to save energy or when
the local oscillator driving the modulator undergoes a transient. By contrast, in TDD such
transients can be timed to end before the antenna is switched to the power amplifier output.

Despite the above drawbacks, FDD is employed in many RF systems, particularly in
cellular communications, because it isolates the receivers from the signals produced by
mobile transmitters.
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3.6.2 Frequency-Division Multiple Access

In order to allow simultaneous communication among multiple transceivers, the available
frequency band can be partitioned into many channels, each of which is assigned to one
user. Called “frequency-division multiple access,” (Fig. 3.51), this technique should be
familiar within the context of radio and television broadcasting, where the channel assign-
ment does not change with time. In multiple-user, two-way communications, on the other
hand, the channel assignment may remain fixed only until the end of the call; after the user
hangs up the phone, the channel becomes available o others. Note that in FDMA with
FDD, two channels are assigned to each user, one for transmit and another for receive.

Channel Channel
1 N

-
)]
Figure 3.51 Freguency-division multiple access.

The relative simplicity of FDMA made it the principal access method in early cellu-
lar networks, called “analog FM" systems. However, in FDMA the minimum number of
simultaneous users is given by the ratio of the total available frequency band (e.g., 25 MHz
in GSM) and the width of each channel (e.g., 200 kHz in GSM), translating to insufficient
capacily in crowded areas.

3.6.3 Time-Division Multiple Access

In another implementation of multiple-access networks, the same band is available to each
user but at different times (“time-division multiple access™). lNustrated in Fig. 3.52, TDMA
periodically enables each of the transceivers for a “time slot” (Ty). The overall period
consisting of all of the tme slots 1s called a “frame”™ (7). In other words, every TF seconds,
each user finds access to the channel for T,y seconds.

What happens to the data (e.g.. voice) produced by all other users while only one user
is allowed to transmit? To avoid loss of information, the data is stored (“buffered™) for
Tr — Ty seconds and transmitted as a burst during one time slot (hence the term “TDMA
burst™). Since buffering requires the data to be in digital form, TDMA transmitters perform
A/D conversion on the analog input signal. Digitization also allows speech compression
and coding.

TDMA systems have a number of advantages over their FDMA counterparts, First,
as each transmitter is enabled for only one time slot in every frame. the power amplifier
can be turned off during the rest of the frame, thus saving considerable power. In practice.
settling issues require that the PA be turned on slightly before the actual time slot begins.
Second, since digitized speech can be compressed in time by a large factor, the required
communication bandwidth can be smaller and hence the overall capacity larger. Equiva-
lently, as compressed speech can be transmitted over a shorter time slot, a higher number
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Figure 3.52 Time-division multiple access.

of users can be accommodated in each frame. Third, even with FDD, the TDMA bursts
can be timed such that the receive and transmit paths in each transceiver are never enabled
simultaneously.

The need for A/D conversion. digital modulation, time slot and frame synchronization,
ete., makes TDMA more complex than FDMA., With the advent of VLSI DSPs, however,
this drawback 1s no longer a determining factor. In most actual TDMA systems, a combi-
nation of TDMA and FDMA is utilized. In other words, each of the channels depicted in
Fig. 3.51 is time-shared among many users.

3.6.4 Code-Division Multiple Access

Our discussion of FDMA and TDMA implies that the transmitted signals in these systems
avoid interfering with each other in either the frequency domain or the time domain. In
essence, the signals are orthogonal in one of these domains. A third method of multiple
access allows complete overlap of signals in both frequency and time, but employs “ortho-
gonal messages™ to avoid interference. This can be understood with the aid of an analogy [8].
Suppose many conversations are going on in a crowded party. To minimize crosstalk, dif-
ferent groups of people can be required to speak in different pitches(!) (FDMA), or only one
group can be allowed to converse at a time (TDMA). Alternatively, each group can be asked
to speak in a different language, If the languages are orthogonal (at least in nearby groups)
and the voice levels are roughly the same, then each listener can “tune in™ to the proper
language and receive information while all groups talk simultancously.

Direct-Sequence CDMA In “code-division multiple access,” different languages
are created by means of orthogonal digital codes. At the beginning of communication,
a certain code is assigned to each transmitter-receiver pair, and each bit of the baseband
data is “translated” to that code before modulation. Shown in Fig. 3.53(a) 1s an example
where each baseband pulse is replaced with an 8-bit code by multiplication. A method of
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Figure 3.53 () Encoding operation in DS-CDMA, [b) examples of Walsh code.
generating orthogonal codes is based on Walsh's recursive equation:

W, = £3.53)
. W, W,

Way = (e (3.54)
Wy, W

where W, is derived from W, by replacing all the entries with their complements, For
example,

Wy = [ﬂ ﬂ] (3.55)
0 1
Fig. 3.53(b) shows examples of 8-bit Walsh codes (i.e.. each row of Wg).

In the receiver, the demodulated signal is decoded by multiplying it by the same
Walsh code. In other words, the receiver correlates the signal with the code to recover
the baseband data.

How is the received data affected when another CDMA signal is present? Suppose
two CDMA signals x;(¢) and x>(t) are received in the same frequency band. Wriling the
signals as xgg) (1) - Wi (t) and xgg2(1) - Wa(t). where W (1) and Wo(¢) are Walsh functions,
we express the output of the demodulator as y(1) = |xgg (1). W (1) + 2gp2(0). Waln) LW ().
Thus, if Wi (r) and W4(r) are exactly orthogonal, then y(r) = xgm (1) - Wi (). In reality,
however, x (1) and x2(t) may experience different delays, leading to corruption of y(1) by
xgg2(t). Nevertheless, for long codes the result appears as random noise.

The encoding operation of Fig. 3.53(a) increases the bandwidth of the data spectrum
by the number of pulses in the code. This may appear in contradiction to our emphasis thus
far on spectral efficiency. However, since CDMA allows the widened spectra of many users
to fall in the same frequency band (Fig. 3.54), this access technique has no less capacity
than do FDMA and TDMA, In fact, CDMA can potentially achieve a higher capacity than
the other two [9].

CDMA is a special case of “spread spectrum’™ ($5) communications, whereby the base-
band data of each user is spread over the entire available bandwidth. In this context, CDMA
is also called “direct sequence” 55 (DS-55) communication, and the code is called the
“spreading sequence™ or “pseudo-random noise.” To avoid confusion with the baseband
data. each pulse in the spreading sequence 18 called a “chip” and the rate of the sequence
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Figure 3.54 Overlapping spectra in COMA.

is called the “chip rate.” Thus, the spectrum is spread by the ratio of the chip rate to the
baseband bit rate.

It is instructive to reexaming the above RX decoding operation from a spread spectrum
point of view (Fig. 3.55). Upon multiplication by W, (¢}, the desired signal is “despread.”
with its bandwidth returning to the original value. The unwanted signal. on the other hand,
remains spread even after multiplication because of its low correlation with W, (r). For
a large number of users, the spread spectra of unwanted signals can be viewed as white
Gaussian noise.

Signal 1

/ \ Signal 1

-
@ Signal 2
Signal 2 _..®_. o
)

= w,y(t)

Figure 3.55 Despreading operation in ¢ CDMA receiver.

An important feature of CDMA is its soft capacity limit [7]. While in FDMA and
TDMA the maximum number of users is fixed once the channel width or the time slots are
defined, in CDMA increasing the number of users only gradually (linearly) raises the noise
floor [7].

A critical issue in DS-CDMA is power control. Suppose, as illustrated in Fig. 3.56,
the desired signal power received at a point is much lower than that of an unwanted trans-
mitter,” for example because the latter is at a shorter distance. Even after despreading,
the strong interferer greatly raises the noise floor, degrading the reception of the desired
signal. For multiple users, this means that one high-power transmilter can virtually halt

7. This sitwation arises in our party analogy if two people speak much more loudly than others, Even with
different languages. communication becomes difficult.
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communications among others, a problem much less serious in FDMA and TDMA. This is
called the “near/far effect.” For this reason, when many CDMA transmitters communicate
with a receiver, they must adjust their output power such that the receiver senses roughly
equal signal levels. To this end, the receiver monitors the signal strength corresponding
to each transmitter and periodically sends a power adjustment request to each one. Since
in a cellular system users communicate through the base station, rather than directly, the
latter must handle the task of power control. The received signal levels are controlled to be
typically within 1 dB of each other.

While adding complexity to the system, power control generally reduces the average
power dissipation of the mobile unit. To understand this, note that without such control,
the mobile must always transmit enough power 1o be able to communicate with the base
station, whether path loss and fading are significant or not. Thus, even when the channel has
minimum attenuation, the mobile unit produces the maximum output power. With power
control, on the other hand, the mobile can transmit at low levels whenever the channel
conditions improve. This also reduces the average interference seen by other users.

Unfortunately, power control also dictates that the receive and transmit paths of the
mobile phone operate concurrently.” As a consequence, CDMA mobile phones must deal
with the leakage of the TX signal to the RX (Chapter 4).

Frequency-Hopping CDMA  Another type of CDMA that has begun to appear in RF
communications is “frequency hopping™ (FH). lllustrated in Fig. 3.57, this access technique
can be viewed as FDMA with pseudo-random channel allocation. The carrier frequency in
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Figure 3.57 Frequencv-hopping CDMA.

5. If a vehicle moves ar a high speed or in an area with tall buildings, the power received by the base station
from it can vary rapidly, requiring continuous feedback.
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each transmitter 1s “hopped” according to a chosen code (similar to the spreading codes
in DS-CDMA). Thus, even though the short-term spectrum of a transmitter may overlap
with those of others, the overall trajectory of the spectrum, i.e., the PN code, distinguishes
each transmitter from others. Nevertheless. occasional overlap of the spectra raises the
probability of error.

Due to rare overlap of spectra, frequency hopping 1s somewhat similar to FDMA and
hence more tolerant of different received power levels than is direct-sequence CMDA.
However, FH may require relatively fast settling in the control loop of the oscillator shown
in Fig. 3.57. an important design issue studied in Chapter 10.

3.7 WIRELESS STANDARDS

Our study of wireless communication systems thus far indicates that making a phone call or
sending data entails a great many complex operations in both analog and digital domains.
Furthermore, nonidealities such as noise and interference require precise specification of
each system parameter, e.g., SNR, BER, occupied bandwidth, and tolerance of interferers.
A “wireless standard™ defines the essential functions and specifications that govern the
design of the transceiver, including its baseband processing. Anticipating various operating
conditions, each standard fills a relatively large document while still leaving some of the
dependent specifications for the designer to choose. For example, a standard may specify
the sensitivity but not the noise figure.

Before studying various wireless standards, we briefly consider some of the common
specifications that standards quantify:

I. Frequency Bands and Channelization. Each standard performs communication
in an allocated frequency band. For example, Bluelooth uses the industrial-
scientific-medical (ISM) band from 2400 GHz to 2480 GHz. The band consists
of “channels,” each of which carries the information for one user. For example,
Bluetooth incorporates a channel of 1 MHz, allowing at most 80 users.

2. Data Rate(s). The standard specifies the data rate(s) that must be supported. Some
standards support a constant data rate, whereas others allow a variable data rate so
that, in the presence of hagh signal attenuation, the communication 1s sustained but
at a low speed. For example. Bluetooth specifies a data rate of | Mb/s.

3. Antenna Duplexing Method. Most cellular phone systems incorporate FDD, and
other standards employ TDD.

4. Type of Modulation. Each standard specifies the modulation scheme. In some
cases, different modulation schemes are used for different data rates. For exam-
ple, IEEES02.11a/g utilizes 640QAM for its highest rate (54 Mb/s) in the presence
of good signal conditions, but binary PSK for the lowest rate (6 Mb/s).

5. TX Output Power. The standard specifies the power level(s) that the TX must pro-
duce. For example, Bluetooth transmits 0 dBm. Some standards require a variable
output level to save battery power when the TX and RX are close to each other
and/or to avoid near/far effects.

6. TX EVM and Spectral Mask. The signal transmitted by the TX must satisty sev-
eral requirements in addition to the power level. First, to ensure acceptable signal
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quality, the EVM is specified. Second, to guarantee that the TX out-of-channel
emissions remain sufficiently small, a TX “spectral mask” is defined. As explained
in Section 3.4, excessive PA nonlinearity may violate this mask. Also, the stan-
dard poses a limit on other unwanted transmitted components, e.g., spurs and
harmonics.

7. RX Sensitivity. The standard specifies the acceptable receiver sensitivity, usually
in terms of a maximum bit error rate, BER,,,,. In some cases. the sensitivity is
commensurate with the data rate, i.e., a higher sensitivity is stipulated for lower
data rates.

8. RX Input Level Range. The desired signal sensed by a receiver may range from
the sensinvity level to a much larger value if the RX 1s close to the TX. Thus,
the standard specifies the desired signal range that the receiver must handle with
acceptable noise or distortion.

9. RX Tolerance to Blockers. The standard specifies the largest interferer that the RX
must tolerate while receiving a small desired signal. This performance is typically
defined as illustrated in Fig. 3.58. In the first step. a modulated signal 1s applied at
the “reference” sensitivity level and the BER is measured to remain below BER,,.,
[Fig. 3.58(a)]. In the second step, the signal level is raised by 3dB and a blocker
is added to the input and its level is gradually raised. When the blocker reaches the
specified level, the BER must not exceed BER,;,,, [Fig. 3.58(b)]. This test reveals
the compression behavior and phase noise of the receiver. The latter is described in
Chapter 8.

Many standards also stipulate an intermodulation test. For example, as shown
in Fig. 3.539, two blockers (one modulated and another not) are applied along with
the desired signal at 3 dB above the sensitivity level. The receiver BER must not
exceed BER,;,,; as the level of the two blockers reaches the specified level.

In this section, we study a number of wireless standards, In the case of cellular
standards, we focus on the “mobile station™ (the handset).

Reference oEn e
Sensitivity @ o—p=-| Receiver |—m- ” |_ -
- t
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Figure 3.58 Test of a veceiver with (a) desived signal at reference sensitivity and (b) desired signal
3 dB above reference sensitivity along with a blocker.
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3.7.1 GSM

The Global System for Mobile Communication (GSM) was originally developed as a uni-
fied wireless standard for Europe and became the most widely-used cellular standard in the
world. In addition to voice, GSM also supports the transmission of data,

The GSM standard 1s a TDMA/FDD system with GMSK modulation, operating in dif-
ferent bands and accordingly called GEM900, GSM 1800 (also known as DCS1800), and
GSM 1900 (also known as PCS1900). Figure 3.60 shows the TX and RX bands. Accom-
modating eight time-multiplexed users, each channel is 200 kHz wide, and the data rate
per user is 271 kb/s. The TX and RX time slots are offset (by about 1.73 ms) so that the
two paths do not operate simultaneously. The total capacity of the system is given by the
number of channels in the 25-MHz bandwidth and the number of users is per channel,
amounting to approximately 1,000.

935-960 MHz |::
FDD

Duilexer 200 kHz
—= |-
Digital
f GMSK +Easehand
890-915 MHz Modulator Signal
(271 kbis)

Figure 3.60 GSM air interface.

Example 3.10

(GSM specifies a receiver sensitivity of — 102 dBm.” The detection of GMSK with accept-
able bit error rate (107?) requires an SNR of about 9 dB. What is the maximum allowable
RX noise figure?

Solution:
We have from Chapter 2
NF = 174 dBm/Hz — 102 dBm — 101log(200 kHz) — 9 dB (3.56)
2 10 dB. (3.57)

9, The sensitivity in GSMI1800 is — 101 dBm.
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Figure 3.61 GSM receiver blocking test. (The desired channel center frequency is denoted by () for
simplicity.)

Blocking Requirements GSM also specifies blocking requirements for the receiver.
Mustrated in Fig. 3.61, the blocking test applies the desired signal at 3 dB above the sensi-
tivity level along with a single (unmodulated) tone at discrete increments of 200 kHz from
the desired channel. (Only one blocker is applied at a time.)'” The tolerable in-band blocker
level jumps to —33dBm at 1.6 MHz from the desired channel and to —23dBm at 3 MHz.
The out-of-band blocker can reach 0 dBm beyond a 20-MHz guard band from the edge of
the RX band. With the blocker levels shown in Fig. 3.61, the receiver must still provide the
necessary BER.

Example 3.11

How must the receiver Py g be chosen to satisfy the above blocking tests?

Solution:

Suppose the receiver incorporates a front-end filter and hence provides sufficient attenua-
tion if the blocker is applied outside the GSM band. Thus, the largest blocker level is equal
to —23 dBm (at or beyond 3-MHz offset), demanding a P)4p of roughly — 15 dBm to avoid
compression. If the front-end filter does not attenuate the out-of-band blocker adequately,
then a higher P g is necessary.

If the receiver Pigp 1s determined by the blocker levels beyond 3-MHz offset, why
does GSM specify the levels at smaller offsets? Another receiver imperfection, namely, the
phase noise of the oscillator, manifests itself here and is discussed in Chapter 8.

Since the blocking requirements of Fig. 3.61 prove difficult to fulfill in practice, GSM
stipulates a set of “spurious response exceptions,” allowing the blocker level at six in-band

(). This mask and others described in this section symmetrically extend o the left,
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Figure 3.62 Worsr-case channel for GSM blocking test.

frequencies and 24 out-of-band frequencies to be relaxed to —43dBm." Unfortunately,
these exceptions do not ease the compression and phase noise requirements. For example,
il the desired channel is near one edge of the band (Fig. 3.62), then about 100 chan-
nels reside above 3-MHz offset. Even if six of these channels are excepted, cach of the
remaining can contain a —23 dBm blocker.

Intermodulation Requirements Figure 3.63 depicts the IM test specified by GSM. With
the desired channel 3dB above the reference sensitivity level, a tone and a modulated
signal are applied at 800-kHz and 1.6-MHz offset, respectively. The receiver must satisfy
the required BER if the level of the two interferers is as high as —49dBm.

- - - - f
800 kHz 800 kHz

Figure 3.63 GSM intermodulation test.

Example 3.12

‘Estimate the receiver IP; necessary for the above test.

Solution:

For an acceptable BER, an SNR of 9dB is required, i.c.. the total noise in the desired
channel must remain below —108 dBm. In this test, the signal is corrupted by both the
receiver noise and the intermodulation. If, from Example 3.10, we assume NF = 10dB,
then the total RX noise in 200kHz amounts to — 111 dBm. Since the maximum tolerable

LI, In GEM LB and GEM 1900, 12 in-band exceptions are allowed.
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Example 3.12 (Continued)

noise is — 108 dBm, the intermodulation can contribute at most 3 dB of corruption. In other
words, the IM product of the two interferers must have a level of =111 dBm so that, along
with an RX noise of — 111 dBm. it yields a total corruption of — 108 dBm. It follows from
Chapter 2 that
—49 dBm — (—111 dB
Tl —2AUOH 2( ™ | (—49 dBm) (3.58)
= — 18 dBm. {3.59)

In Problem 3.2, we recompute the 11P; if the noise figure is lower than 10dB.

We observe from this example and Example 3.11 that the receiver linearity in
GSM is primarily determined by the single-tone blocking requirements rather than the
intermodulation specification.

Adjacent-Channel Interference A GSM receiver must withstand an adjacent-channel
interferer 9dB above the desired signal or an alternate-adjacent channel interferer 41 dB
above the desired signal (Fig. 3.64). In this test, the desired signal is 20dB higher than
the sensitivity level. As explained in Chapter 4, the relatively relaxed adjacent-channel
requirement facilitates the use of certain receiver architectures.

Af=200 kHz

Figure 3.64 GSM adjacent-channel test.

TX Specifications A GSM (mobile) transmitter must deliver an output power of at least
2 W (+33dBm) in the 900-MHz band or | W in the 1.8-GHz band. Moreover, the output
power must be adjustable in steps of 2dB from +5dBm to the maximum level, allowing
adaptive power control as the mobile comes closer to or goes farther from the base station.

The output spectrum produced by a GSM transmitter must satisfy the “mask™ shown in
Fig. 3.65, dictating that GMSK modulation be realized with an accurate modulation index
and well-controlled pulse shaping. Also, the rms phase error of the output signal must
remain below 5,

A stringent specification in GSM relates to the maximum noise that the TX can emit in
the receive band. As shown in Fig. 3.66, this noise level must be less than — 129 dBm/Hz
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so that a transmitting mobile station negligibly interferes with a receiving mobile station in
its close proximity. The severity of this requirement becomes obvious if the noise bound
is normalized to the TX output power of +33dBm, yielding a relative noise floor of
=162 dBe/Hz. As explained in Chapter 4, this specification makes the design of GSM
transmitters quite difficult.

EDGE To accommodate higher data rates in a 200-kHz channel, the GSM standard has
been extended to “Enhanced Data Rates for GSM Evolution™ (EDGE). Achieving a rate
of 384 kb/s, EDGE employs “8-PSK™ modulation, i.e., phase modulation with eight phase
values given by kx /4, k = 0-7. Figure 3.67 shows the signal constellation. EDGE is
considered a “2.5th-generation™ (2.5G) cellular system.

The use of 8-PSK modulation entails two issues. First, to confine the spectrum to
200kHz, a “linear” modulation with baseband pulse shaping is necessary. In fact. the con-
stellation of Fig. 3.67 can be viewed as that of two QPSK waveforms, one rotated by 45
with respect to the other. Thus, two QPSK signals with pulse shaping (Chapter 4) can be
generated and combined to yield the 8-PSK waveform. Pulse shaping, however, leads to
a variable envelope, necessitating a linear power amplifier. In other words, a GSM/EDGE
transmitler can operate with a nonlinear (and hence efficient) PA in the GSM mode but
must swilch to a linear (and hence inefficient) PA in the EDGE mode.

The second i1ssue concerns the detection of the 8-PSK signal in the receiver. The
closely-spaced points in the constellation require a higher SNR than, say, QPSK does.
For BER = 1074, the former dictates an SNR of 14 dB and the latter, 7 dB.
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Figure 3.67 Constellation of 8-PSK (used in EDGE).

3.7.2 1S-95 CDMA

A wireless standard based on direct-sequence CMDA has been proposed by Qualcomm,
Inc., and adopted for North America as 1S-95. Using FDD, the air interface employs the
transmit and receive bands shown in Fig. 3.68. In the mobile unit, the 9.6 kb/s baseband data
is spread to 1.23 MHz and subsequently modulated using OQPSK. The link from the base
station to the mobile umt, on the other hand, incorporates QPSK modulation. The logic
is that the mobile must use a power-efficient modulation scheme (Chapter 3), whereas
the base station transmits many channels simultaneously and must therefore employ a
linear power amplifier regardless of the type of modulation. In both directions, 15-95
requires coherent detection, a task accomplished by transmitting a relatively strong “pilot
tone” (e.g., unmodulated carrier) at the beginning of communication o establish phase
synchronization.

In contrast to the other standards studied above, 15-95 is substantially more complex,
incorporating many techniques to increase the capacity while maintaining a reasonable
signal quality. We briefly describe some of the features here. For more details, the reader is
referred to [8. 10, 11].

869-894 MHz
1850-1910 MHz

1.23 MHz
Duplexer
— - -
Digital
Baseband
f 0QPSK ® Ss_e a:'l
824-849 MHz Modulator igna
1930-1980 MHz * (9.6 kbs)

PN Sequence

Figure 3.68 I5-93 air interface.
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Power Control As mentioned in Section 3.6.4, in CDMA the power levels received
by the base station from various mobile units must differ by no more than approximately
| dB. In 1S-95, the output power of each mobile is controlled by an open-loop procedure
at the beginning of communication so as to perform a rough but fast adjustment. Subse-
quently, the power is set more accurately by a closed-loop method. For open-loop control,
the mobile measures the signal power it receives from the base station and adjusts its
transmitted power so that the sum of the two (indB) is approximately —73dBm. If the
recerve and transmut paths entail roughly equal attenuation, & dB. and the power transmit-
ted by the base station is Py, then the mobile output power P, satisfies the following:
Ppy — k+ Py, = =73 dBm. Since the power received by the base station is P, — &, we have
Py — k= —73dBm — Py, a well-defined value because Py, is usually fixed. The mobile
output power can be varied by approximately 85 dB in a few microseconds.

Closed-loop power control is also necessary because the above assumption of equal
loss in the transmit and receive paths is merely an approximation. In reality, the two paths
may experience different fading because they operate in different frequency bands. To this
end, the base station measures the power level received from the mobile unit and sends
a feedback signal requesting power adjustment. This command is transmitted once every
1.25 ms to ensure timely adjustment in the presence of rapid fading.

Frequency and Time Diversity Recall from Section 3.5 that multipath fading is
often frequency-selective, causing a notch in the channel transfer function that can be sev-
eral kilohertz wide. Since IS-95 spreads the spectrum to 1.23 MHz, it provides frequency
diversity, exhibiting only 25% loss of the band for typical delay spreads [8].

IS-95 also employs time diversity to use multipath signals to advantage. This is accom-
plished by performing correlation on delaved replicas of the received signal (Fig. 3.69).
Called a “rake receiver,” such a system combines the delayed replicas with proper weight-
ing factors, o, Lo obtain the maximum signal-to-noise ratio at the output. That is, if the
output of one correlator 15 corrupted, then the corresponding weighting factor i1s reduced
and vice versa.

Rake receivers are a unique feature of CDMA. Since the chip rate is much higher than
the fading bandwidth, and since the spreading codes are designed to have negligible corre-
lation for delays greater than a chip period, multipath effects do not introduce intersymbol
interference. Thus, each correlator can be synchronized to one of the multipath signals.

x(r}o—;——&T—&T—&T»

0y Lo X3 g

y(t)
Figure 3.69 Rake receiver.

Sec. 3.7, Wireless Standards 139

Variable Coding Rate The variable rate of information in human speech can be
exploited to lower the average number of transmitted bits per second. In IS-93, the data rate
can vary in four discrete steps: 9600, 4800, 2400, and 1200 b/s. This arrangement allows
buffering slower data such that the transmission sull occurs at 9600 b/s but for a propor-
tionally shorter duration. This approach further reduces the average power transmitted by
the mobile unit, both saving battery and lowering interference seen by other users.

Soft Hand-off Recall from Section 3.5 that when the mobile unit is assigned a dif-
ferent base station. the call may be dropped if the channel center frequency must change
{e.g., in IS-54 and GSM). In CDMA, on the other hand, all of the users in one cell commu-
nicate on the same channel. Thus, as the mobile unit moves farther from one base station
and closer to another, the signal strength corresponding to both stations can be monitored
by means of a rake receiver. When it is ascertained that the nearer base station has a suf-
ficiently strong signal, the hand-off 1s performed. Called “soft hand-off.” this method can
be viewed as a “make-before-break™ operation. The result is lower probability of dropping
calls during hand-oft.

3.7.3 Wideband CDMA

As a third-generation cellular system, wideband CDMA extends the concepts realized in
15-95 to achieve a higher data rate. Using BPSK (for uplink) and QPSK (for downlink) in
a nominal channel bandwidth of 5 MHz, WCDMA achieves a rate of 384 kh/s.

Several variants of WCDMA have been deployed in different graphical regions. In
this section, we study “IMT-2000" as an example. Figure 3.70 shows the air interface of
IMT-2000, indicating a total bandwidth of 60 MHz. Each channel can accommodate a data
rate of 384 kb/s in a (spread) bandwidth of 3.84 MHz; but, with “guard bands”™ included,
the channel spacing is 5 MHz. The mobile station employs BPSK modulation for data and
QPSK modulation for spreading.

Transmitter Requirements The TX must deliver an output power ranging from
—49dBm to +24 dBm."” The wide output dynamic range makes the design of WCDMA
transmitters and, specifically, power amplifiers, difficult. In addition, the TX incorpo-
rates baseband pulse shaping so as to tighten the output spectrum, calling for a linear PA.

2110-2170 MHz

W e "

Duplexer

Baseband and Modulator Baseband
- i I
1920-1980 MHz Processor Signa

Figure 3.70 IMT-2000 air interface.

2. The PA may need w deliver about +27 dBm to account for the loss of the duplexer.
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Figure 3.71 Transmitter {a) adjacent-channel power test, and (b) emission mask in IMT-200.

IMT-2000 stipulates two sets of specifications to quantify the limits on the out-of-channel
emissions: (1) the adjacent and alternate adjacent channel powers must be 33 dB and 43 dB
below the main channel, respectively [Fig. 3.71(a)]; (2) the emissions measured in a 30-kHz
bandwidth must satisfy the TX mask shown in Fig. 3.71(b).

The transmitter must also coexist harmoniously with the GSM and DCS1800 stan-
dards. That is, the TX power must remain below —79dBm in a 100-kHz bandwidth in the
GSM RX band (935 MHz-960 MHz) and below —71 dBm in a 100-kHz bandwidth in the
DCS1800 RX band (1805 MHz-1880 MHz).

Receiver Requirements  The receiver reference sensitivity is — 107 dBm. As with GSM,
IMT-2000 receivers must withstand a sinusoidal blocker whose amplitude becomes larger
at greater frequency offsets. Unlike GSM, however, IMT-2000 requires the sinusoidal test
for only out-of-band blocking [Fig. 3.72(a)]. The P45 necessary here 1s more relaxed than
that in GSM; e.g.. at 85 MHz outside the band, the RX must tolerate a tone of —15dBm."
For in-band blocking, IMT-2000 provides the two tests shown in Fig. 3.72(b). Here, the
blocker is modulated such that it behaves as another WCDMA channel. thus causing both
compression and cross modulation,

Example 3.13

Estimate the required Py p of a WCDMA receiver saﬁsf},ring the in-band test of Fig. 3.72(b).

Solution:

To avoid compression, Pigg must be 4 o 5dB higher than the blocker level, ie.,
Pigp = —40dBm. To quantify the corruption due to cross modulation, we refurn Lo our
derivation in Chapter 2. For a sinusoid A; coseit and an amplitude-modulated blocker

3. However, if the TX leakage is large, the BX linearity must be quite higher,
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Example 3.13 (Continued)

Aa(1 + m cos wpyt) cos wat, cross modulation appears as

2 2

3 " il
y(r) = l:urpi. + iu‘gA;A% (1 + o + ?{:Cﬁ 2eopt + 2mcos wmr)] cosant + --- (3.60)

For the case at hand. both channels contain modulation and we make the following assump-
tions: (1) the desired channel and the blocker carry the same amplitude modulation and are
respectively expressed as A (1+m cos wy, 1) cos w i and A2(1 +m cos wyot) cos wats (2) the
envelope varies by a moderate amount and hence m?/2 < 2m. The effect of third-order
nonlinearity can then be expressed as

y) = [a;A|(l+m cos mml£)+%d3ﬁ,{]+mcns.¢um|r)ﬂ§
X (142m cusw,,,gr}] cos wyl+ - (3.61)
3 2
= m:A:{l+mcosmmlﬂ+1—’ugﬂmgil+mcusmm1t+2mmsmmzf
+2m” COS W | £ COS wmzf}] COS ot - - (3.62)

For the corruption to be negligible. the average power of the second term in the square
brackets must remain much less than that of the first:
2
(%uryh&%) (1 +m?+ 4m? + 4m*)

(aiAr)* (1 + m?)

= L (3.63)

Setting this ratio to — 15dB (= 0.0316) and neglecting the powers of m, we have

3
Slaslaz
= =178 (3.64)
oy |
Since Ay = /0.145]a /o3| and hence |os /o | = G.HSKA?&E,
Ajap = 1.1 Aa, (3.65)

That is, the input compression point must exceed Az (= —44dBm) by about | dB. Thus.
compression is slightly more dominant than cross modulation in this test.

A sensinvity level of —107 dBm with a signal bandwidth as wide as 3.84 MHz may
appear very impressive. In fact, since 10 log(3.84 MHz) = 66 dB, it scems that the sum of
the receiver noise figure and the required SNR must not exceed 174 dBm/Hz — 66 dB —
1007 dBm = 1 dB! However, recall that CDMA spreads a lower bit rate (e.g., 384 kb/s)
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Figure 3.72 IMT-2000 receiver (a) blocking mask using a tone and (b) blocking test using a
modulated inrerferer.

by a factor, thus benefitting from the spreading gain after the despreading operation in the
receiver, That is, the NF is relaxed by a factor equal to the spreading gain.

IMT-2000 also specifies an intermodulation test. As depicted in Fig. 3.73, a tone and
a modulated signal, each at —46 dBm, are applied in the adjacent and alternate adjacent
channels, respectively, while the desired signal is at — 104 dBm. In Problem 3.3, we repeat
Example 3.12 for WCDMA to determine the required /P53 of the receiver.

- - - -
10 MHz 10 MHz

Figure 3.73 IMT-2000) intermodulation fest.

Figure 3.74 illustrates the adjacent-channel test stipulated by IMT-2000. With a level
of —93dBm for the desired signal, the adjacent channel can be as high as —52dBm. As
explained in Chapter 4, this specification requires a sharp roll-off in the frequency response
of the baseband filters.
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Figure 3.74 IMT-2000 receiver adjaceni-channel test.

3.7.4 Bluetooth

The Bluetooth standard was originally conceived as a low-cost solution for short-range,
moderate-rate data communication. In fact, it was envisioned that the transceiver would
perform modulation and demodulation in the analog domain, requiring little digital signal
processing. In practice. however, some attributes of the standard have made the analog
implementations difficult, calling for substantial processing in the digital domain. Despite
these challenges, Bluetooth has found its place in the consumer market, serving in such
short-reach applications as wireless headsets, wireless keyboards, etc.

Figure 3.75 shows the Bluetooth air interface, indicating operation in the 2.4-GHz ISM
band. Each channel carries | Mb/s, occupies | MHz, and has a carrier frequency equal to
(2402 + kyMHz, for k = 0, -- - . 78. To comply with out-of-band emission requirements
of various countries, the first 2 MHz and last 3.5 MHz of the ISM band are saved as “guard
bands™ and not used.

2.400-2.4835 GHz
TDD E

sl —| |-
Digital
f GFSK +Ela:=barlld
2.400-2.4835 GHz j Modulator hgna

(1 Mb/s)

Figure 3.75 Bluetooth air interface.

Transmitter Characteristics The [-Mb/s baseband data is applied to a Gaussian Fre-
quency Shift Keying (GFSK) modulator. GFSK can be viewed as GMSK with a modulation
index of (.28 to 0.35. As explained in Section 3.3.4, GMSK modulation can be realized by
a Gaussian filter and a VCO (Fig. 3.76).

The output can be expressed as

xrx () = A coslw.t + m f xgg(t) = hit)dr], {3.60)
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Figure 3.76 GFSK modulation using a VCO.
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Figure 3.77 Freguency deviation in Bluerooth.

where h(t) denotes the impulse response of the Gaussian filter. As shown in Fig. 3.77,
Bluetooth specifies a minimum frequency deviation of 115kHz in the carrier, The peak
frequency deviation, Af, is obtained as the maximum difference between the instantaneous

frequency, finy. and the carrier frequency. Differentiating the argument of the cosine in
(3.66) yields i, as

I .
Jinsr = Elwc + mxgp(1) * h(D)]. (3.67)

suggesting that
|
Af = —m|xgg(1) % h(1)|mnax- {36‘3}
2w

Since the peak voltage swing at the output of the Gaussian filter is approximately equal to

that of xggeir),
M pgmac = 115 kHz, (3.69)
2

As explained in Chapter 8, m is a property of the voltage-controlled oscillator (called the
“gain” of the VCO) and must be chosen to satisfy (3.69).

Bluetooth specifies an output level of 0dBm (1 mW)."" Along with the constant-
envelope modulation, this relaxed value greatly simplifies the design of the power amplifier,
allowing it to be a simple 50-£2 buffer.

The Bluetooth transmit spectrum mask is shown in Fig. 3.78. At an offset of 550 kHz
from the center of the desired channel, the power measured in a 100-kHz bandwidth must
be at least 20 dB below the TX power measured in the same bandwidth but in the center

[4. This corresponds 1o the most common case of “power class 3.7 Other power classes with higher owput
levels have also been specified.
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Figure 3.78 Bluetooth transmission mask.

of the channel. Moreover, the power measured in the entire 1-MHz alternate adjacent chan-
nel must remain below —20dBm. Similarly, the power in the third and higher adjacent
channels must be less than —40dBm."

A Bluetooth TX must minimally interfere with cellular and WLAN systems. For exam-
ple, it must produce in a 100-kHz bandwidth less than —47 dBm in the range of 1.8 GHz to
1.9GHz or 5.15GHz to 5.3 GHz.

The carrier frequency of each Bluetooth carrier has a tolerance of £75kHz (= £30
ppm). Since the carrier synthesis is based on a reference crystal frequency (Chapter 10),
the crystal must have an error of less than £30 ppm.

Receiver Characteristics Bluetooth operates with a reference sensitivity of —70dBm
(for BER=10""), but most commercial products push this value to about —80dBm,
affording longer range.

Example 3.14

Estimate the NF required of a Bluetooth receiver.

Solution:

Assuming an SNR of 17dB and a channel bandwidth of 1 MHz, we obtain a noise figure
of 27 dB for a sensitivity of —70dBm. It is this very relaxed NF that allows manufacturers
to push for higher sensitivities (lower noise figures).

Figure 3.79 illustrates the blocking tests specified by Bluetooth. In Fig. 3.79(a), the
desired signal is 10dB higher than the reference sensitivity and another modulated Blue-
tooth signal is placed in the adjacent channel (with equal power) or in the alternate adjacent
channel (with a power of —30dBm. These specifications in turn require a sharp roll-off in
the analog baseband filters (Chapter 4).

I5. Up to three exceptions are allowed for the third and higher adjacent channel powers, with a relaxed
specification of —20dBm.
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Figure 3.79 Bluetooth receiver blocking test for (a) adjacent and alternate channels, and (b) chan-
nels ar = 3-MHz offser.

In Fig. 3.79(b), the desired signal is 3 dB above the sensitivity and a modulated blocker
is applied in the third or higher adjacent channel with a power of — 27 dBm. Thus, the 1-dB
compression point of the receiver must exceed this value.

A Bluetooth receiver must also withstand out-of-band sinusoidal blockers. As shown
in Fig. 3.80, with the desired signal at —67 dBm, a tone level of —27dBm or —10dBm
must be tolerated according to the tone frequency range. We observe that if the receiver
achieves a Py of several dB above —27 dBm, then the filter following the antenna has a
relaxed out-of-band attenuation requirement.

——-10 dBm =10 dBm ———

27 dBm -27 dBm

-67 dBm
1\ .
2000 2399 0 2498 3000 ¢

(MHz)

Figure 3.80 Bluetoorh receiver out-of-band blocking test.

The intermodulation test in Bluetooth is depicted in Fig. 3.81. The desired signal level
is 6 dB higher than the reference sensitivity and the blockers are applied at — 39 dBm with
Af = 3,4, or 5MHz. In Problem 3.6, we derive the required RX IP; and note that it is
quite relaxed.

~39 dBM «-ccceernrinnnarea.
-64 dBm m
1
- e - ;
AF A

Figure 3.81 Bluectooth receiver intermodulation 1esi.
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Bluetooth also stipulates a maximum usable input level of —20 dBm. That is, a desired
channel at this level must be detected properly (with BER=10"") by the receiver.

Example 3.15

Does the maximum usable input specification pose any design constraints?

Solution:

Yes. it does. Recall that the receiver must detect a signal as low as —60dBm: i.c., the
receiver chain must provide enough gain before detection. Suppose this gain is about 60 dB,
yielding a signal level of around O dBm (632 mV ) at the end of the chain. Now, if the
received signal rises to —20dBm, the RX outpul must reach +40dBm (63.2 V,,,). unless

the chain becomes heavily nonlinear. The nonlinearity may appear benign as the signal has

a constant envelope, but the heavy saturation of the stages may distort the baseband data.
For this reason. the receiver must incorporate “automatic gain control” (AGC), reducing
the gain of each stage as the input signal level increases (Chapter 13).

3.7.5 I|EEE802.11a/b/g

The IEEES02.11a/b/g standard allows high-speed wireless connectivity, providing a maxi-
mum data rate of 54 Mb/s. The 11a and 11g versions are identical except for their frequency
bands (5GHz and 2.4 GHz, respectively). The 11b version also operates in the 2.4-GHz
band but with different characteristics. The 11g and 11b standards are also known as
“WiFi.” We begin our study with 11a/g.

The 1la/g standard specifies a channel spacing of 20 MHz with different modulation
schemes for different data rates, Figure 3.82 shows the air interface and channelization
of 11a. We note that higher data rates use denser modulation schemes, posing tougher
demands on the TX and RX design. Also, as explained in Section 3.3.6, for rates higher
than a few megabits per second, wireless systems employ OFDM so as to minimize the
effect of delay spread. This standard incorporates a total of 52 subcarriers with a spacing
of 0.3125 MHz (Fig. 3.83). The middle subchannel and the first and last five subchannels
are unused. Moreover, four of the subcarners are occupied by BPSK-modulated “pilots™ to
simplify the detection in the receiver in the presence of frequency offsets and phase noise.
Each OFDM symbol is 4 us long.

The TX must deliver a power of at least 40mW (+16dBm) while complying with
the spectrum mask shown in Fig. 3.84. Here, each point represents the power measured
in a 100-kHz bandwidth normalized to the overall output power. The sharp drop between
OMHz and 11 MHz calls for pulse shaping in the TX baseband (Section 3.3.1). In fact.
pulse shaping reduces the channel bandwidth to 16,6 MHz. The carrier frequency has a
tolerance of =20 ppm. Also, the carrier leakage must remain 15 dB below the overall output
power,

The receiver sensitivity in 11a/g is specified in conjunction with the data rate. Table 3.1
summarizes the sensitivities along with adjacent channel and alternate adjacent channel
levels. T;m “packel error rate” must not exceed 10%, corresponding to a BER of less
than 10,
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Table 3.1 TEEESO2. 1 la data rates, sensitivities, and

adiacent channel levels.

Reference Adj.
Data Rate | Sensitivity | Channel Alt. Channel
{Mb/s) (dBm) Level (dB) Level (dB)

6.0 —-82 16 32
9.0 —8] 15 31

12 =79 13 29

[ - 77 1] 27

24 ~T74 8.0 24

36 -70 4.0 20

48 —66 0 16

54 =55 -1 15

Example 3.16

Estimate the noise figure necessary for 6-Mb/s and 54-Mb/s reception in 1la/g,

Solution:

First, consider the rate of 6 Mb/s. Assuming a noise bandwidth of 20 MHz, we obtain 19 dB
for the sum of the NF and the required SNR. Similarly, for the rate of 54 Mb/s, this sum
reaches 36 dB. An NF of 10dB leaves an SNR of 9dB for BPSK and 26 dB for 64QAM,
both sufficient for the required error rate. In fact, most commercial products target an NF
of about 6dB so as to achieve a sensitivity of about —70dBm at the highest date rate.

The large difference between the sensitivities in Table 3.1 does make the receiver
design difficult: the gain of the chain must reach about 82dB in the low-rate case and
be reduced to about 65 dB in the high-rate case.'®

The adjacent channel tests shown in Table 3.1 are carried out with the desired channel
at 3dB above the reference sensitivity and another modulated signal in the adjacent or
alternate channel.

An lla/g receiver must operate properly with a maximum input level of —30dBm. As
explained for Bluetooth in Section 3.7.4, such a high input amplitude saturates the receiver
chain, a very serious 1ssue for the denser modulations used in 1lafg. Thus, the RX gain
must be programmable from about 82 dB to around 30 dB.

16. As a rule of thumb, a receiver analog baseband output should be around 0 dBm.
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Example 3.17

Estimate the 1-dB compression point necessary for 1la/g receivers.

Solution:

With an input of —30dBm, the receiver must not compress, Furthermore, recall from
Section 3.3.6 that an OFDM signal having N subchannels exhibits a peak-to-average ratio
of about 2In N. For N = 52, we have PAR = 7.9. Thus, the receiver must nol compress
even for an input level reaching —30dBm+7.9dB = —22.1 dBm. The envelope variation
due to baseband pulse shaping may require an even higher Pygz.

The IEEES02.11b supports a maximum data rate of 11Mb/s with “complementary code
keying” (CCK) modulation.'”” But under high signal loss conditions, the data rate is scaled
down to 5.5 Mb/s, 2 Mb/s, or 1 Mb/s. The last two rates employ QPSK and BPSK modula-
tion, respectively. Each channel of 11b occupies 22 MHz in the 2.4-GHz ISM band. To offer
greater flexability, 11b specifies overlapping channel frequencies (Fig. 3.85). Of course,
users operating in close proximity of one another avoid overlapping channels. The carrier
frequency tolerance is £25 ppm.

2412 2437 2462
2417 2442 2467
2422 2447 2472
2427 2452
2432 2457
-
f
(MHz)

Figure 3.85 Overlapping channelization in 11a.

The 11b standard stipulates a TX output power of 100 mW (420 dBm) with the spec-
trum mask shown in Fig. 3.86, where each point denotes the power measured in a 100-kHz
bandwidth. The low emission in adjacent channels dictates the use of pulse shaping in the
TX baseband. The standard also requires that the carrier leakage be 15 dB below the peak
of the spectrum in Fig. 3.86."

An |1b recerver must achieve a sensitivity of —76dBm for a *frame error rate” of
§ X 1072 and operate with input levels as high as —10dBm. The adjacent channel can be
35dB above the desired signal, with the latter at —70 dBm.

17. CCK is a variant of QPSK.
18, Note that, unlike the 11a/g specification, this leakage is not with respect to the overall TX output power.
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Figure 3.86 [EEES02.11b transmission mask.

3.8 APPENDIX I: DIFFERENTIAL PHASE SHIFT KEYING

A difficulty in the detection of PSK signals is that the phase relates to the time origin and
has no “absolute” meaning. For example, a 90 phase shift in a QPSK waveform converts
the constellation to a similar one, but with all the symbols interpreted incorrectly. Thus,
simple PSK waveforms cannot be detected noncoherently. However, if the information
lies in the phase change from one bit (or symbol) to the next, then a time origin 1s not
required and noncoherent detection is possible. This is accomplished through “differential™
encoding and decoding of the baseband signal before modulation and after demodulation,
respectively.

Let us consider binary differential PSK (DPSK). The rule for differential encoding
15 that 1f the present input bit 15 a ONE, then the output state of the encoder does not

CK

paai ::D:, 9 Q = Dy (mTy) Balmti) ¢ L I—:D—’ Doyt {mTy)

{a) (1)

Input Data o111001101

EncodedData 1 0 0O 0 0100011

Decoded Data o111001101
(ch

Figure 3.87 (a) Differential encoding, (b) differential decoding, (c) example of encoded and
decoded sequence.
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change. and vice versa. This requires an extra starting bit (of arbitrary value). The con-
cept can be better understood by considering the implementation depicted in Fig. 3.87(a).
An exclusive-NOR (XNOR) gate compares the present output bit, D, (mT), with the
present input bit, Dy, (mTy), to determine the next output state:

Dyl (m + )T | = Dyy(mTp) @ Dyye(mTy), (3.70)

implying that if Dy,(mTy) = 1, then D, [(m + 1)Tp] = Dyye(mTy), and if Dy, (imTy) = 0
then D, [(m + 1)Ts] = Dgy(mTp ). The extra starting bit mentioned above corresponds to
the state of the flipflop before the data sequence begins.,

REFERENCES

[11 L. W. Couch, Digital and Analog Communication Svstems, Fourth Edition, New York:
Macmillan Co., 1993,

[2] H. E. Rowe, Signals and Noise in Communication Svstems, New Jersey: Van Nostrand Co.,
1965.

[3] R.E. Ziemer and R. L. Peterson, Digital Communication and Spread Spectrum Sysrems, New
York: Macmillan, 1985,

[4] P. A. Baker, “Phase-Modulated Data Sets for Serial Transmission at 2000 and 2400 Bits per
Second,” Part I, ATEE Trans. Communication Electronics, pp. 166-171, July 1962,

[5] Y. Akaiwa and Y. Nagata, “Highly Efficient Digital Mobile Communication with a Linear
Modulation Method.” TEEE J. of Selected Areas in Commnunications, vol. 5, pp. 890-893,
June 1987,

[6] N. Dinur and D. Wulich, “Peak-to-average power ratio in high-order OFDM,” IEEE Tran.
Conmm., vol. 49, pp. 1063-1072, June 2001.

[71 T. 5. Rappaport, Wireless Communications, Principles and Practice, New Jersey: Prentice
Hall, 1996.

[8] D.P. Whipple, “North American Cellular CDMA.” Hewleti-Packard Journal, pp. 90-97, Dec.
1993,

191 A. Salmasi and K. 5. Gilhousen, “On the System Design Aspects of Code Division Multiple
Access (CDMA) Applied to Digital Cellular and Personal Communications Networks,” Proc.
{EEE Veh. Tech. Conf., pp. 57-62, May 1991,

[10] R. Kerr et al.. “The CDMA Digitial Cellular System, An ASIC Overview,” Proceedings of
{EEE CICC, pp. 10.1.1-10.1.7, May 1992,

[11] J. Hinderling et al., “CDMA Mobile Station Modem ASIC.” Proceedings of IEEE CICC,
pp. 10.2.1-10.2.5, May 1992,

PROBLEMS

3.1. Due toimperfections, a 16QAM generator produces oA, cos{w t+ A0 ) —o2A (1 +€)
sinaw.f, where o) = £1, 2 and a2 = +1, £2.
(a) Construct the signal constellation for Af # Obute = 0.
(b) Construct the signal constellation for A0 = O but e # 0.

3.2. Repeat Example 3.12 if the noise figure is less than 10 dB.
3.3. Repeat Example 3.12 for WCDMA.
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3.4

3.5.
3.6.
.

3.8.

30
3.10.

Determine the maximum tolerable relative noise floor (in dBe/Hz) that an IMT-2000
TX can generate in the DCS1800 band.

Repeat Example 3.12 for the scenario shown in Fig. 3.73.
From Fig. 3.81. estimate the required /P of a Bluetooth receiver.

A “ternary” FSK signal can be defined as
Apsi (1) = @) coswit + @z cosant + a3 cos wsf, (3.71)

where only one of the coefficients is equal to 1 at a time and the other two are equal
to zero. Plot the constellation of this signal.

In order to detect (demodulate) an AM signal, we can multiply it by the LO wave-
form and apply the result to a low-pass filter. Beginning with Eq. (3.2), explain the
operation of the detector.

Repeat the above problem for the BPSK signal expressed by Eq. (3.26).

The BPSK signal expressed by Eq. (3.26) is to be demodulated. As studied in the
previous problem, we must multiply a, cos w.t by an LO waveform. Now suppose
the LO waveform generated in a receiver has a slight “frequency offset” with respect
to the incoming carrier. That is, we in fact multiply a, cos w.f by cos{w, + Aw)r.
Prove that the signal constellation rotates with time at a rate of Aw.




