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2.23. Determine the noise figure of each circuit in Fig. 2.81 with respect to a source 
impedance Rs. Neglect channel-length modulation and body effect. 
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Figure 2.81 Stages for NF ca/culatioll. 

CHAPTER 

3 
COMMUNICATION CONCEPTS 

The design of highly-in tegrated RF transceivers requires a solid understanding of commu­
nication theory. For example, as mentioned in Chapter 2, the receiver sensitivi ty depends 
on the minimum acceptable signal-to-noise ratio, which itself depends on the type of mod­
ulation. In fact, today we rarely design a low-noise ampUfier, an oscil lator, etc., with no 
attention to the type of transceiver in which they are used. Furthermore, modern RF design­
ers must regularly interact wi th digi tal s ignal processing engineers to trade functions and 
specifications and must therefore speak the same language. 

This chapter provides a basic, yet necessary, understanding of modulation theory and 
wireless standards. Tailored to a reader who is ultimately interested in RF JC design rather 
than communication theory, the concepts are described in an intuitive language so that they 
can be incorporated in the reader 's daily work. The outline of the chapter is shown below. 

Modulation 

• AM, PM, FM 
• lntersymbol Interference 
• Signal Constellations 
• ASK, PSK, FSK 
• QPSK, GMSK, QAM 
• OFDM 
• Spectral Regrowth 

Mobile Systems 

• Cellular System 
• Hand-off 
• Multipath Fading 
• Diversity 

Multlple Access Technqlues Wireless Standards 

• Duplexlng • GSM 
• FDMA • IS- 95 COMA 
• TDMA • Wideband COMA 
• COMA • Bluetooth 

• IEEE802.11a/b/g 

3.1 GENERAL CONSIDERATIONS 

How does your voice enter a cell phone here and come out of another cell phone miles 
away? We wish to understand the incredible j ourney that your voice signal takes. 

The transmitter in a cell phone must convert the voice, which is called a "baseband 
signal" because its spectrum (20 Hz to 20 kHz) is centered around zero frequency, to a 
"passband signal ," i.e., one residing around a nonzero center frequency, We [Fig. 3.1 (b)]. 
We call We the "carrier frequency." 
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Figure 3.1 (a) Baseband and (b) passbfmd sig•wl spectra. 

More generally, "modulation" converts a baseband signal to a passband signal. From 
another point of view, modulation varies certain parameters of a sinusoidal carrier accord­
ing to the baseband signal. For example, if the carrier is expressed as Ao cos wet, then the 
modulated signal is given by 

x(t) = a(t) cos[wct + B(t)), (3.1) 

where the amplitude, a(t) and the phase, B(t), are modulated. 
T he inverse of modulation is demodulation or detection, with the goal being to recon­

struct the original baseband signal with minimal noise, distortion, etc. Thus, as depicted 
in Fig. 3.2, a s imple communication system consists of a modulator/transmitter, a chan­
nel (e.g., air or a cable), and a receiver/demodulator. Note that the channel attenuates the 
signal. A "transceiver" contains both a modulator and a demodulator; the two are called a 
''tnodem." 
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Figure 3.2 Generic communication system. 

Important Aspects of Modulation Among various attributes of each modulation scheme, 
three prove particularly critical i.n RF design. 

I . Delectability, i.e. , the quality of the demodulated signal for a given amount of 
channel attenuation and receiver noise. As an example, consider the binary ampli­
tude modulation shown in Fig. 3.3(a), where logical ONEs are represented by full 
amplitude and ZEROs by zero amplitude. The demodulation must s imply distin­
guish between these two amplitude values. Now, suppose we wish to carry more 
information and hence employ four different amplitude-s as depicted in Fig. 3.3(b). 
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Figure 3.3 (a) Two-level a11d (b)four-level mod11latioll schemes. 
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In th is case, the four amplitude values are closer to one another and can therefore be 
misinterpreted in the presence of noise. We say the latter signal .i s less detectable. 

2. Bandwidth efficiency, i.e. , the bandwidth occupied by the modulated carrier for 
a given information rate in the baseband s ignal. This aspect p lays a critical role 
in today's systems because the available spectrum is limi ted. For example, the 
GSM phone system provides a total bandwidth of 25 MHz for millions of users 
in crowded cities. The sharing of this bandwidth among so many users is explained 
in Section 3.6. 

3. Power efficiency, i.e., the type of power ampli fier (PA) that can be used in the 
transmitter. As explained later in this chapter, some modulated waveforms can be 
processed by means of nonlinear power amplifiers, whereas some others require 
l inear amplifiers. Since nonlinear PAs are generally more efficient (Chapter 12), 
it is desirable to employ a modulation scheme that lends itself to nonlinear 
amplification. 

T he above three attributes typically trade wi th one another. For example, we may suspect 
that the modulation format in Fig. 3.3(b) is more bandwidth-efficient than that in Fig. 3.3(a) 
because it carries twice as much information for the same bandwidth. This advantage come-s 
at the cost of detectability- because the amplitude values are more closely spaced- and 
power efficiency-because PA nonlinearity compresses the larger amplitudes. 

3.2 ANALOG MODULATION 

If an analog signal, e.g. , that produced by a microphone, is impressed on a carrier, then we 
say we have performed analog modulation. While uncommon in today's high-performance 
communications, analog modulation provides fundamental concepts that prove essential in 
studying digital modulation as well. 

3.2.1 Amplitude Modulation 

For a baseband s ignal xos(t) , an amplitude-modulated (AM) waveform can be construc­
ted as 

XAM(I) = Ac[! + IIIXBB(t)] COS «Jet , (3.2) 

where m is called the "modulation index." ' Illustrated in Fig. 3.4(a) is a multiplication 
method for generating an AM signal. We say the baseband signal is "upconverted." T he 
waveform Ac cos Wet is generated by a "local osciUator" (LO). Multiplication by cos Wei 

in the time domain simply trans lates the spectrum of xso(t) to a center freq uency of We 

[Fig. 3.4(b)]. T hus, the bandwidth of XAM(I) .i s twice that of xso(t) . Note that since xos(t) 
has a symmetric spectrum around zero (because it is a real signal), the spectrum of XAM (t) 
is also symmetric around We . This symmetry does not hold for all modulation schemes and 
plays a significant role in the design of transceiver archi tectures (Chapter 4). 

l. Note Jhat m has a dimension of 1/voh if X88(1 ) is a voltage quanti ty. 
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Figure 3.4 (a) Generation of AM signal, (b) resulting spectra. 

Example 3.1 

The modulated signal of Fig. 3.3(a) can be considered as the product of a random binary 
sequence toggling between zero and l and a sinusoidal carrier. Determine the spectrum of 
the s ignal. 

Solution: 

The spectrum of a random binary sequence with equal probabil ities of ONEs and ZEROs 
is given by (Section 3.3.1 ): 

S(f) = h ( si:;:;b) 
2 

+ 0.58(/). (3 .3) 

Multiplication by a sinusoid in the time domain shifts this spectrum to a center frequency 
of ±fc (Fig . 3.5). 
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Figure 3.5 Spectrum of random binan> dma CIIUI AM output. 

Except for broadcast AM radios, ampli tude modulation finds limited use in today's 
wireless systems. This is because carrying analog information in the amplitude requires 
a highly-linear power amplifier in the transmitter. Amplitude modulation is also more 
sensitive to additive noise than pha~e or frequency modulation is. 

Sec. 3.2. Analog Modulation 95 

3.2.2 Phase and Frequency Modulation 

Phase modulation (PM) and frequency modulation (FM) are important concepts that are 
encountered not only with in the context of moderns but also in the analysis of such circuits 
as oscillators and frequency synthes izers. 

Let us consider Eq. (3 .1) again. We call the argument Wei + @(t) the "total phase." 
We also define the ''instantaneous frequency" as the time derivative of the phase; thus. 
W e + d() j dr is the "total fTequency" and d() I dr .is the "excess fTequency" or the "frequency 
deviation." If the amplitude is constant and the excess phase is linearly proportional to the 
baseband s ignal, we say the carrier is phase-modulated: 

X!w (t) = Ac cos[w,;l + mxee(t)] , (3 .4) 

where m denotes the phase modulation index. To understand PM intuitively, fiJ'St note that, 
ii xae(t) = 0, then the zero-crossing points of the carrier waveform occur at uniformly­
spaced instants equal to integer multiples of the period, Tc = I f we. For a time-varying 
xnn(l), on the other hand, the zero crossings are modulated (Fig. 3.6) while the amplitude 
remains constant 

Figure 3.6 Zero crossings in "phase-moduluted signal. 

Similarly, if the excess frequency, dfJ j d1, is linearly proportional to the baseband signal, 
we say the carrier is frequency-modulated: 

I 

XFM(I) = Ac COS[Wcl + m f XBB(<)dr ]. 

- cc 

Note that the instantaneous frequency is equal to W e + mxan(l).2 

(3.5) 

Determine the PM and FM signals in response to (a) XBn(l) = Ao, (b) xBa(l) = a/. 

Solution: 

(a) For a constant baseband s ignal, 

XPM(I) = Ac COS(Wcl + mAo); (3.6) 

(Ccmtinues) 

2. In this case. m has a dimension of radian frequency/voll if xgg( t) is a voltage quantity. 
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Example 3.2 ( Cominued) 

i.e., the PM output s imply contains a constant phase shift. The FM output, on the other 
hand, is expressed as 

XfM(l) = Aecos(wel + mAot) 

= AcCOS[(<Oc + mAo)t]. 

Thus. the FM outpu t exhibits a constant frequency shift equal to mAo. 
(b) If xss(t) = at, then 

XPM(I) = Ac cos(wcl +mal) 

= Accosl(wc + ma)tL 

(3.7) 

(3.8) 

(3.9) 

(3.10) 

i.e. , the PM output experiences a constant frequency shift. For the FM output, we have, 

( 
ma 2) XFM(I) = Ac COS Wei + Zl . (3. 11 ) 

This s ignal can be viewed as a waveform whose phase grows quadratically with time. 

The nonlinear dependence of XPM(l) and XFM(l) upon xss(l) generally increases the 
occupied bandwidth. For example, if xss(l) = A.., cos w..,l, then 

XFM(l) = Ac COS Wet + -- SIO W 111 1 , ( 
mA.., . ) 
Wm 

(3.12) 

exhibiti ng spectral l ines well beyond <Oc ± w111 • Various approximations for tbe bandwidth 
of PM and FM signals have been derived [l-3]. 

Nat·rowband FM Approximation A special case ofFM tbat proves useful in tbe analysis 
of RF circuits and systems arises if mAmfw111 « I rad in Eq. (3.1 2). The s ignal can then be 
approximated as 

() 
Ill . . 

XFM I ""Ae COS Wei - A mAc- Sm Wml Sm Wei 
Wm 

mAmAc mAmAc 
"" AeCOS<Ocl - cos(<Ot: - W111)1 + cos(wc + W111) 1. 

2wm 2w111 

(3.13) 

(3.14) 

Illustrated in Fig. 3.7, the spectrum consists of impulses at ±we (the carrier) and "side­
bands" at We± W111 and - we ± W111 • Note tha~ as the modulating frequency, W11, increases, 
the magnitude of the sidebands decreases. 
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Figure 3.7 Spectrum of a narrowband FM signal. 

Example 3.3 

It is sometimes said that the FM (or PM) s idebands have opposite s igns, whereas AM 
sidebands have identical signs. Is this generally true? 

Solution: 

Equation (3.14) indeed suggests that cos(we - Wm)l and cos(we + wm)l have opposite signs. 
Figure 3.8(a) illustrates this case by allowing s ig ns in the magnitude plot. For a carrier 
whose amplitude is modulated by a sinusoid, we have 

X1\M (I) = Ac(l + m COS W1111) COS <Oel 

mAc mAc 
= Ac COS Wei + 2 COS(Wc + Wm)l + 2 COS(Wc - Wm)l. 

(3.15) 

(3.1 6) 

Thus, it appears that the s idebands have identical signs [Fig. 3.8(b)]. However, in general, 
the polarity of the s idebands per se does not distinguish AM from FM. Writing the four 
possible combinations of s ine and cosine in Eqs. (3.2) and (3.5), the reader can arrive at 
the spectra shown in Fig. 3.9. Given the exact waveforms for the carrier and the sidebands, 
one can decide from tbese spectra whether the modulation is AM or narrowband FM. 

~ i ~ • (I) <Oc (I) 

<Oc+<Om <Oc-<Om <Oc+<Om 

(a) (b) 

Figure 3.8 Spectra of(a) narrowband FM and (b) AM signals. 

However, an important difference between the AM and FM sidebands relates to their 
angu lar rotation with respect to the carrier. In an AM s ignal. the sidebands must modulate 
only the amplitude at any time. Thus, as ill ustrated by phasors in Fig. 3.1 O(a), the two must 
rotate in opposi te directions such that their resultant remains aligned wi th the carrier. On 
the other hand, the sidebands of an FM signal must create no component along the carrier 
amplitude, and bence are positioned as shown in Fig. 3.l0(b) so that their resultant remains 
perpendicular to the carrier at all times. 

(Continues) 
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Example 3.3 ( Conlinul'd) 
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Figure 3.9 Spectra of AM and narrowband FM signals. 
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Figure 3.10 Rowtion of (a) AM and (b) FM sidebands wirh respecr ro rhe carriet: 

T he insights afforded by the above example prove useful in many RF circuits. The 
following example shows how an interesting effect in nonl inear circuits can be explai.ned 
with the aid of the foregoing observations. 

Example 3.4 

The sum of a large s inusoid at We and a small s inusoid at We+ W111 is applied to a differential 
pair fFig. 3.11 (a)]. Explain why the output spectrum contains a component at We - w111• 

Assume that the differential pair experiences "hard limiting," i.e., A is large e nough to steer 
Iss to each side. 

Solution: 

Let us decompose the input spectrum into two symmetric spectra as shown in Fig. 3. 11 (b). 3 

The one with sidebands of iden tical signs can be viewed as an AM waveform, which, due 
to hard limi ti ng, is suppressed at the output. T he spectrum with sidebands of opposite 

3. \Vc call Lhcse symmetric because omission o f sideband signs would make Lhem symmetric. 
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signs can be considered an FM waveform, which emerges at the output in tact because hard 
limit ing does not affect the zero crossings of the waveform. 
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a 
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Figure 3.11 (a) Differential pair sensing a large and a S11uill signal, (b) conversion of one sideband 
to AM and FM componenrs. 

The reader may wonder how we decided that the two symmetric spectra in Fig. 3. 11 (b) 
are AM and FM, respectively. We write the inputs in the time domain as 

A a a 
A cos Wei + a cos(we + w 111 )1 = z cos Wei + 2 cos(wc + w..,)l + 2 cos( we - uJ111 )1 

A a 
+ - COS Wei + - COS( We + Wm)l 

2 2 
a - 2 COS( We - w111 )1. (3 .1 7) 

Based on the observations in Example 3.3, we recognize the first three terms in Eq. (3.17) 
as an AM s ignal and the last three terms as an FM signal. 

3.3 DIGITAL MODULATION 

In d igital communication systems, the carrier is moduJated by a d igital baseband signaL 
For example, the voice produced by the microphone in a cell phone is digi ti zed and subse­
quently impressed on the carrier. As explained later in this chapter, carrying the information 
in digital form offers many advantages over communication in the analog domain. 
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Figure 3.12 ASK. PSK, 'md FSK wa,,efonns. 

The digital counterparts of AM, PM, and FM are called "amplitude shift keying" 
(ASK), "phase shift keying" (PSK), and "frequency shift keying" (FSK), respectively. 
Figure 3.12 illustrates examples of these waveforms for a binary baseband signal. A binary 
ASK s ignal toggling between full and zero amplitudes is also known as "on-off key­
ing" (OOK). Note that for the PSK waveform, the phase of the carrier toggles between 
Oandl 80· : 

XPSK(I) = Ac cos Wei if data = ZERO 
• 

= Ac cos( wei + 180) if data = ONE. 

(3.18) 

(3.19) 

It is instructive to consider a method of generating ASK and PSK signals. As shown 
in Fig. 3.13(a), if the baseband binary data toggles between 0 and I, then the product 
of this waveform and the carrier yields an ASK output. On the other hand, as depicted 
in Fig. 3.13(b), if the baseband data toggles between - 0.5 and + 0.5 (i.e., it has a zero 
average), tben the product of this waveform and the carrier produces a PSK signal because 
tbe sign of the carrier must cbange (and hence tbe phase jumps by 180•) every time the data 
changes. 

ONE ZERO : ........ D 1.--------. 

(•) 

.. 
t 

+O.S ..... ~.Nr-,ZEROr-------.L n n n n A A Ann n n A A m n n Am n.. 
-o.s ....... J~ L~ x VVVVVVVVVV•, ¢ VVJV VVVV V ' 

(b) 

Figure 3.13 Generation of(a) ASK and (b) PSK signals. 

In addition to ASK, PSK, and FSK, numerous other digital modulation schemes have 
been i.ntroduced. In this section, we study those that find wide application in RF systems. 
But, we must first familiarize ourselves with two basic concepts in digital communications: 
"intersymbol interference" (lSI) and "signal constellations." 
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3.3. 1 lntersymbol Interference 

Linear time-invariant systems can "diston" a signal if they do not provide sufficient 
bandwidth. A familiar example of such a behavior is the attenuation of high-frequency 
components of a periodic square wave in a low-pass fi lter [Fig. 3.14(a)] . However, lim­
ited bandwidth more detrimentally impacts random bit streams. To understand the issue, 
first recall that if a single ideal rectangular pulse is applied to a low-pass filter, then the 
output exnibits an exponential tail that becomes longer as the filter bandwidth decreases. 
This occurs fundamentally because a signal cannot be both time- limited and bandwidth­
limited: when the time-limited pulse passes through the band-limited system, the output 
must extend to infinity in the time domain. 

(a) 

10 n . . . . . . . . ' . 

(b) 

.. 
t 

.. 
t 

.. 
t 

Figure 3.14 Ejj'ect of low-pass filter 011 (a) periodic waveform mul (b) rmulom sequence . 

Now suppose the output of a digital system consists of a random sequence of ONEs and 
ZEROs. lf this sequence is applied to a low-pass filter (LPF), the output can be obtained as 
the superposition of the responses to each input bit [Fig. 3.14(b)]. We note that each bit level 
is corrupted by decaying tails created by previous bits . Called "intersymbol interference" 
(lSI), this phenomenon leads to a higher error rate because it brings the peak levels of ONEs 
and ZEROs closer to the detection threshold. We also observe a trade-off between noise and 
ISJ: if the bandwidth is reduced so as to lessen tbe integrated noise, then ISJ increases. 

In general, any system that removes part of the spectrum of a signal introduces lSI. 
This can be better seen by an example. 

Determine the spectrum of the random binary sequence, xss(t), in Fig. 3.15(a) and explain, 
in the frequency domain, the effect of low-pass fi ltering it. 

(Conrinues) 
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Example 3.5 ( Coutinued) 

S xlf)t Effect of 
/ LPF 

rb ...... . 

"sslt) 
ONE +I····=R FU L .. -l ····_j I 0 1 2 3 f 

ZERO rb rb rb 
\3) (b) 

Figure 3.15 (a) A rcmdom binary sequence 1oggling benveen - I and+ I. (b) its spectrum. 

Solution : 

Consider a general random binary sequence in which the bas ic pulse is denoted by p(l). We 
can express the sequence as 

"" XBB(I) = L GnP(! - nTb), (3.20) 
n- 0 

where an assumes a random value of +I or - I with equal probabilities. In this example, 
p(l) is s imply a rectangular pulse. It can be proved Ill that the spectrum of xen(t) is given 
by the square of the magnitude of the Fourier transform of p(l) : 

I ? 

Sx(f) = Tb IP(f)l-. 

For a rectangular pulse of width Tb (and uni ty height), 

yielding 

P(f) = T& sin ;:b, 
:rr b 

(3.21) 

(3.22) 

(3.23) 

Figure 3.15(b) plots the s inc2 spectrum, revealing nulls at integer multiples of the bit rate, 
1/ Tb, and "side lobes" beyond/= ± 1/Tb. 

What happens if this s igna l is applied to a low-pass filter having a narrow bandwidth, 
e.g., I/(2Tb)? Since the frequency components above I/(2T&) arc suppressed, the signal 
experiences substantial lSI. 
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Let us continue our thought process and determine the spectrum if the binary sequence 
shown in Fig. 3.15(a) is impressed on the phase of a carrier. From the generation method 
of Fig. 3.13(b), we wri te 

(3.24) 

concluding that the upconversion operation shifts the spectrum of xee(t) to ±fc = 
± wc/(2rr) (Fig. 3.16). From Fig. 3.13(a) and Example 3.1, we also recognize that the 
spectrum of an ASK waveform is similar but with impulses at ±fc· 

0 + fc f 

Figure 3.16 Spectrum of PSK signal. 

Pulse Shaping The above analysis suggests that, to reduce the bandwidth of the mod­
ulated signal, the baseband pulse must be designed so as to occupy a small bandwidth 
itself. In this regard, the rectangular pulse used in the binary sequence of Fig. 3.15(a) is a 
poor choice: the sharp transitions between ZEROs and ONEs lead to an unnecessarily wide 
bandwidth. For this reason, the baseband pulses in communication systems are usually 
"shaped" to reduce their bandwidth. Shown in Fig. 3.17 is a conceptual example where the 
basic pulse exhibits smooth transi tions, thereby occupying less bandwidth than rectangular 
pulses. 

x (t) 

ONE sinc
2 

__,..'--~..----...:,L-----l.----.~, ¢ ----'-~i=~:::..ll/.__oLJ,J....,.~2-:i::=.~3~L-, 

rb rb rb 

ZERO 

Figure 3.17 Effect of smooth data transitions on spectmm. 

What pulse shape yields the tightest spectrum? Since the spectrum of an ideal rectan­
gular pulse is a sine, we surmise that a sine pulse in the time domain gives a rectangular 
("brickwall") spectrum [Fig. 3.l8(a)]. Note that the spectrum is confined to ±I I (2Tb)­
Now, if a random binary sequence employs such a pulse every Tb seconds, from Eq. (3.21) 
the spectrum sti ll remains a rectangle [Fig. 3.18(b)] occupying substantially less bandwidth 
than Sx(/) in Fig. 3.15(b). This bandwidth advantage persists after upconversion as well. 
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Figure 3.18 (a) Sine pulse ond its spectrum, (b) random sequence of sine pulses and its spectrum. 

Do we observe ISI in the random waveform of Fig. 3.18(b)? If the waveform is sampled 
at exaclly integer multiples of Tb. then lSI is zero because all other pulses go through zero 
at these points. The use of such overlapping pulses that produce no lSI is called "Nyquist 
signaling.'' In practice, sine pulse-s are difficult to generate and approximations are used 
instead. A common pulse shape is shown in Fig. 3.19(a) and expressed as 

sin(rrt/ Ts) cos(rra t/ Ts) 
p(t) = . 

rrt/Ts I - 4a2t 2fT1 
(3.25) 

This pulse exhibits a "raised-cosine" spectrum [Fig. 3.19(b)] . Called the "roll -off factor," a 
determines how close p(t) is to a sine and, hence, the spectrum to a rectangle. For a = 0, the 
pulse reduces to a sine whereas for a = 1, the spectrum becomes relatively wide. Typical 
values of a are in the range of 0.3 to 0.5. 

p (t) 
P(f) 

t 

(b) 

Figure 3.19 Raised-cosine pulse slwping: (a) basic pulse and (b) corresponding spectrum. 
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3.3.2 Signal Constellations 

"Signal constellations" allow us to visual ize modulation schemes and, more importanlly, 
the effect of non idealities on them. Let us begin wi th the binary PSK signal expressed by 
Eq. (3 .24), which reduces to 

(3.26) 

for rectangular baseband pulses. We say this signal has one "basis function," cos (J)ct, and 
is s imply defined by the possible values of the coefficien t, a,. Shown in Fig. 3.20(a), tbe 
conste llation represents the values of a, . The receiver must distinguish between these two 
values so as to decide whether the received bit is a ONE or a ZERO. In the presence 
of amplitude noise, the two points on the constellation become "fuzzy" as depicted in 
Fig. 3.20(b), sometimes coming closer to each other and making the detection more prone 
to error. 

- 1 0 

(a) 

-1 0 

(b) 

Figure 3.20 Signal constellation for (a) ideal and (b) noisy PSK signal. 

Plot the constellation of an ASK s ignal in the presence of amplitude noise. 

Solution: 

From the generation method of Fig. 3.13(a), we have 

XASK(l) = an COS (J)c/ a, = 0, 1. (3 .27) 

As shown in Fig. 3.21 (a), noise corrupts the amplitude for both ZEROs and ONEs. Thus, 
the constellation appears as in Fig. 3.21 (b). 

0 +1 

(b) 

Figure 3.21 (a) Noisy ASK signal and (b) its constellation. 

Next, we consider an FSK signal, which can be expressed as 

XFSK(t) = a JCOS(J)J / + a2COSW?. t a1a2 = lOorOI. (3.28) 
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....... / · 

+1 

(b) 

Figure 3.22 Constellation of(a) ideal and (b) noisy FSK signal. 

We say cosw11 and COSW21 are the basis functions• and plot the possible values of a, and 
az a~ in Fig. 3.22(a). An FSK receiver must decide whether the received frequency is w, 
(i .e., Ot = I, a2 = 0) or w2 (i.e., a 1 = 0, 01 = 1) . In the presence of noise, a "cloud" 
forms around each point in the constellation [Fig. 3.22(b)], causing an error if a particular 
sample crosses the decision boundary. 

A comparison of the constellations in Figs. 3.20(b) and 3.22(b) suggests that PSK s ig­
nals are less susceptible to noise than are FSK s ignals because their constellation points are 
farther from each other. This type of insigh t makes constellations a useful tool in analyzing 
RF systems. 

The constellation can also provide a quanti/alive measure of the impairments that cor­
rupt the signal. Representing the deviation of the constellation points from their ideal 
positions, the "error vector magni tude" (EYM) is such a measure. To obtain the EVM, 
a constellation based on a large number of detected samples is constructed and a vector is 
drawn between each measured point and its ideal position (Fig. 3.23). The EYM is defined 
as tbe rms magnitude of these error vectors normalized to the signal rms voltage: 

l N 

.!._ " e2 
N L.. J' 

j = l 

(3.29) 

where ej denotes the magnitude of each error vector and V t't11s the nns vol tage of the s ignal. 
Alternatively, we can write 

I 'I N 
EYM, = -- . - " e2 

- P N L..- 1' 
avg j= 1 

8
2 • Ideal 

o oMeasured 

Figure 3.23 lll11stration of EVM. 

4. Basis functions must be onhogonal, i.e .. have zero correlation. 

(3.30) 
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where Pavg is the average signal power. Note that to express EVM in decibels, we compute 
201ogEYM1 or IO iogEYM2. 

The signal constellation and the EVM fonn a powerful tool for analyzing the effect of 
various nonidealities in the transceiver and the propagation channel. Effects such as noise, 
nonlinearity, and lSI readily manifestthemselve.s in both. 

3.3.3 Quadrature Modulation 

Recall from Fig. 3.16 that binary PSK signals with square baseband pulses of width Tb 
second~ occupy a total bandwidth quite wider than 2/ T& hertz (after upconversion to RF). 
Baseband pulse shaping can decrease this bandwidth to about 2/TIJ. 

In order to further reduce the bandwidth, "quadrature modulation," more specifically, 
''quadrature PSK" (QPSK) modulation can be performed. lllustrated in Fig. 3.24, the idea 
is to subdivide a binary data stream into pairs of two consecutive bit~ and impress these 
bits on the "quadrature phases" of the carrier, i.e., cos Wet and sin Wei: 

Binary 
Baseband -­

Data 

~· ,!1_ 
~x(t) 

ConviLrt--,::-r---
8

~ 

Binary 
Baseband 

Data 

A 

8 

Figure 3.24 Genertuion of QPSK signal. 

(3.31) 

• t 

As shown in Fig. 3.24, a serial-to-parallel (SIP) converter (demultiplexer) separates the 
even-numbered bits, b211, and odd-numbered bits, bzm+ , , applying one group to the upper 
arm and the other to the lower ann. The two groups are then multiplied by the quadra­
ture components of the carrier and subtracted at the output. Since cos Wet and sin Wei are 
orthogonal, the signal can be detected uniquely and the bits b2111 and b2m+ 1 can be separated 
without corruptLng each other. 

QPSK modulation halves the occupied bandwidth. This is simply because, as shown in 
Fig. 3.24, the demultiplexer "stretches" each bit duration by a factor of two before giving 
it to each arm. In other words, for a given pulse shape and bit rate, the spectra of PSK and 
QPSK are identical except for a bandwidth scaling by a factor of two. This is the principal 
reason for the widespread usage of QPSK. To avoid confusion, the pulses that appear at A 
and Bin Fig. 3.24 are called "symbols" rather than bits.s Thus, the "symbol rate" of QPSK 
is half of its bit rate. 

To obtain the QPSK constellation, we assume bits b2111 and hzm+ 1 are pulse-s with a 
height of ±1 and write the modulated s ignal as x(t) = aqAc cos Wet + a2Ac sin Wei, where 

5. More precisely. the two consecutive bits that are demultiplexed and appear at A and 8 together form a 
symbol. 
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(a) (b) 

Figure 3.25 QPSK signal constellation in terms of (a) a , and a2, and (b) qumlrature phases of 
carrier. 

a 1 and a2 can each take on a value of+ I or - I . The constellation is shown in Fig. 3.25(a). 
More generally, the pulses appearing at A and Bin Fig. 3.24 are called "quadrature baseband 
signals" and denoted by 1 (for "in-phase") and Q (for quadrature). For QPSK, I = a 1Ac 
and Q = azAc, yielding the constellation in Fig. 3.25(b). In this representation, too, we 
may simply p lot the values of a , and a2 in the constellation. 

Due to circuit non idealities, one of the carrier phases in a QPSK modulator suffers from a 
small phase error ("mismatch") of 8: 

x(t) = a 1Ac cos(wct + 0) + a2Ac sin Wci­

Construct the signal constellation at the output of this modulator. 

Solution: 

We must reduce Eq. (3.32) to a form f3 1Ac cos U.Jct + {3zAc s in U.Jct: 

x(t) = a1AccosOcoswct + (a2- <X t sinB)Acsinwcl. 

(3.32) 

(3.33) 

Noting that a, and a2 assume ± I values, we form four possible cases for the normalized 
coefficients of cos wet and sin wcf: 

/31 = + cose, f3z = 1-sinB (3.34) 

/31 = +cose, /32 = - 1- sine (3.35) 

/31 = - cosO, /3z = 1 +sinO (3.36) 

/31 = - cose, f3z = -I +sinO. (3.37) 

Figure 3.26 superimposes the resulting constellation on the ideal one. As explained in 
Chapter 4, thjs distortion of the constellation becomes critical in both transmjtters and 
receivers. 
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Example 3.7 (Continued) 

~2 
(-cos9 , 1+ sin 9J. ... 

0 ; ......... . 

(-cos9, - 1+sin 9) ~ . .. 
0 · ··- . . . 

0 

···-...... ~ (+cos9 , 1- sin 9) o Ideal Point 
• Actual Point 

.. , 0 ·-. 
·-... _. (+cos9 , - 1- sin 9) 

Figure 3.26 Effect of phase mismatch Oil QPSK constellation. 
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Figure 3.27 Ph"1se tral!sitions in QPSK signal due to simultaneous trallsitions at A and 8 . 
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An important drawback of QPSK stems from tbe large phase changes at tbe end of 
each symbol. As depicted in Fig. 3.27, when the waveforms at the output of the SIP con­
verter change simultaneously from, say, [ -1 - I) to [+I + I), the carrier experiences 

• a 180 phase step, or equivalently, a transition between two diagonally opposi te points in 
the constellation. To understand why this is a serious issue, first recall from Section 3.3.1 
that tbe baseband pulses are usually shaped so as to tighten the spectrum. What happens ii 
the symbol pulses at nodes A and Bare shaped before multiplication by the carrier pha~es? 
As illustrated in Fig. 3.28, with pulse shaping, the output s ignal amplitude ("envelope") 

• • experiences large changes each time the phase makes a 90 or 180 transition. The re-sulting 
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0 
180 

(a) 

t 
(b) 

Figure 3.2l! QPSK wm·eform witlr (a) square baseband pulses and {b) slraped baseband pulses. 

waveform is cal led a "variable-envelope signal." We also note the envelope variation is 
proponional 10 the phase change. As explained in Section 3.4, a variable-enve lope s ignal 
requires a linear power amplitlcr, which is inevitably less efficient than a nonlinear PA. 

A variant of QPSK that remedies the above drawback is "offset QPSK'' (OQPSK). As 
shown in Fig. 3.29. the data streams are offset in time by half the symbol period after S/P 
conversion, thereby avoiding simultaneous transitions in waveforms at nodes A and 8. The 
phase step therefore does not exceed ± 90· . Figure 3.30 illustrates the phase transitions in 
the time domain and in the constel lation. This advantage is obtained while maintaining 
the same spectrum. Unfortunately. however, OQPSK does not lend itself to "differential 
encoding" (Section 3.8). This type of encoding finds widespread usage as it obviates the 
need for "coherent detection," a difficu lt tas k. 

Binary 
Baseband ­

Data 

Ah 
cos (J)0 t t:i:\___ S/P 

Converter 
w---x (t) 

·~ 
Figure 3.29 Offset QPSK modulator. 
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-
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- 90· 

Figure 3.30 P//(l.fe transitions in OQPSK. 
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A variant of QPSK that can be differentially encoded is "rr /4-QPSK" [4, 5]. In this 
case, the signal set consists of two QPSK schemes. one rotated 45• with respect to the 
other: 

X ( (t) = Ac cos (Wei + k:) k odd. 

x2(1) = Ac cos (Wet+ k:) k even. 

(3.38) 

(3.39) 

As shown in Fig. 3.31. the modulation is performed by altemmcly taking the output from 
each QPSK generator. 

A 0 cos(ro0 1+ ~) k = 1, 3, S, 7 

Baseband 
Data o---t 

k : 2, 4, 6, 8 

Figure 3.31 Concef1tiWI genemtion uf ;r /4-QPSK signal. 

To better understand the operation, let us study the s imple 7r / 4 -QPSK generator s hown 
in Fig. 3.32. After SIP conversion, the digital s ignal levels arc scaled and s hifted so as 
to present ± I in the upper QPSK modulator and 0 and .J2 in the lower. The outputs are 
therefore equal to x1(t) = <l' J cos wet+ <X2sinwct, where la t u2l = I±Ac ± Acl. and 
X2(1) = fJ1 COS Wei+ fJ2sin wc/, where [fJ J fJ2J = 10 ± .J'iA,,) and [±.J'iAc 0]. Thus, the 
constellation a lternates between the two depicted in Fig. 3.32. Now consider a baseband 
sequence of [ II , 0 I, 10, II , 01 ]. As shown in Fig. 3.33, the first pair, ) I I I. is converted to 
1 +Ac + Acl in the upper arm, producing y(t) = Accos(wel + rr/4). The next pair, 10 1], 
is converted to [0 - .J2Acl in the lower arm, yie lding y(t) = -.J2Ac cos wet. Following 

Baseband 
Data 

+1, - 1 

SIP Ac ,-.. 
Converter Ac 

+1 , - 1 

Llt--,+ 
j;J 

o--

o, ±.f2 

- SIP Ac 

Converter A c 

0, :t .f2 j;J 
Figure 3.32 Generation ofrr /4-QPSK signals. 
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ZERO ZERO 

ONE ONE ONE ONE 

ZERO 

+ + +++ 
(a) 

t 
(b) 

Figure 3.33 (a) E1•0iution of rr /4-QPSK in time domain, (b) possible phase transitions in the 
constellation. 

the values of y(t) for the entire sequence, we note that the points chosen from the two 
constellations appear as in Fig. 3.33(a) as a function of time. The key point here is that, 
since no two consecutive points are from the same constellation, the maximum phase step 
is 135' , 45' less than that in QPSK. This is illustrated in Fig. 3.33(b). Thus, in tenns of the 
maximum phase change, rr / 4-QPSK is an intermediate case between QPSK and OQPSK. 

By virtue of baseband pulse shaping, QPSK and its variants provide high spectral effi­
ciency but lead to poor power efficiency because they dictate l inear power amplifiers. These 
modulation schemes are used in a number of applications (Section 3.7). 

3 .3.4 GMSK and GFSK M odulation 

A cia% of modulation schemes that does not require linear power amplifiers, thus exhibiting 
high power efficiency, is "constant-envelope modulation." For example, an FSK waveform 
expressed as XFSK(I) = Accos[wct + m. J xee(t)dt] has a constant envelope. To arrive at 
variants of FSK, let us first consider the implementation of a frequency modulator. As 
illustrated in Fig. 3.34(a), an oscillator whose frequency can be tuned by a voltage [called 
a ''voltage-controlled oscillator" (YCO)] performs frequency modulation. In FSK, square 
baseband pulses are applied to the YCO, producing a broad output spectrum due to the 
abrupt changes in the YCO frequency. We therefore surmise that smoother transitions 
between ONEs and ZEROs in the baseband s ignal can tighten tbe spectrum. A common 
method of pulse shaping for frequency modulation employs a "Gaussian filter," i.e., one 
whose impulse response is a Gaussian pulse. Thus, as shown in Fig. 3.34(b), the pulses 
applied to the VCO gradually change the output frequency, leading to a narrower spectrum. 

Cal led "Gaussian minimum shift keying" (GMSK), the scheme of Fig. 3.34(b) is used 
in GSM cell phones (Section 3.7). The GMSK waveform can be expressed as 

XGMSK(I) = Ac COS[Ulc l + Ill f XBB(/) * h(l)dt], (3.40) 

where h(t) denotes the impulse response of the Gaussian fil ter. The modulation index, m, 
is a dimensionless quanti ty and has a value of 0.5. Owing to its constant envelope, GMSK 
allows optimization of PAs for high efficiency-with little attention to linearity. 
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Figure 3.34 Generation of(a) FSK fmd (b) GMSK signals. 
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A slightly different version of GMSK, called Gaussian frequency shift keying (GFSK), 
is employed in Bluetooth. TheGFSK waveform is also given by Eq. (3.40) but with m = 0.3. 

Construct a GMSK modulator using a quadrature upconverter. 

Solution: 

Let us rewrite Eq. (3.40) as 

XGMSK(I) = Ac cos[m j xee(t) * h(t)dt] cos uJcl- Ac sin[m j xee(t) * h(t)dt] sin Wet. (3.41) 

We can therefore construct the modulator as shown in Fig. 3.35, where a Gaussian fi lter 
is followed by an integrator and two arms that compute the sine and cosine of the signal 
at node A. The complexity of these operations is much more easily afforded in the digi tal 
domain than in the analog domain (Chapter 4). 

Xaa(t) ~ Gaussian 
Filter f<·> 

Digital ; Analog 

Figure 3.35 Mixed-mode genervtio11 of GMSK signal. 



114 Chap. 3. Communic(lfion Concepts 

3.3.5 Quadrature Amplitude Modulation 

Our study of PSK and QPSK has revealed a twofold reduction in the spectrum as a resul t 
of impressing the information on the quadrature components of the carrier. Can we extend 
this idea to further tighten the spectrum? A method that accomplishes this goal is called 
"quadrature amplitude modulation" (QAM). 

To arrive at QAM, let us first draw the four possible waveforms for QPSK corre­
sponding to the four points in the constellation. As predicted by Eq. (3.3 1) and shown 
in Fig. 3.36(a), each quadrature component of the carrier is multi pled by + 1 or - 1 accord­
ing to the values of b 2111 and b2m+ 1• Now suppose we allow four possible amplitudes for the 
sine and cosine waveforms, e.g., ±I and ±2, thus obtaining '16 possible output waveforms. 
Figure 3.36(b) depicts a few examples of such waveforms. In other words, we group four 
consecutive bits of the binary baseband stream and select one of the 16 waveforms accord­
ingly. Called "16QAM,"~ the resulting output occupies onejourth the bandwidth of PSK 
and is expressed as 

(3.42) 

The constellation of 16QAM can be constructed using the 16 possible combinations of 
[a 1 a 2l (Fig. 3.37). For a given transmitted power [e.g., the rms value of the waveforms 
shown in Fig. 3.36(b)], the points in this constellation are closer to one another than those 
in the QPSK constellation, making the detection more sensitive to noise. This is the price 
paid for saving bandwidth. 

I.n addition to a "dense" constellation, l6QAM also exhibits large envelope variations, 
as exemplified by the waveforms in Fig. 3.36. Thus, this type of modulation requires a 

~>) 

Figure 3.36 AmpliTude combi1wTions in (a) QPSK and (b) J6QAM. 

6. Also known as QAM L 6. 
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Figure 3.37 Constellation of 1 6QAM signed. 

highly-linear power amplifier. We again observe the trade-offs among bandwidth efficiency, 
delectability, and power efficiency. 

The concept of QAM can be extended to even denser constellations. For example, if 
eight consecutive bits in the binary baseband stream are grouped and, accordingly, each 
quadrature component of the carrier is allowed to have eight possible amplitudes, then 
64QAM is obtained. The bandwidth is therefore reduced by a factor of eight with respect 
to that of PSK, but the detection and power amplifier design become more difficult. 

A number of applications employ QAM to save bandwidth. For example, 
IEEE802. 11 gia uses 64QAM for the highest data rate (54 Mb/s). 

3.3.6 Orthogonal Frequency Division Multiplexing 

Communication in a wireless environment entai ls a serious issue called "multipath prop­
agation." Illustrated in Fig. 3.38(a), this effect arises from the propagation of the electro­
magnetic waves from the transmitter to the receiver through m.ulliple paths . For example, 
one wave directly propagates from the TX to the RX while another is reflected from a wall 
before reaching the receiver. Since the phase shift associated with reflection(s) depends on 
both the path length and the reflecting material, the waves arrive at the RX with vastly 
different delays, or a large "delay spread." Even if these delays do not result in destruc­
tive interference of the rays, they may lead to considerable intersymbol interference. To 
understand this point, suppose, for example, two ASK waveforms containing the same 
information reach the RX with different delays [Fig. 3.38(b)]. Since the antenna senses the 
sum of these waveforms, the ba~eband data consists of two copies of the signal that are 
shifted in time, thus experiencing lS I [Fig. 3.38(c)]. 

The lSI resulting from mul ti path effects worsens for larger delay spreads or higher bit 
rates. For example, a data rate of 1 Mb/s becomes sensitive to multipath propagation if the 
delay spread reaches a fraction of a microsecond. As a rule of thumb, we say communica­
tion inside office buildings and homes begins to suffer from multipath effect~ for data rates 
greater than I 0 Mb/s. 

How does wi1·eless communication handle higher data rates? An interesting method of 
delay spread mitigation is called ;<orthogonal frequency division multiplexing" (OFDM). 
Consider tb.e "single-carrier" modulated spectrum shown in Fig. 3.39(a), which occupies 
a relatively large bandwidth due to a high data rate of rb bits per second. In OFDM, the 
baseband data is first demultiplexed by a factor of N, producing N streams each having 
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Figure 3.38 (a) Multipath propagation, (b) ~{feet 011 received ASK waveforms, (c) baseband 
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Figure 3.39 (u) Single-carrier modulator with high-rate input, (b) OFDM with multiple wrriers. 
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a (symbol) rate of rb/N [Fig. 3.39(b)]. The N streams are then impressed on N differ· 
ent carrier frequencies, fc•·f~N, leading to a "multi-carrier" spectrum. Note that the total 
bandwidth and data rate remain equal to those of the single-carrier spectrum, but tbe multi­
carrier s ignal is less sensitive to multi path effects because each carrier contains a low-rate 
data stream and can therefore tolerate a larger delay spread. 

Each of the N carriers in Fig. 3.39(b) is called a "subcarrier" and each resulting 
modulated output a "subchannel." In practice, all of the subchannels utilize the same mod· 
ulacion scheme. For example, IEEE802.1la/g employs 48 subcbannels with 64QAM in 
each for the highest data rate (54 Mb/s). Thus, each subchannel carries a symbol rate of 
(54 Mb/s)/48/ 8 = 141 ksymbol/s. 

It appears that an OFDM transmitter is very complex as it requires tens of carrier fre­
quencies and modulators (i .e., tens of oscillators and mixers). How is OFDM realized in 
practice? 

Solution: 

In practice, the subchannel modulations are performed in the digital baseband and subse· 
quently converted to analog form. In other words. rather than generate a, (I) cos[wct + 
¢J(t)) + a2(t)cos[wct + !!.wt + ¢2(1)] +···,we first construct a,(t)coscp,(t) + 
a2(1) cos[!!.wt + ¢2(1)] + · · · and a, (I) sin cp, (t) + a2(1) sin[!!.wt + ¢2(1)] + · · ·. These 
components are then applied to a quadrature modulator with an LO frequency of We· 

While providing greater immunity to multipath propagation, OFDM imposes severe 
linearity requi1·ements on power amplifiers. This is because theN (orthogonal) subchannels 
summed at the output of the system in Fig. 3.39(b) may add constructively at some point in 
time, creating a large amplitude, and destructively at some other point in time, producing a 
small amplitude. That is, OFDM exhibits large e nvelope variations even if the modulated 
waveform in each subchannel does not. 

In the de-sign of power amplifiers, it is useful to have a quantitative measure of the 
signal's envelope variations. One such measure is the "peak-to-average ratio" (PAR). As 
illustrated in Fig. 3.40, PAR is deli ned as the ratio of tbe largest value of tbe square of the 
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Figure 3.40 Large amplitude variations due to OFDM. 
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signal (voltage or current) divided by the average value of the square of the signal: 

(3.43) 

We note that three effects lead to a large PAR: pulse shaping in the baseband, amplitude 
modulation schemes such as QAM, and orthogonal frequency division multiplex ing. For N 
subcarriers, tbe PAR of an OFDM waveform is about 21n N if N is large [6]. 

3.4 SPECTRAL REGROWTH 

ln our study of modulation schemes, we have mentioned that variable-envelope signals 
require linear PAs, whereas constant-envelope signals do not. Of course, modulation 
schemes such as 16QAM that carry information in their amplitude levels experience corru­
ption if the PA compresses the larger levels, i.e., moves the outer points of the constellation 
toward the origin. But even variable-envelope signals that carry no significant information 
in their amplitude (e.g., QPSK with baseband pulse-shaping) create an undesirable effect 
in nonlinear PAs. Called "spectral regrowth," this effect corrupts tbe adjacent channels. 

A modulated waveform x(1) = A (1) cos[ wei +</>(!)] is said to have a constant enve lope 
if A(t) doe.s not vary with time. Otherwise, we say the signal has a variable envelope. 
Constant- and variable-envelope s ignals behave dif ferently in a nonlinear system. Suppose 
A (1) = Ac and the system exhibits a third-order memory less nonlinearity: 

y(l) = 0'3XJ (I) + · · · 

= a3A~cos3[wc1 + </>(!) ] + ··· 

(3.44) 

(3.45) 

(3.46) 

The first term in (3.46) represents a modulated signal around w = 3wc. Since the bandwidth 
of the original signal, Ac cos[wcl + </>(1)], is typically much less than We, the bandwidth 
occupied by cos[3wcl + 34> (I)] is small enough tbat it does not reach the center frequency 
of We . Thus, the shape of the spectrum in the vicinity of we remains unchanged. 

Now consider a variable-envelope signal applied to the above nonlinear system. 
Writing x(l) as 

x(l) = Xf(l) cos Wei - XQ(l) sin Wei, 

where x, and XQ(t) are the baseband I and Q components, we have 

y(t) = a3[x,(l)coswet-xo(t)sinwcl]3 + ·· · 

3 cos 3wct + 3 cos Wet 1 - cos 3wcl + 3 sin Wei 
= a3X{ (I) 

4 
- 0:3X(?(1) 

4 

(3.47) 

(3.48) 

(3.49) 

Thus, the output contains tbe spectra of xf(l) and xb(t) centered around We· Since these 
components generally exhibit a broader spectrum than do xr(t) and xo(t), we say the 
s pectrum "grows" when a variable-envelope signal passes through a nonlinear system. 
Figure 3.41 su1runarizes our fi ndings . 
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Figure 3.41 Amplification of constant- mul variable-envelope signals and the efleCI onrheir speclra. 

3.5 MOBILE RF COMMUNICATIONS 

A mobi le system is one in which users can physically move while communicating wi th one 
another. Exan1ples include pagers, cellular phones, and cordless phones . It is the mobility 
that has made RF communications powerful and popular. The transceiver carried by the 
user is called the "mobile unit" (or simply the "mobile"), the "terrninal," or the "hand­
held unit." The complexity of the wireless infrastructure often demands that the mobiles 
communicate only through a fixed, relatively expensive unit called the "base station.'' Each 
mobile receives and transmits information from and to the base station via two RF channels 
called the "forward channel" or "downlink" and the "reverse channel" or "uplink," respec­
tively. Most of our treatment in this book relates to the mobile uni t because, compared to 
the base station, hand-held uni ts constitute a much larger portion of the market and their 
design is much more similar to other types of RF systems. 

Cellular System With the limited available spectrum (e.g., 25 MHz around 
900 MHz). how do hundreds of thousands of people communicate in a crowded metropol i­
tan area? To answer tbis question, we first consider a s impler case: thousands of FM radio 
broadcasting stations may operate in a country in the 88- 108 MHz band. This is possible 
because stations that are physically far e nough from each other can use the same carrier 
frequency ("frequency reuse") with negligible mutual interference (except at some point in 
the middle where the stations are received with comparable s ignal levels). T he minimum 
distance between two s tations that can employ equal carrier frequencies depends on the 
signal power produced by each. 

In mobile conununications, the concept of freq uency reuse is implemented in a "cellu­
lar" structure, where each ceil is configured as a hexagon and surrounded by 6 other cel ls 
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(a) (b) 

Figure 3.42 (a) Simple cellular sysrem, (b) 7-ce/1 reuse pattem. 

[Fig. 3.42(a)]. The idea is that if the center cell uses a frequency ft for communication, 
the 6 neighboring cells cannot utilize this frequency, but the cells beyond the immediate 
neighbors may. In practice, more eflicient frequency assignment leads to the ''7-cell" reuse 
pattern shown in Fig. 3.42(b). Note that in reality each cell utilizes a group of frequencies . 

The mobile uni ts in each cdl of Fig. 3.42(b) are served by a base station, and all of the 
base stations are controlled by a "mobile telephone switching office" (MTSO). 

Co-Channel Interference An important issue i.n a cellular system is how much two 
cells that use the same frequency interfere with each other (Fig. 3.43). Called "co-channel 
interference" (CCI), this effect depends on the ratio of the distance between two co-channel 
cells to the cell radius and is independent of the transmi tted power. Given by the frequency 
reuse plan, this ratio is approximately equal to 4.6 for the 7-cell pattern of Fig. 3.42(b) [7]. 
It can be shown that this value yields a signal-to-co-channel interference ratio of 18 dB [7]. 

Figure 3.43 Co-clramrel inte~fermce. 

Hand-off What happens when a mobi le uni t "roams" from cell A to cell B 
(Fig. 3.44)? Since the power level received from the base station in cell A is insufficient 

Figure 3.44 Problem of Jumd·off. 
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to mainta.in communication, the mobile must change its server to the base station in cell 
B. Furthermore, since adjacent cells do not use the same group of frequencies, the channel 
must also change. Called "hand-off," this process is performed by the MTSO. Once the 
level received by the base station in cell A drops below a threshold, the MTSO hands off 
the mobile to the base station in cell B, hoping that the latter is close enough. This strategy 
fails with relatively b.igh probabil ity, resulting in dropped calls. 

To improve the hand-off process, second-generation cellular systems allow the mobi le 
unit to measure the received signal level from different base stations, thus performing hand­
off when the path to the second base station has sufficiently low loss [7]. 

Path Loss and Multipath Fading Propagation of signals in a mobi le communication 
environment is quite complex. We briefly describe some of the important concepts here. 
Signals propagating through free space experience a power loss proportional to the square 
of the distance, d, from the source. In reality, however, the signal travels through both a 
direct path and an indirect, reflective path (Fig. 3.45). It can be shown that in th is case, the 
loss increases with the fourth power of the distance [7]. In crowded areas, the actual loss 
profile may be proportional to d2 for some distance and d4 for another. 

__J Direct Path L 
~L "'" <t&' "e 

Loss 
(log scale) 

Figure 3.45 fndireCT signal propagation and resulri11g loss profile. 

d 

In addition to the overall loss profile depicted in Fig. 3.45, another mechanism give.s 
rise to fluctuations in the received s ignal level as a function of distance. Since the two 
signals shown in Fig. 3.45 generally experience different phase shifts, possibly arriving at 
the receiver wi th opposite phases and roughly equal amplitudes, the net received signal 
may be very small. Called "multi path fading" and illustrated in Fig. 3.46, this phenomenon 
i.ntroduces enormous variations in the signal level as the receiver moves by a fraction of 
the wavelength. Note that multipath propagation creates fading and/or lSI. 

Loss 
(log scale) •, 

Figure 3.46 Mllltipatlr loss profile. 

d 
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In reality, since the transmi tted signal is reflected by many bui ldings and moving 
cars, the fl uctuations are quite irregular. Nonetheless, the overall received signal can be 
expressed as 

XR(I) = a1 (t) cos(wct + €11) + a2(1) cos(wct + €12) + · · · +a,. cos(wct + 9,.) (3.50) 

= [t aj(l) cos Oj] cos Wei - [t aj(l) sin oj] sin Wei. 

j=l j= l 

(3 .51 ) 

For large n, each summation bas a Gaussian distribut.ion. Denoting the first summation by 
A and the second by B, we have 

(3.52) 

where ¢ = tan- 1(8/ A) . It can be shown that the amplitude, A111 = .JA2 + B2, has a 
Rayleigh distribution (Fig. 3.47) [I], exhibiting losses greater than '10 dB below the mean 
for approximately 6% of the time. 

X 

Figure 3.47 Rayleigh distribution. 

From the above discussion, we conclude that in an RF system the transmitter out­
put power and the receiver dynamic range must be chosen so as to accommodate signal 
level variations due to both the overall path loss (roughly proportional to d4) and the deep 
multipath fading effects. While it is theoreti cally possible that multipath fading yields a 
zero ampli tude (infinite Joss) at a given d istance, the probability of this event is negligible 
because moving objects in a mobile environment tend to "soften" the fading. 

Diversity The effect of fading can be lowered by adding redundancy to the transmis­
sion or reception of the signal. "Space diversity" or "antenna diversity" employs two or 
more antennas spaced apart by a significant fraction of the wavelength so as to achieve a 
higher probabi]jty of receiving a nonfaded signal. 

"Frequency diversi ty" refers to the case where multiple carrier frequencies are used, 
wi th the idea that fading is unlikely to occur simultaneously at two frequencies sufficiently 
far from each other. "Time diversity" is another technique whereby the data is transmitted 
or received more than once to overcome short-term fading. 

Delay Spread Suppose two s ignals in a multipath environment experience rougbly 
equal attenuations but different delays. This is possible because the absorption coeffi­
cient and phase shift of reflective or refractive materials vary widely, making it likely for 
two paths to exhibit equal loss and unequal delays. Addition of two such signals yields 
x(l) = Acosw(l - r .) + Acosw(l - r2) = 2Acos[(2wr - wr, - wr2)/2]cos[w(r, - r2)/ 2], 
where the second cosine factor relates the fading to the "delay spread," !!. r = r1 - •2 · An 
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important issue here is the frequency dependence of the fade. As illustrated in Fig. 3.48, 
small delay spreads yield a relatively flat fade, whereas large delay spreads introduce 
considerable variation in the spectrum. 

In a multipath environment, many signals arrive at the receiver with different delays, 
yielding rms delay spreads as large as several microseconds and hence fading bandwidths 
of several hundreds of kilohertz. Thus, an entire communication channel may be suppressed 
during such a fade. 

Interleaving The nature of multipath fading and the signal processing techniques 
used to alleviate this issue is such that errors occur in clusters of bits. In order to lower the 
effect of these errors, the baseband bit stream in the transmitter undergoe.s "interleaving" 
before modulation. An interleaver in essence scrambles the time order of the bits according 
to an algorithm known by the receiver [7]. 

3.6 MULTIPLE ACCESS TECHNIQUES 

3.6. 1 Time and Frequency Division Duplexing 

The simplest case of multiple access is the problem of two-way communication by a 
transceiver, a function called "duplexing." In old walkie-talkies, for example, the user 
would press the " talk" button to transmi t whi le disabling the receive path and release the 
button to listen while disabling the transmi t path. This can be considered a simple form of 
" time division duplexing," (TDD), whereby the same frequency band is utilized for both 
transmit (TX) and receive (RX) paths but the system transmits for half of the time and 
rece.i ves for the other half. Illustrated in Fig. 3.49, TDD is usually performed fast enough 
to be transparent to the user. 

Another approach to duplexing is to employ two different frequency bands for the 
transmit and receive paths. Called "frequency-division duplexing" (FDD) and shown in 
Fig. 3.50, tllis techn ique incorporates band-pass fi lters to isolate the two paths, allowing 
simultaneous transmission and reception. Since two such transceivers cannot communicate 
directly, the TX band must be translated to the RX band at some point. In wireless networks, 
this translation is performed in the base station. 

It is instructive to contrast the two duplexing methods by considering their merits and 
drawbacks. In TDD, an RF switch with a loss less than 1 dB follows the antenna to alter­
nately enable and disable the TX and RX paths. Even though the transmitter output power 
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Figure 3.49 Time-division duplexing. 
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Figure 3.50 Frequency-division duplexing. 

may be IOOdB above the receiver input signal, the two paths do not interfere because the 
transmitter is turned off during reception. Furthermore, TDD allows direct ("peer-to-peer") 
communication between two transceivers, an especially useful feature in short-range, local 
area network applications. The primary drawback ofT DO is that the strong s ignals gener­
ated by all of the nearby mobile transmitters fall in the receive band, thus desensitizing the 
receiver. 

I.n FDD systems, the two front-end band-pass filters are combined to form a "duplexer 
fi lter." While making the receivers immune to the strong signals transmitted by other 
mobile units, FDD suffers from a number of issues. Fi rst, components of the transmit­
ted signal that leak into the receive band are attenuated by typically only about 50 dB 
(Chapter 4). Second, owing to the trade-off between the loss and the quality factor of 
fi lters, the loss of the duplexer is typic<~l l y quite higher than that of a TDD switch. Note 
that a loss of, say, 3 dB in the RX path of the duplexer raises the overall noise figure by 
3 dB (Chapter 2), and the same loss in the TX path of the fil ter means that only 50% of the 
signal power reache.s the antenna. 

Another issue in FDD is the spectral leakage to adjacent channels in the transminer 
output. This occurs when the power amplifier is turned on and off to save energy or when 
the local osci llator driving the modulator undergoes a transient. By contrast, in TDD such 
transients can be timed to end before the antenna is swi tched to the power amplifier output. 

De.spite the above drawbacks, FDD is employed in many RF systems, particularly in 
cellular COJrununications, because it isolates the receivers from the signals produced by 
mobile transmitters. 
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3.6.2 Frequency-Division Multiple Access 

In order to allow simultaneous communication among multiple transceivers, the available 
freq uency band can be partitioned into many channels, each of wh.ich is assigned to one 
user. Called "frequency-divis ion multiple access," (Fig. 3.51 ), this technique should be 
familiar wi th in the context of radio and television broadcasting, where the channel assign­
ment does not change with time. In mul tiple-user, two-way communications, on the other 
hand, the channel assignment may remain fixed only until the end of the call; after the user 
hangs up the phone, the channel becomes available to others. Note tbat in FDMA with 
FDD, two channels are assigned to each user, one for transmit and another for receive. 

Channel 
1 

I I I 
Channel 

N 

D .. 
(J,) 

Figure 3.51 Frequency-division multiple access. 

The relative s implicity of FDMA made it the principal access method in early cellu­
lar networks, called "analog FM" systems. However, in FDMA the minimwn nwnber of 
simultaneous users is given by the ratio of the total available frequency band (e.g., 25 MHz 
in GSM) and the width of each channel (e.g., 200kHz in GSM), translating to insufficient 
capacity in crowded are<~s. 

3.6.3 Time-Division Multiple Access 

In another implementation of mul tiple-access networks, the same band is available to each 
user but at different times ("time-division multiple acce.ss"). Illustrated in Fig. 3.52, TDMA 
periodically enables eacb of tbe transceivers for a "time slot" (Tsf) . The overall period 
consisting of all of the time slots is called a "frame" (TF). In other words, every TF seconds, 
each user finds access to the channel for Tsl seconds. 

What happens to the data (e.g ., voice) produced by all other users wh.ile only one user 
is al lowed to transmit? To avoid loss of information, the data is stored ("buffered") for 
TF - Ts1 seconds and transmined as a burst during one rime slot (hence the term "TDMA 
burst"). Since buffering requires the data to be in digital form, TDMA transmitters perform 
ND conversion on the analog input signal. Digitization also allows speech compression 
and coding. 

TDMA systems have a number of advantages over their FDMA counterparts. First. 
as each transmitter is enabled for only one time slot in every frame, the power amplifier 
can be turned off during the rest of the frame, thus saving considerable power. In practice, 
settling issues require that the PA be turned on s lightly before the actual time slot begins. 
Second, since digitized speech can be compressed in time by a large factor, the required 
COITUnunication bandwidth can be smaller and hence the overall capacity larger. Equiva­
lently, as compressed speech can be transmitted over a shorter time s.l ot, a higher number 
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Figure 3.52 Time-division multiple access. 

of users can be accommodated in each frame. Third, even with FOO, the TOMA bursts 
can be timed such that the receive and transmit paths in each transceiver are never enabled 
simultaneously. 

The need for A/0 conversion, d igital modulation, time s lot and frame synchronization, 
etc., makes TOMA more complex than FOMA. With the advent of VLSI OSPs, however, 
this drawback is no longer a determining factor. In most actual TOMA systems, a combi­
nation of TOMA and FOMA is utilized. In other words, each of the channels depicted in 
Fig. 3.51 is time-shared among many users. 

3 .6.4 Code-Division Multiple Access 

Our discussion of FOMA and TOMA implies that the transmi tted s ignals in these systems 
avoid interfering with each other in either the frequency domain or the time domain. In 
essence, the signals are orthogonal in one of these domains. A thi1·d method of multiple 
access allows complete overlap of signals in both frequency and time, but employs "ortho­
gonal messages" to avoid interference. This can be understood wi th the aid of an analogy [8]. 
Suppose many conversations are going on in a crowded party. To minimize crosstalk, dif­
ferent groups of people can be required to speak in different pitches(!) (FOMA), or only one 
group can be allowed to converse at a time (TDMA). Alternatively, each group can be asked 
to speak in a different language. If the languages are orthogonal (at least in nearby groups) 
and the voice levels are roughly the same, then each listener can "tune in" to the proper 
language and receive information while all groups talk simultaneously. 

Direct-Sequence CDMA In "code-division multiple access," different languages 
are created by means of orthogonal digital code-s. At the beginning of conununication, 
a certa.in code is assigned to each transm.iuer-receiver pai.r, and each bit of tbe baseband 
data is "translated" to that code before modulation. Shown in Fig. 3.53(a) is an example 
where each baseband pulse is replaced with an 8-bit code by multiplication. A method of 
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Figure 3.53 (a) Encoding operation in DS-CDMA. (b) examples of\Valsh code. 

generating orthogonal codes is based on Walsh's recursive equation: 

(3.53) 

(3.54) 

where W11 is derived from W, by replacing all the entries with their complements. For 
example, 

w~ = [o OJ 
• 0 I 

(3.55) 

Fig. 3.53(b) shows examples of 8-bit Walsh codes (i.e., each row of Wg). 
In the receiver, the demodulated s ignal is decoded by multiplying it by the same 

Walsh code. In other words, the receiver correlates the signal wi th the code to recover 
the baseband data. 

How is the received data affected when another COMA signal is present? Suppose 
two COMA signals x 1 (I) and x2(1) are received in the same frequency band. Writing the 
signals as XBB I (t) · w, (t) and XBB2(1) · W2(t), where w, (t) and W2(t) are Walsh functions, 
we express the output of the demodulator as y(t) = [.~881 (1). W1 (I) + X8B2(1). W2(l)]. W1 (t) . 
T hus, if W1 (t) and W2(t) are exactly orthogonal, then y(t) = X881 (1) · W1 (1) . In reality, 
however, x1 (t) and x2(1) may experience different delays, leading to corruption of y(t) by 
XBB2(1) . Nevertheless, for long codes the result appears as random noise. 

The encoding operation of Fig. 3.53(a) increases the bandwidth of the data spectrum 
by the number of pulses in the code. This may appear in contradiction to our emphasis thus 
far on spectral efficiency. However, since COMA allows the widened spectra of many users 
to fall in the same frequency band (Fig. 3.54), this access tech.nique has no less capacity 
than do FDMA and TOMA. In fact, COMA can potentially achieve a higher capacity than 
the other two [9]. 

COMA is a special case of "spread spectrum" (SS) communications, whereby the base­
band data of each user is spread over the entire available bandwidth. In this context, COMA 
is also called ;<direct sequence" SS (OS-SS) communication, and the code is called the 
''spreading sequence" or ;<pseudo-random noise." To avoid confusion with the baseband 
data, each pulse in the spreading sequence is called a ;<chip" and the rate of the sequence 
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Figure 3.54 O••er/appi11g spectra in CDMA. 

is called the "chip rate." Thus, the spectrum is spread by the ratio of the chip rate to the 
baseband bit rate. 

It is instructive to reexa1n ine the above RX decoding operation from a spread spectrum 
point of view (Fig. 3.55). Upon multiplication by W1 (1), the desired signal is "despread," 
with its bandwidth returning to the original value. T he unwanted signal, on the other hand, 
remains spread even after multiplication because of its low correlation with Wt (t) . For 
a large number of users, the spread spectra of unwanted signals can be viewed as white 
Gaussian noise. 
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Figure 3.55 Despreadi11g opera/ion in a CDMA receiver. 

An important feature of COMA is its soft capacity limit [7]. While in FDMA and 
TDMA the maximum number of users is fixed once the channel width or the time s lots are 
defined, in COMA increasing the number of users only gradually (linearly) raises the noise 
floor [7]. 

A cri t.ical issue in OS-COMA is power control. Suppose, as i llustrated in Fig. 3.56, 
tbe desired signal power received at a poim is much lower tban that of an unwanted trans­
mitter/ for example because the latter is at a shorter distance. Even after despreading, 
the strong interferer greatly raise-s the noise floor, degrading the reception of the desired 
signal. For multiple users, tltis means that one high-power transmitter can virtually halt 

7. This situation ruises in our party analogy if two people speak much more loudly than ot:hers. Even with 
different languages. communic~tion becomes difficult. 
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communications among others, a problem much less serious in FOMA and TOMA. This is 
called the "near/far effect." For this reason, when many COMA transmitters communicate 
with a receiver, they must adjust their output power such that the receiver senses roughly 
equal signal levels. To this end, the receiver monitors the signal strength corresponding 
to each transmitter and periodically sends a power adjustment request to each one. Since 
in a cellular system users communicate through the base station, rather than d irectly, the 
latter must handle the task of power control. T he received signal levels are controlled to be 
typically within I dB of each other. 

While adding complexity to the system, power control generally reduce-s the average 
power dissipation of the mobile un it. To understand this. note that wi thout such control. 
the mobile must always transmi t enough power to he able to communicate wi th the base 
station, whether path loss and fading are significant or not. Thus, even when the channel has 
minimum attenuation, the mobile uni t produces the maximum output power. Wi th power 
control, on the other hand, the mobile can transmit at low levels whenever the channel 
conditions improve. Tltis also reduces the average interference seen by other users . 

Unfortunately, power control also dictates that the receive and transmi t paths of the 
mobile phone operate concurrently.8 As a consequence, COMA mobile phones must deal 
with the leakage of the TX signal to the RX (Chapter 4). 

Frequency-Hopping C OMA Another type of COMA that has begun to appear in RF 
communications is "frequency hopping" (FH). Illustrated in Fig. 3.57, this access technique 
can be viewed as FOMA with pseudo-random channel allocation. The carrier frequency in 
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Figure 3.57 Frequency-hopping CDMA. 
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8. If a vehicle moves at a high speed or in an area with call buildings, the power received by the base srarion 
from it can vru')' rapidly. requiring continuous feedback. 
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each transmi tter is "hopped" according to a chosen code (similar to the spreading codes 
in DS-CDMA). Thus, even though the short-term spectrum of a transmitter may overlap 
with those of others, the overall trajectory of the spectrum, i.e., the PN code, distinguishes 
each transmitter from others. Nevertheless, occasional overlap of the spectra raises the 
probabi lity of error. 

Due to rare overlap of spectra, frequency hopping is somewhat similar to FDMA and 
hence more tolerant of different received power levels than is direct-sequence CMDA. 
However, FH may require relatively fast settling in the control loop of the oscillator shown 
in Fig. 3.57, an important design issue studied in Chapter 10. 

3. 7 WIRELESS STANDARDS 

Our study of wireless communication systems thus far indicates that making a phone call or 
sending data entails a great many complex operations in both analog and digi tal domains. 
Furthermore, nonidealities such as noise and interference require precise specification of 
each system parameter, e.g., SNR, BER, occupied bandwidth, and tolerance of interferers. 
A "wireless standard" defines the essential functions and specifications that govern the 
design of the transceiver, including its baseband processing. Anticipating various operating 
conditions, each standard fills a relatively large document while still leaving some of the 
dependent specifications for the designer to choose. For example, a standard may specify 
the sensitivity but not the noise figure. 

Before studying various wireless standards, we briefly consider some of the common 
specifications that standards quantify: 

I. Frequency Bands and Channelization. Each standard petforms conmlUnication 
in an allocated frequency band. For example, Bluetooth uses the industrial ­
scientific-medical (ISM) band from 2.400 GHz to 2.480 GHz. The band consists 
of "channels," each of which carries the information for one user. For example, 
Bluetooth incorporates a channel of I MHz, allowing at most 80 users. 

2. Data Rate(s). The standard specifies the data rate(s) that must be supported. Some 
standards support a constant data rate, whereas others allow a variable data rate so 
that, in the presence of high signal attenuation, the communication is sustained but 
at a low speed. For example, Bluetooth specifies a data rate of I Mb/s. 

3. Antenna Duplexing Method. Most cellular phone systems incorporate FDD, and 
other standards employ TOO. 

4. Type of Modulation. Each standard specifies the modulation scheme. In some 
cases, d iJferent modulation schemes are used for different data rates. For exam­
ple, IEEE802.11 a/g utilizes 64QAM for its highest rate (54 Mb/s) in the presence 
of good signal condi tions, but binary PSK for the lowest rate (6 Mb/s). 

5. TX Output Power. The standard specifies the power level(s) that the TX must pro­
duce. For example, Bluetooth transmits 0 dBm. Some standards require a variable 
output level to save battery power when the TX and RX are close to each otber 
and/or to avoid near/far effects. 

6. TX EVM and Spectral Ma~k. The signal transmiued by the TX must satisfy sev­
eral requirements in addition to the power level. First, to ensure acceptable signal 
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quality, the EVM is specified. Second, to guarantee that the TX out-of-channel 
emissions remain sufficiently small , a TX "spectral mask" is defined. As explained 
in Section 3.4, excessive PA nonlinearity may violate this mask. Also, the stan­
dard poses a limit on other unwanted transmitt.ed components, e.g., spurs and 
harmonics. 

7. RX Sensitivity. The standard specifies the acceptable receiver sensitivity, usually 
in terms of a maximum bit error rate, BERmox· In some cases, the sensitivity is 
co1runensw·ate with the data rate, i.e., a higher sensitivi ty is stipulated for lower 
data rates. 

8. RX Input Level Range. The desired signal sensed by a receiver may range from 
the sensitivity level to a much larger value if the RX is close to the TX. Thus, 
the standard specifies the desired signal range that the receiver must handle wi th 
acceptable noise or distortion. 

9. RX Tolerance to Blockers. The standard specifies the largest interferer that the RX 
must tolerate whi le receiving a small desired s ignal. This performance is typically 
defined as illustrated in Fig. 3.58. In the first step, a modulated signal is applied at 
the "reference" sensitivity level and the BER is measured to remain below BER,ox 
[Fig. 3.58(a)]. In the second step, the signal level is raised by 3 dB and a blocker 
is added to the input and its level is gradually raised. When the blocker reaches the 
specified level, tbe BER must not exceed BER111ax [Fig. 3.58(b)). Tnis test reveals 
the compression behavior and phase noise of the receiver. The Iauer is described in 
Chapter 8. 

Many standards also stipulate an intermodulation test. For example, as shown 
in Fig. 3.59, two blockers (one modulated and another not) are applied along with 
the desired signal at 3 dB above the sensi ti vity level. The receiver BER must not 
exceed BER11wx as the level of the two blockers reaches the specified level. 

In this section, we study a number of wireless standards. In the case of cellular 
standards, we focus on the "mobile station" (the handset). 
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Figure 3.58 Tes1 of a receiver wilh (a) desired sign'd a/ reference sensi1ivi1y and (b) desired signul 
3 dB above reference sensitivity along with a blocke1: 
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3 .7.1 GSM 

Reference 
Sensitivity. ·· ··· ··· 

......... +... 
3 dB .. r 

Figure 3.59 lntemwdulation test. 

The Global System for Mobile Communication (GSM) was originally developed as a uni· 
fied wireless standard for Europe and became the most widely-used cellular standard in the 
world . ln addition to voice, GSM also supports tbe transmission of data. 

The GSM standard is a TDMA/FDD system with GMSK modulation, operating in dif­
feren t bands and accordingly called GSM900, GSM.I800 (also known as DCS 1800), and 
GSM 1900 (also known as PCS 1900). Figure 3.60 shows the TX and RX bands. Accom· 
modating eight time-multiplexed users, each channel is 200kHz wide, and the data rate 
per user is 271 kb/s. The TX and RX time s lots are offset (by about 1.73 ms) so that the 
two paths do not operate simultaneously. The total capaci ty of the system is given by the 
nwnber of channels in the 25-MHz bandwid th and the number of users is per channel, 
amounting to approximately I ,000. 

935- 960 MHz 

200kHz .... n-:.. ,.---....., _ _ Digital 

Duplexer 

1----.:..' -1 GMSK .._Baseband 
Modulator Signal 890-915 MHz 

(271 kb/s) 

Figure 3.60 GSM air interface. 

Example 3.10 

GSM specifies a receiver sensitivi ty of -I 02dBm.9 The detection of GMSK with accept· 
able bit error rate (10-3) requires an SNR of about 9dB. What is the ma,'<.imum allowable 
RX noise figure? 

Solution: 

We have from Chapter 2 

NF = 174 dB m/Hz - I 02 dBm - 10 log(200 kHz) - 9 dB 
~ 10 dB. 

9. The sensitivi1y in GSM 1800 is - 101 dBm. 

(3.56) 
(3.57) 
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Figure 3.61 GSM receiver blocking test. (The desired channel center frequency is denoted by 0 for 
simplicity.) 

Blocking Req u irements GSM also specifies blocking requirements for the receiver. 
Ulustrated in Fig. 3.61, the blocking test applies the desired s ignal at 3 dB above the sensi­
tivity level along with a single (unmodulated) /One at discrete increments of 200kHz from 
the desired channel. (Only one blocker is applied at a time.)'0 The tolerable in-band blocker 
level jumps to -33 dBm at 1.6 MHz from the des ired channel and to -23 dBm at 3 MHz. 
The out-of-band blocker can reach 0 dBm beyond a 20-MHz guard band from the edge of 
the RX band. With the blocker levels shown in Fig. 3.61, the receiver must still provide tbe 
necessary BER. 

Example 3.11 

How must the receiver P1ds be chosen to satis fy the above blocking tests? 

Solution: 

Suppose the receiver incorporates a front-end filter and hence provides sufficient attenua­
tion if the blocker is appl ied outside the GSM band. Thus, the largest blocker level is equal 
to -23dBm (at or beyond 3-M Hz offset), demandi ng a PttiB of roughly - 15dBm to avoid 
compression. If the front-end fi lter does not attenuate the out-of-band blocker adequately, 
then a higher P 1dB is necessary. 

If the receiver P tdB is determined by the blocker levels beyond 3-MHz offset, why 
does GSM specify the levels at smaller offsets? Another receiver imperfection, namely, the 
phase noise of the oscillator, manifests itself here and is discussed in Chapter 8. 

Since the blocking requirements of Fig. 3.61 prove difficult to fuHill in practice, GSM 
stipulates a set of "spurious response exceptions," allowing tbe blocker level at s ix in -band 

10. This mask and others described in this section symmetrically ex1end to the left. 
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Figure 3.62 Worst-case channel j'or GSM blocking test. 

frequencies and 24 out-of-band frequencies to be relaxed to -43 dBm." Unfortunately, 
these exceptions do not ease the compression and phase noise requirements. For example, 
if the desired channel is ne.ar one edge of the band (Fig. 3.62), then about 100 chan­
nels reside above 3-MHz offset Even if six of these channels are excepted, each of the 
remaining can contain a -23 dBm blocker. 

Intermodulation Requirements Figure 3.63 depicts the IM test specified by GSM. With 
the de-sired channel 3 dB above the reference sensitivity level, a tone and a modulated 
signal are applied at 800-kHz and 1.6-MHz offset, respectively. The receiver must satisfy 
the required BER if the level of the two interferers is as high as - 49 dBm. 

-49 dBm .................... .. 

-99 dBm ......... . 

.. ... .. ... 
800 kHz 800 kHz 

Figure 3.63 GSM intermodulation test. 

Estimate the receiver IP3 necessary for the above test 

Solution: 

f 

For an acceptable BER, an SNR of 9 dB is required, i.e., the total noise in the desired 
channel must remain below - 108 dBm. In this test, the signal is corrupted by both the 
receiver noise and the intennodulation. If, from Example 3.1 0, we assume NF = I 0 dB, 
then the total RX noise in 200kHz atnounts to - Ill dBm. Since the maximum tolerable 

I I. In GSM 1800 and GSM 1900, 12 in-band excepoions are allowed. 
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noise is - I 08 dBm, the intermodulation can contribute at most 3 dB of corruption. In other 
words, the IM product of the two in terferers must have a level of - Ill dBm so that, along 
with an RX noise of - 1 J l dBm. it yields a total corruption of - I 08 dBm. It follows from 
Chapter 2 that 

-49 dBm- (- 111 dBm) 
IIP3 = 

2 
+ ( - 49 dBm) 

= - 18 dBm. 

In Problem 3.2, we recompute the IIP3 if the noise figure is lower than IOdB. 

(3.58) 

(3.59) 

We observe from this example and Example 3.Jl that the receiver linearity in 
GSM is primarily determined by the single-tone blocking requirements rather than the 
intermodulation specification. 

Adjacent-Channel lnteo·ference A GSM receiver must withstand an adjacent-channel 
interferer 9 dB above the desired signal or an alternate-adjacent channel interferer 41 dB 
above the desired s ignal (Fig. 3.64). In this test, the desired signal is 20 dB higher than 
the sensitivity level. As explained in Chapter 4, the relatively relaxed adjacent-channel 
requirement facil itate-s the use of certain receiver architectures. 

M=200 kHz 
f 

Figure 3.64 GSM adjocem·channeltest. 

TX Specifications A GSM (mobi le) transmi tter must deliver an output power of at least 
2 W ( + 33 dBm) in the 900-MHz band or I W in the 1.8-GHz band. Moreover, the output 
power must be adjustable in steps of 2dB from +5 dBm to the maximum level, allowing 
adaptive power control as the mobiJe comes closer to or goes farther from the base station. 

The output spectrum produced by a GSM transmitter must satisfy the "ma~k" shown in 
Fig. 3.65, dictating that GMSK modulation be realized with an accurate modulation index 
and well -controlled pulse shaping. Also, the nns phase error of the output signal must 

. ' remam below 5 . 
A stringent specilication in GSM relates to the maximum noise that the TX can emit in 

the receive band. As shown in Fig. 3.66, this noise level must be less than - 129 dBm/Hz 
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Figure 3.65 CSM transmission nwskforthe 900-MHz band. 
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Figure 3.66 CSM transmitter noise in receil'e band. 
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so that a transmitting mobile station negl igibly interferes with a receiving mobile station in 
its close proximity. The severity of this requirement becomes obvious if the noise bound 
is normalized to the TX output power of + 33 dBm, yielding a relative noise floor of 
- l62dBc!Hz. As explained in Chapter 4, this specification makes the design of GSM 
transmitters quite difficult. 

EDGE To accommodate higher data rates in a 200-kHz channel , the GSM standard has 
been extended to "Enhanced Data Rates for GSM Evolution" (EDGE). Achieving a rate 
of384 kb/s, EDGE employs "8-PSK" modulation, i.e., phase modulation with eight phase 
values given by krr /4, k = 0-7. Figure 3.67 shows the signal constellation. EDGE is 
considered a "2.5th-generation" (2.5G) cellular system. 

The use of 8-PSK modulation entails two issues. First, to confine the spectrum to 
200kHz, a "l inear" modulation wi th baseband pulse shaping is necessary. In fact, the con-

• stellation of Fig. 3.67 can be viewed as that of two QPSK waveforms, one rotated by 45 
with respect to the other. Thus, two QPSK signals with pulse shaping (Chapter 4) can be 
generated and combined to yield the 8-PSK waveform. Pulse shaping, however, leads to 
a variable envelope, necessitating a linear power amplifier. In other words, a GSMIEDGE 
transmitter can operate with a nonLinear (and hence efficient) PA in the GSM mode but 
must switch to a l inear (and hence ineflicient) PAin the EDGE mode. 

The second issue concerns the detection of the 8-PSK signal in the receiver. The 
closely-spaced points in the constellation require a higher SNR than, say, QPSK does. 
For BER = 10-3, the former dictates an SNR of 14dB and the latter, 7 dB. 
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Figure 3.67 Constellation of8-PSK (used in EDGE) . 

3 .7 .2 IS-95 COMA 

A wireless standard based on d irect-sequence CMDA has been proposed by Qualcomm, 
Inc., and adopted for North America as lS-95. Using FDD, the air interface employs the 
transmit and receive bands shown in Fig. 3.68. In the mobile unit, the 9.6 kb/s baseband data 
is spread to 1.23 MHz and subsequently modulated using OQPSK. The link from the base 
station to the mobi le unit, on the other hand, incorporates QPSK modulation. The logic 
is that the mobi le must use a power-efficient modulation scheme (Chapter 3), whereas 
the base station transmi ts many channels s imultaneously and must therefore employ a 
linear power amplifier regardless of the type of modulation. In both directions, IS-95 
requires coherent detection, a task accomplished by transmitting a relatively strong ;<pilot 
tone" (e.g., unmodulated carrier) at the beginning of communication to establish phase 
synchronization. 

In contrast to the other s tandards studied above, IS-95 is substantially more complex, 
incorporating many techniques to increase the capacity while maintaining a reasonable 
signal quality. We briefly describe some of the features here. For more details, the reader is 
referred to [8, I 0, II] . 

869-894 MHz 
1850-1910 MHz 

Duplexer 

824-849 MHz 
1930-1980 MHz 

1.23 MHz 

--0--.. 
f OQPSK 
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Figure 3.68 IS-95 air intetface. 
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Power Control As mentioned in Section 3.6.4, in COMA the power levels received 
by the base station from various mobi le units must differ by no more than approximately 
I dB. In IS-95, the output power of each mobi le is controlled by an open-loop procedure 
at the beginning of communication so as to perform a rough but fast adjustment. Subse­
quently, the power is set more accurately by a closed-loop method. For open-loop control, 
the mobile measures the signal power it receives from the base station and adjusts its 
transmitted power so that tbe sum of the two (in dB) is approx imately - 73 dBm. Ii the 
receive and transmit paths entail roughly equal attenuation, k dB, and the power transmit­
ted by the base station is Pbs• then the mobi le output power P111 satisfies the following: 
Pb.< - k + P111 = - 73 dBm. Since the power received by the base station is P111 - k, we have 
Pm - k = - 73 dBm - Pbs, a well-defined value because Pbs is usually fixed. The mobile 
output power can be varied by approximately 85 dB in a few microseconds. 

Closed-loop power control is also necessary because the above assumption of equal 
loss in the transmit and receive paths is merely an approximation. In reality, the two paths 
may experience different fading because they operate in different frequency bands. To this 
end, the base station measures the power level received from the mobile unit and sends 
a feedback signal requesting power adj ustmen t. This command is transmitted once every 
1.25 ms to ensure timely adjustment in the presence of rapid fading. 

Frequency and Time Diversity Recall from Section 3.5 that multipath fading is 
often frequency-selective, causing a notch in the channel transfer function that can be sev­
eral kilohertz wide. Since IS-95 spreads the spectrum to 1.23 MHz, it provides frequency 
diversi ty, exhibiting only 25% loss of the band for typical delay spreads [8]. 

IS-95 also employs time diversi ty to use multipath signals to advantage. This is accom­
plished by petforming correlation on delayed replicas of the received signal (Fig. 3.69). 
Called a "rake receiver," such a system combines the delayed replicas with proper weight­
ing factors, aj, to obtain the max.,imum signal-to-noise ratio at the output. That is, if the 
output of one correlator is corrupted, then the corresponding weighting factor is reduced 
and vice versa. 

Rake receivers are a unique feature of COMA. Since the chip rate is much higher than 
the fading bandwidth, and s ince the spreading codes are designed to have negligible corre­
lation for delays greater than a chip period, multipath effects do not introduce intersymbol 
interference. Thus, each correlator can be synchronized to one of the multi path signals. 

y ( t) 

Figure 3.69 Rake recei,,et: 
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Variable Coding Rate The variable rate of information in human speech can be 
exploited to lower the average number of transmitted bits per second. ln IS-95, the data rate 
can vary in four discrete steps: 9600, 4800, 2400, and 1200 b/s. Th.is arrangement allows 
buffering slower data such that the transmission still occurs at 9600 b/s but for a propor­
tionally shorter duration. This approach further reduces the average power transmitted by 
the mobile unit, both saving battery and lowering intetference seen by other users. 

Soft Hand-oil' Recall from Section 3.5 that when the mobi le un it .is assigned a dif­
ferent base station, the call may be dropped if the channel center frequency must change 
(e.g., in IS-54 and GSM). In COMA, on the other hand, all of the users in one cell commu­
nicate on the same channel. Thus, as the mobile unit moves farther from one base station 
and closer to another, the signal strength corresponding to both stations can be monitored 
by means of a rake receiver. When it is ascertained that the nearer base station has a suf­
ficiently strong s ignal, the hand-off is performed. Called "soft hand-off," this method can 
be viewed as a "make-before-break" operation. The resul t is lower probabi lity of dropping 
calls during hand-off. 

3.7.3 Wideband COMA 

As a th.ird-generation cellular system, wideband COMA extends the concepts realized in 
IS-95 to achieve a higher data rate. Using BPSK (for uplink) and QPSK (for downlink) in 
a nominal channel bandwidth of 5 MHz, WCDMA achieves a rate of 384 kb/s. 

Several variant~ of WCOMA have been deployed in different graphical regions. In 
this section, we study "IMT-2000" as an example. Figure 3.70 shows the air interface of 
IMT-2000, indicating a total bandwidth of 60 MHz. Each channel can accommodate a data 
rate of 384 kb/s in a (spread) bandwidth of 3.84 MHz; but, with "guard bands" included, 
the channel spacing is 5 MHz. T he mobile station employs BPSK modulation for data and 
QPS K modulation for spreading. 

Transmitter Requirements The T X must deliver an output power ranging from 
-49 dBm to +24 dBm.12 The wide output dynamic range makes the design of WCDMA 
transmitters and, specifically, power amplifiers, difficult. In addition, the TX incorpo­
rates baseband pulse shaping so as to tighten the output spectrum, calling for a l inear PA. 

211 0-2170 MHz 

Duplexer 

Baseband and Modulator Baseband 
Processor - Signal 

Figure 3.70 IM1:2000 air imetf'ace. 

12. The PA may need co deliver aboul +27 dBm to account for the Loss of the duplexer. 
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Figure 3.71 Transmitter (a) adjacem-clumnel power test, and (b) emission mask in/MT-2000. 

IMT-2000 s tipulates two sets of specifications to quantify the limits on the out-of-channel 
emissions: (1) the adjacent and alternate adjacent channel powers must be 33 dB and 43 dB 
below the main channel, respectively [Fig. 3.7l(a)]; (2) the emissions measured in a 30-kHz 
bandwidth must satisfy the TX mask shown in Fig. 3.7 l(b) . 

The transmitter must also coexist harmoniously with the GSM and DCS 1800 stan­
dards. That is, the TX power must remain below -79dBm in a 100-kHz bandwidth in the 
GSM RX band (935 MHz-960MHz) and below - 71 dBm in a 100-kHz bandwidth in the 
DCS1800 RX band (1805 MHz-1880 MHz). 

Receiver Requirements The receiver reference sensitivity is - 107 dBm. As with GSM, 
IMT-2000 receivers must withstand a sinusoidal b.l ocker whose amplitude becomes larger 
at greater frequency offsets. Unlike GSM, however, IMT-2000 requires the sinusoidal test 
for only out-olband blocking [Fig. 3.72(a)]. The P 1dB necessary here is more relaxed than 
that in GSM; e.g., at 85 MHz outside the band, the RX must tolerate a tone of - 15 dBm.13 

For in-band blocking, IMT-2000 provides the two tests shown in Fig. 3.72(b). Here, the 
blocker i.s modulated such tbat i.l behaves as another WCDMA channel, tbus causing both 
compression and cross modulation. 

Example 3.13 

Estimate tbe required P1t1B of a WCDMA receiver satisfying the in-band test of Fig. 3.72(b). 

Solution: 

To avoid compression, P 1d8 must be 4 to 5 dB bigher tban the blocker level, i.e., 
P1 dB ~ -40dBm. To quantify the corruption due to cross modulation, we return to our 
derivation in Chapter 2. For a s inusoid A 1 cos w1t and an amplitude-modulated blocker 

13 . However, if the TX leakage is large, the RX linearily muSI be quile higher. 
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Example 3.13 (Continued) 

A2(1 + m cos w111t) cos w2t, cross modulation appears as 

(3.60) 

For the case at hand, both channels contain modulation and we make the following assump· 
lions: ( I) the desired channel and the blocker carry the same amplitude modulation and are 
respective ly expressed as A 1 (I+ m cosw111 1f) cos W1l and A2(1 +m cos Wm21) cos w21; (2) the 
envelope varies by a moderate amount and hence m2 / 2 « 2m. The effect of third-order 
nonlinearity can then be expressed as 

y(t) = [aiAI(l+mCOSW111 11)+~a3AI(l+mcosw111 11)A~ 

X (1+2mcosw.,21)] cosw1t+ · · · 

= [alA 1 (J +m cos WmJ 1)+ ~a3A 1A~(l +m cos Wm 1t+ 2m cos w"al 

+ 2m2 COSWmiiCOSW11121)] COSW1I+ · · · 

(3.61) 

(3.62) 

For the corruption to be negligible, the average power of the second term in the square 
brackeL~ must remain much less l'han l'hat of the first: 

(~a3A1A~y (1 + m2 +4m2 + 4m4
) 

2 « 1. (3.63) 
(a1A1) (1 +m2) 

Setting this ratio to -15 dB (= 0.0316) and neglecting the powers of m, we have 

3 2 
:z ia31A2 

I ail 
= 0 .178. 

SinceA1dB = ~0.\451a l /0'3l andhence l a3/ad = 0.145/ AidB• 

A ld8 = 1.1 A2. 

(3.64) 

(3.65) 

That is, the input compression point must exceed A2 (= -44 dBm) by about I dB. Thus, 
compression is s lightly more dominant than cross modulation in this test. 

A sensitivity level of -I 07 dBm wi th a signal bandwidth as wide as 3.84 MHz may 
appear very impressive. In fact, since !Oiog(3.84 MHz) ~ 66dB, it seems that the sum of 
the receiver noise figure and the required SNR must not exceed 174 dBm/ Hz - 66 dB -
107 dBm = I dB! However, recall that CDMA spreads a lower bi t rate (e.g., 384 kb/s) 
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Figure 3.72 IM1:2000 recei••er (a) blocking 11wsk using a tone and (b) blocking test using a 
modulated ilfletj'erer. 

by a factor, thus benefitting from the spreading gain after the despreading operation in the 
receiver. That is, the NF is relaxed by a factor equal to the spreading gain. 

IMT-2000 also specifies an interrnodulation test. As depicted in Fig. 3.73, a tone and 
a modulated signal, each at -46 dBm, are appl ied in the adjacent and alternate adjacent 
channels, respectively, while the desired signal is at -I 04 dBm. In Problem 3.3, we repeat 
Example 3.12 for WCDMA to determine the required /P3 of the receiver. 

-46dBm . .... . .... .. ... .. .. .. . 

- 104 dBm ··· · ···· · · 

.. .. .. .. f 
10 MHz 10 MHz 

Figure 3.73 IMT-2000 inlermodularion 1es1. 

Figure 3.74 illustrates the adjacent-channel test stipulated by IMT-2000. With a level 
of -93dBm for the desired signal, the adjacent channel can be as high as -52dBm. As 
explained in Chapter 4, this specification requires a sharp roll-off in the frequency response 
of the baseband filters. 
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- 52 dBm 

Figure 3.74 IM1:2000 receiver adjacem-clumneltest. 

3.7.4 Bluetooth 

T he Bluetooth standard was originally conceived as a low-cost solution for short-range, 
moderate-rate data communication. In fact, it was envisioned that the transceiver would 
perform modulation and demodulation in the analog domain, requiring linle digital signal 
processing. In practice, however, some attributes of the standard have made the analog 
implementations difficult, calling for substantial processing in the digital domain. Despite 
these challenges, Bluetooth has found its place in the consumer market, serving in such 
short-reach applications as wireless headsets, wireless keyboards, etc. 

Figure 3.75 sbows the Bluetooth air interface, indicating operation in the 2.4-GHz ISM 
band. Each channel carries I Mb/s, occupies I MHz, and has a carrier frequency equal to 
(2402 + k) MHz, for k = 0, · · · , 78. To comply wi th out-of-band emission requirements 
of various countries, the first 2 MHz and last 3.5 MHz of the ISM band are saved as "guard 
bands" and not used. 

2.400- 2.4835 GHz 

1 MHz 

o- -- --.. 
/ f GFSK 

2.4835GH~ Modulator 

() 

2.400-

Figure 3.75 8/uerooth air interface. 
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Iransmitter Characteristics The l-Mb/s ba~eband data is applied to a Gaussian Fre­
quency Shift Keying (GFSK) modulator. GFSK can be viewed as GMSK with a modulation 
index of 0.28 to 0.35. As explained in Section 3.3.4, GMSK modulation can be realized by 
a Gaussian filter and a VCO (Fig. 3.76). 

The output can be expressed as 

X7X(I) = A COS[(Qc/ + m f XBB(l) * h(t)dt], (3.66) 
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Figure 3.76 GFSK modulation using a VCO. 
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Figure 3.77 Freq11ency deviation in 8/uetooth. 

where h(t) denotes the impulse response of the Gaussian fi lter. As shown in Fig. 3.77, 
Bluetooth specifies a min imum frequency deviation of ll5 kHz in the carrier. The peak 
frequency deviation, D.f, is obtained as the maximum difference between the instantaneous 
frequency, f~rsto and the carrier frequency. Differentiating the argument of the cosine in 
(3.66) yields .linsr as 

suggesting that 

I . ) 
J~rsr = -[we + truno(I) * h(1) , 

2rr 

D.f = -
1
- m[xna(t) * h(l))nu.r· 

2rr 

(3.67) 

(3.68) 

Since the peak voltage swing at the output of the Gaussian filter is approximately equal to 
that of xos(l), 

111 

2
rr XBB.max = 115kHz. (3.69) 

As explained in Chapter 8, m is a property of the voltage-controlled oscillator (called the 
"gain" of tbe VCO) and must be chosen to satisfy (3.69). 

Bluetooth specifies an output level of OdBm ('I mW).'" Along with the constant­
envelope modulation, this relaxed value greatly simplifies the design of the power amplifier, 
allowing it to be a simple 50-Q buffer. 

The Bluetooth transmit spectrum mask is shown in Fig. 3.78. At an offset of 550kHz 
from tbe center of the desired channel, the power measured in a 100-.kHz bandwidth must 
be at lea~t 20 dB below the TX power measured in the same bandwidth but in the center 

14. This corresponds to the most common case or " power class 3." Other power classes with higher output 
levels have also been speci tied. 
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of the channel. Moreover, the power measured in the entire 1-MHz alternate adjacent chan­
nel must remain below -20 dBm. Similarly, the power in the third and higher adjacent 
channels must be less than - 40dBm.'5 

A Bluetooth TX must min imaUy interfere with cellular and WLAN systems. For exam­
ple, it must produce in a I 00-kHz bandwidth less than -47 dBrn in the range of 1.8 GHz to 
1.9 GHz or 5.15 GHz to 5.3 GHz. 

The carrier frequency of each Bluetooth carrier has a tolerance of ± 75kHz ("'=' ± 30 
ppm). Since the carrier synthesis is based on a reference crystal frequency (Chapter 10), 
the crystal must have an error of less than ±30 ppm. 

Receive•· Characteristics Bluetooth operates with a reference sensitivity of - 70dBm 
(for BER= 10- 3), but most commercial products push this value to about -80dBm, 
affording longer range. 

Estimate the NF required of a Bluetooth receiver. 

Solution: 

Assuming an SNR of 17 dB and a channel bandwidth of I MHz, we obtain a noise figure 
of27 dB for a sensitivi ty of - 70dBm. It is this very relaxed NF that allows manufacturers 
to push for higher sensitivities (lower noise ligures). 

Figure 3.79 illustrates the blocking tests specified by Bluetooth. In Fig. 3.79(a), the 
desi1·ed signal is IOdB higher than the reference sensitivi ty and another modulated Blue­
tOOth signal is placed in the adjacent channel (with equal power) or in the alternate adjacent 
channel (with a power of -30 dBm. These specifications in turn require a sharp roll-off in 
the analog baseband filters (Chapter 4). 

15. Up 10 three exceprions are allowed for the lhird and higher adjaccnl channel powers, wilh a relaxed 
specification of-20dl3m. 
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-67 dBm 

-27 dBm 

.. .. 
>3 MHz 

(b) 

f 

Figure 3.79 8htetoolh recei1•er blocking testj'or (a) adjacent and ollemme clu:mnels, and (b) chan· 
nels at > 3-MHz offset. 

ln Fig. 3.79(b), the desired signal is 3 dB above the sensitivi ty and a modulated blocker 
is applied in the third or higher adjacent channel with a power of - 27 dBm. Thus, the 1-dB 
compression point of the receiver must exceed this value. 

A Bluetooth receiver must also withstand out-of-band sinusoidal blockers. As shown 
in Fig. 3.80, with the desired signal at -67 dBm, a tone level of -27 dBm or -10 dBm 
must be tolerated according to the tone frequency range. We observe that if the receiver 
achieve-s a P1d8 of several dB above - 27 dBm, then the filter following the antenna has a 
relaxed out-of-band attenuation requirement. 

---,-10 dBm - 10dBm l 

1------,-27 dBm -27 dBm .--------1 

-67dBm 

fY\ 
2000 2399 0 2498 3000 

Figure 3.80 8/uetooth recei1•er out-ofband blocking rest. 

f 
(MHz) 

The intermodulation test in Bluetooth is depicted in Fig. 3.81. The desired signal level 
is 6 dB higher than the reference sensitivity and the blockers are applied at - 39 dBm with 
t;.j = 3, 4 , or 5 MHz. Jn Problem 3.6, we derive the required RX lP3 and note that it i.s 
quite relaxed. 

- 39 dBm ................... .. 

-64 dBm .......... 

.. .. .. .. f 
M M 

Figure 3.81 8/ue/ooth recei1•er inlermodu/ation /es/. 

Sec. 3. 7. Wireless Standards 147 

Bluetooth also stipulates a maximum usable input level of -20 dBm. That is, a desired 
channel at this level must be detected properly (with BER= 10-3) by the receiver. 

Docs the maximum usable input specification pose any design constraints? 

Solution: 

Yes, it docs. Recall that the receiver must detect a s ignal as low a~ -60dBm; i.e., the 
receiver chain must provide enough gain before detection. Suppose this gain is about 60 dB, 
yielding a signal level of around OdBm (632 mY11p) at the end of the chain. Now, if the 
received signal rises to - 20 dBm, the RX output must reach +40 dBm (63.2 v,,). un less 
the chain becomes heavily nonlinear. The nonlineari ty may appear benign as the signal ha~ 
a constant envelope, but the heavy saturation of the stages may distort the baseband data. 
For this reason, the receiver must incorporate "automatic gain control" (AGC), reducing 
the gain of each stage as the input signal level increases (Chapter l3). 

3. 7.5 IEEE802.11 a/b/g 

The IEEE802.llalb/g standard allows high-speed wireless connectivity, providing a maxi­
mum data rate of 54 Mb/s. The !Ia and llg versions are identical except for their frequency 
band~ (5 GHz and 2.4 GHz, respectively). The II b version also operates in the 2.4-GHz 
band but wi th differen t characteristics. The Jig and I I b standards are also known as 
"WiFi." We begin our study wi th II a/g. 

The llalg standard specifies a channel spacing of 20 MHz with different modulation 
schemes for different data rates. Figure 3.82 shows the air interface and channelization 
of 1'1 a. We note that higher data rates use denser modulation schemes, posing tougher 
demands on the TX and RX design. Also, as explained in Section 3.3.6, for rates higher 
than a few megabits per second, wireless systems employ OFDM so as to minimize the 
effect of delay spread. This standard incorporates a total of 52 subcarriers with a spacing 
of 0.3125 MHz (Fig. 3.83). The middle subchannel and the first and last five subchannels 
are unused. Moreover, four of the subcarriers are occupied by BPSK-modulated "pilots" to 
simplify the detection in the receiver in the presence of frequency offsets and phase noise. 
Each OFDM symbol is 4 !J-S long. 

The TX must de)jver a power of at least 40mW (+16dBm) while complying with 
the spectrum mask shown in Fig. 3.84. Here, each point represents the power measured 
in a l 00-kHz bandwidth normal ized to the overall output power. The sharp drop between 
9MHz and II MHz calls for pulse shaping in the TX baseband (Section 3.3.1). ln fact, 
pulse shaping reduces the channel bandwidth to 16.6 MHz. The carrier frequency has a 
tolerance of ±20 ppm. Also, the carrier leakage must remain 15 dB below the overall output 
power. 

The receiver sensi tivity in l lalg is specified in conjunction with the data rate. Table 3.1 
sununarizes the sensitivities along with adjacent channel and alternate adjacent channel 
levels. The ''packet error rate" must not exceed 10%, corresponding to a BER of less 
than 10- 5. 
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20 MHZ 

o- --n-- BPSK (6, 9 Mb/s) 

/ ~ 

" 
QPSK (12, 18 Mbls) 
16QAM (24, 36 Mbls) 

Baseband -- Signal 
5.15 
5.72 

-5.35 GHz 
5-5.825 GHz 

8 Channels 

64QAM (48, 54 Mbls) 

4 Channels 

OJ·~ll£l 
5.180 5.200 g 5.320 5.745 5.805 f 
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Figure 3.82 /EE£802.1 Ia air illlerface. 
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5 Unu3Jled ,... ,..., ,..., S Unused 
Subchannels Subchannels "" .. : "" " /. 0 y~~~'\~-L~~~~-L~--~2-0--~t 

1 Unused 
Subchannel 

Figure 3.83 OFDM channelization in 1 Ia. 
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Figure 3.84 I EEE802. I I a transmission mask. 
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Example 3.16 

Table 3.1 IEE£802.1 1a data rates, sensitivities, and 
adjacent clumne/le••els. 

Reference Adj. 
Data Rate Sensili•·ity Channel Alt. Channel 

(Mb/s) (dBm) Level (dB) Level (dB) 

6.0 - 82 16 32 

9.0 -81 15 3 1 

12 -79 13 29 

18 - 77 II 27 

24 - 74 8.0 24 

36 - 70 4.0 20 

48 -66 0 16 

54 -65 -1 15 

Estimate the noise figure necessary for 6-Mb/sand 54-Mb/s reception in l J a/g. 

Solution: 
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First, consider the rate of 6 Mb/s. Assuming a noise bandwidth of 20 MHz, we obtain 19 dB 
for the sum of the NF and the required SNR. Similarly, for the rate of 54 Mb/s, this sum 
reaches 36 dB. An NF of 10 dB leaves an SNR of 9 dB for BPSK and 26 dB for 64QAM, 
both sufficient for the required error rate. In fact, most commercial products target an NF 
of about6 dB so as to achieve a sensitivity of about -70 dBm at the highest date rate. 

The large difference between the sensitivi ties in Table 3.1 does make the receiver 
design difficult: the gain of the chain must reach about 82 dB in the low-rate case and 
be reduced to about 65 dB in the high-rate case. 16 

The adjacent channel tests shown in Table 3.1 are carried out with the desired channel 
at 3 dB above the reference sensi tivity and another modulated signal in the adjacen t or 
alternate channel. 

An lla/g receiver must operate properly with a maximum input level of - 30 dBm. As 
explained for Bluetooth in Section 3.7.4, such a high input amplitude saturates the receiver 
chain, a very serious issue for the denser modulations used in ll a/g. Thus, the RX gain 
must be programmable from about 82dB to around 30dB. 

16. As a rule of thumb, a receiver analog baseband output should be around 0 dBm. 
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Example 3.17 

Estimate the 1-dB compression point necessary for 11a/g receivers. 

Solution: 

With an input of - 30dBm, the receiver must not compress. Furthermore, recall from 
Section 3.3.6 that an OFDM s ignal having N subchannels exhibits a peak-to-average ratio 
of about 21n N For N = 52, we have PAR = 7 .9. Thus, the receiver must not compress 
even for an input level reaching -30 dBm + 7.9 dB = -22.1 dBm. The envelope variation 
due to baseband pulse shaping may require an even higher P1t18· 

The IEEE802.ll b supports a maximum data rate of 11 Mb/s with "complementary code 
keying" (CCK) modulation." But under high signal loss condi tions, the data rate is scaled 
down to 5.5 Mb/s, 2 Mb/s, or 1 Mb/s. T he last two rates employ QPSK and BPSK modula­
tion, respectively. Each channel of llb occupies 22MHzin the 2.4-GHz ISM band. To offer 
greater fl exibi lity, 1'1 b specifies overlapping channel frequencies (Fig. 3.85). Of course, 
users operating in close proximity of one another avoid overlapping channels . The carrier 
frequency tolerance is ±25 ppm. 

2412 I I 2437 I I 2462 

2417 I I 2442 I I 2467 

2422 I I 2447 I I 2472 

2427 I I 2452 I 
2432 I I 2457 

~ 

f 
(MHz) 

Figure 3.85 O••er/apping channelization in II a. 

The n b standard stipulates a TX output power of 100m W ( + 20 dBm) with the spec­
trum mask shown in Fig. 3.86, where each point denotes the power measured in a 100-kHz 
bandwidth. The low emission in adjacent channels dictates the use of pulse shaping in the 
TX baseband. The s tandard also requires that the carrier leakage be 15 dB below the peak 
of the spectrum in Fig. 3.86.18 

An II b receiver must achieve a sensitivity of -76 dBm for a "frame error rate" of 
8 x w-2 and operate with input levels as high as - I 0 dBm. The adjacent channel can be 
35 dB above the de-sired signal, with the latter at - 70 dBm. 

17. CCK is a variant ofQPSK. 
18. Note that, unlike the l l a!g specification. this leakage is nul with respect to r:he overall TX output power. 

Sec. 3.8. Appendix 1: Difj'erential Phase Shiji Keying 
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Figure 3.86 IEEE802.Jlb transmission mask. 
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3.8 APPENDIX 1: DIFFERENTIAL PHASE SHIFT KEYING 
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A difficulty in the detection of PSK signals is that the phase relates to the time origin and 
has no "absolute" meaning. For example, a 90• phase shift in a QPSK waveform converts 
the constellation to a similar one, but with all the symbols interpreted incorrectly. Thus, 
simple PSK waveforms cannot be detected noncoherently. However, if the information 
lies in the phase change from one bit (or symbol) to the next, then a time origin is not 
requi red and noncoherent detection is possible. This is accomplished through "differential" 
encoding and decoding of the baseband signal before modulation and after demodulation, 
respectively. 

Let us consider binary differential PSK (DPSK). The rule for differential encoding 
is that if the present input bit is a ONE, then the output state of the encoder does not 

CK 

D Q 

CK 
(a) (b) 

Input Data 0 1 1 1 0 0 1 1 0 1 

Encoded Data 1 0 0 0 0 1 0 0 0 1 1 

Decoded Data 0 1 1 1 0 0 1 1 0 1 

(C) 

Figure 3.87 (a) Dijferelllia/ encoding, (b) dijJerenria/ decoding, (c) example of encoded and 
decoded sequence. 
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change, and vice versa. This requires an extra starting bit (of arbitrary value). The con­
cept can be better understood by considering the implementation depicted in Fig. 3.87(a). 
An exclusive-NOR (XNOR) gate compares the present output bit, Dour(mTb). with the 
present input bit, Di11 (mTb), to determine the nex t output state: 

(3.70) 

implying that if Din(mTb ) = 1, then D0111[(m + 1)Tbl = D0111 (mTb). and if Diu(mTb) = 0 
then 0 0111 [(m + l)fb) = 0 0111 (mh). T he extra starting bit mentioned above corresponds to 
the state of the tliptlop before the data sequence begins. 
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PROBLEMS 

3.1. Due to imperfections, a 16QAM generator produces a,Ac cos(wct+ t>B) - a2Ac0 + E) 
sin wct,wherea , = ± 1, ±2anda2 = ±1 , ±2. 
(a) Construct the signal constellation for t>B f' 0 but E = 0. 
(b) Construct the signal constellation for t>B = 0 but € r 0. 

3.2. Repeat Example 3.12 if the noise figure is less than 10 dB. 

3.3. Repeat Example 3.12 for WCDMA. 

Problems 153 

3.4. Determine the maximum tolerable relative noise fl oor (in dBc/Hz) that an lMT-2000 
TX can generate in the DCS 1800 band. 

3.5. Repeat Example 3.1 2 for the scenario shown in Fig. 3.73. 

3.6. From Fig. 3.81, estimate the required IP3 of a Bluetooth receiver. 

3.7. A ;<ternary" FSK signal can be defined as 

(3.71) 

where only one of the coefficients is equal to 1 at a time and the other two are equal 
to zero. Plot the constellation of this signaL 

3.8. ln order to detect (demodulate) an AM signal, we can multiply it by tbe LO wave­
form and apply the result to a low-pass filter. Beginning with Eq. (3.2), explain the 
operation of the detector. 

3.9. Repeat the above problem for the BPSK s ignal expressed by Eq. (3.26). 

3.10. The BPSK signal expressed by Eq. (3.26) is to be demodulated. As studied in the 
previous problem, we must multiply a11 cos wet by an LO waveform. Now suppose 
the LO waveform generated in a receiver has a s light "frequency offset" with respect 
to the incoming carrier. That is, we in fact multiply a11 cos wet by cos( we + t>w)t. 
Prove that the signal constellation rotates with time at a rate of t>w. 


