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TRANSCEIVER 
ARCHITECTURES 

CHAPTER 

4 
With the understanding developed in previous chapters of RF design and communication 
principles, we are now prepared to move down to the transceiver architecture level. The 
choice of an architecture is determined by not only the RF performance that it can pro­
vide but other parameters such as complexity, cost, power dissipation, and the number of 
external components. ln the past ten years, it has become c lear thatlligh levels of integra­
tion improve the system performance along all of these axes. It has also become clear that 
arch itecture des ign and circuit design are inextricably linked, requiring iterations between 
the two. The outl ine of the chapter is shown below. 
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4.1 GENERAL CONSIDERATIONS 

Transmitler Archite<:tures 

• TX Baseband Processing 
• Direct-Conversion TX 
• Heterodyne and Sliding-IF TX 

The wireless communications environment is often called "hosti le" to emphasize the severe 
constraints that it imposes on transceiver design. Perhaps the most important constraint 
originates from the limited channel bandwidth allocated to each user (e.g., 200 kHz in 
GSM). From Shannon's theorem,' this translates to a limi ted rate of information, dictating 
the use of sophisticated baseband processing techniques such as coding, compression, and 
bandwidth-efficient modulation. 

L. Shannon·s theorem states that the achievable data rate of a communication channel is equal to 8 1og2(l + 
SNR), where 8 denotes the bandwidth aod SNR the signal-to-noise ratio. 
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Figure 4.1 (u) Trunsmiuer ond (b) receiver front ends of a wireless sysrem. 

The narrow channel bandwidth also impacts the RF design of the transce iver. As 
depicted in Fig. 4.1 , the transmitter must employ narrowband modulation and amplification 
to avoid leakage to adjacent channels, and the receiver must be able to process the desired 
channel whi le sufliciently rejecting strong in-band and out-of-band interferers. 

The reader may recall from Chapter 2 that both non linearity and noise increase as we 
add more stages to a cascade. In particular, we recognized that the linearity of a receiver 
must be high enough to accommodate in terferers without experiencing compression or s ig­
nificant intermodulation. The reader may then wonder if we can simply fil ter the intetferers 
so as to relax the receiver linearity requiremems. Unfortunately, two issues arise here. First, 
since an interferer may fall only one or two channels away from the desired s ignal (Fig. 4.2), 
the fi lter must provide a very high selectivity (i .e., a high Q). If the interferer level is, say, 
50-60 dB above the desired sig nal level, the required value of Q reaches prohibitively high 
values, e.g., millions. Second, since a different carrier frequency may be allocated to the 
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Figure 4.2 Hypothetical filte r to suppress an intetfere~: 
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user at different times, such a filter would need a variable, yet precise, center frequency- a 
property very difficult to implement. 

A 900-MHz GSM receiver with 200-kHz channel spacing must tolerate an alternate adja­
cent channel blocker 20 dB higher than the desired signal. Calculate the Q of a second-order 
LC fi lter required to suppress this interferer by 35 dB. 

Solution: 

As shown in Fig. 4.2. the filter freq uency response must provide an attenuation of 35 dB at 
400kHz away from center frequency of 900 MHz. For a second-order RLC tank, we write 
the impedance as 

RLs 
Zr(s) = RLCs2 + Ls + R ' (4.1) 

and assume a resonance frequency of u>o = 1/N = 2rr(900 MHz). The magnitude 
squared of the impedance is thus given by 

(4.2) 

For an attenuation of 35 dB ( = 56.2) at 900.4 MHz, this quantity must be equal to R2 / 56.22 

(why?). Solving for L2w2 j R2 , we obtain 

L2w2 
"""'ji1 = 2.504 X 10- IO . (4 .3) 

Recall from Chapter 2 that Q = Rj(Lw) = 63,200. 

Channel Selection and Band Selection The type of fil tering speculated above is called 
"channel-selection filtering" to indicate that it "selects" the desired signal channel and 
"rejects" the interferers in the other channels. We make two key observations here: 
( I ) all of the stages in the receiver chain that precede channel-selection filtering must 
be sufficiently linear to avoid compression or excessive intennodulation, and (2) since 
channel-selection fi ltering is extremely difficult at the input carrier frequency, it must be 
deferred to some other point along the chain where the center frequency of the desired 
channel is substantially lower and hence the required fil ter Q's are more reasonable.2 

Nonetheless, most receiver front ends do incorporate a "band-select" fi lter, wh.ich 
selects the entire receive band and rejects "out-of-band" interferers (Fig. 4.3), thereby 
suppressing components that may be generated by users that do not belong to the standard 

2. The Q of a band-pass filter may be roughly defined as the centel' fl'equency di vided by the - 3-<lB bandwidth. 
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of interest. We thus distinguish between out-of-band interferers and "in-band interferers."' 
which are typically removed near the end of the receiver chain. 

The front-end band-select (passive) filter suffers from a trade-off between its selectivity 
and its in-band loss because the edges of the band-pass frequency response can be sharp­
ened only by increasing the order of the filter, i.e., the number of cascaded sections within 
the filter. Now we note from Chapter 2 that the front-end loss directly raises the NF of the 
entire receiver. proving very undesirable. The filter is therefore designed to exhibit a small 
loss (0.5 to I dB) and some frequency selectivity. 

Figure 4.4 p lots the frequency response of a typical duplexer,3 exhibiting an in-band 
loss of about 2dB and an out -of-band rejection of 30 dB at20-MHz "offset" with respect 
to the receive band. That is, an interferer appearing at/1 (20 MHz away from the RX band) 
is auenuated by only 30 dB, a critical issue in the design of both the receive path and the 
frequency synthesizer (Chapter I 0). 

The in-band loss of the above duplexer in the /ransmit band also proves problematic as 
it "wastes" some of the power amp I ifi er output. For example, with 2-dB of loss and a l -W 
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Figure 4.4 Du,lexer characteristics. 

3. As mentioned in Ch~ptcr 3. ~ duplcxcr consisl< o f two bood-pMS fillers, one for Lhe TX band and another 
for rhe RX band. 
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PA, as much as 370 mW is dissipated within the duplcxcr- morc than the typical power 
consumed by the entire receive path! 

Our observations also indicate the importance o f contro lled s pectral regrowth through 
proper choice of the modulation scheme and the power amplifier (Chapter 3). The out-of­
channel energy produced by the PA canno1 be suppressed by the front-end BPF and must 
be acceptably small by design. 

TX-RX Feedthrough As mentioned in Chapter 3. TOO systems activate only the TX 
or the RX at any point in time to avoid coupling between the two. Also, even though an 
FOO system, GSM offsets the TX and RX time s lots for the same reason. On the other 
hand. in full-duplex standards. the TX and the RX opemte concurrently. (As explained in 
Chapter 3, COMA systems require continual power control and hence concurrcm TX and 
RX operation.) We recognize from the typical duplexer characterisrics shown in Fig. 4.-1 
that the transmitter output at frequencies near the upper e nd of the TX band, e.g., at /2, is 
attenuated by only about 50 dB as it leaks to the receiver. Thus, with a 1-W TX power, the 
leakage sensed by the LNA can reach -20 dBm (Fig. 4.5), dictating a substantially higher 
RX compression point. For this reason , COMA receivers must meet difficult linearity 
requirements. 

LNA 

-50 dB 

PA 

Figure 4.5 TX let•kage ;, a COMA trtmscei••er. 

Example 4.1 

Explain how a band-pass filter following the LNA can alleviate the TX-RX leakage in a 
COMA system. 

Solution: 

As depicted in Fig. -t.6, if the BPF provides additional rejection in the TX band, the linearity 
required of the rest of the RX chain is proponionally relaxed. The LNA compression point, 
however, must still be sufficiently high. 

(Cominues) 
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Example 4.2 ( Cmllinued) 
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Figure 4.6 Use of BPF after LNA to s11ppress TX leakage. 

4.2 RECEIVER ARCHITECTURES 

4.2.1 Basic Heterodyne Receivers 

As mentioned above, channel-selection fi ltering proves very difficult at high carrier fre­
quencies. We must devise a method of " translating" the desired channel to a much lower 
center frequency so as to permit channel-selection filtering with a reasonable Q. Illustrated 
in Fig. 4.7(a), the translation is performed by means of a "mixer," which in this chapter is 
viewed as a simple analog multiplier. To lower the center frequency, the signal is multiplied 
by a sinusoid Ao cos t.owl, which is generated by a local oscillator (LO). Since multiplica­
tion in the time domain corresponds to convolution in the frequency domain, we observe 
from Fig. 4.7(b) that the impulses at ±ww shift the desired channel to ±(Win ± ww). The 
components at ±(Win + ww) are not of interest and are removed by the low-pass tiller 
(LPF) in Fig. 4.7(a), leaving the signal at a center frequency of Win- ww. This operation 
is called "downconversion mixing" or simply "downconversion." Due to its high noise, the 
downconversion mixer is preceded by a low-noise amplifier [Fig. 4 .7(c)]. 

Called the intermediate frequency (IF), the center of the downconverted channel, 
Win - WLQ, plays a critical role in the performance. ''Heterodyne" receivers employ an LO 
frequency unequal to w;11 and hence a nonzero IF.4 

How does a heterodyne receiver cover a given frequency band? For anN-channel band, 
we can envision two possibilities. (I) The LO frequency is conswnl and each RF channel 

4. In this book, we do not distinguish berween hererodyne and .. super hererodyne" architecmres. The renn 
he1erody11e derives from helero (differenr) and dy11e (10 mix). 
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Figure 4.7 (a) Downconversion by mixing, (b) resulting spectra, (c) use ofLNA to reduce noise. 

is downconverted to a different IF channel [Fig. 4.8(a)), i.e.,JiFj = fRFj - fw . (2) The LO 
frequency is variable so that all RF channels within the band of interest are translated to a 
single value of IF [Fig. 4.8(b)], i.e . .fLOj = ffiFJ - fiF · The latter case is more conm10n as 
it s implilies the design of the lF path; e.g., it does not require a lilter with a variable center 
frequency to select the IF channel of interest and reject the others. However, this approach 
demands a feedback loop that precisely defines the LO frequency steps, i.e., a "frequency 
synthesizer" (Chapters 9-11 ). 

Problem of Image Heterodyne receivers suffer from an effect called the "image." 
To understand this phenomenon, let us assume a sinusoidal input and express the IF 
component as 

A cos WtFl = A cos(wi" - ww)t 

= A COS(t.<JLQ - w;11)1. 

(4.4) 

(4.5) 

Thatis, whether w;n - ww is positi ve or negative, it yields the same intermediate frequency. 
Thus, whether w;, lies above ww or below ww, it is translated to the same IF. Figure 4.9 
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Figure 4.8 (a) Consumi·LO cmd (b) conslani· IF downconversion mixing. 
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Figure 4.9 Problem of inwge in lte/erodyne downconversion. 

depicts a more general case, revealing that two spectra located symmetrically around ww 
are downconverred to the IF. Due to this symmetry, the component at w;,. is called the 
image of the desired signal. Note that W;m = w;, + '2w1F = 2ww - W;11 • 

What creates the image? Tb.e numerous users in aU standards (from police to WLAN 
bands) that transmit signals produce many interferers. If one interferer happens to fall at 
w;.., = 2wLo - w;,, then it corrupts the desired signal after downconversion. 

While each wireless standard imposes constraints upon the emissions by its own users, 
it may have no control over the signals in Other bands. The image power can therefore be 
much higher than that of the desired signal, requiring proper "image rejection." 
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Example 4.3 

Suppose two channels at w1 and w2 have been received and w1 < w2. Study the downcon­
verred spectrum as the LO frequency varies from below w 1 to above w2. 

Solution: 

Shown in Fig. 4 .10(a) is the case of ww < w1. We note that the impulse at - ww shifts 
the components at +w1 and +w2 to the left. Similarly. the impulse at +ww shifts 
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Figure 4.10 Downconversion of lwo chwmels j'or (a) ww < WJ, (b) ww slightly abo"e w~o 
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(Continues) 
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Example 4.3 (Cominued) 

the components at -wt and -w2 to the right Since ww < Wt, the positive input fre­
quencies remain positive after downconversion, and the negative input frequencies remain 
negative. 

Now consider the case depicted in Fig. 4.1 O(b), where ww is s lightly greater than 
w1• Here, after downconversion the channe l at +w1 slides to negaTive frequencies while 
that at +w2 remains posi tive. If ww reaches (wt + w2)/2, then the received channels are 
translated such thatthey completely overlap each other at the IF output !Fig. 4.10(c)]. That 
is, w, and w2 are images of each other. Finally, if ww is greater than w2, both positive input 
frequencies are shifted to negative values. and both negative input frequencies are shifted 
to positive values [Fig. 4.1 O(d)]. 

Example 4.4 

Formulate the downconversion shown in Fig. 4 .9 using expressions for the desired signal 
and the image. 

Solution: 

The two components contain modulation, assuming the forms A;11 (r) cos[w;111 + </>;11 (1)] and 
A;m(T) cos[w;..,t + ¢;111 (t)), where Wim = 2ww - w;11 • Upon multiplication by Aw cos wwT, 
they yield 

1 I 
XJF(t) = 2A;"(t)Aw cos[(w;" + ww)t + </>;n(I)J - 2A;"(t)Aw[cos(w;"- ww)t + .P;"t] 

I 
+ lA;m(t)Awcos[(w;.., + ww)t + ¢;111 (1)] 

I 
- ZA;m(I)Aw[cos(w;111 - ww)t + ¢;mt]. (4.6) 

We observe that the components at WiJ, + WLo and w;111 + WLO are removed by low-pass 
filtering, and those at W;11 - ww = - WJF and W;111 - WLO = + WJF coincide. The corruption 
is given by the ratio of the rrns values of A; ... (l) and A;At). 

High-Side and Low-Side Injection ln the case illustrated in Fig. 4.9, the LO frequency 
is above the desired channel. Alternatively, ww can be chosen below the desired channel 
frequency. These two scenarios are called "high-side injection" and "low-side injection," 
respectively.5 The choice of one over the other is governed by issues such as high-frequency 
design issues of the LO, the strength of the image-band interferers, and other system 
requirements. 

5. These have also been called "superdyne" and "infradyne," respectively. 
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The designer of an IEEE802.11 g receiver attempts to place the image frequency in the GPS 
band, which contains only low-level satellite transmissions and hence no strong interferers. 
Is this possible? 

Solution: 

The two bands are shown in Fig. 4.11. The LO frequency must cover a rangeof80MHz but, 
unfortunately. the GPS band spans only 20 MHz. For example, if the lowest LO frequency 
is chosen so a~ to make 1.565 GHz the image of 2 .4 GHz, then 802.11 g channels above 
2.42 GHz have images beyond the GPS band. 

GPSBand 11g Band 
(--············~ (····························-.\ 

. . . . . . 
1.565 1.585 2.400 2.480 f 

{GHz) 

Figure 4.11 Allempt To ttwke the CPS band the ittwge of an I I g recei1•er. 

Example 4.6 

A dual-mode receiver is designed for both 802.I lg and 802.I Ia. Can this receiver operate 
with a single LO? 

Solution: 

Figure 4.1 2(a) depicts the two bands. We choose the LO frequency halfway between the 
two so that a single LO covers the II g band by high-side injection and the II a band by 
low-side injection I Fig. 4.12(b)J. This greatly simplifies the design of the system but makes 
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Figure 4.12 (a) 1 lg and I Ia bands. (b) choice offw. 

(Continues) 
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Example 4.6 (Continued) 

each band the image of the other. For example, if the receiver is in the lla mode while an 
I lg transmitter operates in close proximity. the reception may be heavi ly corrupted. Note 
that also the IF in this ca~e is quite high, an issue revisited later. 

Image Rejection If the choice of the LO frequency leads to an image frequency in a high­
interference band, the rece.i ver must incorporate a means of suppressing the image. The 
most common approach is to precede the mixer with an "image-rej ect filter." As shown in 
Fig. 4.13, the fi lter exhibits a relatively small loss in the desired band and a large attenuation 
in the image band, two requi1·ements that can be simultaneously met if 2(J)1F is sufficiently 
large. 

LNA 
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Image Reject 

; .. .. ..... './ Filter I 
0 0 

: '. 

........ / ffi\•o,o.............. .. ......... o ..... 
(J);n (J);m (J) 

2(J)IF 

Figure 4.13 Image rejection by jillering. 

Can tbe filter be placed before the LNA? More generally, can tbe front-end band-select 
fi lter provide image rejection? Yes, but since th is fi lter's in-band loss proves critical, its 
selectivity and hence out-of-band attenuation are inadequate.6 Thus, a fi lter with high image 
rejection typically appears between the LNA and the mixer so that the gain of the LNA 
Jowers the filter 's contribution to the receiver noise figure. 

The linearity and selectivi ty required of the image-reject fi lter have dictated passive, 
off-chip implementations. Operating at high frequencies, the fi lters are designed to provide 
50-Q input and output impedances. The LNA must therefore drive a load impedance of 
50 Q, a difficult and power-hungry task. 

Image Rejection versus Channel Selection As noted in Fig. 4.13, the desired channel 
and the image have a frequency difference of 2(J)fF· Thus, to maximize image rejection, 
it is desirable to choose a large value for Wfp, i.e., a large difference between Win and 
(J)w. How large can 2WtF be? Recall that the premise in a heterodyne architecture is to 
translate the center frequency to a sufficiently low value so that channel selection by means 

6. As men1ioned earlier, passive fil ters suffer from a trade-Qff berween rhe in-band loss and the our-of-band 
anenuation. 
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of practical filters becomes feasible. However, as 2(J)w i.ncreases, so does the center of the 
downconverted channel ((J)tF). necessitating a higher Q in the IF filter. 

Shown in Fig. 4.14 are two cases corresponding to high and low values of IF so as to 
illustrate the trade-off. A high IF (Fig. 4.14(a)] allows substantial rejection of the image 
whereas a low IF [Fig. 4 .14(b)] helps with the suppression of in-band intetferers. We 
thus say heterodyne receivers suffer from a trade-o.ff between image rejection and channel 
selection. 
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I .... .... 11 \ .. o .. ....... .... . .. 
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Figure 4.14 Trade-off between image rejection and channel selection for (a) high IF and (b) low IF. 

An engineer is to design a receiver for space applications wi th no concern for interferers. 
The engineer constructs the heterodyne front end shown in Fig. 4.15(a), avoiding band­
select and image-select filters. Explain why this design suffers from a relatively high noise 
figure. 

( Ccmlinues) 
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(b) 

Figure 4.15 (a) Receiver for Sf1UCe Uf1f1/icalions. (b) ejfec1 of noise in image bond. 

Solution : 

Even in the absence of interferers, the thermal noise produced by the an tenna and the LNA 
in the image band arrives at the input of the mixer. Thus, the desired signal, the thermal 
noise in the desired channel, and the thermal noise in the image band are downconverted to 
IF [Fig. 4.15(b)], leading to a higher noise figure for the receiver (unless the LNA has such 
a limited bandwidth that it suppresses the noise in the image band). An image-reject fil ter 
would remove the noise in the image band. We return to this effect in Chapter 6. 

Dual Downconvet·sion The trade-off between image rejection and channel selection in 
the simple heterodyne architecture of Fig. 4 .14 often proves quite severe: if the IF is high, 
the image can be suppressed but complete channel selection is difficult, and vice versa. To 
re-solve this issue, the concept of heterodyning can be extended to multiple downconver­
sions, each followed by filtering and ampl ification . Illustrated in Fig. 4 .16, this technique 
performs parlial channel selection at progressively lower center frequencies, thereby relax­
ing the Q requ ired of each filter. Note that the second downconversion may also entail an 
image called the "secondary image" here. 

Figure 4.16 also shows the spectra at different points along the cascade. The front-end 
fi lter selects the band while providing some image rejection as well. After amplification and 
image-reject filtering, tbe spectrum at point C is obtained. A sufficiently linear mixer then 
translates the desired channel and the adjacent interferers to the first IF (point D). Partial 
channel selection in BPF3 permi ts the use of a second mixer wi th reasonable linearity. 
Nex~ the spectrum is translated to the second IF, and BPF4 suppresses the interferers to 
acceptably low levels (point G). We call MX 1 and MX2 the "RF mixer" and tbe "IF mixer," 
respectively. 
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Figure 4.16 Dual-IF receiver. 

Recall from Chapter 2 that in a cascade of gain stages, the noise ligure is most critical 
in the front end and the linearity in the back end. Thus, an optimum design scales both 
the noise figure and the I P3 of each stage according to the total gain preceding that stage. 
Now suppose the receiver of Fig. 4.16 exhibits a total gain of, say, 40 dB from A to G. 
If the two IF filters provided no channel selection, then the IP3 of the IF amplifier would 
need to be abom 40 dB higher than that of the LNA, e.g. , in the vicinity of+ 30dBm. It is 
difficul t to achieve such high linearity with reasonable noise, power dissipation, and gain, 
especially if the circuit must operate from a low supply voltage. If each IF fil ter attenuates 
the in-band in terferers to some extent, then the linearity required of the subsequent stages 
is relaxed proportionally. This is sometime-s loosely stated as "every dB of gain requires 
1 dB of preliltering," or "every dB of prelilteri ng relaxes the TP3 by 1 dB." 

Example 4.8 

Assuming low-side injection for both downconvers ion mixers in Fig. 4.16, determine the 
image frequencies. 

(Conrinues) 
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Example 4.8 (Cominued) 

Solution: 

As shown in Fig. 4.17, the first image lies at 2ww1 - Win· The second image is located at 
2ww2 - (w;ll - ww 1 ) . 

I 
.. 
(t) 

Figure 4.17 Secondary image in a heterodyne RX. 

Mixing Spurs In the heterodyne receiver of Fig. 4.16, we have assumed ideal RF and 
IF mixers. In practice, mixers depart from simple analog multipliers, introducing unde· 
sirable effects in the receive path. Specilically, as exemplified by the switching mixer 
studied in Chapter 2, mixers in fact multiply the RF input by a square-wave LO even if 
the LO signal applied to the mixer is a sinusoid. As explained in Chapter 6, this inter­
nal sinusoid/square-wave conversion7 is inevi table in mixer design. We must therefore 
view mixing as multiplication of the RF input by all harmonics of the L0.8 In other 
words, the RF mixer in Fig. 4 .16 produces components at w;11 ± mww1 and the lF mixer, 
w;, ± mww1 ± nwwz, where m and n are integers. For the des ired s ignal, of course, only 
Wur - w~ol - WW2 is of interes t. But if an in terferer, w;11, is downconverted to the same 
IF, it corrupts the signal; this occurs if 

(4.7) 

Called "mixing spurs," such interferers require careful attention to the choice of the LO 
frequencies. 

Example 4.9 

Figure 4.18(a) shows a 2.4-GHz dual downconversion receiver, where the first LO fre­
quency is chosen so as to place the (primary) image in the GPS band for some of the 
channels. Determine a few mixing spurs. 

7. Also called "limiti ng." 
8. Or only the odd harmonics of the LO if the LO aod the mixer are perfectly symmetric (Chapter 6). 
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Example 4.9 (Continued) 

(I)L01 

1.98 GHz 

(a) 

(J)L02 

400MHz 

Received 
Spectrum 
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2.4 GHz 
II I . 

:!! :!! 4.38 GHz f 
C) C) 

~~ .. 
(b) 

Figure 4.18 (a) Heterodyne RXfor 2.4 -GHz band, (b) mixing spurs. 

Solution: 

Let us consider the second harrnonic of L02. 800 MHz. If an interferer appears at the 
first IF at 820 MHz or 780 MHz, then it coincides with the desired signal at the second 
IF. In the RF band, the former corresponds to 820 MHz + 1980 MHz = 2.8 GHz and the 
latter arises from 780 MHz + 1980 MHz = 2.76 GHz. We can also identify the image cor­
responding to the second harrnonic of LO, by writing /;11 - 2fw 1 - fwz = 20 MHz and 
hence fin = 4.38 GHz. Figure 4.1 8(b) summarizes these results. We observe that numerous 
spurs can be identified by considering other combinations of LO harmonics. 

The architecture of Fig. 4.16 consists of two downconversion steps. Is it possible 
to use more? Yes, but the additional IF filters and LO further complicate the design 
and, more importantly, the mixing spurs arising from additional downconversion mixers 
become difficult to manage. For these reasons, most heterodyne receivers employ only two 
downconversion steps. 

4.2.2 Modern Heterodyne Receivers 

T he receiver of Fig. 4 .16 employs several bulky, passive (off-chip) filters and two local 
osci llators; it has thus become obsolete. Today's architecture and circuit design omits all of 
the off-chip fi lters except for the front-end band-select device. 

With the omission of a high ly-selective filler at the first IF, no channel selection 
occurs at this point, thereby dictating a high linearity for the second mixer. Fortunately, 
CMOS mixers achieve high lineari ties. But the lack of a selective filter also means that the 
secondary image- that associated with wwz- may become serious. 

Zero Second IF To avoid the secondary image, most modern heterodyne receivers 
employ a zero second IF. IHustrated in Fig. 4 .19, the idea is to place wwz at the center 
of the first IF signal so that the output of the second mixer contains the desired channel 
with a zero center frequency. In this case, the image is the s ignal itself, i.e., the left part of 
the s ignal spectrwn is the image of the right part and vice versa. As explained below, this 
effect can be handled properly. The key point here is that no interferer at other frequencies 
can be downconverted as an image to a zero center frequency if WL02 = WJF I · 
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!"J . ~J®-- !"J • 
01F1 <0 0 (l) 

i . 
Cllt.02 (l) 

Figure 4.19 Choice of second LO frequency to avoid secondary image. 

Example -UO 

Suppose the desired signal in Fig. 4.19 is accompanied by an interferer in the adjacent 
channel. Plot the ~pcctrum at the ~cond IF if WL02 = WJFI· 

Solution: 

Let us consider the ~pectra at the first IF carefully. As shown in Fig. 4.20. the desired 
channel appears at ±w!FI and i~ accompanied by the interferer9 Upon mixing in the time 
domain, the spectrum at negative frequencies is convolved with the LO impulse at +w1.02• 

sliding to a zero center frequency for the desi red channel. Similarly. the spectrum at positive 
frequencies is convolved with the impulse at -wL02 and shifted down to zero. The output 
thus consists of two copies of the desired channel surrounded by the interferer spectrum at 
both pos itive and negative frequencies. 

Desired Interferer 

'"'~ I 
I A __ -~ 
: T ~ J 
0 + <0L02 (l) 

F igure 4.20 Do11·ncom·ersion of tr del·ired signa/and a11 illlerferer in rite odjace/11 cluwflel. 

What happens if the signal becomes its own image? To understand this effect, we must 
distinguish between "symmetrically-modulated'' and "asymmetrically-modulated" signals. 
First. consider the generation of an AM signal , Fig. 4.21(a), where a real baseband signal 
having a symmetric spectrum S"(/) is mixed with a carrier, thereby producing an output 
spectrum that rermtins symmetric with respect to fw. We say AM s ignals are symmetric 
because their modulated spectra carry exactly the same information on both sides of the 
carrier.'0 

9. The spectrom of a reul signal is syrmnerric with respect to the origio. 
10 . In fact, it is possible to remove one side wichoutlosing information. 
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xaa~ rJ. 
--------·~~ 

I fc f 

(a) 
(b) 

Figure 4.21 (a) AM signal genermion. (b) FM signo/ genera/ion. 

Now. consider an FM signal generated by a voltage-controlled oscillator [Fig. 4.2l(b)] 
(Chapter 8). We note that as the baseband voltage becomes more positive. the output fre­
quency. say, increases, and vice versa. That is . the information in the s ideband below the 
carrier is different from that in the s ideband above the carrier. We sny FM s ignals have an 
asymmetric spectrum. Most oftoday 's modulation schemes. e.g .. FSK. QPSK. GMSK. and 
QAM. exhibit asymmetri c spectra around their carrier frequencies. While the conceptual 
diagram in Fig. 4.2 1(b) shows the asymmetry in the mognitude. some modulation schemes 
may exhibit asymmetry in only their phase. 

As exemplified by the spectra in Fig. 4.20. downconversion to a zero IF superimposes 
two copies of the signal , thereby causing corruption if the signal spectrum is asymmetri c. 
Figure 4.22 depicts this effect more expl icitly. 

0 • (l) 

Figure 4.2-2 O•·erlap of.rignal .rideband.r tifier second downcom·ersi011. 

Example ~.i I .. ~ 
Downconversion to what minimum intermediate frequency avoids self-corruption of asym­
metric signals? 

Solution: 

To avoid self-corruption, the downconvertcd spectra must not overlap each other. Thus, as 
shown in Fig. 4.23, the signal can be downconvcrtcd to an IF equal to half of the signal 
bandwidth. Of course, an interferer may now become the image. 

(Ccmrimtes) 
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2 

(J) 

Figure 4.23 DowncOnl'ersion without overlap of signal sidebands. 

How can downconversion to a zero IF avoid self-corruption? This is accomplished 
• by creating two versions of the downconverted signal that have a phase difference of 90 . 

Illustrated in Fig. 4.24, "quadrature downconversion" is petfonned by mixing XJF(t) with 
the quadrature phases oftbe second LO ((J)L02 = {J)JFI). The re-sul ting outputs, XBB. I (I) and 
xes.Q(t) , are called the "quadrature baseband signals." Though ex.hibiting identical spec­
tra, xes.J(I) and xee.Q(t) are separated in phase and together can reconstruct the original 
information. In Problem 4.8, we show that even an AM s ignal of the form A (t) cos (J)cl may 
require quadrature downconversion. 

Xee,a ( t) 

Figure 4.24 Q11adrature downconversion. 

Figure 4.25 shows a heterodyne receiver constructed after the above principles. In the 
absence of an (external) image-reject filter, the LNA need not drive a 50-Q load, and the 
LNA/mixer interface can be optimized for gain, noise, and linearity with liLLie concern for 
the in tetface impedance value.s. However, the lack of an image-reject filter requires careful 
attention to the interferers in the image band, and dictates a narrow-band LNA design so 
that the thermal noise of the antenna and the LNA in the image band is heavily suppressed 
(Example 4.7). Moreover, no channel-select filter is shown at the first IF, but some "mild" 
on-chip band-pass filtering is usually inserted here to suppress out-of-band intetferers. For 
example, the RF mixer may incorporate an LC load, providing some filtration. 

Sliding-IF Receivers Modern heterodyne receivers entail another important departure 
from their older counterparts: they employ only one oscillator. T his is because the de-sign 
of oscillators and frequency synthesizers proves difficult and, more importantly, osciJlators 
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Figure 4.25 Heterodyne RX with qtwdrature downconversion. 
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Figure 4.26 (a) Sliding-IF heterodyne RX, (b) divide-by-2 circuitw{/\>eforms, (c) resulting spectra. 

fabricated on the same chip suffer from unwanted coupling. The second LO frequency 
is therefore derived from the first by "frequency division." 11 Shown in Fig. 4.26(a) is an 
example, where the first LO is followed by a -;-2 circui t to generate the second LO wave­
forms at a frequency of fwt / 2 . As depicted in Fig. 4.26(b) and explained in Chapter 10, 
certain -;-2 topologies can produce quadrature outputs. Figure 4.26(c) shows the spectra at 
different points in the receiver. 

11. Frequency division can be performed by a counter: for M input cycles. the counter produces one output 
cycle. 
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The receiver architecture of Fig. 4 .26(a) has a number of interesting properties . To 
translate an input frequency of fin to a second IF of zero, we must have 

. 1 
.fwt + z!wt = fin (4.8) 

and hence 

(4.9) 

That is, for an input band spanning the range Ui f2), the LO must cover a range of [ (2/3)/ t 
(2/3).f2) (Fig. 4.27). Moreover, the first IF in this architecture is no/ constant because 

flFI = f;" - fw 
1 

= ?,fill· 

(4.10) 

(4. 11 ) 

Thus, as fi11 varies from .fi to .h .fin goes from .fi /3 to !2/3 (Fig. 4.27). For th is reason, 
this topology is called the "sliding-IF architecture." Unli.ke the conventional heterodyne 
receiver of Fig. 4.16, where the first lF filter must exhibit a narrow bandwidth to per­
form some channel selection, this sliding IF topology requires a fractional (or normalized) 
IF bandwidth 12 equal to the RF input fractional bandwidth. This is because the former is 
g iven by 

(4. 12) 

and the latter, 
.fi - Ji 

(f2 + /J)/2 . 
(4.13) BWRFJrac = 

RF Range 

m 
, 1 

0 . 
LO Range 

IT t • 
2f1 2f2 f 

3 3 
First IF 

m ···o Range 

'5. 
'1 ,2 f 

3 3 

Figure 4.27 LO and IF ranges in the sliding-IF RX. 

12. Fractional bandwid th is defined as the bandwidth of interest divided by the center frequency of the band. 
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Example 4.12 

Suppose the input band is partitioned into N channels, each having a bandwidth of (./2 -
fJ) j N = !:.f . How does the LO frequency vary as the receiver translates each channel to a 
zero second IF? 

Solution: 

T he first channel is located between ft and f t + 6.f. T hus the first LO frequency is chosen 
equal to two-thirds of the center of the c hannel:fw = (2/ 3){ft + t:..f/2). Similarly. forthe 
second channel, located bctweenft + t:.f andft + 2t:.f, the LO frequency must be equal to 
(2/ 3)<ft + 36.//2). In other words, the LO increments in steps of (2/3)6.f. 

Example 4.13 

With the aid of the frequency bands shown in Fig. 4.27, determine the image band for the 
architecture of Fig. 4.26(a). 

Solution: 

For an LO frequency of (2/3l.fi, the image lies at 2fw - .fi11 = f 1 / 3. Similarly, if .fiat = 
(2/3)/2, then the image is located at.fi /3 . Thus, the image band spans the range 1f t / 3 h/3] 
(Fig. 4.28). Interestingly, the image band is narrower than the input band. 

Image Band RF Band 

l ) ( ) 
• 1 1, '1 '2 f 

3'1 3 2 
LOBand 

l ) 
• f 

Figure 4.28 lnwge band in the sliding-IF RX . 

Does this mean that the image for each channel is also narrower? No, recall from the 
above example that the LO increments by (2/3)6.f as we go from one channel to the next. 
Thus, consecutive image channels have an overlap of 6.fj 3. 

The sliding-IF architecture may incorporate greater divide ratios in the generation of 
the second LO from the ftrst. For example, a -;-4 circuit produces quadrature outputs at 
fw t j4, leading to the following relationship 

(4.14) 
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and hence 

4 
/LOI = Sf;". 
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(4.15) 

The detailed spectra of such an architecture are studied in Problem 4.1 . But we must 
make two observations here. (I) With a -;-4 circuit, the second LO frequency is equal to 
.fin/5, slightly lower than that of the first s liding-IF architecture. This is desirable because 
generation of LO quadrature phases at lower frequencies incurs smaller mismatches. (2) 
Unfortunately, the use of a -;-4 circuit reduces the frequency difference between the iJnage 
and the s ignal, making it more d ifficult to reject the image and even the thermal noise of 
the antenna and the LNA in the image band. In other words, the choice of the divide ratio 
is governed by the trade-off between quadrature accuracy and image rejection. 

We wish to select a sliding-IF architecture for an 802.1 1g receiver. Determine the pros and 
cons of a -;-2 or a -;-4 circuit in the LO path. 

Solution: 

With a -;-2 circui t, the II g band (2.40-2.48 GHz) requires an LO range of 1.600-1.653 GHz 
and hence an image range of 800-827 MHz [Fig. 4.29(a)]. Unfortunately, since the COMA 
transmit band begins at 824 MHz. such a s liding-IF receiver may experience a large image 
in the range of 824-827 MHz. 

Image Band RF Band Image Band RF Band 

80MHz 
3 

80MHz 20MHz 80MHz 

l ) 
ss l ) .. l ) 

ss 
( ) .. 

0.800 0.827 2.400 2.480 , 1.440 1.488 2.400 2.480 , 
(GHz) (GHz) 

(o) (b) 

Figure 4.29 Tnwge bond in an Jig RX with a (u) divide-by-2 circuit. (b) divide-by-4 circuit. 

With a -:-4 circuit, the LO range is 1.920- 1.984 GHz and the image range, 1.440-
1.488 GHz [Fig. 4.29(b)]. This image band is relatively quiet. (Only Japan has allocated a 
band around J .4 GHz to WCDMA.) Thus, tbe choice of the -;-4 ratio proves advantageous 
here if the LNA selectivity can suppress the thermal noise in the image band. The first IF 
is lower in the second case and may be beneficial in some implementations. 

The baseband signals produced by the heterodyne architecture of Fig. 4.26(a) suffer 
from a number of critical imperfections, we study these effects in Lbe context of d.irect­
conversion architectures. 
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4.2.3 Direct-Conversion Receivers 

In our study of heterodyne receivers, the reader may have wondered why the RF spec­
trum is not simply translated to the baseband in the first downconversion. Called the 
"direct-conversion," "zero-IF," or "homodyne" architecture, 13 this type of receiver entails 
its own issues but has become popular in the past decade. As explained in Section 4.2.2 
and illustrated in Fig. 4.22, downconversion of an asymmetrically-modulated s ignal to a 
zero IF lead~ to self-corruption unless the ba~eband signals are separated by their pha~es . 
The direct-conversion receiver (OCR) therefore emerges as shown in Fig. 4.30, where 
WLO =Win· 

®---8-- t 
t 

COS(J)LOI 

sinroLo t 

' ®---8-- a 
Figure 4.30 Direct-COII.,ersioll receiver. 

Three aspects of direct conversion make it a superior choice with respect to heterodyn­
ing. First, the absence of an image greatly s implifies the design process. Second, channel 
selection is performed by low-pass filters, which can be realized on-chip as active circuit 
topologies with relatively sharp cut-off characteristics. Third, mixing spurs are consider­
ably reduced in number and hence simpler to handle. 

The architecture of Fig. 4.30 appears to easily lend itself to integration. Except for the 
front-end band-select li lter, tbe cascade of stages need not connect to external components, 
and the LNA/mixer interface can be optimized for gain, noise, and linearity without requir­
ing a 50-Q impedance. The simplicity of the architecture motivated many attempts in the 
history of RF design, but it was only in the 1990s and 2000s that integration and sophisti­
cated signal processing made direct conversion a viable choice. We now describe the issue-s 
that DCRs face and introduce methods of resolving tbem. Many of these issues also appear 
in heterodyne receivers having a zero second IF. 

LO Leakage A direct-conversion receiver emits a fraction of its LO power from its 
antenna. To understand this effect, consider the simplified topology shown in Fig. 4 .31, 
where the LO couples to the antenna through two paths: (1) device capacitances between 
the LO and RF ports of the mixer and device capacitances or resistances between the output 
and input of the LNA; (2) the substrate to the input pad, especially because the LO employs 
large on-chip spiral inductors. The LO emission is undesirable because it may desensitize 
other receivers operating in the same band. Typical acceptable values range from - 50 to 
- 70dBm (measured at the antenna). 

13. The term homody11e originates from lro11w (same) and dyne (mix ing) and has been historically used for only 
"coherent" reception. 
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Substrate 

LO 

Figure 4.31 LO leakage. 

Example 4.15 

Determine the LO leakage from the output to the input of a cascode LNA. 

Solution: 

As depicted in Fig. 4 .32(a), we apply a test voltage to the output and measure the voltage 
delivered to the antenna, R0111 • Considering only ro2 and CeDI as the leakage path, we 

(a) 

~+ .,. v 
2 

(b) 

Figure 4.32 LO leakage in a cascade LNA. 

construct the equivalent circuit shown in Fig. 4 .32(b), note that the current flowing through 
Raur and Ccm is given by Va.,r/Ranr. and wri te V2 = - [Vaur + Vanr/(RaurCcDJs) ]. Thus, a 
KCL at node X yields 

(4.16) 

l fgm2 » 1/rm, 

Vanr CeDIS Ranr 
--- ~ ~--~------~--~~---------
Vx (gmlRant + 8m2Rant + I )CcDJS +8m2 1'02 

(4.17) 
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pie 4.15 

This quantity is called the "reverse isolation" of the LNA. In a typical design, the denomi­
nator is approximately equal to 8m2, yielding a value of Ra111Cc;mw/(g.,2r02) for Vq111/Vx. 

Does LO leakage occur in heterodyne receivers? Yes, but since the LO frequency falls 
outside the band, it is suppressed by the front-end band-select filters in both the emitting 
receiver and the victim receiver. 

LO leakage can be minimized through synunetric layout of the oscillator and the RF 
signal path. For example, as shown in Fig. 4.33, if the LO produces differential outputs and 
the leakage paths from the LO to the input pad remain symmetric, then no LO is emitted 
from the antenna. In other words, LO leakage arises primarily from random or deterministic 
asymmetries in the ci1·cuits and the LO waveform. 

Figure 4.33 Cancel/arion of LO leakage by symmeli)•. 

DC OtTsets The LO leakage phenomenon studied above also gives rise to relatively large 
de offsets in the baseband, thus creating certain difficulties in the design. Let us first see 
how the de offset is generated. Consider the simplified receiver in Fig. 4.34, where a finite 
amounr of in-band LO leakage, kVw, appears at the LNA input. Along with the desired 
signal, VRF. this componenr is amplified and mixed with the LO. Called "LO self-mixing," 
this effect produces a de component in the baseband because multiplying a sinusoid by 
itself re-sults in a de term. 

Figure 4.34 DC offset in a direci-conversion RX. 

Why is a de component troublesome? It appears that, if constant, a de term does not 
corrupt the desired signal. However, such a component makes the proce-ssing of the base­
band signal difficult. To appreciate the issue, we make three observations: (l) the cascade 
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of RF and baseband stages in a receiver must amplify the antenna signal by typically 70 to 
I 00 dB; (as a rule of thumb, the signal at the end of the baseband chain should reach roughly 
0 dBm.) (2) the received s ignal and the LO leakage are ampl ified and processed alongside 
each other; (3) for an RF signal level of, say, -80dBm at the antenna, the receiver must 
provide a gain of about 80dB, which, applied to an LO leakage of, say, - 60dBm, yields a 
very large de offset in the baseband stages. Such an offset saturates the baseband circuits, 
simply prohibiting signal detection. 

Example 4.16 

A direct-conversion receiver incorporates a voltage gain of 30dB from the LNA input to 
each mixer output and another gain of 40 dB in the baseband stages following the mixer 
(Fig. 4.35). If the LO leakage at the LNA input is equal to -60 dBm, determine the offset 
voltage at the output of the mixer and at the output of the baseband chain. 

A VI = 30 dB 

LPF 

Figure 4.35 Effect of de offset in baseband elwin. 

Solution: 

What does Av1 = 30dB mean? If a sinusoid Vo coswi11 1 is applied to the LNA input, then 
the baseband signal at the mixer output, Vbb cos( Win - ww)l, has an amplitude given by 

(4.18) 

Thus, for an input Vteak cos WJ.OI , the de value at the mixer output is equal to 

(4.19) 

Since Av1 = 31.6 and V1eak = (632/2) JJ.V, we have Vtlc = IOmV. Amplified by another 
40dB, this offset reaches l Vat the baseband output1 

Example 4.17 

The de offsets measured in the baseband 1 and Q outputs are often unequal. Explain 
why. 
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Example 4.17 ( Conlinued) 

Solution: 

Suppose, in the presence of the quadrature phases of the LO, the net LO leakage at the 
input of the LNA is expressed as V1eak cos(wwl +¢>leak), where ¢>leak arises from the phase 
shift through the path(s) from each LO phase to the LNA input and also the summation of 
the leakages Vw cos wwl and Vw sin wwl (Fig. 4.36). The LO leakage travels through 
the LNA and each mixer, experiencing an additional phase shift, tf>ck~> and is mul tiplied by 
Vw cos WJ.Ol and Vw sin wwl. The de components are therefore given by 

Vdc.l = a VletuY w cos( tf>teok + tl>ckT) 

Vdc.Q = -a Vteok Vw sin(¢1eok + t/>ckl) . 

Thus, the two de offsets arc generally unequal . 

/' - r\f\., 
r LNA 

fB ::?" [> ·® 
'- - \.(\.(( 

Figure 4.36 Leakage of quadrature phases of LO. 

(4.20) 

(4.21) 

Does the problem of de offsets occur in heterodyne receivers having a zero second IF 
(Fig. 4.26(a)]? Yes, the leakage of the second LO to the input of the IF mixers produces de 
offsets in the baseband. Since the second LO frequency is equal to fin/3 in Fig. 4 .26(a), the 
leakage is smaJJer than that in direct-conversion receivers,14 but the de offset is stiJI large 
enough to saturate the baseband stages or at lea~t create substan tial non linearity. 

The foregoing study implies that receivers having a final zero IF must incorporate some 
means of offset cancellation in each of the baseband I and Q paths. A natural candidate is a 
higb-pass filter (ac coupling) as shown in Fig. 4.37(a), where C1 blocks the de offset and R 1 

establishes proper bias, Vb, for the input of A I · However, as depicted in Fig. 4.37(b), such a 
network also removes a fraction of the signal's spectrum near zero frequency, thereby intro­
ducing intersymbol interference. As a ru le of thumb, the corner frequency of the high-pass 
filter,/1 = (2JT R 1 C 1) - I , must be less than one-thousandth of the symbol rate for negl igi­
ble ISI. ln practice, careful simulations are necessary to determine the maximum tolerable 
value ofji for a given modulation scheme. 

The feas ibi lity of on-chip ac coupling depend~ on both the symbol rate and the type 
of modulation. For example, the bit rate of 271 kb/s in GSM necess itates a corner fre­
quency of roughly 20-30Hz and hence extremely large capacitors ancVor resistors. Note 

14. A lso because the LO in direct-conversion receivers employs inductors. which couple rhe LO waveform 
into the substrate, whereas the second LO in heterodyne architectures is produced by an inductor-less divider. 
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Figure 4.37 (a) Use of a high·pass filter to remove de offset, (b) effect 011 sig11al spectrum. 

that the quadrature mixers require }'our high-pass networks in their differential outputs. On 
the other hand, 802. 11 b at a maximum bit rate of 20 Mb/s can operate with a high-pass 
corner frequency of 20kHz, a barely feasible value for on-chip integration. 

Modulation schemes that contain little energy around the carrier better lend themselves 
to ac coupling in the ba~eband. Figure 4.38 depicts two cases for FSK s ignals: for a small 
modulation index, the spectrum still contains substantial energy around the carrier fre­
quency, fc, but for a large modulation index, the two frequencies generated by ONEs 
and ZEROs become distinctly different, leaving a deep notch at fc· If downconverted to 
ba~eband, the latter can be high-pass filtered more ea~il y. 

n • M • fc f fc f 

(a) (b) 

Figure 4.38 FSK spectrum with (a) snw/1 a11d (b) large frequency deviatio11. 

A drawback of ac coupling stems from its slow response to transient inputs. With a very 
low f 1 = (2rrR1C1) - 1, the circuit inevitably suffers from a long time constant, fail ing to 
block the offset if the offset suddenly changes. This change occurs if (a) the LO frequency 
is swi tched to another channel, hence changing the LO leakage, or (b) the gain of the LNA 
is switched to a different value, thus changing the reverse isolation of the LNA. (LNA gain 
switching is necessary to accommodate varying levels of the received signal.) For these 
reasons. and due to the relatively large size of the required capacitors, ac coupling is rarely 
used in today's d irect-conversion receivers. 

Example 4.18 

Figure 4.39(a) shows another method of suppressing de offsets in the baseband. Here. the 
main signal path consists of G111 1 (a transconductance amplifier), Ro, and A 1, providing 
a total voltage gain of Gm1RoA I· The negative feedback branch comprising R,, Ct and 
- GmF returns a low-frequency current to node X so as to drive the de content of V0 u1 

toward zero. Note that th is topo logy suppresses the de offsets of all of the stages in the 
ba~eband. Calculate the corner frequency of the c ircu it. 
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Voo A , 
I Vo~~ Gml 

Ro v,. 
Vo~ A 1Gm1 R0 

X 

-GmF A 1Gm1 R0 R, 
1 +A 1GmF Ro 

1 1 +A,GmFRo (!') 

I c, 
R1 C1 R,c, 

(a) (b) 

Figure 4.39 (a) Offset callcel/atioll by feedback, (b) resulti11gjrequency response. 

Solution: 

Recognizing that the current returned by -GmF to node X is equal to -GmFVourl 
(R1C 1s + I) and the current produced by Gmt is given by G,, V;11 , we sum the two at 
node X, multiply the sum by Ro and A 1, and equate the result to Vuur 

( 
- GmFVout G V ) R A V _ ....::.::......= + ml in D I = out· 
R ,C1s+ I 

(4.22) 

It follows that 
V0u1 = Gm ,RoA t (R,C,s + I ) 

V;n R1C1s+GmFRvA1 + I. 
(4.23) 

The circuit thus exhibits a pole at -(1 + G,FRvA , ) j (R1C1) and a :~:ero at - l/(R1C1) 
[Fig. 4.39(b)]. The input offset is amplified by a factor of G111 ,RoA if(l + G111FRvA1)"" 
G, ,fGmF if G111FRvA 1 » I. This gain must remain below unity, i.e., GmF is typically 
chosen larger than G111 1• Unfortunately, the high-pass corner frequency is given by 

(4.24) 

a factor of G111FRoA 1 higher than that of the passive c ircuit in Fig. 4.37(a). This "active 
feedback" circui t therefore requires greater values for R1 and C1 to provide a low f ,. 
The advan tage is that C1 can be realized by a MOSFE.T !while that in Fig. 4.37(a) 
cannot]. 

The most common approach to offset cancellation employs digi tal-to-analog converters 
(DACs) to draw a corrective current in the same manner as the G111F stage in Fig. 4.39(a). 
Let us first consider the cascade shown in Fig. 4.40(a), where lr is drawn from node X 
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Figure 4.40 (ft} Offset Clmcel/ation by means of a currem source, ( b) acwal implememmion. 

and its value is adjusted so as to drive the de content in V0111 to zero.'s For example. if 
lhe mixer produces an offset of D. Vat X and the subsequent stages exhibit no offset. then 
lr = D. V I Rv with proper polarity. In Fig. 4.39(a), the corrective current provided by G,F 
is continuously adjusted (even in the presence of signal), leading to the high-pass behavior; 
we thus seek a method or "freezing" the value of / 1 so that it does not affect the baseband 
Frequency response. This requires that / 1 be controlled by a register and hence vary in 
discrete steps. As illustrated in Fig. 4.40(b), I t is decomposed into un its that arc turned on 
or off according to the values stored in the register. For example, a binary word D3D2Dr 
controls "binary-weighted" current sources 4/, 2/, and/. These current sources form a 
OAC. 

How is the correct value of lhe register determined? When the receiver is turned on. an 
analog-to-digital converter (ADC) digitizes the baseband output (in the absence of signals) 
and drives the register. The entire negative-feedback loop lhus converges such that V0 ,11 is 
minimized. The resulting va lues are then stored in the register and remain frozen during 
the actual operat ion of the receiver. 

The arrangement of Fig. 4.40(b) appears ralher complex, but, wilh lhe scaling of CMOS 
technology, the area occupied by the DAC and the register is in fact considerably smaller 
than that of the capacitors in Figs . -U7(a) and .tJ9(a). Moreover, the AOC is also used 
during signal reception. 

The digital storage of offset affords other capabilities as well. For example. since the 
offset may vary with the LO frequency or gain settings before or after lhe mixer, at power­
up the receiver is cycled through all possible combinations of LO and gain settings, and the 
required values of / 1 are stored in a small memory. During reception. for the given LO and 
gain senings, the value of /1 is recalled from the memory and loaded into the register. 

The principal drawback of digital storage originates from lhe finite resolmion with 
which the offset is cancelled. For exmnple, with the 3-bit DAC in Fig. 4.40(b), an offset of, 
say, 10 mV at node X. can be reduced to about 1.2 mV after tbe overall loop settles. Thus, 
for an A rA2 of, say. 40dB. V0111 still suffers from 120 mV of offset. To alleviate this issue, 

15. \Ve assume chm the mixer gencnues nn output (:urrent. 
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a higher resolution must be realized or multiple DACs must be tied to different nodes (e.g., 
Y and V0 w) in the cascade to limit the maximum offset. 

In lhe arrangement of Fig. 4.-+0(b), anolher 3-bit DAC is tied to node Y. If lhe mixer 
produces an offset of 10 mV and A1A2 = .WdB, what is the minimum offset lhat can be 
achieved in Vout? Assume rl 1 and rl2 have no offset. 

Solution: 

The second DAC lowers the output offset by another factor of 8. yielding a minimum of 
about 10 mV X 100/6-1""" 16 mV. 

Even-Order Distortion Our study of nonlinearity in Chapter 2 indicates that third­
order distortion results i.n compression and intermodulation. Direct-conversion receivers 
arc additionally sensitive to even-order nonlinearity in the RF path, and so arc heterodyne 
architectures having a second zero IF. 

Suppose, as s hown in Fig. 4.41, two strong interferers 111 WI and W2 experi ence a non­
linearity such as y(l) = arx(t) + a2x2(t) in the LNA. The second-order term yields the 
product of these two interferers and hence a low-frequency "beat" at W2 - w1 • What is 
the effect of th is component? Upon multiplication by cos WLOI in an idetli mixer, such a 
term is translated to high frequencies and hence becomes unimportant. In real ity, however, 
asymmetries in the mixer or in the LO wavefor-m al low a fraction of the RF input of the 
mixer to appear at the omput without frequency translat ion. As 11 result , a fraction o f the 
low-frequency beat appears in the baseband, thereby corrupting the downconvertcd signal. 
Of course, the beat generated by lhe LNA can be removed by ac coupling, making the input 
transistor of the mixer the dominant source of even-o rder dis tortion. 

Interferers 

~~ 

Beat 
Component 

Desired 
Channel 

I 
(I) 

Feedthrough 

~~?=-------~ 
COS CO Lot 

Figure 4.41 Effect of e•·en-order distortion on direct com•ersimt. 

To understand how asymmetries give rise to direct "fccdthrough" in a mixer, first con­
sider the circuit shown in Fig. 4.42(a). As explained in Chapter 2. the output can be written 
as the product of V;n and an ideal LO, i.e., a square -wave toggling between 0 and I with 
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LO 

LO 

(o) (b) 

Figure 4.42 (a) Simple mixe1; (b) mixer with differential olUput. 

50% duty cycle, S(l): 

Vo, ,(t) = V,:,,(l) · S(1) (4.25) 

= V,:,,(l) [ S(1) - ~] + V,:,,(l) · ~· (4.26) 

We recognize that S(1) - I / 2 represents a "de-free" square wave consisting of only odd 
harmonics. Thus, V;11 (1) · [S(1) - 1/ 2] contains the product of V;11 and the odd hannonics of 
the LO. The second term in (4.26), V;,.(r) X 1/ 2, denotes the RF feedthrougb to the output 
(wi th no frequency translation). 
_ Next, consider the topology depicted in Fig. 4.42(b), where a second branch driven by 
LO (the complement of LO) produces a second output. Expressing LO as 1 - S(t), we have 

V""'' (t) = V;11 (t)S(t) 

Vw l2(l) = V;11 (1)(J - S(l)]. 

(4.27) 

(4.28) 

As with V0 111 t (t), the second output V0 ,112(1) contains an RF feedthrough equal to V;11 (t) X 
l / 2 because I - S(l) exhibits a de content of l / 2. lf the output is sensed differentially , the 
RF feedthroughs in Voutl (t) and V0 ur2 (1) are cancelled while the signal components add. It 
is th.is cancellation that is sensitive to asymmetries ; for example, if the switches exhibit a 
mismatch between their on-res istances, then a net RF feedthrough arises in the differential 
output. 

The problem of even-order distortion is critical enough to merit a quantitative measure. 
Called the "second intercept point" (JPz), such a measure is defined according to a two-tone 
tes t similar to that for JP3 except that the output of interest is the beat component rather 
than the intermodulation product. If V;11 (t) = A cos Wt l + A cos w2 t, then the LNA output is 
given by 

? 
V01a(l) = a 1 V;, (I) + Cl'2 V;;, ( I) 

= CXJA(COSWtl + COSW21) + 1X2A
2 cos(w1 + W2) 1 

? + a2A- cos(w, - w2)1 + · · · , 

(4.29) 

(4.30) 
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Figure 4.43 Plot il/usrrating IP2. 

Revealing that the beat ampl itude grows with the square of the amplitude of the input 
tones. Thus, as shown in Fig. 4.43, the beat amplitude r ises with a slope of 2 on a log scale. 
Since the net feedthrough of the beat depends on the mixer and LO asymmetries , the beat 
amplitude measured in the baseband depends on the device dimensions and the layout and 
is therefore difficult to formulate. 

Example 4.20 

Suppose the attenuation factor experienced by the beat as it travels through the mixer is 
equal to k, whereas the gain seen by each tone as it is downconverted to the baseband is 
equal to unity. Calculate the IPz. 

Solution: 

From Eq. (4.30), the value of A that makes the output beat amplitude, ka2A2, equal to the 
main tone amplitude, a,A, is given by 

and hence 
I a 1 

Aun = - · - . 
k CX2 

(4.31) 

(4.32) 

Even-order distortion may manifest itself even in the absence of interferers. Suppose 
in addition to frequency and phase modulation , the received signal also exhibits amplitude 
modulation. For example, as explained in Chapter 3, QAM, OFDM, or simple QPSK with 
baseband pulse shaping produce variable-envelope waveforms. We express the s ignal a~ 
x,:,,(l) = [Ao + a(t)] cos [wct + </>(1) ], where a (1) denotes the envelope and typically varie.s 
slowly, i.e., it is a low-pass signal . Upon experiencing second-order distortion , the signal 
appears as 

2 [ 2 2 J I + cos [Zwct + 2</>(1)] 
a zx;., (I) = a2 A0 + 2Aoa(l) + a (I) 

2 
. (4.33) 
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Both of the terms a2Aoa(t) and a2a2(t) / 2 are low-pass signals and, like the beat component 
shown in Fig. 4.41, pass through the 1nixer with finite attenuation, corrupting the down­
converted signal. We say even-order d istortion demodulates AM because the amplitude 
information appears as azAoa(t). This effect may corrupt the signal by its own envelope or 
by the envelope of a large interferer. We consider both cases below. 

Quantify the self-corruption expressed by Eq. (4.33) in terms of the IP2. 

Solution: 

Assume, as in Example 4.20, that the low-pass components, a2Aoa(t) + a2a2 (t)j2, expe­
rience an attenuation factor of k and the desired signal, a1Ao, sees a gain of unity. Also, 
typically a(t) is several times smaller than Ao and hence the baseband corruption can be 
approximated as ka2Aoa(l). T hus. the s ignal-to-noise ratio ari sing from self-corruption is 
given by 

a 1Ao!-J2 
SNR = ---'-....:..:....­

ka2Aoa,.,.s 

AuP2 
= 

-l2arms' 

where Ao/-J2 denotes the rms signal amplitude and On11s the rms value of a(t). 

(4.34) 

(4.35) 

How serious is tbe above phenomenon? Equation (4.35) predicts that the SNR fal ls to 
dangerously low levels as the envelope variation becomes comparable with the input IP2. 
In reality, this is unlikely to occur. For example, if a,11s = -20dBm, then Ao is perhaps on 
the order of -10 to -15 dBm, large enough to saturate the receiver chain. For such high 
input levels, the gain of the LNA and perhaps the mixer is switched to much lower values 
to avoid saturation, automatical ly minimizing the above self-corruption effect. 

The foregoing study nonetheless points to another, much more difficult, si tuation. If the 
desired channel is accompanied by a large amplitude-modulated interferer, then even-order 
distortion demodulates the AM component of the interferer, and mixer feedthrough allows 
it to appear in the baseband. In this case, Eq. (4.34) still applies but the numerator must 
represent the desired s ignal, a 1Asig / -J2. and the deno1ninator, tbe imerferer ka2A;nra,., : 

atAsig/-J2 S N R = --'-...:.::!'---
k.a2A ;,,arms 

= AuP2As;g/-J2 

AimGrms 

(4.36) 

(4.37) 
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Example 4.22 

A desired signal at -IOOdBm is received along with an interferer [A;nr + a(t) ] cos[wct + 
¢(t)]. where A;nr = 5 mY and Orms = 1 mY. What lP2 is required to ensure SNR 2: 20dB? 

Solution: 

Since -lOOdBm is equivalent to a peak amplitude of As;g = 3.16 J,.LV, we have 

A SNR 
A;mOrms 

IIP2 = 
Asig/-J2 

= 22.4 v 
= +37dBm. 

(4.38) 

(4.39) 

(4.40) 

Note that the interferer level (A;111 = -36 dBm) falls well below the compression point of 
typical receivers, but it can still corrupt the signal if the IIP2 is not as high as + 37 dBm. 

This study reveals the relatively high IP2 values required in direct-conversion receivers. 
We deal with method~ of achieving a high IP2 in Chapter 6. 

Flicker Noise Since linearity requirements typically Limit the gain of the LNA!mixer 
cascade to about 30 dB, the downconverted signal in a d irect-conversion receiver is still 
relatively small and hence susceptible to noise in the baseband circuits. Furthermore, since 
the signal is centered around zero frequency, it can be substantially corrupted by flicker 
noise. As explained in Chapter 6, the mixers themselves may also generate flicker noise at 
their output. 

In order to quantify the effect of flicker noise, let us assume the downconverted spec­
trum shown in Fig. 4.44, where faw is half of the RF channel bandwidth. The flicker noise 
is denoted by Sl// and the thermal noise at the end of the baseband by S,,. The frequency 
at which the two profi les meet is calledj;.. We wish to detenn ine the penalty due to flicker 

(log scale) 

~--~ . .-sth 
' 

few fc few f 

1000 

Figure 4.44 Spectrum for culculmion of.flicker noise. 
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noise, i.e., the addi tional noise power contribmed by S1tf· To this end, we note that if 
slfl = aff, then atfc, 

(4.41) 

That is, a = fc · S,". Also, we assume noise components below roughly fsw I 1000 are unim­
portant because they vary so slowly that they negligibly affect tbe baseband symbols.16 The 
total noise power from}iJwl lOOO tofsw is equal to 

~~ 

Pn l = J ydf + (few - fc)S," 

lmv/1000 

lOOO..fc.-
= a In ~ + (few - fc)S,, 

JeW 

( f~) . = 6.9 + In -. - }cSrlr + (few - fc)Srlr 
Jew 

= (5.9 + ln f~ )t.s,, + fewSrh· 
few 

(4.42) 

(4.43) 

(4.44) 

(4.45) 

In the absence of Aicker noise, the total noise power from fsw I 1000 to few is given by 

(4.46) 

The ratio of P11 1 and P112 can serve as a measure of the Aicker noise penalty: 

P nl = 1 + (5.9 + ln fc: ) fc . 
p n2 filw few 

(4.47) 

Example 4.23 

An 802.llg receiver exhibits a baseband Aicker noise corner freq uency of 200 kHz. 
Determine the Aicker noise penalty. 

Solution: 

We have fsw = I 0 MHz, j~ = 200kHz, and hence 

Pn l = J .04. 
P,2 

(4.48) 

How do the above results depend on the gain of the LNA/mixer cascade? In a good 
design, the thermal noise at the e nd of the baseband chain arises mostly from the noise of 

16. As an excrerne example. a noise component with a period of one day varies so slowly that it has negligible 
effect on a 20-minute phone conversation. 
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the antenna, the LNA, and the mixer. T hus, a higher front-end gain d irectly raises s,,, in 
Fig. 4.44, thereby lowering the value of.f~ and hence the Aicker noise penalty. 

A GSM rece iver exhibits a baseband flicker noise corner frequency of 200 kHz. Determine 
the Aicker noise penalty. 

Solution: 

Figure 4.45 p lots the baseband spectra, implying that the noise must be integrated up to 

(log scale) 

Downconverted 
GSMChannel 

100 200 

' sth 
few f 

(kHz) 

Figure 4.45 Effect of.flicker 110ise 011 a GSM clwnllel. 

100kHz. Assuming a lower end equal to about I I I 000 of the bit rate, we wri te the total 
noise as 

Without Aicker noise, 

T hat is, the penalty reaches 

P,.,, = 

100kHz 

f 
27Hz 

a 
- df 
f 

. 100kHz 
= }c · Srh In ---

27Hz 

Pn2 ~ (I 00 kHz)Srll. 

8.2fc 

Pn2 100kHz 

= 16.4. 

(4.49) 

(4.50) 

(4.5 1) 

(4.52) 

(4.53) 

(4.54) 

As expected, the penalty is much more severe in th is case than in the 802.llg receiver of 
Example 4.23. 
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0 

90 

(a) 
(b) 

Figure 4.46 Shift of( a) RF signal, or (b) LO wm•eform by 90°. 

As evident from the above example, the problem of flicker noise makes it difficult 
to employ direct conversion for standards that have a narrow channel bandwidth. In such 
ca~es, the "low-IF" archi tecture proves a more viable choice (Section 4.2.5). 

1/Q Mismatch As explained in Section 4.2.2, downconversion of an asymmetrically­
modulated signal to a zero IF requires separation into quadrature phases. This can be 
accomplished by shifting either the RF signal or the LO waveform by 90o (Fig. 4 .46). Since 
shifting the RF signal generally entails severe noise-power-gain trade-offs, the approach in 
Fig. 4.46(b) is preferred. ln e ither case, as illustrated in Fig. 4.47, errors in the 90° phase 
shift circuit and 1n isrnatches between the quadrature 1nixers result in imbalances in the 
amplitudes and phases of the ba~eband I and Q outputs. The baseband stages themselves 
may also con tribute significant gain and phase misrnatches.17 

Phase and Gain Error 

PhaS<l and 
o Gain Error 

90 

8---a 
Phase and Gain Error 

Figure 4.47 Sources of I and Q mis11w1ch. 

17. We use the terms "amplitude mismatch" and "gain mismatch" interchangeably. 
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Quadrature mismatches tend to be larger in direct-conversion receivers than in hetero­
dyne topologies. This occurs because (I) the propagation of a higher frequency (f;,) through 
quadrature mixers experiences greater mismatches; for example, a delay mismatch of I 0 ps 

0 

between the two mixers translates to a phase mismatch of 18 at 5 GHz [Fig. 4.48(a)] and 
0 

3.6 at 1 GHz [Fig. 4.48(b)] ; or (2) the quadrature phases of the LO itself suffer from greater 
1n ismatches at higher frequencies; for example, since device dimensions are reduced to 
achieve higher speeds , the mismatches between transistors increase. 

t. T= 10 ps 
:··············· · ~ t.T= 10ps 

LNA 

0-+ 
t ! 

COS(l)LO fi 

slnroLo t! 

• i 

: .... §Cr 
(a) (b) 

Figure 4.48 Effect of a 10-ps propagatio11 mismaTch 011 a (a) direcT-COIIversioll cmd (b) heTerodyne 
receive1: 

To gain insight into the effect of .1/Q imbalance, consider a QPSK signal, x;,(l) = 
a cos Wei + b s in Wei, where a and b are either - 1 or + ·1. Now Jet us lump all of the gain 
and phase mismatches shown in Fig. 4 .47 in the LO path (Fig. 4.49) 

XLOJ(l) = 2 ( 1 + ~)COS (Wei + D 
xw.Q(l) = 2 (I - ~)sin ( Wcl - ~). 

.---@---8--- Xee,J( t) 

1+ g_ 
2 

Figure 4.49 Mismatches lumped ill LO path. 

(4.55) 

(4.56) 
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where the factor of 2 is included to simplify the resu lts and f and() represent the amplitude 
and phase mismatches, respectively. Multiplying Xi11 (1) by the quadrature LO waveforms 
and low-pass filtering the results, we obtain tbe fol lowing baseband signals: 

XBB t (l) =a (1 + :)cos~ - b(l + :)sin~ . 2 2 2 2 
(4.57) 

XBBQ(t) = -a (l - :)sin~ + b(l - :)cos~. . 2 2 2 2 
(4.58) 

We now examine the results for two special cases: f f 0, () = 0 and f = 0, () f 0. ln the 
former case, XBB.t(t) =a( I + <:/2) and xoo.Q(t) = b(l - <: /2), implying that the quadrature 
baseband symbols are scaled differently in ampl itude [Fig. 4.50(a)]. More importantly, the 
points in the constellation are displaced [Fig. 4.50(b)]. 

I 

Q 

HHh FiE. '""w ww. w , 
n nn nr 

(a) 

Q 

!' ....... ., Ideal 
o; ;o__. 

0: : 0 . . .......... 
( b) 

Figure 4.50 Effect of goinmisnwtch on (a) Jime·domainwaveforms and (b) constellation of a QPSK 
sig1wl. 

With f = OB f 0, we have xoo.J(l) = acos(B/2) - bsin(B/ 2) and xoo.Q(t) = 
-a sin(() /2) + b cos(() / 2). That is, each baseband output is corrupted by a fraction of the 
data symbols in the other output [Fig. 4.5l(a)]. Also, the constellation is compressed along 
one diagonal and stretched along the other [Fig. 4.5 1(b)]. 

nflin fLiF 
...J LJ u lP Ll ·, ···' .. ... · ... .. . .... · ..... 

0 H rfln HF 
~b:J UbtJ!d ·, 

(al 

Q 

... . .. 0 

__.Ideal 

(b) 

Figure 4.5 1 Effect of phase mis11ui/ch on (a) time-domain waveforms and (b) constellation of a 
QPSK signal. 
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Example 4.25 

An FSK signal is applied to a direct-conversion receiver. Plot the baseband waveforms and 
determine the effect of 1/Q mismatch. 

Solution: 

We express the FSK signal as XFSK(t) = Ao cos[(wc + aw, )!].where a= ± l represents the 
binary information; i.e., the frequency of the carrier swings by +w, or -w, . Upon multi­
plication by the quadrature phases of the LO, the signal produces the following baseband 
components: 

xoo.t(t) = -A 1 cosaw, t 

xoo.Q(/) =+A , sinaw,t. 

(4 .59) 

(4.60) 

Figure 4.52(a) illustrates the results: if tbe carrier frequency is equal to We+ w, (i.e., 
a=+ 1), then the rising edges of xoo.1(t) coincide with the positive peaks of xoo.Q(t). 

/// YM~~~f~Wt:~ij~f.Ntv : 
Xaa,a (tiT\ fT\ [\ ~~ ··. 

xea,1 Ctl \JCJ \jf \~ 
(a) 

FF 
LNA 

Xaa,Q II 0 • II • rLfLJ1_ 

t xaa.• 
sin<~ol ~ 

®--- LPF 

(h) 

•aa,a CtlfD fD [\ (\ 
v vvv~ xaa,l Ctl 

(c) 

Figure 4.52 (a) Baseband wav~forms for an FSK signal, (b) FSK detection by a D jlipjlop, 
(c) ejj'ect of phuse 'md goin mismatches. 

( Conlinues) 
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Example 4.25 (Continued) 

Conversely, if the carrier frequency is equal to We - W t, then the rising edges of xeeJ(T) 
coincide with the negaTive peaks of xnn.Q(T). Thus, the binary information is detected if 
xee.I(T) simply samples xne.Q(T), e.g., by means of aD fl ipflop [Fig. 4.52(b)]. 

T he waveforms of Fig. 4.52(a) and the detection method of Fig. 4.52(b) suggest that 
FSK can tolerate large 1/Q mismatches [Fig. 4.52(c)]: amplitude mismatch proves benign 
so long as the smaller output does not suffer from degraded SNR, and phase mismatch is 
tolerable so long as XBB.l (T) samples the correct polari~y of xno.Q(t) . Of course, as the phase 
mismatch approaches 90' . the addi tive noise in the rece ive chain introduces errors. 

In the design of an RF receiver, the maximum tolerable 1/Q mismatch must be known 
so thattbe architecture and the building blocks are chosen accordingly. For complex signal 
waveforms such as OFDM with QAM, this maximum can be obtained by simulations: the 
bit error rate is plotted for different combinations of gain and phase mismatches, providing 
the maximum mismatch values that affect the performance negligibly. (The EVM can also 
reflect the effect of these mismatches.) As an example, Fig. 4.53 plots the BER curves for a 
system employing OFDM with 128 subchannels and QPSK modulation in each subchannel 
[I]. We observe that gain/phase mismatches below -0.6dB/6' have negligible effect. 

In standards such as 802.11 alg, the required phase and gain mismatches are so small 
that the "raw'' matching of the devices and the layout may not suffice. Consequently, in 
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Figure 4.53 EffecT of 1/Q mismatch on an OFDM signal wiTh QPSK modulation. ( <;J: no imbalance; 
0 : 8 = 6' . € = 0.6dB; 0 : 8 = 10' . < = 0.8dB; 1::.:8 = 16' , < = 1.4 dB.) 
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Figure 4.54 (a) Computation and (b) correction ofl/Q mismatch in a direct-conversion receivet: 

many high-performance systems, the quadrature pha~e and gain must be calibrated-either 
at power-up or continuously. As illustrated in Fig. 4.54(a), calibration at power-up can 
be performed by applying an RF tone at the input of the quadrature mixers and observ­
ing the baseband sinusoids in the analog or digital domain [2]. Since these sinusoids can 
be produced at arbitrarily low fTequencies, their ampljtude and phase mjsmatches can be 
measured accurately. With the mismatches known, the received signal constellation is cor­
rected before detection. Alternatively, as depicted in Fig. 4 .54(b), a variable-phase stage, 
tj>, and a variable-gain stage can be inserted in the LO and baseband paths, respectively, 
and adjusted until the mismatches are sufficiently smal l. Note that the adjustment controls 
must be stored digitally during the actual operation of the receiver. 

Mixing Spurs Unl ike beterodyne systems, direct-conversion receivers rarely encounter 
corruption by mixing spurs. This is because, for an input frequency / 1 to fall in the baseband 
after experiencing mixing with nfw, we must have fi ~ '!fLo. Since fw is equal to the 
de-siJ·ed channel frequency,/, lies far from the band of interes t and is greatl y suppressed by 
the selectivi ty of the antenna, the band-select filter, and the LNA. 

The issue of LO harmonics does manifest itself if the receiver is designed for a wide 
frequency band (greater than two octaves). Examples include TV tuners, "software-defined 
radios," and "cognitive radios." 
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4 .2.4 Image-Reject Receivers 

Our study of heterodyne and direct-conversion receivers has revealed various pros and 
cons. For example, heterodyning must deal with the image and mixing spurs and direct 
conversion, with even-order d istortion and fl icker noise. "Image-reject" arch.itecrures are 
another c lass of receivers that suppress the image without filtering, thereby avoiding rhe 
trade-off between image rejection and channel selection. 

0 ' 90 Phase Shift Before studying these architectures, we must define a "shift-by-90 " 
operation. First, let us consider a tone, A cos Wei = (A/2)[exp( +}wei) + exp(- }wei)]. The 
two exponentials respectively correspond to impulses at +we and -we in the frequency 
domain. We now shift the waveform by 90o: 

• . 1) • . 1) , e +J(w, l - 90) + e -,<w,l - 90) 

A COS(Wcl - 90 ) = A 
2 

A +. A . = - _ 1·e )lJh·l + _
1
·e -JWcl 

2. 2 

= A sin wei . 

(4.61) 

(4.62) 

(4.63) 

Equivalently, the impulse at +we is multiplied by -j and that at -wco by +j. We illustrate 
this transformation in the three-dimensional diagram of Fig. 4.55(a), recognizing that the 
impulse at +we is rotated clockwise and that at - we counterclockwise. 

Similarly, for a narrowband modulated signal, x(l) = A(l) cos [uJcl + ¢(1)] , we 
perform a 90' pha~e shift as 

o e +j(w,1 + </>(1) - 90') + e -j[w,.l + </>(1)-90'] 

A(l) COS( Wei+ cp(l)- 90 ] = A(l) l 

. A 
+J -

2 

lm 

\ A 

(a) 

A -/ -
2 

_ je + Jl«>ct + </>(Il l + je-j [w,r + <J>(I)l 
= A(l) 

2 
= A(l) sin[uJcl + ¢(1) ]. 

jX(w) lm 

(b) 

(4.64) 

(4.65) 

(4.66) 

Figure 4.55 Illustration of90' phase shift fo r (a) a cosine and (b) a modulated sign<tl. 
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As depicted in Fig. 4.55(b), the positive-frequency contents are multiplied by - j and 
the negative-frequency contents by + j (if We is positive). Al ternatively, we write in rhe 
frequency domain: 

X90•(w) = X(w)[ - jsgn(w)], (4.67) 

where sgn(w) denotes the signum (sign) function. The shift-by-90° operation is also called 
the "Hilbert transform." The reader can prove that the Hilbert transform of the Hilbert 

0 

transform (i.e., the cascade of two 90 phase shifts) simply negates the original signal. 

Example 4.26 

In phasor d iagrams, we s imply multiply a phasor by - j to rotate it by 90° clockwise. Is that 
inconsistent with the Hilbert transform? 

Solution: 

No, it is not. A phasor is a representation of A exp(iwct), i.e., only the positive fre­
quency content. That is, we implicitly assume that if A exp(}Wcl) is multiplied by - j, then 
A exp(-}wcl) is a lso multiplied by +j. 

The Hilbert transform, as expressed by Eq. (4.67), dislinguishes between negative and 
positive frequencies. This distinction is the key to image rejection. 

Example 4.27 

Plot the spectrum of A cos Wet + jA sin w,;l. 

Solution: 

Multiplication of the spectrum of A sin Wei by j rotates both impulses 
terclockwise [Fig. 4 .56(a)]. Upon adding this spectrum to that A cos Wei. 

A 
2 

lm 

(a) 

lm 

(b) 

0 

by 90 coun-
we obtain the 

Figure 4.56 (a) A sine subjected to 90' ph<1se shift, (b) spectrum of A cosw,t + j sin w,t. 

( Corrlinues) 
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one-sided spectrum shown in Fig. 4.56(b). This is, of course, to be expected because 
A cos «>cl + jA sin «>ct = A exp(- }«>cl), whose Fourier transform is a single impulse located 
at U) = +«>c· 

• A narrowband signal/(1) with a real spectrum is shifted by 90 to produce Q(t). Plot the 
spectrum of 1(1) + jQ(t).'s 

Solution: 

We fi rst multiply 1(«>) by - jsgn(«>) [Fig. 4.57(a)] and then, in a manner similar to the pre­
vious example, multiply the result by j [Fig. 4.57(b)]. The spectrum of JQ(t) therefore 
cancels that of 1(1) at negative frequencies and enhances it at posi tive frequencies 
[Fig. 4.57(c)]. The one-sided spectrum of /(1) + jQ(l) proves useful in the analysis of 
transceivers . 

lm 

- 1 Ceo> 

(a) (b) 

(c) 

Figure 4.57 ' (a) 90 phase shift upplied to 1 to produce Q, (b) multiplication of the result by j, 
(c) analytic signal. 

18. This sum is called the "analytic s ignal" of l (t) . 
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(J) 

L.!!_HPF 

1t - - ··········· ·············· ····· ···· ···· 
2 

(a) (b) 

Figure 4.58 (a) Use of on RC-CR netwo rk to perform a 90' phase shift, (b)j'requency response of 
the network. 

How is the 90' phase shift implemented? Consider the RC-CR network shown in 
Fig. 4.58(a), where the high-pass and low-pass transfer functions are respectively given 
by 

(4.68) 

(4.69) 

The transfer functions exhibit a phase of LHHPF = rr/2- tan- 1(RJCr«>) and LHLPF = 
- Lan- 1 (R, C , «>). Thus, L.HHI'F - LHLPF = 1r /2 at all frequencie-s and any choice of R , 
andC, . Also, IVouF I/ V;nl = IVouF2/V;11 [ = 1/ .J2at«> = (R,c,) - 1 [Fig.4.58(b)]. We can 
therefore consider V01112 as the Hi lbert transform of V0w 1 at frequencies c lose to (R1 C 1) - I . 

• Another approach to real izing the 90 -phase-shift operation is illustrated in Fig. 4.59(a), 
where the RF input is mixed with the quadrature phases of the LO so as to translate the 
spectrum to a nonzero IF. As shown in Fig. 4.59(b), as a result of mixing with cos «>wt, 

the impulse at - «>w is convolved with the input spectrum around +«>c, generating that at 
-«>IF· Similarly, the impulse at +ww produces the spectrum at +w1F from that at -we. 
Depicted in Fig. 4.59(c), mixing wi th sin ww1 results in an IF spectrum at -w/F with a 
coefficient + j/2 and another at + W!F with a coefficient - j /2. We observe that, indeed, 
the IF spectrum emerging from the lower arm is the Hi lben transform of that from the 
upper arm. 
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2 

Figure 4.59 (a) Q11adrature downconversion as a 90• phase shifter, (b) output spectrum res11lting 
from multiplication by COS(r)LQI, (c) output spectrum resulting from multiplication by 
sinu>w l. 

Example 4.29 

The realization of Fig. 4 .59(a) asswnes high-side injection for the LO. Repeat the analysis 
for low-side injection. 

Solution: 

Figures 4 .60(a) and (b) show the spectra for mixing wi th coswwt and sin wwt. respec­
tively. In this case, the IF component in the lower arm is the negative of the Hilbert 
transform of that in the upper arm. 

I A • 0 +(l)c (I) 

¢ 

+ COLo (I) 

0 (I) 

I 
2 

2 

(•) (b) 

Figure 4.60 Low-side-injecTion mixing of an RF signal with (a) cos u>wl and (b) sin wwt. 
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Let us summarize our findings thus far. The quadrature converter19 of Fig. 4 .59(a) 
produces at its output a s ignal and its Hi lbert transform if We > ww or a signal and the 
negative of its Hilbert transform if We< WLQ . T his arrangement therefore distinguishes 
between the desired signal and its image. Figure 4.61 depicts the tb.ree-dimensional IF 
spectra if a signal and its image are applied at the input and ww <We· 

lm 

(J) 

Signal 
Components------._ 

r sinroLot 

0-- 0 6ig + Oim 

Image ----­
Components 

+ 

lm 

(J) 

Figure 4.61 lnpul and output spectra in a quadrmure downconverter with low-side injection. 

Hartley Architecture How can the image components in Fig. 4 .61 cancel each other? For 
example, is / (r) + Q(t) free from the image? Since the image components in Q(t) are 90' 
out of phase with respect to those in / (1), this sunm1ation still contains the image. However, 
since the Hilbert transform of the Hilbert transform negates the signal, if we shif t/(/) or 
Q(t) by another 90• before adding them, the image may be removed. This hypothesis forms 
the foundation for the Hartley architecture shown in Fig. 4.62. (The original idea proposed 

0 

LPF 
L--..J A 

Figure 4.62 Hanley i11wge-rejec1 recei••er. 

IF 
Output 

19. We can also consider this a quadr•ture do>t'llconvener if WfF < "'c· In Problem 4.14. we study the case 
W/F >We· 
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by Hanley relates to single-sideband transmi tters [4].) The low-pass filters are inserted to 
remove the unwanted high-frequency components generated by the mixers. 

To understand the operation of Hartley 's architecture, we assume low-side injection 
and apply a 90• phase shift to the Hilbert transforms of the signal and the image (the 
Q arm) in Fig. 4.61, obtaining Qsi,q,9r:f and Q;111,9r:f as shown in Fig. 4.63. Multiplication 
of Q,;8 by - jsgn(w) rotates and superimpose-s the spectrum of Q,;8 on that of 1,;8 (from 
Fig. 4.61), doubling the signal amplitude. On the other hand, multiplication of Q;111 by 
-jsgn(w) creates the opposite of !;..,, cancelling the image. 

lm lm 

Oim,90° 

(a) (b) 

Figure 4.63 Spectra Cit points 8 and C in Hanley receiver. 

Jn summary, the Hartley arcllitecture first takes the negative Hilben transform of the 
signal and the Hilbert transform of the image (or vice versa) by means of quadrature mixing, 
subsequently takes the Hilbert transform of one of the downconverted outputs, and sums the 
resul ts. That is, the signal spectrum is multiplied by [ +jsgn(w)][ - jsgn(w)] = + 1, whereas 
the image spectrum is multiplied by [ - jsgn(w)][ - jsgn(w)] = - 1. 

Example 4.30 

An eager student constructs the Hartley architecture but with high-side injection. Explain 
what happens. 

Solution: 

From Fig. 4.60, we note that the quadrature converter takes the Hi lbert transform of the sig­
nal and the negative Hi lbert transform of the image. Thus, with another 90' phase shift, the 
outputs C and A in Fig. 4.62 contain the signal with opposite polarities and the image with 
the same polarity. The circuit therefore operates as a "signal-reject" receiver! Of course, 
the design is salvaged if the addition is replaced with subtraction. 

The behavior of the Hartley architecture can also be expressed analytically. Let us rep­
re-sent the received signal and image as x(t) = A.,;8 cos(wct + .Ps;g) + A;111 cos(w;111t + ¢;,), 
where the amplitudes and phases are functions of time in the general case. Multiplying x(t) 
by the LO phases and neglecting the high-frequency components, we obtain the signals at 
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points A and Bin Fig. 4.62: 

A~ . A~ 
XA(l) = 2 cos[(wc - ww)t + .Psigl + 2 cos[(w;m- ww)t + ¢;111] (4.70) 

A sig . Aim . 
xs(l) = -2 sm[(wc - ww)t + .Ps;g] -

2 
sm[(w;m - ww)t + ¢;,.], (4.71) 

where a unity LO amplitude is a%umed for s implicity. Now, xs(l) must be shifted by 90· . 
With low-side injection, the first sine has a positive frequency and becomes negative of 
a cosine after the 90' shift (why?). The second s ine, on the other hand, has a negative 
frequency. We therefore write - (A;111/2) sin[(w;m - ww)t + ¢;111] = (A;,./2) sin[(ww -
w;111)t - ¢;111 ] so as to obtain a positive frequency and shift the result by 90· , arriving at 
- (A;..,/2) cos[(ww - w;,.)t - ¢;..,] = - (A;111/2) cos[(w;111 - ww)t + ¢;..,]. It follows that 

A~ A~ 
xc(t) = 2 cos[(wc - ww)t + .Ps;g] - 2 cos[(w;m - ww)t + .P;ml· (4.72) 

Upon addition of XA (t) and xc(t), we retain the signal and reject the image. 
• • The 90 phase shift depicted in Fig. 4 .62 is typically realized as a +45 shift in one path 

and - 45• shift in the other (Fig. 4.64). Tltis is because it is difficult to shift a single signal 
by 90• while circuit components vary wi th process and temperature. 

The principal drawback of the Hartley archi tecture stems from its sensitivity to mis­
matches: the petfect image cancellation de-scribed above occurs only if the amplitude and 
phase of the negative of the image exactly match those of the image itself. lf the LO 
phases are not in exact quadrature or the gains and phase shifts of the upper and lower 
arrns in Fig. 4.64 are not identical, then a fraction of the image remains. To quantify 
th is effect, we lump the mismatches of the receiver as a s ingle amplitude error, E, and 
phase error, t;(), in the LO path, i.e., one LO waveform is expressed as sinwwt and 
the other as (1 +E) cos(wwt + 6(J). Expressing the received signal and image as x(l) = 
A5;g cos(wct + t/>s;g) + A;m cos(w;111t + t/>;111) and multiplying x(l) by the LO waveforms, we 
write the downconverted signal at poin t A in Fig. 4 .62 as 

A,;g 
XA(t) = 2(1 +E) cos[(wc - ww)t + t/>s;g + 6()] 

RF 
Input 

Aim 
+ 2 (1 + E) cos[(w;111 - ww)t + ¢;, + 6.(J]. 

LPF 

Figure 4.(>4 Rea/izatiOII of90' phase shift in Hartley receiver. 

(4.73) 
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The spectra at points Band Care still given by Eqs. (4.71) and (4.72), respectively. We 
now add XA (t) and xc(t) and group the signal and image components at the output: 

Asig 
Xsig(t) = 2(1 + E)cos[(wc- ww)t + 1/Jsig + l!.B) 

Asig 
+ 2 cos[(wc- ww)t + 1/Jsigl (4.74) 

A;m 
x;..,(t) = 2 (1 + E') cos[(w;.., - ww)t + 1/Jim + l!.B) 

A;m - 2 cos[(to;,. - uJw)t + ¢;111]. (4.75) 

To arrive at a meaningful measure of the image rejection, we divide the image-to-signal 
ratio at the input by the same ratio at the output2 0 The result is called the "image rejection 
ratio" (IRR). Noting that the average power of the vector sum a cos(wt + a) + b cos wt is 
given by (a2 + 2abcosa + b2)/2, we write the output image-to-signal ratio as 

P;.., Ai,, ( I + E)2 - 2(1 +E) cos !!.8 + l 

Ps;g low = A;;g ( I + €)2 + 2(1 +<)COS l!.@ + 1 . 
(4.76) 

S ince the image-to-signal ratio at the input is given by Af,,JAiig• tbe IRR can be expressed 
as 

(I+ E)2 + 2(1 + E)cos l!.B + I 
IRR = . 

(1 + <)2 - 2(1 + E)cosM + I 
(4.77) 

Note that E denotes the relative gain error and l!.B is in radians. Also, to express IRR in dB, 
we must compute I 0 Jog IRR (rather than 20 log IRR). 

Example 4.31 

If E « I rad, s implify the expression for IRR. 

Solution: 

Since cos f!.(} "" I - !!.82(2 for l!.B « I rad , we can reduce (4.77) to 

4 + 4€ + E2 - ( I + E)l!-62 

IRR "" (4.78) 
€2 + (1 + €)602 

In the numerator, the first term dominates and in the denominator E « I , yielding 

4 
IRR "=' 

2 2
. (4.79) 

E' + MJ 

20. Note that the rarjo of the output image power and the input image power is not meanjogful because it 
depends on the gain. 
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For example, E' = 10% ("=' 0.83 dB)2
' limi ts the IRR to 26 dB. Similarly. l!.@ = 10• yields an 

IRR of21 dB. While such mismatch values may be tolerable in direct-conversion receivers, 
they prove inadequate here. 

With various mismatches arising in the LO and signal paths, the lRR typically fal ls 
below roughly 35 dB. This issue and a number of other drawbacks limit the utility of the 
Hartley architecture. 

Another critical drawback, especially i.n CMOS technology, originates from the varia­
tion of the absolute values of R1 and C1 in Fig. 4 .64. Recall from Fig. 4.58 that the phase 
shift produced by the RC-CR network remains equal to 90• even with such vari ations, but 
the output amplitudes are equal at only w = (R1 C1) - 1• Specifically, if R1 and C 1 are nomi­
nally chosen for a certain IF, (R1C1) - 1 = WtF, but respectively experience a small change 
of 6R and l!. C with process or temperature, then the ratio of the output amplitude.s of the 
high-pass and low-pass sections is given by 

I HHPF I = (Rt + 6R)(Ct + l:lC)WtF 
HLPF 

l!.R llC 
""l + - + -. 

R t Ct 

Thus, the gain mismatch is equal to 

(4.80) 

(4.81) 

(4.82) 

For example, 6R( R1 = 20% limits the image rejection to only 20dB. Note that these cal­
culations have assumed perfec t matching between the high-pass and low-pass sections. lf 
the resistors or capacitors exhibit mismatches, the IRR degrades further. 

Another drawback resulting from the RC-CR sections manifests itself if the signal 
translated to the IF bas a wide bandwidth. Since tbe gains of the high-pass and low­
pass sections depart from each other as the frequency departs from wrF = (R 1 C 1) - 1 

[Fig. 4.58(b)), the image rejection may degrade substantially near the edges of the channel. 
In Problem 4.17, the reader can prove that, at a frequency of ww + l!.w, the IRR is given by 

IRR = (:'~t (4.83) 

For example, a fractional bandwidth of 2l!.w/WJF = 5% limits the IRR to 32dB. 
The limitation expressed by Eq. (4.83) impl ies that WtF cannot be zero, dictating a het­

erodyne approach. Figure 4.65 shows an example where the first IF is followed by another 
quadrature downconverter so as to produce the baseband signals. Unlike the sliding-IF 

2 1. To calculate€ indB ,wcwrite201og( l + 10%) = 0.83 dB. 
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0---8-~ 0---1 
sln!L01 I C t 

RF COSWL02I 
Input COS(OL01 I + slnWLo2 I 

t t 
®- LPF @--a 

Figure 4.65 Downconversion of Hartley receh•er owput to baseba11d. 

architecture of Fig. 4.26(a), this topology also requi1·es the quadrature phases of the first 
LO, a critical disadvantage. The rnix i.ng spurs studied in Section 4 .2.1 persist here as well. 

The RC-CR sections used in Fig. 4 .64 also introduce attenuation and noise. The 3-dB 
loss resulti ng from IHHPFI = IHuFI = l / .J2atw = (RJ Ct)- 1 d irectlyamplifiesthenoise 
of the following adder. Moreover, the input impedance of each section, IR1 + (C1s) - •1, 
reaches .J2R1 at w = (R1C1) - 1, imposing a trade-off hetween the loading seen by the 
mixers and the thermal noise of the 90• shift circuit. 

T he voltage adder at the output of the Hartley architecture also poses difficulties as its 
noise and nonlinearity appear in the signal path. Illustrated in Fig. 4.66, the summation is 
typically realized by differential pairs, which conven the s ignal voltages to currents, sum 
the currents, and conven the result to a voltage. 

Voo 

Ro 

Vout 

I-<> 
llin2 

Figure 4.66 Summation of two voltages. 

Weaver Architecture Our analysis of the Hartley architecture has revealed several issues 
that ari.se from the use of the RC-CR phase shift network. T he Weaver receiver, derived 
from its transmitter counterpart [5 ], avoids these issues. 

As recognized in Fig. 4.59, mixing a signal with quadrature phases of an LO takes the 
Hilbert transform. Depicted in Fig. 4.67, the Weaver archi tecture replaces the 90• phase 
shift network with quadrature mixing. To formulate the circuit's behavior, we begin with 
xA(t) and XB(I) as given by Eqs. (4.70) and (4.71), respectively, and perform the second 
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RF 
Input 

Figure 4.67 Wem•er architecture. 

quadrature mix ing operation, arri ving at 

A~ A~ 
xc(t) = 4 cos[(wc - w1 - £t>2)l + <l>s;g ] + 4 cos[(w;, - w1 - w2)1 + </>;,] 

A~ A~ . . 
+ 4 cos[(wc - WJ + U>2)t + <f>sig) + 4 cos[(w;, - WJ + w2)t + </>;,] 

(4.84) 

xv(r) = - A:g cos[(wc- w1 - £t>2)1 + <!>sigl - A;,. cos[(w;, - w1 - w2)1 + <l>iml 

A~ A~ + 4 cos[(wc - WI + £t>2)1 + <l>sig] + 4 cos[(w;, - WI + W2)1 + <l>iml· 

(4.85) 

Should these re.sul ts be added or subtracted? Let us assume low-side injection for both 
mixing stages. Thus, w;, < w1 and w1 - w;, > £t>2 (Fig. 4.68). Also, w1 - w;, + w2 > w1 -
w;, - w2. The low-pass filters following points C and Din Fig. 4.67 must therefore remove 
the components at WJ - t.o;111 + wz ( = we- w1 + wz), leaving only those at w1 - w;,- w2 
( = we- w1 - £t>2). That is, the second and rhird terms in Eqs. (4.84) and (4.85) are fi ltered. 
Upon subtracting XF(t) from X£(1), we obtain 

Asig 
X£(1) - XF(t) = - · cos[(wc - w1 - wz)t + </>,;.]. 2 > 

(4.86) 

The image is therefore removed. In Problem 4.19, we consider the other three combinations 
of low-side and high-side injection so a~ to determine whether the outputs must be added 
or subtracted. 

0 • (J) 

Figure 4.68 RF and IF wectm in Weaver architecture. 
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Example 4.32 

Perform the above analysis graphically. Assume low-side injection for both mixing stages. 

Solution : 

Recall from Fig. 4.60(b) that low-side injection mixing with a sine multiplies the spectrum 
by +(j/2)sgn(w). Beginning with the spectra of Fig. 4 .61 and mixing them with s in UJ2t 
and cos w2t, we arrive at the spectra shown in Fig. 4.69. Subtraction of Xp(f) from Xe(f) 
thus yields the signal and removes the image. 

lm lm 

+ 

(I) w 

lm lm 

+ 

(I) (I) 

Figure 4.69 Signal cuu/ i11wge spectra in Weaver architecture. 

While employing two more mixers and one more LO than the Hartley architecture, the 
Weaver topology avoids the issues related to RC-CR networks: resistance and capacitance 
variations, degradation of lRR as the freq uency departs from 1/ (R, c, ), auenuation, and 
noise. Also, if the IF mixers are realized in active form (Chapter 6), their outputs are 
available in the curren t domain and can be summed directly. Nonetheless, the IRR is s till 
limited by mismatches, typically falling below 40 dB. 

The Weaver architecture must deal with a secondary image if the second IF is not zero. 
Il lustrated in Fig. 4.70, this effect arises if a component at2UJ2 - w;11 + 2w, accompanies the 
RF signal. Downconvers ion to the first IF translates this component to 2w2 - w;11 + w,, i.e., 
image of the signal with respect to w2, and mixing with w2 brings it to «>2 - WiJ, + WJ, the 
san1e IF at which the signal appears. For this reason, the second downconversion preferably 
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Figure 4.70 Secondary image in Weaver architecture. 
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Figure 4.71 Double quadmture downconversion Wem>er architecture to produce baseband outputs. 

produces a zero IF, in which case it must perform quadrature separation as wel l. Figure 4.71 
shows an example [6], where the second LOis derived from the first by frequency division. 

The Weaver topology also suffers from mixing spurs in both downconversion steps. ln 
particular, the harmonics of the second LO frequency may downconvert interferers from 
the first IF to baseband. 

Calib ration For image-rejection ratios well above 40 dB, the Hartley or Weaver archi­
tectures must incorporate calibration, i.e., a method of cancell ing the gain and phase 
mismatches. A number of calibration techniques have been reported [7, 9]. 
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4 .2.5 Low-IF Receivers 

ln our study of heterodyne receivers, we noted that it is undesirable to place the image 
within the signal band because the image thermal noise of the antenna, the LNA, and the 
input stage of the RF mixer would raise the overall noise figure by approximately 3 dB.22 ln 
"low-IF receivers," the image indeed falls in the band but is suppressed by image rejection 
operations s imilar to those described in Section 4.2.4. To understand the motivation for the 
use of low-IF archi tectures, let us consider a GSM receiver as an example. As explained in 
Section 4.2.3, direct conversion of the 200-kHz desired channel to a zero IF may signifi­
cantly corrupt the signal by 1/f noise. Furthermore, the removal of the de offset by means 
of a high-pass filter proves difficult. Now suppose the LO frequency is placed at the edge 
of the desired (200-kHz) channel [Fig. 4 .72(a)], thereby translating the RF signal to an 
IF of I 00 kHz. With such an IF, and because the signal carries little information near the 
edge, the 1/f noise penalty is much less severe. Also, on-chip high-pass filtering of the 
signal becomes feasible. Called a "low-IF receiver," this type of system is particularly 
attractive for narrow-channel standards. 

200kHz 

• f 

L\L\ ¢ 

.. 0 100kHz t 
f 

(a) 

.. 
f fc 

(b) 

Adjacent 
Channel 

f 

Figure 4.72 (a) Spectra in a low-IF recei••er, (b) adjacem-clumnel specification in GSM. 

The heterodyne downconversion nonetheless raises the issue of the image, which in 
this case falls in the adjacent channel. Fortunately, the GSM standard require-s that receivers 
tolerate an adjacent channel only 9 dB above the desired channel (Chapter 3) [Fig. 4.72(b)]. 
Thus, an image-reject receiver with a moderate IRR can lower the image to well be low the 
signal level. For example, iflRR = 30dB, the image remains 2 1 dB below the s ignal. 

Repeat Example 4.24 for a low-IF receiver. 

Solution: 

Assuming that high-pass fi ltering of de offsets also removes the flicker noise up to roughly 
20kHz, we integrate the noise from 20kHz to 200kHz (Fig. 4.73): 

22. This occurs bec~use the entire sign~J band must see a Rat frequency response in the antenna/LNA/mixer 
chain. 
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Figure 4.73 Effect of.flicker noise in low-IF GSM receivet: 

Without flicker noise, 

It follows that 

200kHz 

P,t = f Jdf 
20kHz 

= }~ ·Stir In I 0 

= 2.3fcSrh· 

P,a ~ (200 kHz)Srh· 

P,, = 2.3(= 3.62 dB) . 
P,2 

The flicker noise penalty is therefore much lower in this case. 
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(4.87) 

(4.88) 

(4.89) 

(4.90) 

(4.91) 

How is image rejection realized in a low-IF receiver? The Hartley architecture 
employing the RC-CR network (Fig. 4 .64) appears to be a candidate, but the IF spectrum 
in a low-IF RX may extend to zero frequency, making it imposs ible to maintain a high lRR 
across the signal bandwidth. (The high-pass Section exhibits zero gain near frequency') 
Whi le avoiding this issue, the Weaver architecture must deal with the secondary image if 
the second IF is not zero or with flicker noise if it is. 

0 

One possible remedy is to move the 90 phase shift in the Hartley archi tecture from 
the IF path to the RF path. Illustrated in Fig. 4.74, the idea is to first create the quadrature 
phases of the RF signal and the image and subsequently perform another Hi lbert transform 
by means of quadrature mixing. We also recognize some similarity between this topology 
and the Weaver architecture: both multiply quadrature components of the signal and the 
image by the quadrature phases of the LO and sum the results, possibly in the current 
domain. Here, the RC-CR network is centered at a high frequency and can maintain a 
rea~onable IRR across the band. For example, for the 25-MHz receive band of 900-MHz 
GSM, if (2rrR1CI)- 1 is chosen equal to the center frequency, then Eq. (4.83) implies an 



216 

RF ----1 
Input 

Quadrature Phases of 
Image and Signal 

Clwp. 4. Transceiver Archilec/ures 

Figure 4.74 Quadrature p!wse separmion in RF path of a Hanley receiver. 

lRR of20 log(900 MH:t/12.5 MH:t) = 37dB. However, the variation of R, and c, still 
limits the lRR to about 20 dB [Eq. (4.82)]. 

Another variant of the low-IF archi tecture is shown in Fig. 4.75. Here, the downcon­
verted signals are appl ied to channel-select filters and amplifiers as in a direct-conversion 
receiver.23 The resu lts are then d igitized and s ubj ected to a Hil bert transform i.n the digital 
domain before summation. Avoiding the issues related to the analog 90' phase sh.ift opera­
tion, th is approach proves a viable choice. Note that the ADCs must accommodate a signal 
bandwidth twice that in a direct-conversion receiver, thus consuming higher power. This 
issue is unimportant in narrow-channel standards such as GSM because the ADC power 
dissipation is but a small fraction of that of the overal l system. 

ADC 1---....J 

' Figure 4.75 Low-TF receiver with 90 phase shiji in digiral domain. 

Let us summarize our thoughts thus far. If a low-IF receiver places the image in the 
adjac.ent channel, then it cannot employ an RC-CR 90• phase shift after downconversion. 

• Also, a 90 ci1·cuit in the RF path still suffers from RC variation. For the.se reasons, the 
concept of "low IF' can be extended to any down conversion that places the image within 

23. The channel-select filters must, however, provide a bandwidth equal to the RF signal bandwidth rather than 
half of it [Fig. 4.72(a)]. 
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the band so that the IF is significantly higher than the s ignal bandwidth, possibly allowing 
the use of an RC-CR network-but not so high as to unduly burden the ADC. Of course, 
since the image no longer lies in the adjacent channel, a substantially higher IRR may be 
required. Some research has therefore been expended on low-IF receivers with high image 
rejection. Such receivers often employ "polyphase filters" (PPFs) [10, 11]. 

Polyp hase Filte•·s Recall from Section 4.2.4 that heterodyne quadrature downconver­
sion subjects the signal to low-s ide injection and the image to high-s ide injection, or vice 
versa, thus creating the Hilbert transform of one and the negative Hilbert transform of the 
other. Now let us consider the circuit s hown in Fig. 4.76(a), where V0111 can be viewed as a 
weighted sum of v, and V2: 

R, c , 
V1 o---w.--r I-<> V2 = - }V1 

+ v..,, 

1 
(b) 

Vt + R1 C1sV2 

R1C1s + I 

(a) 

R, c, 
V1 o---w.--r I-<> V2 = + }V1 

+ 
Vout = 0 

1 
(C) 

(4.92) 

Figure 4.76 (a) Simple RC circ11il. (b) Olllplll in response ro v, and-jVt. (c) Olllplll in response to 
V, and + jll,. 

We consider tv.to special cases. 

1. The voltage \12 is the Hilbert transform of \11; in phasor form, \12 = - jV1 (Example 
4.26). Consequently, for s = jw, 

R,C,w + 1 
\10111 = VI -'--''----

}Rt C1w + I 
(4.93) 

lf w = (R.c,) - 1, then Vour = 2V,j (l + j) = V,(l - j). That is, IVourl = .J2v, 
and L \10111 = LV;, - 45' [Fig. 4.76(b)]. In this case, the circui t simply computes 
the vector summation of V1 and Vz = - jV1• We say the circuit rotates by -45' the 
voltage sensed by the resistor. 

2. The voltage V2 is the negative Hilbert transform of V, , i .e., V2 = + jV, . For s = jw, 

-R1C1w + I 
Vout = V1 . (4.94) 

jR,Ct w + I 
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Interestingly, if tu = (R1 C1) - 1, then V0111 = 0 fFig. 4.76(c)]. Intuitively, we can 
say tbat C1 rotates V2 by another 90• so that tbe result cancels tbe effect of V1 
at the output node. The reader is encouraged to arrive at these conclusions using 
superposition. 

In summary, the series branch of Fig. 4.76(a) rotates V1 by - 45• (to produce V0 111 ) if 
V2 = - jV1 and rejects V1 if V2 = + j V1• The circuit can therefore distinguish between the 
signal and the image if it follows a quadrature downconverter. 

Example 4.34 

Extend the topology of Fig. 4 .76(a) if V1 and - }VJ are available in differential fonn and 
construct an image-reject receiver. 

Solution: 

Figure 4.77(a) shows the arrangement and tbe resulting phasors if R1 = R2 = R and 
C 1 = Cz = C. The connections to quadrature downconvcrsion mixers arc depicted in 
Fig. 4.77(b). 

(a) 

- Vslg- Vim 

COS(J)Lot 

... ... ..... ..... 

t +JVsJg-iVJm _ 

s inwLo t c1 ± I c2 

(81,__ __ ___..._ __ _ 
- /Vs;g +/V;m 

(b) 

Figure 4.77 (a) RC circuit sensing di.ff'erential inputs, (b) quadrature downconverter driving 
RC network of part (a). 
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In contrast to the Hartley architecture of Fig. 4.62, the circuit of Fig. 4.77(b) avoids 
an explicit voltage adder attbe output. Nonetheless, th.is arrangement still suffers from RC 
variations and a narrow bandwidth. In fact, at an IF of w = (R1C1)-

1 + D.w, Eq. (4.94) 
yields the residual image as 

RCD.w 
IVmu I ~ IV1 I r:====::==:== 

.J2 + 2RCD.w 

RCD.w 
;:::: IVd ,J2 , 

where it is assumed that D.w « w. 

(4.95) 

(4.96) 

ln the next step of our development of polyphase filters, let us now redraw the circuit 
of Fig. 4.77(a) and add 1\vo branches to it as shown in Fig. 4 .78(a). Here, the capacitors 
are equal and so are the resistors . The top and bottom branches still produce di fferential 
outputs, but how about the left and right branches? Since R3 and C3 compute the weighted 
sum of + }VJ and + V1, we observe from Fig. 4.76(b) that V0ur3 is 45• more negative than 
+ }VJ. By the same token, Vout4 is 45• more negative tban - }VJ . Figure 4.78(b) depicts the 
resulting phasors at w = (R1 C1) -

1
, suggesting that the c ircuit produces quadrature output~ 

0 

that are 45 out of phase with respect to the quadrature inputs. 

1 Rt c, 2 

-JV, 
Vout1 R4 ';' 

Vout4 

Vout2 
c4 

+ Vt 

';' c3 

Vout3 

R3 

% Vout3 

1 

4 c2 R2 3 

-v, 
';' 

(a) (b) 

Figure 4.78 (o) RC neJWork sensing dijferentialquodmture phases. (b) resulting owputs. 

Example 4.35 

The outputs of a quadrature downconverter contain tbe s ignal. Vs;g . and the image. V;m. and 
drive the circuit of Fig. 4 .78(a) as shown in Fig. 4.79(a). Determine the outputs, a~suming 
all capacitors are equal to C and all resistors equal toR. 

(Continues) 



220 

- Vslg - VIm 

COS(J)Lol 

- jVsig+iVim 

+iVslg 

( @\ 
- Vslg G) +Vsig 

~2 / 
- /Vslg 

+iVIm 

( ®\ 
- VIm G) +VIm 

~0 / 
- /1/im 

Clwp. 4. Transceiver Architectures 

(:t) 

c:> 

(b) 

Voun = ••· = Vout4 = 0 
¢ ···············.0············· 

(c) 

Figure 4.79 (a) Quadrature downconvener driving RC sections. (b) resulting signal output, (c) 
resulting image output. 

Solution: 

The quadrature downconvcrter produces + Vsig + V;111, - Vsig - Vim. + JVsig - }Vi111, and 
- )Vsig +)Vim· At w = (RC) - I , the branch R1 C1 rotates + Vsig by -45• to generate V0111 1. 

• Similarly, R2C2 rotates - Vsig by 45 to generate V01112, etc. [Fig. 4.79(b)l. The image 
components, on the other hand, yield a zero output fFig. 4.79(c)]. The key point here is that, 
if we considerthe sequence of nodes I , 2, 3. and 4, we observe that Vsig rotates clockwise by 
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• • 90 from one node to the next, whereas V;m rotmes counterclockwise by 90 from one node 
to the next. The circuit therefore exhibits an asymmetry in its response to the "sequence" 
of the four inputs. 

The multiphase circuit of Fig. 4.78(a) is called a "sequence-asymmetric polyphase 
filter" [8]. Since the signal and the image arrive at the inputs with different sequences, one 
is passed to the outputs while the other is suppressed. But what happens if w 'f (RC) - 1? 
Substituti ngw = (R1C1)-

1 +!!.win Eq. (4.93), we have 

and hence, 

2 + RC!!.w 
= V · 

stg I +)(I + RC!!.w) ' 

2 2 4 + 4RC !!.w + R2C2 !!.w2 

IVuurd = IVsig I 2 + 2RC !!.w + R2c2 !!.w2 

( 
~c2!!.~)( ~d!!.~) "='2IV,;gl2 I+RC!!.w+ 

4 
1 -RC!!.w-

2 

"" 21Vsigl2 (I - ~R2c2 !!.w2) . 

That is, 

IVoulll "".J21Vsigl (1- ~R2C2!!.w2). 
The phase of Vourl is obtained from (4.97) as 

Since tan- 1 (1 + RC!!.w) "" rr / 4 + RC!!.w/ 2 for RC!!.w « I rad, 

(
rr RC!!.w ) LVout i = LVsig - 4 + 

2 
. 

(4.97) 

(4.98) 

(4.99) 

(4. 100) 

(4.101) 

(4. 102) 

(4.103) 

Figure 4.80(a) illustrates the effect on all four phases of the signal, implying that the outputs 
retain their differential and quadrature relationship. 

For the image, we return to Eq. (4.96) and note tbatthe four outputs have a magnitude 
equal to V;mRC !!.wf .J2 and pha~es similar to those of the s ignal components in Fig. 4.80(a) . 
The output image phasors thus appear as shown in Fig. 4.80(b). The reader is encouraged 
to prove that Vourl is at - 45•- RC!!.w/ 2 and V0 ur3 at - 135•- RC!!.w/ 2. 

An interesting observation in Fig. 4.80 is thattbe output s ignal and image components 
exhibit opposite sequences [10, II]. We therefore expect that if this polypha~e filter is 
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(a) (b) 

Figure 4.80 l::.jfect ofpolyplwse filter m a frequency offset of b.UJ for (a) signal, and (b) i11wge. 

+ V, 

+JV, - V, 

(a) (b) 

Figure 4.81 (a) Cascaded polyphase sections, (b) altemati1•e drawing. 

followed by another, then the image can be further suppressed. Figure 4.81 (a) depicts such 
a cascade and Fig. 4.81(b) shows an alternative drawing that more easily lends itself to 
cascading. 

We must now answer two questions: (I) how should we account for the loading of the 
second stage on the first? (2) how are the RC values chosen in the two stages? To answer 
the first question, consider the equivalent circuit shown in Fig. 4.82, where Z1-Z4 represen t 
the RC branches in the second stage. Intuitively, we note that 2 t attempts to "pull" the 
phasors V01ut and Vour3 toward each otber, Z2 attempts to pull Vourl and Vour4 toward eacb 
other, etc. Thus, if z, = · · · = ~ = Z, then, V0111 t-Vout4 experience no rotation, but the 
loading may reduce their magniutdes. Since the angles of Vou11- V0 1114 remain unchanged, 
we can express them as ±a (1 ± j) V, , where a denotes the attenuation due to the loading 
of tbe second stage. The currents drawn from node X by Z1 and 22 are therefore equal to 
[a ( I - j)V, - a(l + j)Vl]jZ, and [a(l - JWt + a(l + JWd / 22. respectively. Summing 
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Figure 4.82 Effect of loading of second polyphuse section. 

all of the currents flowing out of node X and equating the result to zero, we have 

a(1 - J·)v1 - a(1 +J·)v1 + [a( I - j)V, + jVI]Cjw + 
2 

+ a(l -j)Vt +a(l +j)Vt = 
0 z . (4.104) 

This equal ity must hold for any nonzero value of V1• If RCw = I, the expression reduces to 

That is, 

2a _ 2 + 2a(l - j)R = O. 
z 

z 
Ot = -=:----:.,...---:--::-

2 + (1 - J)R 

(4.105) 

(4.106) 

For example, if Z = R + (jCw)- 1, then a = 1/ 2, revealing that loading by an identical 
stage attenuates the outputs of the first stage by a factor of 2. 

Example 4.36 

If Z = R + (}Cw) -I and RCw = 1, detennine VA in Fig. 4 .81 (a). 

Solution: 

We have Vourl = (I /2)( I - jV,) and Vour4 = (1/2)( - I - j)V,, observing that Vout l and 
Vout2 have tbe same phase relationship as V1 and V2 in Fig. 4.76(b). T bus. VA is simply tbe 
vector sum of V0111 1 and V01114: 

(4.107) 

In comparison with Fig. 4.76(b), we note that a two-section polyphase filter produces an 
output whose magnitude is -fi times smaller than that of a single-section counterpart. We 
say each section attenuates the signal by a factor of h. 
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The second question relates to the choice of RC values. Suppose both stages employ 
RC = RoCo. Then, the cascade of rwo stages yields an image anenumion equal to the square 
ofEq. (4 .95) at a frequency of (RoCo)- 1 + l:!.w: 

I V;m.out I ~ (RoCol:!.w)
2 

, 

V;m.in 2 + 2RoCo!:!.w 
(4.108) 

which reduces to (RoCo!:!.w)2 / 2 for l:!.w « (RoCo) -I . Figure 4.83 plots this behavior, 
comparing it with that of a single section. 

I 
V;m,out I 
v,m,m Two- Stage 

PPF 

Single- Stage 
' PPF 

Figure 4.83 Image rejection for single·stage and two·stage polyphase filters. 

What happens if the two stage-s use different time constants? In particular, for a given 
.IF of wo. let us assume that the time constants in the first and second stages are respectively 
equal to R 1C1 and R2C2 such that wo - (R1C1) - 1 = (R2C2) - 1 - wo. i.e. , the center fre· 
quencies are shifted up and down. From Eq. (4.96), we plot the image rejections of the two 
stages as shown in Fig. 4.84(a).24 The product of these two fu nctions is a parabola cross· 
ing zero at w1 = (R1C1) - 1 and w2 = (R2C2)- 1 [Fig. 4.84(b)] . T he re-ader can prove that 
the auenuation at wo is equal to (w, - W2)2 /(8WIW2), wbich must be chosen sufficiently 
small. T he reader can also show that for an attenuation of 60 dB, w1 - wz cannot exceed 
approximately 18% of U>Q. 

The advantage of splitting the cut-off frequencie-s of the two stages is the wider 
ach ievable bandwidth. Figure 4.85 plots the image rejection for w 1 = wz = wo and w1 'f w2. 

T he cascading of polyphase fi lter sections entails both attenuation and add.itional ther· 
mal noise. To alleviate the former, the re-sistors in the latter stages can be chosen larger than 
those in the former, but at the cost of higher noise. For this reason, polyphase fi lters are 
only occasionally used in RF receivers. In low-IF architectures, the polyphase filters can 
be re-alized as "complex fi lters" so as to perform channel-selection filtering [ 12]. 

Double-Quadra ture Downconversion In our study of the Hartley architecture, we noted 
that mismatches arise i.n both the RF signal path and the LO path. A method of reducing the 
effect of mismatches incorporates "double-quadrature" downconversion [10]. Illustrated 
in Fig. 4.86, the c ircuit decomposes the RF signal into quadrature components, performs 

24. l,or clarity, rhe plors are allowed robe negarive even rhough Eq. (4.96) contains absolme values. 
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Fi gure 4.84 (a) Image rejections ofrwo unidenlicul polyplwse srages, (b) cascade imuge rejecrion, 
(c) magnitude of cascade image rejection. 
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Figure 4.85 Comparison of image rejections of two identical and tmidentical polyphase s1ages. 

quadrature downconversion on each of the RF components, and subtracts and adds the 
resu lts to produce net quadrature IF output~. It can be shown ['I O] Lhat the overall gain and 
phase mismatches of this topology are given by 

!:!.A I:!. A RF !:!.A LO !:!. Gmix 
- = -- . -- + -=--==-
A ARF Aw Gm;x 

tan ( 1:!.</>,.;x) 
tan(t.</>) = tan(I:!.</>R~) · tan(t.</>w) + 

2 
' 

(4.109) 

(4.110) 
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RF 
Input 

0 1---------, 
L cosroc I + + 
f sin ffic t ®---- I 

Figure 4.86 Low-IF receiver with double quadrature downconverter. 

where t:;ARF/Arw and D.Aw/Aw denote amplitude mismatches in the RF and LO paths, 
respectively, and C!.tf>RF and D.t/>w are the corresponding phase mismatches. The quanti ties 
D.G,;x/ Gm;x and l:!.t/>mix denote the conversion gain mismatch and phase mismatch of the 
mixers, respectively. Thus, the IRR is only limited by mixer mismatches because the first 
terms on the right-hand s ides of (4.1 09) and (4. 11 0) are very small. 

Equations (4.109) and (4.110) reveal that the IRR of the double-quadrature architec­
ture is likely to fall wel l below 60 dB. Tltis is because, even with no phase mismatch, 
D.G,;x/ Gmix must remain less than 0 .1% for IRR = 60dB, a very stringent requirement 
even for matching of simple resistors. Calibration of the mismatches can therefore raise the 
IRR more robustly [7, 9]. 

4.3 TRANSMITTER ARCHITECTURES 

4.3.1 General Considerations 

An RF transmitter performs modulation, upconversion, and power amplification. In most of 
today 's systems, the data to be transmitted is provided in the form of quadrature baseband 
signals. For example, from Chapter 3 the GMSK waveform in GSM can be expanded as 

XGMsK(t) = A cos [wct + m J xno(r) * h(1)dt] (4.111) 

= Acoswctcos¢- A sinwclsin¢, (4.112) 

where 

t/> = Ill f XBB * h(t)dt. (4.113) 

Thus, cos¢ and sin¢ are produced from xes(t) by the digital baseband processor, converted 
to analog form by D/A converters, and applied to the transmitter. 

We have seen the need for baseband pulse shaping in Chapter 3 and in the above equa­
tions for GMSK: each rectangular data pulse must be transformed to a smoother pulse. 
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Since pulse shaping in the analog domain , especially at low frequencies, requires bulky 
filters, each incoming pulse is mapped to the desired shape by a combination of digital and 
analog techniques. Illustrated in Fig. 4 .87 is an example [13, 14], where the input pulse 
generate-s a sequence of addresses, e.g., it enables a counter, producing a set of levels from 
two read-only memories (ROMs). (We say the pulse is ;<oversampled.") These levels are 
subsequently converted to analog form, yielding the desired pulse shape at points A and B. 

~~h 
Baseband ,-A-d-d'-re_s_s, slntc, C±>--Modulated 

Data .,__._ Generator + Signal 
COS(i)cf 

D . • t 

t t 
,1111 111., • _£\.. 

t 

Figure 4.87 Baseband pulse slu1ping. 

4.3.2 Direct-Conversion Transmitters 

Most transmitter architectures are similar to the receiver topologies described in 
Section 4.2, but with the operations performed in "reverse" order. For example, an RX 
cascade of an LNA and quadrature downconversion mixers suggests a TX cascade of 
quadrature upconversion mixers and a PA. 

The above expression of a GMSK waveform can be generalized to any narrowband 
modulated signal: 

x(t) =A(!) cos[wct + t/>(1)] 

= A(!) cos wet cos[¢ (t)] - A (t) sin wei sin[t/>(1)]. 

We therefore define the quadrature baseband signals as 

XBB.t ( l) = A(t) cos[tf>(t)] 

XBB,Q(l) = A(t) sin(t/>(t) ), 

(4 .1 14) 

(4.115) 

(4.116) 

(4.117) 

and construct the transmitter as shown in Fig. 4.88. Called a "direct-conversion" transmit­
ter, this topology directly translates the baseband spectrum to the RF carrier by means of a 
;<quadrature upconverter."25 The upconverter is followed by a PA and a matching network, 
whose role is to provide maximum power del ivery to the antenna and fi lter out-of-band 

25. Also k.nowo as a "quadrature modulator" or a "vector modulator." 
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Matching 
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Figure 4.88 Direct·conversion trcmsmitle~: 

components that result from the PA nonlinearity (Chapter 12). Note that since the baseband 
signal is produced in the transmitter and hence has a sufficiently large amplitude (several 
hundred millivolt~). the noise of the mixers is much less critical here than in receivers. 

The design of the TX begins with the PA. This circuit is crafted so as to deliver 
the required power to the antenna (and with adequate linearity if applicable). Employing 
large transistors to carry high currents, the PA exhibits a large input capacitance. Thus, a 
predriver is typically interposed between the upconverter and tbe PA to serve as a buffer. 

Example 4.37 

A student decides to omit the predriver and simply "scale up" the upconverter so that it can 
drive the PA directly. Explain the drawback of this approach. 

Solution: 

In order to scale up the upconvcrter, the width and bias current of each transistor arc 
scaled up, and the resistor and inductor values are proportionally scaled down. For exam­
ple, if the upconverter is modeled as a transconductance G, and an output resistance R0111 

(Fig. 4.89), 26 then R uu1 can be reduced to yield adequate bandwidth with the input capac· 
itance of the PA, and G, can be enlarged to maintain a constant G111R0111 (i.e .. constant 
vol tage swings). In practice, the upconvcrtcr employs a resonant LC load, but the same 
principles still apply. 

PA 

Figure 4.89 Scali11g ofquadrawre upconvenerro drive 1he PA. 

The scaling of the transistors raises the capacitances seen at the baseband and LO ports 
of the mixers in Fig. 4.88. The principal issue here is that the LO now sees a large load 
capacitance, requiring its own buffers. Also, the two mixers consume a higher power. 

26. In rhis conceprual model, we omir the frequency translation inherenr in [he upconverter. 
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Among various TX architectures studied in this cbapter, the direct-convers.i on approach 
provides the most compact solution and a relatively "clean" output. That is, the output 
spectrum contains only the des ired s ignal around the carrier frequency (and its harmonics) 
but no spurious components- an attribute similar to that of direct-conversion receivers. 
Nonetheless, direct upconversion entails other issues that demand attention. 

1/Q Mismatch We noted in Section 4.2 that 1/Q tllismatch in direct-conversion receivers 
resuJts in ''cross-talk" between the quadrature baseband outputs or, equivalently, distortion 
in the constellation. We expect a similar effect in the TX counterpart. For example, as 
derived in Chapter 3, a phase mismatch oft:,(} in the upconverter shifts the constellation 
points of a QPSK signal to I = ± cos t:.O and Q = ± 1 ± si.n MJ, just as observed for a 
direct-conversion receiver. Tbe resuJts obtained in Chapter 3 can be extended to include 
amplitude mismatch by writing 

X( I) = <l' l (Ae + t:.Ae) COS(Wel + /::;(} ) + a2Ae sin Wei (4.118) 

= a ,(Ac + t:.Ac) cost:.Ocoswct + [azAc- a,(Ac + t:.Ac)sin t:.O] sinwcf. (4.119) 

Since a, and az assume± I values, the normalized coefficients of cos Wet and s in Wei appear 
as follows for the four points in the constellation: 

p, = + I + -- cos t:.O, fJz = I - 1 + -- sin t:.O ( 
t:.Ac ) ( t:.Ac) 
Ac Ac 

(4.1 20) 

( 
6Ac ) ( 6Ac) . /3 1 = + l + -- COS 60, /32 = - I - 1 + -- Stn 60 
Ac Ac 

(4.121) 

/3 1 = - I + -- cos 68 , /32 = I + I + -- sin t:.O ( 
t:.Ac) ( t:.Ac) 
Ac Ac 

(4.122) 

p, = - I+ -- cos t:.O, f3z = -I+ 1 + -- sint:.O. ( 
t:.Ac ) ( t:.Ac) 
Ae Ae 

(4.123) 

The reader is encouraged to compute the error vector magnitude (Chapter 3) of this 
constellation. 

Another approach to quantifying the 1/Q mismatch in a transmitter involves apply­
ing two tones Vo cos Win/ and Vo sin Win/ to the I and Q inputs in Fig. 4.88 and 
examining the output spectrum. In the ideal case, the output is simply given by 
V0u1 = Vo cos w;nl cos Wet- Vo sin w;nl sin Wei = Vo cos( we+ Wur) l. On the other hand, in 
the presence of a (relative) gain mismatch of e and a phase imbalance oft:,(), we have 

V0 ,11 (t) = Vo(l + e)costo;11lcos(Wcl + 6 0)- Vosin w;11 /sintocl 

Vo 
= 2 [(1 + S) COS/::;@ + l j COS( Wei+ w;11 )1 

- ~0 ( I +e) sin t:,() s in(wc + w;")t 

Vo 
+ 2 [( 1 + e)cos60- l)cos(toc- w;11)t 

- ~0 ( I + e) sin 6 0 s in(wc - w;")l. 

(4.124) 

(4.1 25) 
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It follows that the power of the unwanted sideband at w,-Win di vided by that of the wanted 
sideband at we + Win is given by 

P- [( I + s)cos60 - 1]2 + (1 + s )2sin2 60 
- -
p+ [( I + s)cos 6 (:1 + 1]2 + (l + .s)2 sin2 6 (:1 

(4. 126) 

(I + .s)2 - 2(1 + e)cos6(:1 + 1 
= _:___:-,----__,...:. _ _.:___---,---

(l + ,s)2 + 2 ( 1 + .s)cos 6 (:1 + l' 
(4 .127) 

which is similar to the image-rejection ratio expression [Eq. (4.77)). We may even call 
the unwanted sideband the "image" of the wanted sideband wi th respect to the carrier fre­
quency. In practice, a P-IP+ of roughly - 30 dB is sufficient to ensure negl igible d istonion 
of the cancellation, but the exact requirement depends on the type of modulation . 

Example 4.38 

Compute the average power of V0111 (/) in Eq. (4. 125). 

Solution: 

We add P- and P ~ and multiply the resu lt by VJ/4. If e « 1. then 

(4.128) 

Interestingly, the output power is independent of the phase mismatch. 

If the raw 1/Q matching of circui ts in a transminer is inadequate, some means of cali­
bration can be employed. To this end, the gain and phase mismatch must first be measured 
and subsequently corrected. Can we use the power of the unwanted sideband as a symptom 
of the I/Q mismatch? Yes, but it is difficult to measure this power in the presence of the 
large wanted sideband: the two s idebands are too close to each other to allow suppressing 
the larger one by tens of decibels by means of a fi lter. 

Let us now apply a s ingle s inusoid to both inputs of the upconverter (Fig . 4.90). The 
output emerges as 

Vour3(1) = Vo(l + o) COS Win I COS(Wcl + 6 (:1) - Vo COS Win I Sin Wei 

= Vo cos Wi11t(l + e) cos 6(:1 cos w ei 

- Vo cos Winl[ ( I + e) s in 6 (:1 + I] s in Wei. 

(4.129) 

(4 .1 30) 

lt can be shown that the output contains two sidebands of equal amplitudes and carries an 
average power equal to 

YJur3(t) = V~[l + (1 +e) sin 60]. (4.131) 
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Figure 4.90 Quadrature upconverter sensing a single simtsoid to re••eal phase mismatch. 

We observe that e is forced to zero as described above, then 

V~urJ - 2V~1111 = sin 6 (:1 . (4. 132) 

T hus, the calibration of phase mismatch proceeds to drive this quantity to zero. 
For gain mismatch calibration, we perform two consecutive tests. Depicted in Fig. 4 .91 , 

the tests entail applying a sinusoid to one baseband input wh ile the other .is set to zero. For 
the case in Fig. 4 .9 1 (a), 

Voull (l) = Vo( I + e) cos Winl cos(wcl + 6(:}), (4. 133) 

yielding an average power of 

2 _ vJ 2 
Vour t (I) - 2 + Vos. (4.134) 

ln Fig. 4.91(b), on the other band, 

Vour2(t) = Vo COS Win I sin Wei, (4.135) 

producing 

(4.136) 

(a) (b) 

Figure 4.91 Quadrature upconverter sensing a cosine at (a) the I inpul. (b) all he Q input. 
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That is, 

(4. 137) 

suoocstin•> that the gain mismatch can be adJ'usted so as to drive this difference to zero. oc ::> 

The measurement of V2 
3(t) and V2 

1 (t) - V2 
1
,(1) in the above tests requires a rei -

""' out ou .. 0 

atively high resolution. For example, a residual phase mismatch of 6 9 = I translates to 

sin MJ = 1.75%, dictating a resolution of about 7-8 bits in the AOC that digitizes vJm3(t) 
in Eq. (4. 13 1). 

We should remark that de offsets in the baseband may affect the accuracy of UQ cali­
bration. As explained below. another effect, "carrier leakage." may also require the removal 
of de offsets prior to 1/Q calibration. 

Carr ier Leakage The analog baseband circuitry producing the quadrature signals in 
the transmitter of Fig. -t88 exhibits de offsets, and so does the baseband pon of each 
upconversion mixer. Consequently, the output s ignal appears as 

Vq111(t) = IA(I)cos¢ + Vosdcoswct- [A(t)sin¢ + VoS2lsin wct, (4. 138) 

where v051 and v052 denote the tota l de offsets referred to the input port of the mixers. 
The upconverter outpu t therefore contains a fraction of the unmodulated carrier: 

V"'11(t) = A(t) cos(wct + ¢) + Vost coswcl- Vosz sinwcl. 

Cal led "carrier leakage," and quant ified as 

Rcla~ivc Carrier Leakage = 
JvbS t + V'J;S2 

jA2 (t) 

(4.1 39) 

(4. 140) 

this phenomenon leads to two adverse effects. First, it distorts tbe signal constellation. 
raising the error vector magnitude at the TX output. For example. if Vom(t) represents a 
QPSK signal , 

(4.14 1) 

and is applied to an ideal direct-conversion receiver, then the baseband quadrature outputs 
suffer from de offsetS, i.e .. horizontal and venical shiftS in the constellation (Fig. 4.92). 

The second effect manifests itself if the output power of the transmitter must be varied 
across a wide range by varying the amplitude of the baseband signals. For example, as 
described in Chapter 3, COMA mobiles must lower their transmitted power as they come 
closer to the base station so as to avoid the near-far effect. Figure 4.93(a) conceptually 
depict.~ the power control loop. The base station measures the power level received from the 
mobile and. accord ingly. requests the mobi le to adjust its transmitted power. With a short 
distance between the two. the mobile output. power must be reduced to very low values. 
yielding the spectrum shown in Fig. 4.93(b) in the presence of carrier leakage. In this case. 
the carrier power dominates. making it difficult to measure the actual s igna l power. This 
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issue arises if the mobile output power is adjusted by varying the baseband swings but not 
if the PA itself is adjusted. 

In order to reduce the carrier leakage. Eq. (4. 140) suggests that the baseband signal 
swing, A(1), must be chosen sufficiently large. However. as A(t) increases, the input pon 
of the upconversion mixers becomes more nonlinear. A compromise is therefore necessary. 
In stringent applications, tbe offsets must be trimmed to minimize the carrier leakage. As 
illus~rated in Fig. 4.94, ~wo OACs are tied to the baseband ports of the TX:7 and a power 
detector (e.g., a rectifier or an envelope detector) monitors the ou tput level, and it.~ output 
is digitized. During carrier leakage cancellation, the baseband processor produces a zero 
output so that the detector measures only the leakage. Thus, the loop consisting of the TX, 
the detector, and the OACs drives the leakage toward zero, with the final settings of the 
DACs stored in the register. 

27. The DACs may be embedded within the mixers themselves (Chttt)ter 6). 
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Figure 4.94 Reduction of carrier leakage by basebfmd offset COIItrol. 

Example 4.39 

Is it possible to cancel the carrier leakage by means of a s ingle DAC'I 

Solution: 

No, it is not. Eq. (4.139) implies that no choice of Vast or VaS2 can force Vast cos wet­

VaS2 s in Wei to zero if the other remains finite. 

How should the two DACs be adjusted so that the loop in Fig. 4.94 converges? An 
adaptive loop such a~ the lea~t mean square (LMS) algorithm can perform this task. Alter­
natively, an "exhaustive" search can arrive at the optimum settings; e.g., for 8-bit DACs, 
only 256 X 256 possible combinations exist, and the system can try all to determine which 
combination yields the lowest leakage at the output. .In this procedure, the system begins 
with, say, zero settings for both DACs, measures the carrier leakage, memorizes this value, 
increments one DAC by I LSB, measures the leakage again, and compares the result with 
the previous value. The new settings replace the previous ones if the new leakage is lower. 

Mixer Linearity Unlike downconversion mixers in a receiver, upconversion mixers in 
a transmi tter sense no interferers. However, excessive nonlineari ty in the baseband port 
of upconversion mixers can corrupt the signal or raise tbe adjacent channel power (Chap· 
ter 3). As an example, consider the GMSK signal expressed by Eq. (4.112) and suppose 
the baseband 1/Q inputs experience a nonlinearity given by atx + a3~ . The upconverted 
signal a~sumes the form [15] 

(4.142) 

(4.143) 
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T he second term also represents a GMSK s ignal but with a threefold modulation index, 
thereby occupying a larger bandwidth. Simulations indicate that this effect becomes neg­
ligible if the baseband port of the mixers experiences a nonlineari ty Je.ss than I% for the 
specified baseband swings [15) . 

For variable-envelope signals, A 3 (t) appears i.n both terms of Eq. (4.143), exacerbating 
the effect. The required mixer lineari ty is typically determined by simulations. However, in 
most ca~es (i.e., in a good design), a~ the baseband s ignal swings increase, the PA output 
begins to compress before the mixer nonlinearity manifes ts itself. This is explained below. 

TX Linearity The lineari ty of transmitters must be chosen according to the spectral 
regrowth (adjacent channel power) requirements and/or the tolerable distortion of the sig­
nal to be transmitted. As mentioned in Chapter 3, both of these effects become critical for 
variable-envelope modulation schemes. We defer the former to Chapter 12 and deal wi th 
the latter here. 

The distortion of a variable-enve lope signal is typically characterized by the compres­
sion that it experiences. As shown in Fig. 4.95, the s ignal is subjected to a non linear 
characteristic in simulations and it is determined how close its level can come to the 
1-dB compression point while the degradation in the constellation or the bit error rate is 
negligible. For example, the average power of the 64-QAM OFDM signal in 802.lla must 
remain about 8 dB below PtdB of a given circuit. We say the circuit must operate at "8-dB 
back-off." In other words, if a peak swing of Vo places the c ircuit at the 1-dB compression 
point, then the average signal swing must not exceed Vo/2.5 1. 

In a TX chain, the signal may experience compression in any of the stages. Consider 
the example depicted in Fig. 4.96, where the s ignal levels (in dB) along the chain are also 
shown. Since the largest voltage swing occurs at the output of the PA, this stage dominates 
the compression of the TX; i.e., in a good design, the preceding stages must remain well 
below compression as the PA output approaches Ptt/8· To so ensure, we must maximize the 
gain of the PA and minimize the output swing of the predriver and the stages preceding it. 
This requirement places additional burden on the PA des ign (Chapters 12 and 13). 

1- dB Compression 
Point 

I 

Figure 4.95 llariable·enve/ope signal applied to a compressive system. 
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Example 4.40 
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PA 
Predrlver PA 

Figure 4.96 Level chart for the signals along a TX c!utin. 

If the predriver and the PA exhibit th ird-order characteristics, compute the 1-dB compres­
sion point of the cascade of the two. 

Solution: 

Assuming a nonlinearity of a 1x + a3x3 for the predriver and /J1x + fhx3 for the PA, we 
write the PA output as 

y(t) = /J J(a lx + a3x3) + f33(a1x + a3.~)3 

= f3 1a1x + (/Jaa3 + f33at)x3 + · · · 

(4.144) 

(4. 145) 

If the first two terms arc dominant, then the input 1-dB compression point is given by the 
coefficients of x and .x3 as follows: 

A ldB.in = (4. 146) 

The reader is encouraged to consider the special cases f33 = 0 or a3 = 0 and justify the 
results intuitively. It is interesting to note that if {31a3 = - f33af, the coefficient of x3 falls 
to zero and A ttiB.in --. oo. This is because the compression in one stage is cancelled by the 
expansion in the other. 

In transmitters. the output power is of interest, suggesting that the compression behav­
ior must also be quantified at the output. Since at A I dB.;,, the output level is I dB below its 
ideal value, we simply multiply A ttiB.in by the total gain and reduce the result by I dB so as 
to determine the output compression point: 

(4. 147) 
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· ( Col[tinued) 

where the factor I / 1.12 accounts for the 1-dB gain reduction. It follows that 

(4.148) 

Oscillator Pulling While the issues described above apply to most transmitter archi­
tectures, another one becomes particularly critical in diJect-conversion topologies. As 
iJiustr-ated in Fig. 4.97(a), the PA output exhlbits very large swings (20 VP/, for I W 
delivered to a 50-Q. load), which couple to various parts of the system through the s ilicon 
substrate, package parasitics, and traces on the printed-circuit board. Thus, it is likely that 
an appreciable fraction of the PA output couple-s to the local oscillator. Even if the PAis off­
chip, the PA driver may still pull the LO. Note that the center frequency of the PA output 
spectrum is equal to ww in direct-conversion transmitters. 

Let us consider a "sliver" of the output spectrum centered at ww + C..w and model it by 
an impulse of equal energy [Fig. 4.97(b)]. We therefore inquire what happens if a sinusoid 
at a frequency of WJ = ww + C..w is "injected" into an oscillator operating at a frequency 
of WL(), where C..w « ww. Called "injection pulling,'' this phenomenon has been studied 
extensively [16, 17] and is analyzed in Chapter 8. ln such a condition, the output phase 
of the oscillator, cf>out> is modulated periodically. In fact, as depicted in Fig. 4.98(a), cf>out 

remains around 90• (with respect to the input phase) for part of the period, subsequently 
experiencing a rapid 360• rotation. T he input and output waveforms therefore appear as i.n 
Fig. 4.98(b).lt can be proved that the output spectrum is heavi ly asymmetri c [Fig. 4.98(c)], 
with most of the impulses located away from the input frequency, Winj ( =ww + C..w ). Note 
that the spacing between the impulses is equal to the frequency of the phase variation in 
Fig. 4.98(a) and not equal to C..w.28 

.60) 

---;;~ 

_1_¢~$~· 
(l)LO (l) 

<•) (b) 

Figure 4.97 (a) Ttl)ection pulling of LO by PAin" direct-conversion TX. (b) concepuml illustration 
of injection into Wl oscillator. 

28. PuiJ ing can also occur if the injected signal frequency is close 10 a harmonic of the oscillator frequency, 
e.g., in ihe vicinity of 2tvw. We call this ciTcct "superltarmonic pulling." 
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Figure 4.98 (a) Behavior of LO out pill phase in the presence of injection pulling, (b) cycle slips in 
time domain, (c) resulting spectrum. 

At what output power level does injection pulling become significant? The answer 
depends on several factors : ( l) the internal voltage and current swings of tb.e LO (the larger 
they are, the less is the effect of pull ing); (2) the Q of the tank used in the oscillator; 
(3) whether the PA output is differential, in which case its coupling to the LO is 30-40 dB 
lower than if it is single-ended;29 (4) how much the feedback loop controlling the LO (the 
synthesizer) counteracts tbe pulling [17] ; (5) the symmetry of the layout and the rype of 
packaging. Nonetheless, for typical designs, as the PA output exceed~ 0 dBm, injection 
pulling may prove serious. 

In order to avoid injection pulling, the PA output frequency and the oscillator frequency 
must be made sufficiently different (e.g., by more than 20% ), an impossible task i.n the 
architecture of Fig. 4.97. Tbis principle has led to a number of transmitter architectures and 
frequency plans that are described below. 

Noise in RX Band As explained in Chapter 3, some standards (e.g., GSM) specify the 
maximum noise that a TX can transmit in the RX band. In a direct-conversion transmitter, 
the baseband circuits, the upconverter, and the PA may create significant noise in the RX 
band. To resolve this issue, Hoffset-PLL.:' transmitters can be used (Chapter 9). 

4 .3.3 Modern Direct-Conversion Transmitters 

Most of today 's direct -conversion transmitters avoid an oscillator frequency equal to the PA 
output frequency. To avoid confusion, we callLbe former the LO frequency, ww, and the 

29. This is tn•e only if the differential PA incorporates "single-ended" inductors rather t:han one symmetric 
inductor (Chapter 7). 
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latter, the carrier frequency, We· The ta~k is accompl ished by choos ing tow sufficiently far 
from We and deriving We from ww by operations such as frequency division and mixing. 

Figure 4.99 depicts a conm10n example where ww = 2wc. A divide-by-2 circuit fol­
lows the LO, tbereby generating ww/2 witb quadrature phases. This architecture is popular 
for two reasons: (1) injection pull ing is greatly reduced, and (2) the divider readi ly provides 
quadrature phases of the carrier, an otherwise difficult task (Chapter 8). 

Figure 4.99 Use of an LO running m Mice the carrier frequency to minimize LO pulling. 

The architecture of Fig. 4.99 does not entirely e liminate injection pull ing. Since the PA 
nonlinearity produces a finite amount of power al the second harmonic of the carrier, the 
LO may still be pul led. Nonetheless, proper layout and isolation techniques can suppress 
this effect. 

Is it possible to choose ww = wc/2 and use a frequency doubler to generate We? 

Solution: 

It is possible, but the doubler typically docs not provide quadrature phases, necessitating 
additional quadrature generati on stages. Figure 4.1 00 shows an example where the doubler 
output is applied to a polyphase filter (Section 4.2.5). The advantage of this architecture 
is that no harmonic of tbe PA output can pull the LO. The serious disadvantage is that tbe 
doubler and the polypha~c filter suffer from a high loss, requiring the use of power-hungry 
buffers. 

'-fl <Oc 
(I)LO = -2 ,.---, 
r:-:l__r;;(l..- Poly_phase 
~~ Filter 

PA 

Figure 4.100 Use of tm LO running ar half the carrier frequency to minimize LO pulling. 
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The principal drawback of the architecture of Fig. 4.99 stems from the speed required 
of the divider. Operating at twice the carrier frequency, the divider may become the speed 
bottleneck of the entire transceiver. (We deal with divider design in Chapter 10.) Nev­
ertheless, as seen in the following discussion, other transmitter archi tectures suffer from 
more serious drawbacks. Thus, even a substantial effort on divider design to enable this 
architecture is well justified. 

Another approach to deriving frequencies is through the use of mixing. For example, 
mixing the outputs of two oscillators operating at WI and W:2 can yield WI + w2 or WI - w2. 

Nonetheless, as with the receivers studied in Section 4 .2, it is de-simble to employ a sin· 
gle oscillator and utilize division to obtai.n subbarmonics. To this end, let us consider the 
arrangement shown in Fig. 4.1 0 ·1 (a), where the oscillator frequency is d ivided by 2 and the 
two outputs are mixed. The result contains components at wt ±wt / 2 with equal magni tudes. 
We may call one the "image" of the other with re-spect to WI. 

t t 

(•) 

• 

Xes~ (t) 

Xee,a (I) 

0 

j j 
(b) 

Figure 4.101 (a) Mixing of tm LO outpnt with ha(f of its frequmcy, (b) effect of two sidebtmds on 
tr,msmiuer outpw. 

Can both components be retained? In a transmitter using sucb an LO waveform, the 
upconverter output would contain, with equal power, the signal spectrum at both carrier 
frequencies [Fig. 4.10 I (b)). Thus, half of the power delivered to the antenna is wasted. 
Furthermore, the power transmitted at the unwanted carrier frequency corrupts communi­
cation in other channels or bands. One component (e.g. , tbat at WJ/2) must therefore be 
suppressed. 

l t is difficult to remove the unwanted carrier by means of filtering because the two 
frequencies differ by only a factor of 3. For example, in Problem 4.24 we show that a 
second-order LC filter resonating at 3wl /2 attenuate-s the component at WJ/2 by a factor of 
8Qj3. For a Q in the range of 5 to 10, this attenuation amounts to 25 to 30 dB, suflicient for 
minimizing the waste of power in the unwanted s ideband but inadequate for avoiding cor­
ruption of other channels . The other issue is that the output in Fig. 4.10J(a) is not available 
in quadrature form. 

An alternative method of suppressing the unwanted sideband incorporates "single­
sideband" (SSB) mix..ing. Based on the trigonometric identity cosw,rcos w21 - sinw11 
sin w21 = cos(wt + w2)1 and illustrated in Fig. 4.1 02(a), SSB mixing involves multiply­
ing the quadrature phases of WI and w2 and subtracting the results- just as realized by the 
quadrature upconverter of Fig. 4 .88. We denote an SSB mixer by the abbreviated symbol 
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A COS(J)t t <>---.-

(a) 

Vout (J)·~ 
Tva 

!b) 

Figure 4.102 Single-sideband mixer (a) implementation. (b) simplified symbol. 

241 

sbown in Fig. 4 .l02(b) . Of course, gain and phase mismatches lead to an unwanted side­
band, as expressed by Eq. (4.127). With typical mismatches, P- j P + falls in the vicinity of 
30 to 40 dB, and fi ltering by a second-order LC stage attenuates the sideband by another 25 
to 30dB. 

ln addition to tbe image s ideband, the harmonics of the input frequencies also corrupt 
the output of an SSB mixer. For example, suppose each mixer in Fig. 4.1 02(a) exhibit~ 
third-order nonlinearity in the port sensing A sin Wt 1 or A cos wtl. If the non linearity is of 
the form O'IX + a3x3, the output can be expressed as 

Vow(!) = (at A COSWtl + Cl'3A3 COS3 Wtl) COSW21 

- (a tAsinwii +a3A3 sin3 wrl)sinW:zl (4.149) 

= (a1A + Ja!A
3

) COSWtiCOSW21 - (atA + 
3a~AJ) sinw11 Sin w21 

a3A 3 a3A 3 
+ -

4
- cosJwr1cosw21 + -

4
- sin3w1tsinw21 (4.150) 

(4.151) 

The output spectrum contains a spur at 3wt - W:z. Similarly, with third-order nonlineari ty 
in the mixer ports sensing sin w2t and cos w21, a component at 3W:z -WI arises at the output. 
The overall output spectrum (in the presence of mismatches) is depicted in Fig. 4. I 03. 

I t I I t I ~ .. 
0 ro,-ro2 (1)2 ro , 3(1}2 -(1}1 ro,+ro 2 3(1}1-(1} 2 (I) 

Figure 4.103 Owpnt spectrum ofSSB mixer in the presence ofnonlineariry tmd mismatches. 

Figure 4.104 shows a mixer example where the port sensing V;, , is linear wb.iJe that 
driven by V;nz is nonlinear. As explained in Chapter 2 , the c ircuit multiplies V;,, by a 
square wave toggling between 0 and I. That is, the third harmonic of V;112 is only one-third 
of its fundamental, thus producing the strong spurs in Fig. 4. I 03. 
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Figure 4.104 Simple mixer. 

How serious are the above spurs? In a typical mixer design (Chapter 6), it is possible 
to line.arize only one port, thus maintaining a small third harmonic in that port. Tbe otber 
is highly nonlinear so as to retain a reasonable gain (or loss). We therefore conclude that, 
between the two spurs at 3wl - wz and 3wz - w,, only one can be reduced to acceptably 
low levels while the other remains only IOdB (a factor of one-third) below the desired 
component. As an example, if W2 = w t/2, then 3w 1 - w2 = 5w 1 / 2 and 3CV2 - w 1 = w 1 /2; 
we can lineari ze tbe port sensing wz to suppress tbe latter, but the former stil l requires 
substantial fi ltering. 

For use in a direct-conversion TX, the SSB mixer must provide the quadrature phases of 
the carrier. This is accomplished by noting that sin w1 t cos w2t +cos w1 t si.n wzt = sin(w1 + 
wz)t and duplicating the SSB mixer as sbown in Fig. 4.105. 

Figure 4.105 SSB mixer providing quadrature outpuls. 

Figure 4.106 sbows a direct-conversion TX with SSB mix ing for carrier generation. 
Since the carrier and LO frequencies are sufficiently different, this architecture remains free 
from injection pulling.30 Whi le suppressing the carrier sideband at wtf2, this architecture 

30. This is nol suictty correcl because lhc second hannonic of lhe PA outpul is also the lhird harmonic of lhe 
LO, IJ(>temialty causing ··superharmonic" pulling. 
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PA 
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xee,a(t) .,____ 

Figure 4.106 Direct-conversion TX using SSB mixi1rg in LO path. 

presents two drawbacks: (I) tbe spurs at Sw1 / 2 and otber harmonic-related frequencies 
prove troublesome, and (2) the LO must provide quadrature phases, a diffi cult issue 
(Chapter 8). 

A student replaces the -;-2 circuit in Fig. 4.106 with a -;-4 topology. Analyze the unwanted 
components in the canier. 

Solution: 

Upon mixing w 1 and w1 j 4, the SSB mixer generates Sw1 /4 and, due to mismatches, 3w, / 4. 
In the previous case, these values were given by 3w1 / 2 and w1 j 2, respectively. Thus, 
filtering the unwanted sideband is more difficult in this case because it is closer to the 
wanted sideband. 

As for the effect of harmonics, the output contains spurs at 3(<>1 - w2 and Jw2 -
w1, which are respectively equal to II w1 f 4 and wtf4 if uJ2 = Wt /4. The spur at II w1 / 4 
remains slightly higher than its counterpart in the previous case (Swl/2), while that at w1 /4 
is substantially lower and can be filtered more easily. Figure 4. 107 summarizes the output 
components. 

I ~ i I i .. 
0 co, 3co1 sw, 11 co, co 

4 4 4 4 

Figure 4.107 Oulf>UI spurs willr c1 divide-by·4 circuil used i11 T. O mixing. 
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4 .3.4 Heterodyne Transmitters 

Another approach to avoiding injection pulling involves performing the signal upconver­
sion in two steps so that the LO frequency rema.ins far from tbe PA output spectrum. Shown 
in Fig. 4.1 08, such a TX topology is the "dual" of the heterodyne receiver studied in 
Section 4.2.1. Here, the baseband I and Q signals are upconverted to an IF of Wf> and 
the result is mixed with U>2 and hence translated to a carrier frequency of W t + w2. Since 
the second mixer also produces an output at w1 - w2, a band-pass filter follows this stage. 
As witb the receiver counterpart, one advantage of tb.is architecture is that the T fQ upcon­
version occurs at a significantly lower frequency than the carrier, exhibi ting smaller gain 
and phase mismatches. The equations quantifying the effect of mismatches are the same as 
those derived in Section 4.3.2 for the direct-conversion TX. 

Figure 4.108 Two·step TX. 

In analogy with the s liding-IF receiver archi tecture of Fig. 4.26(a), we eliminate the 
fiJ-st oscillator in the above TX and derive the required phases from the second oscillator 
(Fig. 4 .109). The carrier frequency is thus equal to 3wt / 2. Let us study the effect of nonide­
alities in this architecture. We call the LO waveforms at wt / 2 and w1 the lirst and second 
LOs, respectively. 

a-

Figure 4.109 Slidi11g-TF TX. 
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Figure 4.110 Carrier leakage in heterodyne 7X. 
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Cat·rie•· L-eakage The de offsets in the baseband yield a component at w1 / 2 at the output 
of the quadrature upconverter, and the de offset at the input of the RF mixer produces 
another component at w 1 (Fig. 4.11 0). The former can be minimized as described in 
Section 4.3.2. The latter, and the lower sideband at WJ/ 2, must be removed by filtering. 
The leakage at w1 is closer to the upper sideband than the lower sideband is, but it is also 
much smaller than the lower sideband. Thus, tbe filter following the RF mixer must be 
designed to attenuate both to acceptably low levels. 

Mixing Spurs The heterodyne TX of Fig. 4.109 displays various mixing spurs that must 
be managed properly. The spurs arise from two mechanisms: the harmonics of the lirst LO 
and the harmonics of the second LO. 

The quadrature upconverter mixes the baseband signals with the third and fifth har­
monics of the first L0,31 thus creating replicas of the signal spectrum at Wl / 2, 3wl / 2, and 
5wtf2. The resuJt is shown in Fig. 4.lll(a) for an asymmetrically-modulated signal. Note 
that the harmonic magnitudes follow a s ine envelope if the mixers operate as the swi tching 
network depicted in Fig. 4.1 04. In other words, the magnitudes of the replicas at 3w1 / 2 and 
5wif2 are one-third and one-fifth of the desired signal magnitude, respectively. Upon mix­
ing with the second LO (w1 ), the components in Fig. 4 .lll(a) are translated up and down by 
an amount equal to w1, yielding tbe spectrum iJlustrated in Fig. 4.lll(b). Interestingly, the 
desired sideband at + 3wl / 2 is enhanced by a smaller replica that results from the mixing 
of Swt/2 and w1. The unwan ted sidebands at w if2, 5wtf2, and 7wt / 2 must be suppressed 
by an RF band-pass filter. 

The second mechanism relates to the harmonics of the second LO. That is, the spec­
trum shown in Fig. 4.111 (a) is mixed with not only w1 but 3w1, 5w1, etc. lllustrated in 
Fig. 4.112 is the resulting output, revealing that, upon mixing with + 3wt , the IF sideband 
at -3wtf2 is translated to +3wt / 2, thereby corrupTing the wanted sideband (if the modu­
lation is asymmetric). Similarly, the IF sideband at - Swl/2 is mixed with +5wt and falls 
atop the desired s ignal. 

31. The hig)lel' harmonics are neglected here. 
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Figure 4.111 Spurs ar (a) TF tmd (b) RF ourpurs of a hererodyne TX. 
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Figure 4.112 Effect of harmonics of second LOon TX outpur. 

How serious is this corruption? Since the IF sideband at - 3ro, j 2 is IOdB below the 
desired signal, and since mixing with 3w, entails another IOdB attenuation (why?), the 
level of corruption is at -20 dB. This value is acceptable only for modulation schemes that 
require a moderate SNR ( 10-12 dB) (e.g., QPSK) or systems with a moderate bit error rate 
(e.g., 10-2) . Even in these cases, some 1F filtering is necessary to suppress the unwanted 
sidebands before they are upconverted to RF and fall into other users' channels . 
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xe8,1 (t) = A (t)cos9 o---.....----®-----1 
L, + + RF SSB Mixer 
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+ 

Figure 4.ll3 Use of buseb1md quadrmure SS8 miring und TF SS8 mixing ro reduce rite w"''""red 
component. 

Example 4.43 

Compare the spurious behavior of the TX architectures shown in Figs. 4.106 and 4. 109 . 

Solution: 

In the direct-conversion TX of Fig. 4.106, the primary spur appears at 5w, /2, and no self­
corruption similar to that illustrated in Fig. 4.112 exists. The heterodyne topology, on the 
other hand. suffers from more spurs . 

The unwan ted sideband at w1 - <Ot / 2 produced by the RF mixer in Fig. 4.109 can 
be greatly suppre.ssed through the use of SSB lnL'I.ing. To this end, the IF signal must be 
generated in quadrarure form . Figure 4.113 shows sucb a topology [15, 18], where two 
quadrature upconveners provide the quadrature components of tbe lF s ignal: 

W t t . . Wtt 
XtFJ(t) = A(t) COS a COS 2 - A(/) SIO a SIO 2 (4.152) 

(
WJI ) = A(!) cos T + (;) (4.153) 
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. w at wat 
xw.Q(t) = A (t) cos B stn 2 + A (I) sin B cos 2 (4.154) 

. (Wit ) = A(t)sm 2 +B . (4.155) 

The RF SSB mixer then translates the result to WJ + wa/2. The reader is encouraged to 
study the mixing spurs in this architecture. 

While attenuating the sideband at WJ - WJ / 2, the architecture of Fig. 4.113 suffers from 
three drawbacks: (I) the oscillator must provide quadrature outputs, a d ifficult issue (Chap­
ter 8), (2) the circuit employs twice as many mixers a~ those in the original architecture 
(Fig. 4.1 09), and (3) the loading seen by the -:-2 circui t is doubled. The first issue can be 
alleviated by operating the oscillator at 2w1 and following it with a -:-2 stage, but such a 
design is only sl ightly simpler than the direct-conversion architecture of Fig. 4. 1 06. 

Our study of the heterodyne sliding-IF TX has thus far assumed that tbe first LO fre­
quency is half of the second LO frequency. It is possible to replace the -:-2 c ircu it wi th a 
-:-4 stage so as to produce the IF s ignal at wa/4 and the RF output at w1 + wif4 = 5wif4 
[19] . We study the spurious effects in such an architecture in Problem 4.25. 

4 .3.5 Other TX Architectures 

In addition to the TX architectures described above, several others find usage in some 
applications. These include "offset PLL: ' topologies, "in-loop modulation" systems, and 
"polar modulation" transmi tters. We study the first two in Chapter 10 and the last in 
Chapter 12. 

4.4 OOK TRANSCEIVERS 

"On-off keying" (OOK) modulation is a special case of ASK where the carrier amplitude 
is switched between zero and maximum. Transceivers employing OOK lend themselves to 
a compact, low-power implementation and merit some study here. Figure 4.114 illustrates 
two TX topologies. In Fig . 4.ll4(a), the LO is directly turned on and off by the binary 
baseband data. If the LO swings are large enougb, the PA also experiences relatively com­
plete switching and delivers an OOK waveform to the antenna. In contrast to the transmitter 
architectures studied in the previous sections, OOK does not require quadrature baseband 
or LO waveforms or a quadrature upconverter. Of course, it is also less bandwidth-efficient 
as unshaped binary pulses modulated on one phase of the carrier occupy a wide spectrum. 

(a) (b) 

Figure 4.1 14 OOK TX with (a) direct LO switching (b) PA switching. 

References 

LNA 
'-..-I Envelope 

Detector 

Figure 4.115 OOK recei1•e1: 
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Nonetheless, the simplicity of the arch itecture makes it attractive for low-cost, low-power 
applications. 

The principal issue in the TX of Fig. 4.11 4(a) is that the LO cannot be easily controlled 
by a phase-locked loop (Chapter 9). The TX of Fig. 4.114(b), on the other hand, keeps the 
LO on and directly switches the PA. We study the injection-pulling properties of the two 
architectures in Problem 4.29. 

OOK receivers are also simple and compact. As s hown in Fig. 4.ll5, an LNA followed 
by an envelope detector can recover the binary data, with no need for an LO. Of course, 
such a receiver has li ttle tolerance of interferers. 
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PROBLEMS 

4 .1 . For the s lid ing- IF arc hilecture o f Fig. 4 .26(a), assume tbe 7 2 circui t is replaced with 
a 74 c ircu it. 

(a) Determine the required LO frequency range and steps. 

(b) Determine the image frequency range. 

4.2. Since the image band of the s liding- IF receiver of Fig. 4 .26(a) is narrower than the 
signal band, is it possible to des ign an II g rece iver whose image is confined to the 
GPS band? Explain your reasoning . 

4.3. A s liding-IF rece iver with}i.o = (2/3)}in is designed for the llg band. Determine 
some of the mixing spurs that result from the harmonics of the first LO and the 
second LO. Assume the second IF is zero . 

4.4. Consider the I I g sl iding- IF rece iver shown in Fig. 4.1 16. 

(a) Determine the requ ired LO frequency range. 

(b) Determine the image frequency range. 

(c) Is this architecture preferable to that in Fig. 4.26(a)? Why? 

Figure 4.116 Sliding-IF RX for Jig. 
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4.5. Determine some of the mix ing spurs in the architecture o f Fig. 4. 11 6. 

4.6. The sl iding-IF architecture s hown in Fig. 4. 11 7 is designed for the II a band. 

(a) Determine the image band. 

(b) Determine the interferer frequencies that can appear in the output baseband as a 
result of mixing with the third harmonic of the first LO or the third harmonic of 
the second LO. 

lree.•< t) 

lree,a ( t) 

Figure 4.117 Sliding-IF RX for If a. 

4.7. Figure 4. ll 8 shows a " half-RF" architecture, wherefw = f - in/2 [2 1, 22]. 

(a) Assume the RF input is an asymmetricall y-modulated signal. Sketch the spectra 
at the first and second IFs if the mixers arc ideal multipliers. 

(b) Repeat part (a) but assuming that the RF mixer also multiplies the RF signal by 
the third harmonic of the LO. 

(c) The Aicker noise of the LNA may be critical here. Explain why. 

Figure 4.118 fla!J-RF RX. 

4.8. Suppose an AM signal, A(/) cos wet, is applied to a sing le mixer driven by an LO. 

(a) If the LO waveform is given by cos we/. determine the baseband signal . 

(b) If the LO waveform is given by sin Wei. what happens? Why docs thi s indicate 
the need for quadrature downconversion? 
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4.9. In this problem we wish to study an interesting effect that arises from LO leakage 
in direct-conversion receivers [20]. Consider the LO leakage in a d irect-conversion 
receiver, Vo cos wwt . Suppose this leakage is added to an amplitude-modulated 
interferer, V;111 (t) cos w;.1t, and the resul t experiences third-order nonlineari ty in the 
LNA (or downconversion mixer). 

(a) Determine the components near the carrier at the LNA output. 

(b) Determine the resulting baseband components and whether they corrupt the 
desi red signaL 

4 .10 . In Example 4.24, how much gain must precede the given noise spectrum so that the 
penalty remains below 1 dB? 

4.11. In Example 4.24, what flicker noise corner frequency is necessary if the penalty must 
remain below 1 dB? 

4.12. An ASK waveform is applied to a direct-conversion receiver. Plot the baseband I and 
Q waveforms. 

4 .1 3. Does the quadrature mixing of Fig. 4.59(a) perform a Hilbert transform if the 
upcon.verted outputs at we + WLO are considered? 

4.14. Repeat the analysis in Fig. 4.59 if WJF >We. 

4.15. Does the Hartley architecture cancel the image if the IF low-pass filters are replaced 
wi.th high-pass filters and the upconverted components are considered? 

4.16. ln the arch itecture of Fig. 4 .64, assume the two resistors have a mismatch of D.R. 
Compute the lRR. 

4. 17. Prove that the IRR of the Hartley arch itecture is given by (wtrf D.w)2 at an 
intermediate frequency of w1r + D.w if w1r = (R1C1) - 1. 

4 .18. Considering only the thermal noise of the resistors in Fig. 4.64 and assuming a volt­
age gain of A 1 for each mixer, determine the noise figure of the receiver with respect 
to a source impedance of Rv. 

4. 19. In the Weaver architecture of Fig. 4.67, both quadrature downconversions were per­
formed with low-side injection. Study the other three combinations of high-side and 
low-side injection with the aid of signal spectra at nodes A-F. 

4.20. Figure 4.119 shows three variants of the Hartley architecture. Explain which one(s) 
can reject the image. 

4.21. lf sin wwt and coswwt in the Hartley architecture are swapped, does the RX still 
reject the image? 

4.22. Repeat the above problem for the first or second LOin a Weaver archi tecture. 

4 .23. Using Eq. (4.96), compute the IRR of the receiver shown in Fig. 4.77(b) at an IF of 
w + D.w. 

4.24. Assume a second-order parallel RLC tank is exci ted by a current source containing 
a component at wo and another at 3wo. Prove that, if the tank resonates at 3wo. then 
the first harmonic is attenuated by approximately a factor of 8Q/3 with respect to the 
third harmonic. 
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Figure 4.119 Possible voricmrs of Hartley RX. 

lf the -;.-2 circuit in Fig. 4.109 is replaced with a -;.-4 circuit, study the spurious 
components arising from the th ird and fifth harmonics of the first and second LO 
frequencies. 

The simplified Hartley architecture shown in Fig. 4.120 incorporates mixers having a 
voltage conversion gain of A111;x and an infini te input impedance. Taking into account 
only the noise of the two resistors, compute the noise figure of the receiver with 
respect to a source resistance of Rs at an IF of l/(R1C1). 

Rs 

Figure 4. l :W Simplified Hartley RX. 

4.27. A dual-band receiver employing a Weaver archi tecture is shown in Fig. 4.121. The 
first LO frequency is chosen so as to create high-s ide injection for the 2.4-GH:t band 
and low-side inj ection for the 5.2-GHz band. (The receiver operates only in one band 
at a given time.) Neglect the noise and nonlinearity of the rec-eiver itself and assume 
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Figure 4.121 Duol·band RX. 

an SNR of 20 dB is requ ired for the signal to be detected properly. The Weaver 
architecture provide-s an image rejection ratio of 45 dB. 

(a) Suppose the receiver must detect a - 85·dBm signal in the 2.4·GHz mode 
while receiving at the same antenna a - lO·dBm 5.2-GHz component as well. 
Determine the amount of rejection required of BPF1 at5.2GHz. 

(b) Suppose the receiver operates in the 5.2-GHz band but it also picks up a strong 
component at 7.2GHz. It is possible for this component to be mixed with the 
third harmonics of L01 and L02 and appear in the baseband. Does the Weaver 
architecture prohibit this phenomenon? Explain in detail. 

4 .28. Consider the single· sideband mixer shown in Fig. 4.122. In the ideal case, the output 
bas only one component at w 1 + w2. Now suppose the ports sensing w2 suffer from 
third- and fifth-order nonlineari ty. Plot the output spectrum if (a) w, > 3w2 or (b) 
w1 < 3w2. Identify the frequency of each component. 

Figure 4.122 SSB mixet: 

4.29. Explain why injection pulling is more serious in Fig. 4.ll4(b) than in Fig. 4 .ll4(a). 

CHAPTER 

5 
LOW-NOISE AMPLIFIERS 

Following our system- and arch itectw·e·level studies in previous chapters, we move farther 
down to the circuit level in this and subsequent chapters. Beginning with the receive path, 
we describe the design of low·noise amplifiers. While our focus is on CMOS implementa­
tions, most of the concepts can be app lied to other technologies as wel l. The outline of the 
chapter is shown below. 

Basic LNA Topologies 

• CS Stage with Inductive Load 
• CS Stage with Resistive Feedback 
• CG Stage 
• CS Stage with Inductive 

Degeneration 

Alternative LNA 
Topologies Nonlinearity of LNAs 

• Variants of CS LNA • Nonlinearity Calculations 
• Noise- Cancelling LNAs • Differential and Quasi- Differential 
• Differential LNAs LNAs 

5.1 GENERAL CONSIDERATIONS 

As the first active stage of receivers, LNAs play a critical role in the overall performance 
and their design is governed by the following parameters. 

Noise Figure The noise figure of the LNA directly adds to that of the receiver. For a 
typical RX noise figure of 6 to 8 dB, it is expected that the antenna switch or duplexer 
contributes about 0.5 to 1.5 dB, the LNA about 2 to 3 dB, and the remainder of the chain 
about 2.5 to 3.5 dB. While these values provide a good starting point in the receiver design, 
the exact partitioning of the noise is flexible and depends on the performance of each stage 
in the chain. In modern RF electronics, we rarely design an LNA in isolation. Rather, we 
view and design the RF chain as one entity, performing many iterations among the stages. 

To gain a better feel for a noise figure of 2dB, consider the simple example in 
Fig. 5.1 (a), where the noise of the LN A is represented by only a voltage source. Rearranging 




