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Introduction

The purpose of this book is to provide a broad and general introduction
to the subject of dynamical systems, suitable for a one- or two-semester
graduate course. We introduce the principal themes of dynamical systems
both through examples and by explaining and proving fundamental and
accessible results. We make no attempt to be exhaustive in our treatment of
any particular area.
This book grew out of lecture notes from the graduate dynamical systems

course at the University of Maryland, College Park. The choice of topics
reflects not only the tastes of the authors, but also to a large extent the
collective opinion of the Dynamics Group at the University of Maryland,
which includes experts in virtually every major area of dynamical systems.
Early versions of this book have been used by several instructors at

Maryland, theUniversity of Bonn, and Pennsylvania StateUniversity. Expe-
rience shows that withminor omissions the first five chapters of the book can
be covered in a one-semester course. Instructors who wish to cover a differ-
ent set of topics may safely omit some of the sections at the end of Chapter 1,
§§2.7–§2.8,§§3.5–3.8, and §§4.8–4.12, and then choose from topics in later
chapters. Examples fromChapter 1 are used throughout the book. Chapter 6
depends on Chapter 5, but the other chapters are essentially independent.
Every section ends with exercises (starred exercises are the most difficult).
The exposition of most of the concepts and results in this book has been

refined over the years by various authors. Since most of these ideas have
appeared so often and in so many variants in the literature, we have not at-
tempted to identify the original sources. Inmany cases, we followed the writ-
ten exposition from specific sources listed in the bibliography. These sources
cover particular topics in greater depth than we do here, and we recommend
them for further reading. We also benefited from the advice and guidance
of a number of specialists, including Joe Auslander, Werner Ballmann,

xi



xii Introduction

KenBerg,MikeBoyle,BorisHasselblatt,Michael Jakobson,AnatoleKatok,
Michal Misiurewicz, and Dan Rudolph. We thank them for their contribu-
tions. We are especially grateful to Vitaly Bergelson for his contributions to
the treatment of applications of topological dynamics and ergodic theory to
combinatorial number theory. We thank the students who used early ver-
sions of this book in our classes, and who found many typos, errors, and
omissions.



CHAPTER ONE

Examples and Basic Concepts

Dynamical systems is the study of the long-term behavior of evolving
systems. The modern theory of dynamical systems originated at the end
of the 19th century with fundamental questions concerning the stability and
evolution of the solar system. Attempts to answer those questions led to
the development of a rich and powerful field with applications to physics,
biology, meteorology, astronomy, economics, and other areas.
By analogy with celestial mechanics, the evolution of a particular state of

a dynamical system is referred to as an orbit. A number of themes appear
repeatedly in the study of dynamical systems: properties of individual orbits;
periodic orbits; typical behavior of orbits; statistical properties of orbits;
randomness vs. determinism; entropy; chaotic behavior; and stability under
perturbation of individual orbits and patterns. We introduce some of these
themes through the examples in this chapter.
We use the following notation throughout the book: N is the set of

positive integers;N0 = N ∪ {0};Z is the set of integers;Q is the set of rational
numbers; R is the set of real numbers; C is the set of complex numbers; R+

is the set of positive real numbers; R+
0 = R+ ∪ {0}.

1.1 The Notion of a Dynamical System

A discrete-time dynamical system consists of a non-empty set X and a map
f : X → X. For n ∈ N, the nth iterate of f is the n-fold composition f n =
f ◦ · · · ◦ f ; we define f 0 to be the identity map, denoted Id. If f is invertible,
then f−n = f−1 ◦ · · · ◦ f−1(n times). Since f n+m = f n ◦ f m, these iterates
form a group if f is invertible, and a semigroup otherwise.
Although we have defined dynamical systems in a completely abstract

setting, where X is simply a set, in practice X usually has additional structure

1



2 1. Examples and Basic Concepts

that is preserved by themap f . For example, (X, f ) could be ameasure space
and a measure-preserving map; a topological space and a continuous map;
a metric space and an isometry; or a smooth manifold and a differentiable
map.
A continuous-time dynamical system consists of a space X and a one-

parameter family of maps of { f t : X → X}, t ∈ R or t ∈ R+
0 , that forms a one-

parameter group or semigroup, i.e., f t+s = f t ◦ f s and f 0 = Id. The dynam-
ical system is called a flow if the time t ranges over R, and a semiflow if t
ranges overR+

0 . For a flow, the time-t map f t is invertible, since f−t = ( f t)−1.
Note that for a fixed t0, the iterates ( f t0 )n = f t0n form a discrete-time dynam-
ical system.
We will use the term dynamical system to refer to either discrete-time

or continuous-time dynamical systems. Most concepts and results in dy-
namical systems have both discrete-time and continuous-time versions. The
continuous-time version can often be deduced from the discrete-time ver-
sion. In thisbook,we focusmainlyondiscrete-timedynamical systems,where
the results are usually easier to formulate and prove.
To avoid having to define basic terminology in four different cases, we

write the elements of a dynamical system as f t , where t ranges overZ, N0, R,

or R+
0 , as appropriate. For x ∈ X, we define the positive semiorbit O+

f (x) =⋃
t≥0 f

t(x). In the invertible case, we define the negative semiorbit O−
f (x) =⋃

t≤0 f
t(x), and the orbit O f (x) = O+

f (x) ∪ O−
f (x) = ⋃

t f
t(x) (we omit the

subscript “ f ” if the context is clear). A point x ∈ X is a periodic point of
period T > 0 if f T(x) = x. The orbit of a periodic point is called a periodic
orbit. If f t(x) = x for all t , then x is a fixed point. If x is periodic, but not
fixed, then the smallest positive T, such that f T(x)= x, is called theminimal
period of x. If f s(x) is periodic for some s > 0, we say that x is eventu-
ally periodic. In invertible dynamical systems, eventually periodic points are
periodic.
For a subset A⊂ Xand t > 0, let f t(A) be the image of Aunder f t , and let

f−t(A) be the preimage under f t , i.e., f−t(A)= ( f t)−1(A)= {x ∈ X: f t(x)∈
A}. Note that f−t( f t(A)) contains A, but, for a non-invertible dynamical
system, is generally not equal to A.Asubset A⊂X is f -invariant if f t(A)⊂A
for all t ; forward f -invariant if f t(A)⊂ A for all t ≥ 0; and backward
f -invariant if f−t(A) ⊂ A for all t ≥ 0.
In order to classify dynamical systems, we need a notion of equivalence.

Let f t : X→ X and gt :Y → Y be dynamical systems. A semiconjugacy from
(Y, g) to (X, f ) (or, briefly, from g to f ) is a surjective map π :Y→X sat-
isfying f t ◦ π = π ◦ gt , for all t . We express this formula schematically by



1.2. Circle Rotations 3

saying that the following diagram commutes:

Y −→g Y
| |↓ ↓π π

X −→f X

An invertible semiconjugacy is called a conjugacy. If there is a conju-
gacy from one dynamical system to another, the two systems are said to
be conjugate; conjugacy is an equivalence relation. To study a particular
dynamical system, we often look for a conjugacy or semiconjugacy with a
better-understood model. To classify dynamical systems, we study equiva-
lence classes determined by conjugacies preserving some specified structure.
Note that for some classes of dynamical systems (e.g., measure-preserving
transformations) the word isomorphism is used instead of “conjugacy.”
If there is a semiconjugacy π from g to f , then (X, f ) is a factor of (Y, g),

and (Y, g) is an extension of (X, f ). The map π :Y → X is also called a fac-
tor map or projection. The simplest example of an extension is the direct
product

( f1 × f2)t : X1 × X2 → X1 × X2

of two dynamical systems f ti : Xi →Xi , i = 1, 2, where ( f1 × f2)t(x1, x2) =
( f t1 (x1), f

t
2 (x2)). Projection of X1 × X2 onto X1 or X2 is a semiconjugacy, so

(X1, f1) and (X2, f2) are factors of (X1 × X2, f1 × f2).
An extension (Y, g) of (X, f ) with factor map π :Y→X is called a skew

product over (X, f ) ifY = X × F , andπ is the projection onto the first factor
or, more generally, if Y is a fiber bundle over X with projection π .

Exercise 1.1.1. Show that the complement of a forward invariant set is
backward invariant, and vice versa. Show that if f is bijective, then an in-
variant set A satisfies f t(A)= A for all t . Show that this is false, in general,
if f is not bijective.

Exercise 1.1.2. Suppose (X, f ) is a factor of (Y, g) by a semiconjugacy
π :Y → X. Show that if y∈Y is a periodic point, then π(y)∈ X is periodic.
Give an example to show that the preimage of a periodic point does not
necessarily contain a periodic point.

1.2 Circle Rotations

Consider the unit circle S1 = [0, 1] / ∼, where ∼ indicates that 0 and 1 are
identified. Addition mod 1makes S1 an abelian group. The natural distance



4 1. Examples and Basic Concepts

on [0, 1] induces a distance on S1; specifically,

d(x, y) = min(|x − y|, 1− |x − y|).
Lebesgue measure on [0, 1] gives a natural measure λ on S1, also called
Lebesgue measure λ.
We can also describe the circle as the set S1 = {z ∈ C: |z| = 1}, with com-

plex multiplication as the group operation. The two notations are related by
z= e2π i x, which is an isometry if we divide arc length on the multiplicative
circle by 2π . We will generally use the additive notation for the circle.
For α ∈ R, let Rα be the rotation of S1 by angle 2πα, i.e.,

Rαx = x+ α mod 1.

The collection {Rα :α ∈ [0, 1)} is a commutative group with composition as
group operation, Rα ◦ Rβ = Rγ , where γ = α + β mod 1. Note that Rα is an
isometry: It preserves the distance d. It also preserves Lebesgue measure λ,
i.e., the Lebesgue measure of a set is the same as the Lebesgue measure of
its preimage.
If α = p/q is rational, then Rq

α = Id, so every orbit is periodic. On the
other hand, if α is irrational, then every positive semiorbit is dense in S1.
Indeed, thepigeon-holeprinciple implies that, for any ε > 0, there arem,n <

1/ε such that m< n and d(Rm
α , Rn

α) < ε. Thus Rn−m is rotation by an angle
less than ε, so every positive semiorbit is ε-dense in S1 (i.e., comes within
distance ε of every point in S1). Since ε is arbitrary, every positive semiorbit
is dense.
For α irrational, density of every orbit of Rα implies that S1 is the only

Rα-invariant closed non-empty subset. A dynamical system with no proper
closed non-empty invariant subsets is calledminimal. In Chapter 4, we show
that any measurable Rα-invariant subset of S1 has either measure zero or
full measure. A measurable dynamical system with this property is called
ergodic.
Circle rotations are examples of an important class of dynamical systems

arising as group translations. Given a groupG and an element h ∈ G, define
maps Lh:G→G and Rh:G→G by

Lhg = hg and Rhg = gh.

These maps are called left and right translation by h. If G is commutative,
Lh = Rh.
A topological group is a topological space G with a group structure

such that group multiplication (g, h) �→gh, and the inverse g �→g−1 are
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continuous maps. A continuous homomorphism of a topological group to
itself is called an endomorphism; an invertible endomorphism is an automor-
phism. Many important examples of dynamical systems arise as translations
or endomorphisms of topological groups.

Exercise 1.2.1. Show that for any k∈ Z, there is a continuous semiconju-
gacy from Rα to Rkα .

Exercise 1.2.2. Prove that for any finite sequence of decimal digits there is
an integer n > 0 such that the decimal representation of 2n starts with that
sequence of digits.

Exercise 1.2.3. LetGbe a topological group. Prove that for each g ∈G, the
closure H(g) of the set {gn}∞n=−∞ is a commutative subgroup of G. Thus, if
G has a minimal left translation, then G is abelian.

*Exercise 1.2.4. Show that Rα and Rβ are conjugate by a homeomorphism
if and only if α = ±β mod 1.

1.3 Expanding Endomorphisms of the Circle

For m ∈ Z, |m| > 1, define the times-m map Em: S1 →S1 by

Emx = mx mod 1.

This map is a non-invertible group endomorphism of S1. Every point has
m preimages. In contrast to a circle rotation, Em expands arc length and
distances between nearby points by a factor of m: If d(x, y) ≤ 1/(2m), then
d(Emx, Emy) = md(x, y). A map (of a metric space) that expands distances
between nearby points by a factor of at least µ > 1 is called expanding.
The map Em preserves Lebesgue measure λ on S1 in the following sense:

if A⊂ S1 is measurable, then λ(E−1
m (A))= λ(A) (Exercise 1.3.1). Note, how-

ever, that for a sufficiently small interval I, λ(Em(I)) = mλ(I). We will show
later that Em is ergodic (Proposition 4.4.2).
Fix a positive integerm> 1. We will now construct a semiconjugacy from

another natural dynamical system to Em. Let
 = {0, . . . ,m− 1}N be the set
of sequences of elements in {0, . . . ,m− 1}. The shift σ :
 → 
 discards the
first element of a sequence and shifts the remaining elements one place to
the left:

σ ((x1, x2, x3, . . .)) = (x2, x3, x4, . . .).

A base-m expansion of x ∈ [0, 1] is a sequence (xi )i∈N ∈ 
 such that
x = 
∞

i=1xi/m
i . In analogy with decimal notation, we write x = 0.x1x2x3 . . . .
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Base-m expansions are not always unique: A fraction whose denominator
is a power of m is represented both by a sequence with trailing m− 1s and
a sequence with trailing zeros. For example, in base 5, we have 0.144 . . . =
0.200 . . . = 2/5.
Define a map

φ:
 → [0, 1], φ((xi )i∈N) =
∞∑
i=1

xi
mi

.

We can consider φ as a map into S1 by identifying 0 and 1. This map is
surjective, and one-to-one except on the countable set of sequences with
trailing zeros or m− 1’s. If x = 0.x1x2x3 . . . ∈ [0, 1), then Emx = 0.x2x3 . . . .
Thus, φ ◦ σ = Em ◦ φ, so φ is a semiconjugacy from σ to Em.
We can use the semiconjugacy of Em with the shift σ to deduce properties

of Em. For example, a sequence (xi )∈ 
 is a periodic point for σ with period
k if and only if it is a periodic sequence with period k, i.e., xk+i = xi for all
i . It follows that the number of periodic points of σ of period k is mk. More
generally, (xi ) is eventually periodic for σ if and only if the sequence (xi ) is
eventually periodic.Apoint x ∈ S1 = [0, 1] /∼ is periodic for Emwith period
k if and only if x has a base-m expansion x = 0.x1x2 . . . that is periodic with
period k. Therefore, the number of periodic points of Em of period k ismk − 1
(since 0 and 1 are identified).
Let Fm = ⋃∞

k=1{0, . . . ,m− 1}k be the set of all finite sequences of ele-
ments of the set {0, . . . ,m− 1}. A subset A⊂ [0, 1] is dense if and only if
every finite sequence w ∈ Fm occurs at the beginning of the base-m expan-
sion of some element of A. It follows that the set of periodic points is dense
in S1. The orbit of a point x = 0.x1x2 . . . is dense in S1 if and only if every
finite sequence fromFm appears in the sequence (xi ). SinceFm is countable,
we can construct such a point by concatenating all elements of Fm.
Although φ is not one-to-one, we can construct a right inverse to φ. Con-

sider the partition of S1 = [0, 1] /∼ into intervals

Pk = [k/m, (k+ 1)/m), 0 ≤ k≤ m− 1.

For x ∈ [0, 1], define ψi (x) = k if Ei
mx ∈ Pk. The map ψ : S1 → 
, given by

x �→(ψi (x))∞i=0, is a right inverse forφ, i.e.,φ ◦ ψ = Id: S1 →S1. In particular,
x ∈ S1 is uniquely determined by the sequence (ψi (x)).
The use of partitions to code points by sequences is the principal motiva-

tion for symbolic dynamics, the study of shifts on sequence spaces, which is
the subject of the next section and Chapter 3.
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Exercise 1.3.1. Prove that λ(E−1
m ([a,b])) = λ([a,b]) for any interval

[a,b]⊂ [0, 1].
Exercise 1.3.2. Prove that Ek ◦ El = El ◦ Ek = Ekl . When is Ek ◦ Rα =
Rα ◦ Ek?
Exercise 1.3.3. Show that the set of pointswithdenseorbits is uncountable.

Exercise 1.3.4. Prove that the set

C = {
x ∈ [0, 1]: Ek

3x /∈ (1/3, 2/3) ∀ k ∈ N0
}

is the standard middle-thirds Cantor set.

*Exercise 1.3.5. Show that the set of points with dense orbits under Em has
Lebesgue measure 1.

1.4 Shifts and Subshifts

In this section, we generalize the notion of shift space introduced in the
previous section. For an integer m> 1 set Am = {1, . . . ,m}. We refer to Am

as an alphabet and its elements as symbols. A finite sequence of symbols
is called a word. Let 
m = AZ

m be the set of infinite two-sided sequences of
symbols inAm, and 
+

m = AN
m be the set of infinite one-sided sequences. We

say that a sequence x = (xi ) contains the word w = w1w2 . . .wk (or that w
occurs in x) if there is some j such that wi = xj+i for i = 1, . . . ,k.
Given a one-sided or two-sided sequence x = (xi ), let σ (x) = (σ (x)i ) be

the sequence obtained by shifting x one step to the left, i.e., σ (x)i = xi+1.
This defines a self-map of both
m and
+

m called the shift. The pair (
m, σ ) is
called the full two-sided shift; (
+

m, σ ) is the full one-sided shift. The two-sided
shift is invertible. For a one-sided sequence, the leftmost symbol disappears,
so the one-sided shift is non-invertible, and every point has m preimages.
Both shifts have mn periodic points of period n.
The shift spaces
m and
+

m are compact topological spaces in the product
topology. This topology has a basis consisting of cylinders

Cn1,...,nk
j1,..., jk = {x = (xl): xni = ji , i = 1, . . . ,k},

where n1 < n2 < · · · < nk are indices inZ orN, and ji ∈Am. Since the preim-
ageof a cylinder is a cylinder,σ is continuous on
+

m and is a homeomorphism
of 
m. The metric

d(x, x′) = 2−l , where l = min{|i |: xi �=x′
i }
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2

32

1

1

1 1 0
1 0 1
0 0 1

1 1
1 1

Figure 1.1. Examples of directed graphs with labeled vertices and the corresponding
adjacency matrices.

generates the product topology on 
m and 
+
m (Exercise 1.4.3). In 
m,

the open ball B(x, 2−l) is the symmetric cylinder C−l,−l+1,...,l
x−l ,x−l+1,...,xl , and in 
+

m,

B(x, 2−l) = C1,...,lx1,...,xl . The shift is expanding on 
+
m; if d(x, x

′) < 1/2, then
d(σ (x), σ (x′)) = 2d(x, x′).
In the product topology, periodic points are dense, and there are dense

orbits (Exercise 1.4.5).
Nowwe describe a natural class of closed shift-invariant subsets of the full

shift spaces. These subshifts can be described in terms of adjacency matrices
or their associated directed graphs. An adjacency matrix A= (ai j ) is anm×
m matrix whose entries are zeros and ones. Associated to A is a directed
graph �A with m vertices such that ai j is the number of edges from the
ith vertex to the jth vertex. Conversely, if � is a finite directed graph with
vertices v1, . . . , vm, then � determines an adjacency matrix B, and � = �B.
Figure 1.1 shows two adjacency matrices and the associated graphs.
Given an m×m adjacency matrix A= (ai j ), we say that a word or in-

finite sequence x (in the alphabet Am) is allowed if axi xi+1 > 0 for every i ;
equivalently, if there is a directed edge from xi to xi+1 for every i . A word
or sequence that is not allowed is said to be forbidden. Let 
A ⊂ 
m be the
set of allowed two-sided sequences (xi ), and 
+

A ⊂ 
+
m be the set of allowed

one-sided sequences.We can view a sequence (xi )∈ 
A (or
+
A) as an infinite

walk along directed edges in the graph�A, where xi is the index of the vertex
visited at time i . The sets
A and
+

A are closed shift-invariant subsets of
m

and 
+
m, and inherit the subspace topology. The pairs (
A, σ ) and (
+

A, σ )
are called the two-sided and one-sided vertex shifts determined by A.
A point (xi )∈ 
A (or 
+

A) is periodic of period n if and only if xi+n = xi
for every i . The number of periodic points of period n (in
Aor
+

A) is equal
to the trace of An (Exercise 1.4.2).

Exercise 1.4.1. Let A be a matrix of zeros and ones. A vertex vi can be
reached (in n steps) from a vertex v j if there is a path (consisting of n edges)
from vi to v j along directed edges of �A. What properties of Acorrespond
to the following properties of �A?
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(a) Any vertex can be reached from some other vertex.
(b) There are no terminal vertices, i.e., there is at least one directed edge

starting at each vertex.
(c) Any vertex can be reached in one step from any other vertex .
(d) Any vertex can be reached from any other vertex in exactly n steps.

Exercise 1.4.2. Let Abe anm×mmatrix of zeros and ones. Prove that:
(a) the number of fixed points in 
A (or 
+

A) is the trace of A;
(b) the number of allowed words of length n+ 1 beginning with the sym-

bol i and ending with j is the i, jth entry of An; and
(c) the number of periodic points of period n in 
A (or 
+

A) is the trace
of An.

Exercise 1.4.3. Verify that the metrics on
m and
+
m generate the product

topology.

Exercise 1.4.4. Show that the semiconjugacy φ:
 → [0, 1] of §1.3 is con-
tinuous with respect to the product topology on 
.

Exercise 1.4.5. Assume that all entries of some power of A are positive.
Show that in the product topology on
A and
+

A, periodic points are dense,
and there are dense orbits.

1.5 Quadratic Maps

The expanding maps of the circle introduced in §1.3 are linear maps in the
sense that they come from linear maps of the real line. The simplest non-
linear dynamical systems in dimension one are the quadratic maps

qµ(x) = µx(1− x), µ > 0.

Figure 1.2 shows the graph of q3 and successive images xi = qi3(x0) of a point
x0.
If µ > 1 and x /∈ [0, 1], then qnµ(x) → −∞ as n → ∞. For this reason, we

focus our attention on the interval [0, 1]. For µ ∈ [0, 4], the interval [0, 1]
is forward invariant under qµ. For µ > 4, the interval (1/2− √

1/4− 1/µ,

1/2+ √
1/4− 1/µ) maps outside [0, 1]; we show in Chapter 7 that the set of

points �µ whose forward orbits stay in [0, 1] is a Cantor set, and (�µ,qµ) is
equivalent to the full one-sided shift on two symbols.
Let X be a locally compact metric space and f : X → X a continuous

map. A fixed point p of f is attracting if it has a neighborhoodU such that Ū
is compact, f (Ū) ⊂ U, and

⋂
n≥0 f

n(U) = {p}. A fixed point p is repelling
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x0 q3( x0) q3
2
( x0)

0.2

0.4

0.6

0.8

Figure 1.2. Quadratic map of q3.

if it has a neighborhood U such that Ū ⊂ f (U), and
⋂

n≥0 f
−n(U) = {p}.

Note that if f is invertible, then p is attracting for f if and only if it is
repelling for f−1, and vice versa. A fixed point p is called isolated if there is
a neighborhood of p that contains no other fixed points.
If x is a periodic point of f of period n, then we say that f is an attracting

(repelling) periodic point if x is an attracting (repelling) fixed point of f n.We
also say that the periodic orbit O(x) is attracting or repelling, respectively.
The fixed points of qµ are 0 and 1− 1/µ. Note that q′

µ(0)= µ and that
q′

µ(1− 1/µ) = 2− µ. Thus, 0 is attracting for µ < 1 and repelling for µ > 1,
and 1− 1/µ is attracting for µ ∈ (1, 3) and repelling for µ /∈ [1, 3]
(Exercise 1.5.4).
The maps qµ, µ > 4, have interesting and complicated dynamical be-

havior. In particular, periodic points abound. For example,

qµ([1/µ, 1/2]) ⊃ [1− 1/µ, 1],

qµ([1− 1/µ, 1]) ⊃ [0, 1− 1/µ] ⊃ [1/µ, 1/2].

Hence, q2µ([1/µ, 1/2]) ⊃ [1/µ, 1/2], so the Intermediate Value Theorem
implies that q2µ has a fixed point p2 ∈ [1/µ, 1/2]. Thus, p2 and qµ(p2) are
non-fixed periodic points of period 2. This approach to showing existence
of periodic points applies to many one-dimensional maps. We exploit this
technique in Chapter 7 to prove the Sharkovsky Theorem (Theorem 7.3.1),
which asserts, for example, that for continuous self-maps of the interval the
existence of an orbit of period three implies the existence of periodic orbits
of all orders.

Exercise 1.5.1. Show that for any x /∈ [0, 1],qnµ(x) → −∞ as n → ∞.

Exercise 1.5.2. Show that a repelling fixed point is an isolated fixed point.
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Exercise 1.5.3. Suppose p is an attracting fixed point for f . Show that there
is a neighborhood U of p such that the forward orbit of every point in U
converges to p.

Exercise 1.5.4. Let f :R → R be a C1 map, and p be a fixed point. Show
that if | f ′(p)| < 1, then p is attracting, and if | f ′(p)| > 1, then p is repelling.

Exercise 1.5.5. Are 0 and 1− 1/µ attracting or repelling for µ = 1? for
µ = 3?

Exercise 1.5.6. Show the existence of a non-fixed periodic point of qµ of
period 3, for µ > 4.

Exercise 1.5.7. Is the period-2 orbit {p2,qµ(p2)} attracting or repelling for
µ > 4?

1.6 The Gauss Transformation

Let [x] denote the greatest integer less than or equal to x, for x ∈ R. The
map ϕ: [0, 1] → [0, 1] defined by

ϕ(x) =
{
1/x − [1/x] if x ∈ (0, 1],
0 if x = 0

was studied by C. Gauss, and is now called the Gauss transformation. Note
that ϕ maps each interval (1/(n+ 1), 1/n] continuously and monotonically
onto [0, 1); it is discontinuous at 1/n for all n ∈ N. Figure 1.3 shows the graph
of ϕ.

1/4 1/3 1/2 1

0.2

0.4

0.6

0.8

1

Figure 1.3. Gauss transformation.
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Gauss discovered a natural invariantmeasureµ forϕ. TheGaussmeasure
of an interval A= (a,b) is

µ(A) = 1
log 2

∫ b

a

dx
1+ x

= (log 2)−1 log
1+ b
1+ a

.

This measure is ϕ-invariant in the sense thatµ(ϕ−1(A))= µ(A) for any inter-
val A= (a,b). To prove invariance, note that the preimage of (a,b) consists
of infinitely many intervals: In the interval (1/(n+ 1), 1/n), the preimage is
(1/(n+ b), 1/(n+ a)). Thus,

µ(ϕ−1((a,b))) = µ

( ∞⋃
n=1

(
1

n+ b
,

1
n+ a

))

= 1
log 2

∞∑
n=1

log
(
n+ a + 1
n+ a

· n+ b
n+ b+ 1

)
= µ((a,b)).

Note that in general µ(ϕ(A)) �=µ(A).
The Gauss transformation is closely related to continued fractions. The

expression

[a1, a2, . . . , an] = 1

a1 + 1

a2 + · · · 1
an

, a1, . . . , an ∈ N,

is calledafinite continued fraction. For x ∈ (0, 1],wehave x = 1/([ 1x ]+ ϕ(x)).
More generally, if ϕn−1(x) �=0, set ai = [1/ϕi−1(x)] ≥ 1 for i ≤ n. Then,

x = 1

a1 + 1

a2 + 1

· · · + 1
an + ϕn(x)

Note that x is rational if andonly ifϕm(x)= 0 for somem ∈ N (Exercise 1.6.2).
Thus any rational number is uniquely represented by a finite continued frac-
tion.
For an irrational number x ∈ (0, 1), the sequence of finite continued

fractions

[a1, a2, . . . , an] = 1

a1 + 1

a2 + 1

· · · + 1
an
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converges to x (where ai = [1/ϕi−1(x)]) (Exercise 1.6.4). This is expressed
concisely with the infinite continued fraction notation

x = [a1, a2, . . .] = 1

a1 + 1
a2 + · · ·

.

Conversely, given a sequence (bi )i∈N,bi ∈ N, the sequence [b1,b2, . . . ,bn]
converges, as n → ∞, to a number y ∈ [0, 1], and the representation y =
[b1,b2, . . .] is unique (Exercise 1.6.4). Hence ϕ(y)= [b2,b3, . . .], because
bn = [1/ϕn−1(y)].
We summarize this discussion by saying that the continued fraction rep-

resentation conjugates the Gauss transformation and the shift on the space
of finite or infinite integer-valued sequences (bi )ωi=1, ω ∈ N ∪ {∞}, bi ∈ N. (By
convention, the shift of a finite sequence is obtainedbydeleting thefirst term;
the empty sequence represents 0.) As an immediate consequence, we obtain
a description of the eventually periodic points of ϕ (see Exercise 1.6.3).

Exercise 1.6.1. What are the fixed points of the Gauss transformation?

Exercise 1.6.2. Show that x ∈ [0, 1] is rational if and only if ϕm(x)= 0 for
some m∈ N.

Exercise 1.6.3. Show that:
(a) a number with periodic continued fraction expansion satisfies a

quadratic equation with integer coefficients; and
(b) a number with eventually periodic continued fraction expansion

satisfies a quadratic equation with integer coefficients.
The converse of the second statement is also true, but is more difficult to
prove [Arc70], [HW79].

*Exercise 1.6.4. Showthat givenany infinite sequencebk ∈ N,k= 1, 2, . . . ,
the sequence [b1, . . . ,bn] of finite continued fractions converges. Show that
for any x ∈ R, the continued fraction [a1, a2, . . .], ai = [1/φi−1(x)], converges
to x, and that this continued fraction representation is unique.

1.7 Hyperbolic Toral Automorphisms

Consider the linear map of R2 given by the matrix

A=
(
2 1
1 1

)
.

The eigenvalues are λ = (3+√
5)/2> 1 and 1/λ. The map expands by a fac-

tor of λ in the direction of the eigenvector vλ = ((1+ √
5)/2, 1), and contracts
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(0, 0)

(1, 1)

(3, 0)

(2, 1)

Figure 1.4. The image of the torus under A.

by 1/λ in the direction of v1/λ = ((1− √
5)/2, 1). The eigenvectors are per-

pendicular because A is symmetric.
Since A has integer entries, it preserves the integer lattice Z2 ⊂ R2 and

induces a map (which we also call A) of the torus T2 = R2/Z2. The torus
can be viewed as the unit square [0, 1]× [0, 1] with opposite sides identified:
(x1, 0) ∼ (x1, 1) and (0, x2) ∼ (1, x2), x1, x2 ∈ [0, 1]. The map A is given in
coordinates by

A
(
x1
x2

)
=

(
(2x1 + x2) mod 1

(x1 + x2) mod 1

)

(see Figure 1.4). Note that T2 is a commutative group and A is an automor-
phism, since A−1 is also an integer matrix.
The periodic points of A:T2 → T2 are the pointswith rational coordinates

(Exercise 1.7.1).
The lines in R2 parallel to the eigenvector vλ project to a family Wu of

parallel lines onT2. For x ∈ T2, the lineWu(x) through x is called theunstable
manifold of x. The family Wu partitions T2 and is called the unstable folia-
tion of A. This foliation is invariant in the sense that A(Wu(x))=Wu(Ax).
Moreover, Aexpands each line in Wu by a factor of λ. Similarly, the stable
foliation Ws is obtained by projecting the family of lines in R2 parallel to
v1/λ. This foliation is also invariant under A, and A contracts each stable
manifold Ws(x) by 1/λ. Since the slopes of vλ and v1/λ are irrational, each of
the stable and unstable manifolds is dense in T2 (Exercise 1.11.1).
In a similar way, any n× n integer matrix B induces a group endomor-

phism of the n-torus Tn = Rn/Zn = [0, 1]n/ ∼. The map is invertible (an
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automorphism) if and only if B−1 is an integer matrix, which happens if and
only if |det B| = 1 (Exercise 1.7.2). If B is invertible and the eigenvalues do
not lie on the unit circle, then B:Tn → Tn has expanding and contracting
subspaces of complementary dimensions and is called a hyperbolic toral
automorphism. The stable and unstable manifolds of a hyperbolic toral
automorphism are dense in Tn (§5.10). This is easy to show in dimension
two (Exercise 1.7.3 and Exercise 1.11.1).
Hyperbolic toral automorphisms are prototypes of themore general class

of hyperbolic dynamical systems. These systems have uniform expansion and
contraction in complementary directions at every point. We discuss them in
detail in Chapter 5.

Exercise 1.7.1. Consider the automorphism of T2 corresponding to a non-
singular 2× 2 integer matrix whose eigenvalues are not roots of 1.
(a) Prove that every pointwith rational coordinates is eventually periodic.
(b) Prove that every eventually periodic point has rational coordinates.

Exercise 1.7.2. Prove that the inverse of an n× n integer matrix B is also
an integer matrix if and only if |det B| = 1.
Exercise 1.7.3. Show that the eigenvalues of a two-dimensional hyperbolic
toral automorphism are irrational (so the stable and unstable manifolds are
dense by Exercise 1.11.1).

Exercise 1.7.4. Show that the number of fixed points of a hyperbolic toral
automorphism A is det(A− I) (hence the number of periodic points of
period n is det(An − I)).

1.8 The Horseshoe

Consider a region D⊂ R2 consisting of two semicircular regions D1 and D5
together with a unit square R= D2 ∪ D3 ∪ D4 (see Figure 1.5).
Let f :D → D be a differentiable map that stretches and bends D into

a horseshoe as shown in Figure 1.5. Assume also that f stretches D2 ∪ D4
uniformly in the horizontal direction by a factor of µ > 2 and contracts

D4 pD3D1 D2 D5

Figure 1.5. The horseshoe map.
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R

R01

R10

R00

R11

R0

R1

Figure 1.6. Horizontal rectangles.

uniformly in the vertical direction by λ < 1/2. Since f (D5) ⊂ D5, the
Brouwer fixed point theorem implies the existence of a fixed point p ∈ D5.
Set R0 = f (D2) ∩ R and R1 = f (D4) ∩ R. Note that f (R) ∩ R= R0 ∪ R1.

The set f 2(R) ∩ f (R) ∩ R= f 2(R) ∩ R consists of four horizontal rectan-
gles Ri j , i, j ∈ {0, 1}, of height λ2 (see Figure 1.6). More generally, for any
finite sequence ω0, . . . , ωn of zeros and ones,

Rω0ω1... ωn = Rω0 ∩ f
(
Rω1

) ∩ · · · ∩ f n
(
Rωn

)
is a horizontal rectangle of height λn, and f n(R) ∩ R is the union of
2n such rectangles. For an infinite sequence ω = (ωi ) ∈ {0, 1}N0 , let Rω =⋂∞

i=0 f
i (Rωi ). The set H

+ = ⋂∞
n=0 f

n(R) = ⋃
ω Rω is the product of a hor-

izontal interval of length 1 and a vertical Cantor set C+ (a Cantor set is a
compact, perfect, totally disconnected set). Note that f (H+) = H+.
Wenowconstruct, in a similarway, a setH− usingpreimages.Observe that

f−1(R0)= f−1(R) ∩ D2, and f−1(R1)= f−1(R) ∩ D4 are vertical rectangles
of width µ−1. For any sequence ω−m, ω−m+1, . . . , ω−1 of zeros and ones,⋂m

i=1 f
−i (Rωi ) is a vertical rectangle of width µ−m, and H− = ⋂∞

i=1 f
−i (R)

is the product of a vertical interval (of length 1) and a horizontal Cantor
set C−.
The horseshoe set H = H+ ∩ H− = ⋂∞

i=−∞ f i (R) is the product of the
Cantor sets C− and C+ and is closed and f -invariant. It is locally maximal,
i.e., there is an open setU containing H such that any f -invariant subset ofU
containing H coincides with H (Exercise 1.8.2). The map φ:
2 = {0, 1}Z →
H that assigns to each infinite sequence ω = (ωi ) ∈ 
2 the unique point
φ(ω) = ⋂∞

−∞ f i (Rωi ) is a bijection (Exercise 1.8.3). Note that

f (φ(ω)) =
∞⋂

−∞
f i+1

(
Rωi

) = φ(σr (ω)),
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where σr is the right shift in 
2, σr (ω)i+1 = ωi . Thus, φ conjugates f |H and
the full two-sided 2-shift.
The horseshoe was introduced by S. Smale in the 1960s as an example of

a hyperbolic set that “survives” small perturbations. We discuss hyperbolic
sets in Chapter 5.

Exercise 1.8.1. Draw a picture of f−1(R) ∩ f (R) and f−2(R) ∩ f 2(R).

Exercise 1.8.2. Prove that H is a locally maximal f -invariant set.

Exercise 1.8.3. Prove that φ is a bijection, and that both φ and φ−1 are
continuous.

1.9 The Solenoid

Consider the solid torus T = S1 × D2, where S1 = [0, 1] mod 1 and D2 =
{(x, y) ∈ R2: x2 + y2 ≤ 1}. Fix λ ∈ (0, 1/2), and define F : T → T by

F(φ, x, y) = (
2φ, λx + 1

2 cos 2πφ, λy+ 1
2 sin 2πφ

)
.

The map F stretches by a factor of 2 in the S1-direction, contracts by a
factor of λ in the D2-direction, and wraps the image twice inside T (see
Figure 1.7).
The image F(T ) is contained in the interior int(T ) of T , and Fn+1(T ) ⊂

int(Fn(T )). Note that F is one-to-one (Exercise 1.9.1). A slice F(T ) ∩ {φ =
const} consists of two disks of radius λ centered at diametrically opposite
points atdistance1/2 fromthecenterof the slice.Aslice Fn(T ) ∩ {φ = const}

Figure 1.7. The solid torus and its image F(T ).
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Figure 1.8. A cross-section of the solenoid.

consists of 2n disks of radius λn: two disks inside each of the 2n−1 disks of
Fn−1(T ) ∩ {φ = const}. Slices of F(T ), F2(T ), and F3(T ) for φ = 1/8 are
shown in Figure 1.8.
The set S = ⋂∞

n=0 F
n(T ) is called a solenoid. It is a closed F-invariant

subset of T on which F is bijective (Exercise 1.9.1). It can be shown that S is
locally the product of an interval with a Cantor set in the two-dimensional
disk.
The solenoid is an attractor for F . In fact, any neighborhood of S con-

tains Fn(T ) for n sufficiently large, so the forward orbit of every point in
T converges to S. Moreover, S is a hyperbolic set, and is therefore called a
hyperbolic attractor. We give a precise definition of attractors in §1.13.
Let � denote the set of sequences (φi )∞i=0, where φi ∈ S1 and φi =

2φi+1 mod 1 for all i . The product topology on (S1)N0 induces the subspace
topology on�. The space� is a commutative group under component-wise
addition (mod 1). The map (φ, ψ) �→φ − ψ is continuous, so � is a topo-
logical group. Themap α:� → �, (φ0, φ1, . . .) �→(2φ0, φ0, φ1, . . .) is a group
automorphism and a homeomorphism (Exercise 1.9.3).
For s ∈ S, the first (angular) coordinates of the preimages F−n(s)=

(φ−
n , xn, yn) form a sequence h(s) = (φ0, φ1, . . .) ∈ �. This defines a map

h: S→ �. The inverse of h is the map (φ0, φ1, . . .) �→⋂∞
n=0 F

n({φn} × D2),
and h is a homeomorphism (Exercise 1.9.2). Note that h: S → � conjugates
F and α, i.e., h ◦ F = α ◦ h. This conjugation allows one to study properties
of (S, F) by studying properties of the algebraic system (�, α).

Exercise 1.9.1. Prove that (a) F : T → T is injective, and (b) F : S → S is
bijective.
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Exercise 1.9.2. Prove that for every (φ0, φ1, . . .) ∈ � the intersection⋂∞
n=0 F

n({φn} × D2) consists of a singlepoint s, andh(s) = (φ0, φ1, . . .). Show
that h is a homeomorphism.

Exercise 1.9.3. Show that � is a topological group, and α is an automor-
phism and homeomorphism.

Exercise 1.9.4. Find the fixed point of F and all periodic points of period 2.

1.10 Flows and Differential Equations

Flows arise naturally from first-order autonomous differential equations.
Suppose ẋ = F(x) is a differential equation in Rn, where F : Rn → Rn is
continuously differentiable. For each point x ∈ Rn, there is a unique solution
f t(x) starting at x at time 0 and defined for all t in some neighborhood of
0. To simplify matters, we will assume that the solution is defined for all
t ∈ R; this will be the case, for example, if F is bounded, or is dominated
in norm by a linear function. For fixed t ∈ R, the time-t map x �→f t(x) is a
C1 diffeomorphism of Rn. Because the equation is autonomous, f t+s(x) =
f t( f s(x)), i.e., f t is a flow.
Conversely, given a flow f t : Rn → Rn, if the map (t, x) �→f t(x) is differ-

entiable, then f t is the time-t map of the differential equation

ẋ = d
dt

∣∣∣∣
t=0

f t(x).

Here are some examples. Consider the linear autonomous differential
equation ẋ = Ax in Rn, where A is a real n× n matrix. The flow of this
differential equation is f t(x)= e At x, where e At is the matrix exponential. If
Ais non-singular, the flow has exactly one fixed point at the origin. If all the
eigenvalues of A have negative real part, then every orbit approaches the
origin, and the origin is asymptotically stable. If some eigenvalue has positive
real part, then the origin is unstable.
Most differential equations that arise in applications are non-linear. The

differential equation governing an ideal frictionless pendulum is one of the
most familiar:

θ̈ + sin θ = 0.

This equation cannot be solved in closed form, but it can be studied by
qualitative methods. It is equivalent to the system

ẋ = y,

ẏ = −sin x.
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The energy E of the system is the sum of the kinetic and potential energies,
E(x, y)= 1− cos x+ y2/2.One can show(Exercise 1.10.2) bydifferentiating
E(x, y) with respect to t that E is constant along solutions of the differential
equation.Equivalently, if f t is theflow inR2 of thisdifferential equation, then
E is invariantby the flow, i.e., E( f t(x, y))= E(x, y), for all t ∈ R, (x, y) ∈ R2.
A function that is constant on the orbits of a dynamical system is called a
first integral of the system.
The fixed points in the phase plane for the undamped pendulum are

(kπ, 0),k ∈ Z. The points (2kπ, 0) are local minima of the energy. The points
(2(k+ 1)π, 0) are saddle points.
Now consider the damped pendulum θ̈ + γ θ̇ + sin θ = 0, or the equi-

valent system

ẋ = y,

ẏ = − sin x − γ y.

A simple calculation shows that Ė < 0 except at the fixed points (kπ, 0),k ∈
Z, which are the local extrema of the energy. Thus the energy is strictly
decreasing along every non-constant solution. In particular, every trajec-
tory approaches a critical point of the energy, and almost every trajectory
approaches a local minimum.
The energy of the pendulum is an example of a Lyapunov function, i.e.,

a continuous function that is non-increasing along the orbits of the flow.
Any strict local minimum of a Lyapunov function is an asymptotically sta-
ble equilibrium point of the differential equation. Moreover, any bounded
orbit must converge to the maximal invariant subset M of the set of points
satisfying Ė = 0. In the case of the damped pendulum,M = {(kπ, 0): k ∈ Z}.
Here is another class of examples that appears frequently in applications,

particularly optimization problems. Given a smooth function f : Rn → R,
the flow of the differential equation

ẋ = grad f (x)

is called the gradient flow of f . The function −f is a Lyapunov function
for the gradient flow. The trajectories are the projections to Rn of paths of
steepest ascent along the graph of f and are orthogonal to the level sets of
f (Exercise 1.10.3).
A Hamiltonian system is a flow in R2n given by a system of differential

equations of the form

q̇i = ∂H
∂pi

, ṗi = −∂H
∂qi

, i = 1, . . . ,n,
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where the Hamiltonian function H(p,q) is assumed to be smooth. Since
the divergence of the right-hand side is 0, the flow preserves volume. The
Hamiltonian function is a first integral, so that the level surfaces of H are
invariant under the flow. If for some C ∈ R the level surface H(p,q) = C
is compact, the restriction of the flow to the level surface preserves a finite
measure with smooth density. Hamiltonian flows have many applications
in physics and mathematics. For example, the flow associated with the un-
damped pendulum is a Hamiltonian flow, where the Hamiltonian function
is the total energy of the pendulum (Exercise 1.10.5).

Exercise 1.10.1. Show that the scalar differential equation ẋ = x log x in-
duces the flow f t(x) = xexp(t) on the line.

Exercise 1.10.2. Show that the energy is constant along solutions of the
undamped pendulum equation and strictly decreasing along non-constant
solutions of the damped pendulum equation.

Exercise 1.10.3. Show that−f is a Lyapunov function for the gradient flow
of f , and that the trajectories are orthogonal to the level sets of f .

Exercise 1.10.4. Prove that any differentiable one-parameter group of
linear maps of R is the flow of a differential equation ẋ = kx.

Exercise 1.10.5. Show that the flow of the undamped pendulum is a
Hamiltonian flow.

1.11 Suspension and Cross-Section

There are natural constructions for passing from a map to a flow, and vice
versa. Given a map f : X → X, and a function c: X→ R+ bounded away
from 0, consider the quotient space

Xc = {(x, t) ∈ X× R+: 0 ≤ t ≤ c(x)}/ ∼,

where ∼ is the equivalence relation (x, c(x)) ∼ ( f (x), 0). The suspension
of f with ceiling function c is the semiflow φt : Xc → Xc given byφt(x, s) =
( f n(x), s ′), where n and s ′ satisfy

n−1∑
i=0

c( f i (x))+ s ′ = t + s, 0 ≤ s ′ ≤ c( f n(x)).

In other words, flow along {x} × R+ to (x, c(x)), then jump to ( f (x), 0) and
continue along { f (x)} × R+, and so on. See Figure 1.9. A suspension flow is
also called a flow under a function.
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R+

(x, 0) X

(f(x), c(f(x)))

a

g(a)

A

(x, c(x))

(f(x), 0)

ψt(a)

Figure 1.9. Suspension and cross-section.

Conversely, a cross-section of a flowor semiflowψ t :Y →Y is a subset A⊂
Y with the following property: the set Ty = {t ∈ R+:ψ t(y) ∈ A} is a non-
empty discrete subset ofR+ for every y ∈ Y. For a ∈ A, let τ (a) = minTa be
the return time to A. Define the first returnmap g: A→ Aby g(a) = ψτ (a)(a),
i.e., g(a) is the first point after a in O+

ψ (x) ∩ A (see Figure 1.9). The first
return map is often called the Poincaré map. Since the dimension of the
cross-section is less by 1, in many cases maps in dimension n present the
same level of difficulty as flows in dimension n+ 1.
Suspension and cross-section are inverse constructions: the suspension of

g with ceiling function τ is ψ t , and X× {0} is a cross-section of φ with first
return map f . If φ is a suspension of f , then the dynamical properties of
f and φ are closely related, e.g., the periodic orbits of f correspond to the
periodic orbits of φ. Both of these constructions can be tailored to specific
settings (topological, measurable, smooth, etc.).
As an example, consider the 2-torus T2 = R2/Z2 = S1 × S1, with topo-

logy and metric induced from the topology and metric onR2. Fix α ∈ R, and
define the linear flow φt

α :T
2 → T2 by

φt
α(x, y) = (x + αt, y+ t) mod 1.

Note thatφt
α is the suspensionof the circle rotation Rα with ceiling function 1,

and S1 × {0} is a cross-section for φα with constant return time τ (y) = 1 and
first return map Rα . The flow φt

α consists of left translations by the elements
gt = (αt, t) mod 1, which form a one-parameter subgroup of T2.

Exercise 1.11.1. Show that if α is irrational, then every orbit of φα is dense
in T 2, and if α is rational, then every orbit of φα is periodic.

Exercise 1.11.2. Let φt be a suspension of f . Show that a periodic orbit
of φt corresponds to a periodic orbit of f , and that a dense orbit of φt

corresponds to a dense orbit of f .
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∗Exercise 1.11.3. Suppose 1, s, and αs are real numbers that are linearly
independent over Q. Show that every orbit of the time s map φs

α is dense in
T 2.

1.12 Chaos and Lyapunov Exponents

Adynamical system is deterministic in the sense that the evolution of the sys-
tem is described by a specific map, so that the present (the initial state) com-
pletely determines the future (the forward orbit of the state). At the same
time, dynamical systems often appear to be chaotic in that they have sensitive
dependence on initial conditions, i.e., minor changes in the initial state lead to
dramatically different long-term behavior. Specifically, a dynamical system
(X, f ) has sensitive dependence on initial conditions on a subset X′ ⊂ X if
there is ε > 0, such that for every x ∈ X′ and δ > 0 there are y∈ X and n∈ N

for which d(x, y)< δ and d( f n(x), f n(y))> ε. Although there is no univer-
sal agreement on a definition of chaos, it is generally agreed that a chaotic
dynamical system should exhibit sensitive dependence on initial conditions.
Chaotic systems are usually assumed to have some additional properties,
e.g., existence of a dense orbit.
The study of chaotic behavior has become one of the central issues in

dynamical systems during the last two decades. In practice, the term chaos
has been applied to a variety of systems that exhibit some type of random
behavior. This random behavior is observed experimentally in some situ-
ations, and in others follows from specific properties of the system. Often
a system is declared to be chaotic based on the observation that a typical
orbit appears to be randomly distributed, and different orbits appear to be
uncorrelated. The variety of views and approaches in this area precludes a
universal definition of the word “chaos.”
The simplest example of a chaotic system is the circle endomorphism

(S1, Em),m> 1 (§1.3). Distances between points x and y are expanded by a
factor of m if d(x, y) ≤ 1/(2m), so any two points are moved at least 1/2m
apart by some iterate of Em, so Em has sensitive dependence on initial con-
ditions. A typical orbit is dense (§1.3) and is uniformly distributed on the
circle (Proposition 4.4.2).
The simplest non-linear chaotic dynamical systems in dimension one are

the quadratic maps qµ(x)= µx(1− x), µ ≥ 4, restricted to the forward in-
variant set �µ ⊂ [0, 1] (see §1.5 and Chapter 7).
Sensitive dependence on initial conditions is usually associated with

positive Lyapunov exponents. Let f be a differentiable map of an open
subsetU ⊂ Rm into itself, and let df (x) denote the derivative of f at x. For
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x ∈ U and a non-zero vector v ∈ Rm define the Lyapunov exponent χ(x, v)
by

χ(x, v) = lim
n→∞

1
n
log ‖df n(x)v‖.

If f has uniformly bounded first derivatives, then χ is well defined for every
x ∈ U and every non-zero vector v.
The Lyapunov exponentmeasures the exponential growth rate of tangent

vectors along orbits, and has the following properties:

χ(x, λv) = χ(x, v) for all real λ �=0,
χ(x, v + w) ≤ max(χ(x, v), χ(x,w)), (1.1)

χ( f (x),df (x)v) = χ(x, v).

See Exercise 1.12.1.
If χ(x, v) = χ > 0 for some vector v, then there is a sequence nj → ∞

such that for every η > 0

‖df nj (x)v‖ ≥ e(χ−η)nj‖v‖.
This implies that, for a fixed j , there is a point y ∈ U such that

d( f nj (x), f nj (y)) ≥ 1
2
e(χ−η)nj d(x, y).

In general, this does not imply sensitive dependence on initial conditions,
since the distance between x and y cannot be controlled. However, most
dynamical systems with positive Lyapunov exponents have sensitive depen-
dence on initial conditions.
Conversely, if two close points are moved far apart by f n, by the interme-

diate value theorem, there must exist points x and directions v for which
‖df n(x)v‖ > ‖v‖. Therefore, we expect f to have positive Lyapunov expo-
nents if it has sensitive dependence on initial conditions, though this is not
always the case.
Thecircle endomorphismsEm,m> 1,havepositiveexponents at all points.

A quadratic map qµ, µ > 2+ √
5, has positive exponents at any point whose

forward orbit does not contain 0.

Exercise 1.12.1. Prove (1.1).

Exercise 1.12.2. Compute the Lyapunov exponents for Em.

Exercise 1.12.3. Compute the Lyapunov exponents for the solenoid, §1.9.
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Exercise 1.12.4. Using a computer, calculate the first 100 points in the orbit
of

√
2− 1 under the map E2. What proportion of these points is contained

in each of the intervals [0, 14 ), [
1
4 ,

1
2 ), [

1
2 ,

3
4 ), and [

3
4 , 1)?

1.13 Attractors

Let X be a compact topological space, and f : X → X be a continuous map.
Generalizing the notion of an attracting fixed point, we say that a compact
set C ⊂ X is an attractor if there is an open set U containing C, such that
f (Ū) ⊂ U and C = ⋂

n≥0 f
n(U). It follows that f (C) = C, since f (C) =⋂

n≥1 f
n(U) ⊂ C; on theother hand,C = ⋂

n≥1 f
n(U) = f (C), since f (U) ⊂

U. Moreover, the forward orbit of any point x ∈ U converges to C, i.e., for
any open set V containing C, there is some N > 0 such that f n(x) ∈ V for
all n ≥ N. To see this, observe that X is covered by V together with the
open sets X\ f n(Ū),n ≥ 0. By compactness, there is a finite subcover, and
since f n(U) ⊂ f n−1(U), we conclude that there is some N > 0 such that
X= V ∪ (X\ f n(Ū)) for all n ≥ N. Thus, f n(x) ∈ f n(U) ⊂ V for n ≥ N.
The basin of attraction of C is the set BA(C) = ⋃

n≥0 f
−n(U). The basin

BA(C) is precisely the set of points whose forward orbits converge to C
(Exercise 1.13.1).
An open set U ⊂ X such that Ū is compact and f (Ū) ⊂ U is called a

trapping region for f . If U is a trapping region, then
⋂

n≥0 f
n(U) is an at-

tractor. For flows generated by differential equations, any region with the
property that along the boundary the vector field points into the region is
a trapping region for the flow. In practice, the existence of an attractor is
proved by constructing a trapping region. An attractor can be studied ex-
perimentally by numerically approximating orbits that start in the trapping
region.
The simplest examples of attractors are: the intersection of the images

of the whole space (if the space is compact); attracting fixed points; and
attracting periodic orbits. For flows, the examples include asymptotically
stable fixed points and asymptotically stable periodic orbits.
Many dynamical systems have attractors of a more complicated nature.

For example, recall that the solenoid S (§1.9) is a (hyperbolic) attractor for
(T , F). Locally, S is theproduct of an intervalwith aCantor set. The structure
of hyperbolic attractors is relatively well understood. However, some non-
linear systems have attractors that are chaotic (with sensitive dependence
on initial conditions) but not hyperbolic. These attractors are called strange
attractors. The best-known examples of strange attractors are the Hénon
attractor and the Lorenz attractor.
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The study of strange attractors beganwith the publication byE.N. Lorenz
in 1963 of the paper “Deterministic non-periodic flow” [Lor63]. In the pro-
cess of investigating meteorological models, Lorenz studied the non-linear
system of differential equations

ẋ= σ (y− x),

ẏ= Rx − y− xz, (1.2)

ż= −bz+ xy,

now called the Lorenz system. He observed that at parameter values σ =
10,b = 8/3, and R= 28, the solutions of (1.2) eventually start revolving
alternately about two repelling equilibrium points at (±√

72, ±√
72, 27).

The number of times the solution revolves about one equilibrium before
switching to the other has no discernible pattern. There is a trapping region
U that contains 0 but not the two repelling equilibrium points. The attractor
contained inU is called the Lorenz attractor. It is an extremely complicated
set consisting of uncountably many orbits (including a saddle fixed point at
0), and non-fixed periodic orbits that are known to be knotted [Wil84]. The
attractor is not hyperbolic in the usual sense, though it has strong expansion
and contraction and sensitive dependence on initial conditions. The attractor
persists for small changes in the parameter values (see Figure 1.10).
The Hénon map H = ( f, g):R2 → R2 is defined by

f (x, y) = a − by− x2,

g(x, y) = x,

where a and b are constants [Hén76]. The Jacobian of the derivative dH
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Figure 1.10. Lorenz attractor.
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Figure 1.11. Hénon attractor.

equals b. If b �=0, the Hénon map is invertible; the inverse is
(x, y) �→(y, (a − x − y2)/b).

Themap changes area by a factor of |b|, and is orientation reversing if b < 0.
For the specific parameter values a = 1.4 and b = −0.3, Hénon showed

that there is a trapping region U homeomorphic to a disk. His numerical
experiments suggested that the resulting attractor has a dense orbit and
sensitive dependence on initial conditions, though these properties have not
been rigorously proved. Figure 1.11 shows a long segment of an orbit starting
in the trapping region, which is believed to approximate the attractor. It is
known that for a large set of parameter values a ∈ [1, 2],b ∈ [−1, 0], the
attractor has a dense orbit and a positive Lyapunov exponent, but is not
hyperbolic [BC91].

Exercise 1.13.1. Let A be an attractor. Show that x ∈ B(A) if and only if
the forward orbit of x converges to A.

Exercise 1.13.2. Finda trapping region for theflowgeneratedby theLorenz
equations with parameter values σ = 10,b = 8/3, and R= 28.

Exercise 1.13.3. Find a trapping region for theHénonmapwith parameter
values a = 1.4,b = −0.3.
Exercise 1.13.4. Using a computer, plot the first 1000 points in an orbit of
the Hénon map starting in a trapping region.



CHAPTER TWO

Topological Dynamics

A topological dynamical system is a topological space X and either a contin-
uous map f : X → Xor a continuous (semi)flow f t on X, i.e., a (semi)flow f t

forwhich themap (t, x)�→f t(x) is continuous. To simplify the exposition,we
usually assume that X is locally compact, metrizable, and second countable,
thoughmanyof the results in this chapter are true underweaker assumptions
on X. As we noted earlier, we will focus our attention on discrete-time sys-
tems, though all general results in this chapter are valid for continuous-time
systems as well.

Let X andY be topological spaces.Recall that a continuousmap f : X→Y
is a homeomorphism if it is one-to-one and the inverse is continuous.

Let f : X → X and g:Y → Y be topological dynamical systems. A topo-
logical semiconjugacy from g to f is a surjective continuous map h:Y → X
such that f ◦ h = h ◦ g. If h is a homeomorphism, it is called a topological
conjugacy, and f and g are said to be topologically conjugate or isomorphic.
Topologically conjugate dynamical systems have identical topological prop-
erties. Consequently, all the properties and invariants we introduce in this
chapter, including minimality, topological transitivity, topological mixing,
and topological entropy, are preserved by topological conjugacy.

Throughout this chapter, ametric space X withmetric d is denoted (X, d).
If x ∈ X and r > 0, then B(x, r) denotes the open ball of radius r centered
at x. If (X, d) and (Y, d′) are metric spaces, then f : X → Y is an isometry if
d′( f (x1), f (x2)) = d(x1, x2) for all x1, x2 ∈ X.

2.1 Limit Sets and Recurrence

Let f : X → X be a topological dynamical system. Let x be a point in X.
A point y ∈ X is an ω-limit point of x if there is a sequence of natural num-
bers nk → ∞ (as k → ∞) such that f nk(x) → y. The ω-limit set of x is the

28
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set ω(x) = ω f (x) of all ω-limit points of x. Equivalently,

ω(x) =
⋂
n∈N

⋃
i≥n

f i (x).

If f is invertible, the α-limit set of x is α(x) = α f (x) = ⋂
n∈N

⋃
i≥n f −i (x).

A point in α(x) is an α-limit point of x.Both the α- andω-limit sets are closed
and f -invariant (Exercise 2.1.1).

A point x is called (positively) recurrent if x ∈ ω(x); the set R( f ) of
recurrent points is f -invariant. Periodic points are recurrent.

A point x is non-wandering if for any neighborhood U of x there exists
n ∈ N such that f n(U) ∩ U �= ∅. The set NW(f ) of non-wandering points is
closed, f -invariant, and containsω(x) andα(x) for all x ∈ X(Exercise 2.1.2).
Every recurrent point is non-wandering, and in fact R( f ) ⊂ NW( f )
(Exercise 2.1.3); in general, however, NW( f ) �⊂R( f ) (Exercise 2.1.11).

Recall the notationO(x)= ⋃
n∈Z f n(x) for an invertible mapping f , and

O+(x)= ⋃
n∈N0

f n(x).

PROPOSITION 2.1.1
1. Let f be a homeomorphism, y ∈ O(x), and z ∈ O(y). Then z ∈ O(x).
2. Let f be a continuous map, y ∈ O+(x), and z ∈ O+(y). Then z ∈ O+(x).

Proof. Exercise 2.1.7. ��
Let X be compact. A closed, non-empty, forward f -invariant subset Y ⊂

X is a minimal set for f if it contains no proper, closed, non-empty, forward
f -invariant subset.A compact invariant setY isminimal if and only if the for-
ward orbit of every point inY is dense inY (Exercise 2.1.4). Note that a peri-
odic orbit is aminimal set. If X itself is aminimal set,we say that f isminimal.

PROPOSITION 2.1.2. Let f : X → X be a topological dynamical system. If
X is compact, then X contains a minimal set for f .

Proof. The proof is a straightforward application of Zorn’s lemma. Let
C be the collection of non-empty, closed, f -invariant subsets of X, with the
partial ordering givenby inclusion.ThenC is not empty, since X ∈ C. Suppose
K ⊂ C is a totally ordered subset. Then any finite intersection of elements
of K is non-empty, so by the finite intersection property for compact sets,⋂

K∈K K �= ∅.Thus, by Zorn’s lemma, C contains a minimal element, which
is a minimal set for f. ��

In a compact topological space, every point in a minimal set is recurrent
(Exercise 2.1.4), so the existence of minimal sets implies the existence of
recurrent points.
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Asubset A⊂ N (orZ) is relatively dense (or syndetic) if there is k > 0 such
that {n, n + 1, . . . , n + k} ∩ A�= ∅for any n.Apoint x ∈ X is almost periodic
if for any neighborhood U of x, the set {i ∈ N: f i (x) ∈ U} is relatively dense
in N.

PROPOSITION 2.1.3. If X is a compact Hausdorff space and f : X → X is
continuous, then O+(x) is minimal for f if and only if x is almost periodic.

Proof. Suppose x is almost periodic and y ∈ O+(x). We need to show that
x ∈ O+(y). Let U be a neighborhood of x. There is an open set U ′ ⊂ X, x ∈
U ′ ⊂ U, and an open set V ⊂ X×X containing the diagonal, such that if
x1 ∈ U ′ and (x1, x2)∈ V, then x2 ∈ U. Since x is almostperiodic, there is K ∈ N

such that for every j ∈ N we have that f j+k(x) ∈ U ′ for some 0 ≤ k ≤ K.
Let V′ = ⋂K

i=0 f −i (V). Note that V′ is open and contains the diagonal of
X × X. There is a neighborhood W � y such that W × W ⊂ V′. Choose n
such that f n(x) ∈ W, and choose k such that f n+k(x) ∈ U ′ with 0 ≤ k ≤ K.
Then ( f n+k(x), f k(y)) ∈ V, and hence f k(y) ∈ U.

Conversely, suppose x is not almost periodic. Then there is a neigh-
borhood U of x such that A= {i : f i (x) ∈ U} is not relatively dense. Thus,
there are sequences ai ∈ N and ki ∈ N, ki → ∞, such that f ai + j (x) /∈ U for
j = 0, . . . , ki . Let y be a limit point of { f ai (x)}.By passing to a subsequence,
we may assume that f ai (x) → y. Fix j ∈ N. Note that f ai + j (x) → f j (y),
and f ai + j (x) /∈ U for i sufficiently large. Thus f j (y) /∈ U for all j ∈ N, so
x /∈ O+(y), which implies that O+(x) is not minimal. ��

Recall that an irrational circle rotation Rα is minimal (§1.2). Therefore
every point is non-wandering, recurrent, and almost periodic. An expanding
endomorphism Em of the circle has dense orbits (§1.3), but is not minimal
because it has periodic points. Every point is non-wandering, but not all
points are recurrent (Exercise 2.1.5).

Exercise 2.1.1. Show that the α- and ω-limit sets of a point are closed in-
variant sets.

Exercise 2.1.2. Show that the set of non-wandering points is closed, is f -
invariant, and contains ω(x) and α(x) for all x ∈ X.

Exercise 2.1.3. Show thatR( f ) ⊂ NW( f ).

Exercise 2.1.4. Let X be compact, f : X → X continuous.
(a) Show that Y ⊂ X is minimal if and only if ω(y) = Y for every y ∈ Y.

(b) Show that Y is minimal if and only if the forward orbit of every point
in Y is dense in Y.
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Exercise 2.1.5. Show that there are points that are non-recurrent and not
eventually periodic for an expanding circle endomorphism Em.

Exercise 2.1.6. For a hyperbolic toral automorphism A:T2 → T2, show
that:

(a)R(A) is dense, and hence NW(A) = T2, but
(b)R(A) �=T2.

Exercise 2.1.7. Prove Proposition 2.1.1.

Exercise 2.1.8. Prove that a homeomorphism f : X → X is minimal if
and only if for each non-empty open set U ⊂ X there is n ∈ N, such that⋃n

k=−n f k(U) = X.

Exercise 2.1.9. Prove that a homeomorphism f of a compact metric space
X is minimal if and only if for every ε > 0 there is N = N(ε) ∈ N, such that
for every x ∈ X the set {x, f (x), . . . , f N(x)} is ε-dense in X.

Exercise 2.1.10. Let f : X → X and g:Y → Y be continuous maps of com-
pact metric spaces. Prove that O+

f ×g(x, y) = O+
f (x)× O+

g (y) if and only if

(x, g(y)) ∈ O+
f ×g(x, y).

Assume that f and g areminimal. Findnecessary and sufficient conditions
for f × g to be minimal.

*Exercise 2.1.11. Give an example of a dynamical systemwhereNW( f ) �⊂
R( f ).

2.2 Topological Transitivity

We assume throughout this section that X is second countable.
A topological dynamical system f : X → X is topologically transitive if

there is a point x ∈ X whose forward orbit is dense in X. If X has no isolated
points, this condition is equivalent to the existence of a point whose ω-limit
set is dense in X (Exercise 2.2.1).

PROPOSITION 2.2.1. Let f : X → X be a continuous map of a locally com-
pact Hausdorff space X. Suppose that for any two non-empty open sets U and
V there is n ∈ N such that f n(U) ∩ V �= ∅. Then f is topologically transitive.

Proof. The hypothesis implies that given any open set V ⊂ X, the set⋃
n∈N f −n(V) is dense in X, since it intersects every open set. Let {Vi } be

a countable basis for the topology of X. Then Y = ⋂
i

⋃
n∈N f −n(Vi ) is a

countable intersection of open, dense sets and is therefore non-empty by
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the Baire category theorem. The forward orbit of any point y ∈ Y enters
each Vi , hence is dense in X. ��

In most topological spaces, existence of a dense full orbit for a home-
omorphism implies existence of a dense forward orbit, as we show in the
next proposition. Note, however, that density of a particular full orbit O(x)
does not imply density of the corresponding forward orbit O+(x) (see
Exercise 2.2.2).

PROPOSITION 2.2.2. Let f : X → X be a homeomorphism of a compact
metric space, and suppose that X has no isolated points. If there is a dense full
orbit O(x), then there is a dense forward orbit O+(y).

Proof. Since O(x) = X, the orbit O(x) visits every non-empty open set U
at least once, and therefore infinitely many times because X has no isolated
points. Hence there is a sequence nk, with |nk| → ∞, such that f nk(x) ∈
B(x, 1/k) for k ∈ N, i.e., f nk(x) → x as k → ∞. Thus, f nk+l(x) → f l(x) for
any l ∈ Z. There are either infinitely many positive or infinitely many neg-
ative indices nk, and it follows that either O(x) ⊂ O+(x) or O(x) ⊂ O−(x).
In the former case, O+(x) = X, and we are done. In the latter case, let
U, V be non-empty open sets. Since O−(x) = X, there are integers i <

j < 0 such that f i (x) ∈ U and f j (x) ∈ V, so f j−i (U) ∩ V �= ∅. Hence, by
Proposition 2.2.1, f is topologically transitive. ��
Exercise 2.2.1. Show that if X has no isolated points and O+(x) is dense,
then ω(x) is dense. Give an example to show that this is not true if X has
isolated points.

Exercise 2.2.2. Give an example of a dynamical system with a dense full
orbit but no dense forward orbit.

Exercise 2.2.3. Is the product of two topologically transitive systems topo-
logically transitive? Is a factor of a topologically transitive system topologi-
cally transitive?

Exercise 2.2.4. Let f : X → X be a homeomorphism. Show that if f has
a non-constant first integral or Lyapunov function (§1.10), then it is not
topologically transitive.

Exercise 2.2.5. Let f : X → X be a topological dynamical system with at
least two orbits. Show that if f has an attracting periodic point, then it is not
topologically transitive.

Exercise 2.2.6. Let α be irrational and f :T 2 → T 2 be the homeomor-
phism of the 2-torus given by f (x, y) = (x + α, x + y).
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(a) Prove that every non-empty, open, f -invariant set is dense, i.e., f is
topologically transitive.

(b) Suppose the forward orbit of (x0, y0) is dense. Prove that for ev-
ery y ∈ S1 the forward orbit of (x0, y) is dense. Moreover, if the set⋃n

k=0 f k(x0, y0) is ε-dense, then
⋃n

k=0 f k(x0, y) is ε-dense.
(c) Prove that every forward orbit is dense, i.e., f is minimal.

2.3 Topological Mixing

A topological dynamical system f : X → X is topologically mixing if for any
two non-empty open setsU, V ⊂ X, there is N > 0 such that f n(U) ∩ V �= ∅
for n ≥ N. Topological mixing implies topological transitivity by Proposi-
tion 2.2.1, but not vice versa. For example, an irrational circle rotation is
minimal and therefore topologically transitive, but not topologically mixing
(Exercise 2.3.1).

The following propositions establish topological mixing for some of the
examples from Chapter 1.

PROPOSITION 2.3.1. Any hyperbolic toral automorphism A: T2 → T2 is
topologically mixing.

Proof. ByExercise 1.7.3, for each x ∈ T2, the unstablemanifold Wu(x) of A
is dense inT2.Thus for every ε > 0, the collectionof balls of radius ε centered
at points of Wu(x) covers T2.By compactness, a finite subcollection of these
balls also covers T2. Hence, there is a bounded segment S0 ⊂ Wu(x) whose
ε-neighborhood covers T2. Since group translations of T2 are isometries, the
ε-neighborhood of any translate Lg S0 = g + S0 ⊂ Wu(g + x) covers T2. To
summarize: For every ε > 0, there is L(ε) > 0 such that every segment S of
length L(ε) in an unstablemanifold is ε-dense inT2, i.e.,d(y, S) ≤ ε for every
y ∈ T2.

LetU and V be non-empty open sets in T2. Choose y ∈ V and ε > 0 such
that B(y, ε) ⊂ V. The open setU contains a segment of length δ > 0 in some
unstable manifold Wu(x). Let λ, |λ| > 1, be the expanding eigenvalue of A,
and choose N > 0 such that |λ|Nδ ≥ L(ε). Then for any n ≥ N, the image
AnU contains a segment of length at least L(ε) in some unstable manifold,
so AnU is ε-dense in T2 and therefore intersects V. ��
PROPOSITION 2.3.2. The full two-sided shift (�m, σ ) and the full one-sided
shift (�+

m, σ ) are topologically mixing.

Proof. Recall from §1.4 that the topology on �m has a basis consisting
of open metric balls B(ω, 2−l) = {ω′: ω′

i = ωi , |i | ≤ l}. Thus it suffices to
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show that for any two balls B(ω, 2−l1 ) and B(ω′, 2−l2 ), there is N > 0 such
that σ n B(ω, 2−l1 ) ∩ B(ω′, 2−l2 ) �= ∅for n ≥ N. Elements of σ n B(ω, 2−l1 ) are
sequenceswith specified values in the places−n − l1, . . . , −n + l1.Therefore
the intersection is non-empty when −n + l1 < −l2, i.e., n ≥ N = l1 + l2 + 1.
This proves that (�m, σ ) is topologically mixing; the proof for (�+

m, σ ) is an
exercise (Exercise 2.3.4). ��
COROLLARY 2.3.3. The horseshoe (H, f ) (§1.8) is topologically mixing.

Proof. The horseshoe (H, f ) is topologically conjugate to the full two-shift
(�2, σ ) (see Exercise 1.8.3). ��
PROPOSITION 2.3.4. The solenoid (S, F) is topologically mixing.

Proof. Recall (Exercise 1.9.2) that (S, F) is topologically conjugate to
(
, α), where


 = {(φi ): φi ∈ S1, φi = 2φi+1, ∀i} ⊂
∞∏

i=0

S1 = T∞,

and (φ0, φ1, φ2, . . .)
α�→(2φ0, φ0, φ1, . . .). Thus, it suffices to show that (
, α)

is topologically mixing. The topology in T∞ has a basis consisting of open
sets

∏∞
i=0 Ik, where the Ij s are open in S1 and all but finitely many are equal

to S1. Let U = (I0 × I1 × · · · × Ik × S1 × S1 × · · ·) ∩ 
 and V = (J0 × J1 ×
· · · × Jl × S1 × S1 × · · ·) ∩ 
benon-empty open sets from this basis. Choose
m > 0 so that 2mI0 = S1. Then for n > m + l, the first n − m components of

αn(U) = (2n I0 × 2n−1 I0 × · · · × I0 × I1 × · · · × Ik × S1 × S1 × · · ·) ∩ 


are S1, so αn(U) ∩ V �= ∅. ��
Exercise 2.3.1. Show that a circle rotation is not topologicallymixing. Show
that an isometry is not topologically mixing if there is more than one point
in the space.

Exercise 2.3.2. Show that expanding endomorphisms of S1 are topologi-
cally mixing (see §1.3).

Exercise 2.3.3. Show that a factor of a topologically mixing system is also
topologically mixing.

Exercise 2.3.4. Prove that (�+
m, σ ) is topologically mixing.
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2.4 Expansiveness

A homeomorphism f : X → X is expansive if there is δ > 0 such that for any
two distinct points x, y ∈ X, there is some n ∈ Z such that d( f n(x), f n(y)) ≥
δ. A non-invertible continuousmap f : X → X is positively expansive if there
is δ > 0 such that for any two distinct points x, y ∈ X, there is some n ≥ 0
such that d( f n(x), f n(y)) ≥ δ. Any number δ > 0 with this property is called
an expansiveness constant for f .

Among the examples from Chapter 1, the following are expansive (or
positively expansive): the circle endomorphisms Em, |m| ≥ 2; the full and
one-sided shifts; the hyperbolic toral automorphisms; the horseshoe; and
the solenoid (Exercise 2.4.2). For sufficiently large values of the parameter
µ, the quadraticmapqµ is expansive on the invariant set�µ. Circle rotations,
group translations, and other equicontinuous homeomorphisms (see §2.7)
are not expansive.

PROPOSITION 2.4.1. Let f be a homeomorphism of an infinite compact
metric space X. Then for every ε > 0 there are distinct points x0, y0 ∈ X such
that d( f n(x0), f n(y0)) ≤ ε for all n ∈ N0.

Proof [Kin90]. Fix ε > 0. Let E be the set of natural numbers m for which
there is a pair x, y ∈ X such that

d(x, y) ≥ ε and d( f n(x), f n(y)) ≤ ε for n = 1, . . . , m. (2.1)

Let M = sup E if E �= ∅, andM = 0 if E = ∅.
If M = ∞, then for every m ∈ N there is a pair xm, ym satisfying (2.1). By

compactness, there is a sequence mk → ∞ such that the limits

lim
k→∞

xmk = x′, lim
k→∞

ymk = y′

exist. By (2.1), d(x′, y′) ≥ ε and, since f j is continuous,

d( f j (x′), f j (y′)) = lim
k→∞

d
(

f j(xmk

)
, f j(ymk

)) ≤ ε

for every j ∈ N. Thus, x0 = f (x′), y0 = f (y′) are the desired points.
Suppose now that M is finite. Since any finite collection of iterates of f is

equicontinuous, there is δ > 0 such that if d(x, y)< δ, then d( f n(x), f n(y))<

ε for 0 ≤ n ≤ M; the definition of M then implies thatd( f −1(x), f −1(y)) < ε.
By induction, we conclude that d( f − j (x), f − j (y)) < ε for j ∈ N whenever
d(x, y) < δ. By compactness, there is a finite collection B of open δ/2-balls
that covers X. Let K be the cardinality of B. Since X is infinite, we can
choose a set W ⊂ X consisting of K + 1 distinct points. By the pigeon-hole
principle, for each j ∈ Z, there are distinct points a j , bj ∈ W such that f j (a j )
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and f j (bj ) belong to the same ball Bj ∈ B, so d( f j (a j ), f j (bj )) < δ. Thus,
d( f n(a j ), f n(bj )) < ε for −∞ < n ≤ j . Since W is finite, there are distinct
x0, y0 ∈ W such that

a j = x0 and bj = y0

for infinitely many positive j and hence d( f n(x0), f n(y0))< ε for all n ≥ 0.
��

Proposition 2.4.1 is also true for non-invertible maps (Exercise 2.4.3).

COROLLARY 2.4.2. Let f be an expansive homeomorphism of an infinite
compact metric space X. Then there are x0, y0 ∈ X such that d( f n(x0),
f n(y0)) → 0 as n → ∞.

Proof. Let δ > 0 be an expansiveness constant for f . By Proposition 2.4.1,
there are x0, y0 ∈ X such that d( f n(x0), f n(y0)) < δ for all n ∈ N. Suppose
d( f n(x0), f n(y0))� 0. Then by compactness, there is a sequence nk → ∞
such that f nk(x0) → x′ and f nk(y0) → y′ with x′ �=y′. Then f nk+m(x0) →
f m(x′) and f nk+m(y0) → f m(y′) for any m ∈ Z. For k large, nk + m > 0 and
hence d( f m(x′), f m(y′)) ≤ δ for all m ∈ Z, which contradicts expansiveness.

��
Exercise 2.4.1. Prove that every isometry of a compact metric space to
itself is surjective and therefore is a homeomorphism.

Exercise 2.4.2. Show that the expanding circle endomorphisms Em, |m| ≥
2, the full one- and two-sided shifts, the hyperbolic toral automorphisms,
the horseshoe, and the solenoid are expansive, and compute expansiveness
constants for each.

Exercise 2.4.3. Show that Proposition 2.4.1 is true for non-invertible con-
tinuous maps of infinite metric spaces.

2.5 Topological Entropy

Topological entropy is the exponential growth rate of the number of es-
sentially different orbit segments of length n. It is a topological invariant
that measures the complexity of the orbit structure of a dynamical system.
Topological entropy is analogous to measure-theoretic entropy, which we
introduce in Chapter 9.
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Let (X, d) be a compact metric space, and f : X → X a continuous map.
For each n ∈ N, the function

dn(x, y) = max
0≤k≤n−1

d( f k(x), f k(y))

measures themaximum distance between the first n iterates of x and y. Each
dn is ametric on X, dn ≥ dn−1, and d1 = d. Moreover, the di are all equivalent
metrics in the sense that they induce the same topology on X(Exercise 2.5.1).

Fix ε > 0. A subset A⊂ X is (n, ε)-spanning if for every x ∈ X there is
y ∈ A such thatdn(x, y) < ε.Bycompactness, there arefinite (n, ε)-spanning
sets. Let span(n, ε, f ) be the minimum cardinality of an (n, ε)-spanning set.

A subset A⊂ X is (n, ε)-separated if any two distinct points in Aare at
least ε apart in themetricdn.Any(n, ε)-separated set is finite.Let sep(n, ε, f )
be the maximum cardinality of an (n, ε)-separated set.

Let cov(n, ε, f ) be the minimum cardinality of a covering of X by sets of
dn-diameter less than ε (the diameter of a set is the supremum of distances
between pairs of points in the set). Again, by compactness, cov(n, ε, f ) is
finite.

Thequantities span(n, ε, f ), sep(n, ε, f ), and cov(n, ε, f ) count thenum-
ber of orbit segments of length n that are distinguishable at scale ε. These
quantities are related by the following lemma.

LEMMA 2.5.1. cov(n, 2ε, f ) ≤ span(n, ε, f ) ≤ sep(n, ε, f ) ≤ cov(n, ε, f ).

Proof. Suppose A is an (n, ε)-spanning set ofminimumcardinality.Then the
open balls of radius ε centered at the points of Acover X. By compactness,
there exists ε1 < ε such that the balls of radius ε1 centered at the points of
Aalso cover X. Their diameter is 2ε1 < 2ε, so cov(n, 2ε, f ) ≤ span(n, ε, f ).
The other inequalities are left as an exercise (Exercise 2.5.2). ��

Let

hε( f ) = lim
n→∞

1
n
log(cov(n, ε, f )). (2.2)

The quantity cov(n, ε, f ) increases monotonically as ε decreases, so hε( f )
does as well. Thus the limit

htop = h( f ) = lim
ε→0+

hε( f )

exists; it is called the topological entropyof f . The inequalities inLemma2.5.1
imply that equivalent definitions of h( f ) can be given using span(n, ε, f ) or
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sep(n, ε, f ), i.e.,

h( f ) = lim
ε→0+

lim
n→∞

1
n
log(span(n, ε, f )) (2.3)

= lim
ε→0+

lim
n→∞

1
n
log(sep(n, ε, f )). (2.4)

LEMMA 2.5.2. The limit limn→∞ 1
n log(cov(n, ε, f )) = hε( f ) exists and is

finite.

Proof. Let U have dm-diameter less than ε, and V have dn-diameter less
than ε. Then U ∩ f −m(V) has dm+n-diameter less than ε. Hence

cov(m + n, ε, f ) ≤ cov(m, ε, f ) · cov(n, ε, f ),

so the sequence an = log(cov(n, ε, f )) ≥ 0 is subadditive. A standard
lemma from calculus implies that an/n converges to a finite limit as n → ∞
(Exercise 2.5.3). ��

It follows fromLemmas 2.5.1 and 2.5.2 that the lim sups in Formulas (2.2),
(2.3), and (2.4) are finite.Moreover, the corresponding lim infs are finite, and

h( f ) = lim
ε→0+

lim
n→∞

1
n
log(cov(n, ε, f )) (2.5)

= lim
ε→0+

lim
n→∞

1
n
log(span(n, ε, f )) (2.6)

= lim
ε→0+

lim
n→∞

1
n
log(sep(n, ε, f )). (2.7)

The topological entropy is either +∞ or a finite non-negative number.
There are dramatic differences between dynamical systems with positive
entropy and dynamical systems with zero entropy. Any isometry has zero
topological entropy (Exercise 2.5.4). In the next section, we show that topo-
logical entropy is positive for several of the examples from Chapter 1.

PROPOSITION 2.5.3. The topological entropy of a continuous map f : X →
Xdoes not depend on the choice of a particular metric generating the topology
of X.

Proof. Supposed andd′ aremetrics generating the topology of X. For ε > 0,
let δ(ε) = sup{d′(x, y):d(x, y) ≤ ε}. By compactness, δ(ε) → 0 as ε → 0. If
U is a set of dn-diameter less than ε, then U has d′

n-diameter at most δ(ε).
Thus cov′(n, δ(ε), f ) ≤ cov(n, ε, f ), where cov and cov′ correspond to the
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metrics d and d′, respectively. Hence,

lim
δ→0+

lim
n→∞

1
n
log(cov′(n, δ, f )) ≤ lim

ε→0+
lim

n→∞
1
n
log(cov(n, ε, f )).

Interchanging d and d′ gives the opposite inequality. ��
COROLLARY 2.5.4. Topological entropy is an invariant of topological con-
jugacy .

Proof. Suppose f : X → X and g:Y → Y are topologically conjugate dy-
namical systems, with conjugacy φ:Y → X. Let d be a metric on X. Then
d′(y1, y2) = d(φ(y1), φ(y2)) is a metric on Y generating the topology of Y.
Since φ is an isometry of (X, d) and (Y, d′), and the entropy is independent
of the metric by Proposition 2.5.3, it follows that h( f ) = h(g). ��
PROPOSITION 2.5.5. Let f : X → X be a continuous map of a compact met-
ric space X.

1. h( f m) = m · h( f ) for m ∈ N.
2. If f is invertible, then h( f −1) = h( f ). Thus h( f m) = |m| · h( f ) for all

m ∈ Z.
3. If Ai , i = 1, . . . , k are closed (not necessarily disjoint) forward f -

invariant subsets of X, whose union is X, then

h( f ) = max
1≤i≤k

h( f |Ai ).

In particular, if A is a closed forward invariant subset of X, then
h( f |A) ≤ h( f ).

Proof. 1: Note that

max
0≤i<n

d( f mi (x), f mi (y)) ≤ max
0≤ j<mn

d( f j (x), f j (y)).

Thus, span(n, ε, f m) ≤ span(mn, ε, f ), so h( f m) ≤ m · h( f ). Conversely, for
ε > 0, there is δ(ε)> 0 such that d(x, y)< δ(ε) implies that d( f i (x), f i (y))<

ε for i = 0, . . . , m. Then span(n, δ(ε), f m) ≥ span(mn, ε, f ), so h( f m) ≥ m ·
h( f ).

2: The nth image of an (n, ε)-separated set for f is (n, ε)-separated for
f −1, and vice versa.
3: Any (n, ε)-separated set in Ai is (n, ε)-separated in X, so h( f |Ai ) ≤

h( f ). Conversely, the union of (n, ε)-spanning sets for the Ai s is an (n, ε)-
spanning set for X. Thus if spani (n, ε, f ) is the minimum cardinality of an
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(n, ε)-spanning subset of Ai , then

span(n, ε, f ) ≤
k∑

i=1

spani (n, ε, f ) ≤ k · max
1≤i≤k

spani (n, ε, f ).

Therefore,

lim
n→∞

1
n
log (span(n, ε, f )) ≤ lim

n→∞
1
n
logk + lim

n→∞
1
n
log

(
max
1≤i≤k

spani (n, ε, f )
)

= 0 + max
1≤i≤k

lim
n→∞

1
n
log (spani (n, ε, f ))

The result follows by taking the limit as ε → 0. ��
PROPOSITION 2.5.6. Let (X, dX) and (Y, dY) be compact metric spaces, and
f : X → X, g:Y → Y continuous maps. Then:

1. h( f × g) = h( f ) + h(g); and
2. if g is a factor of f (or equivalently, f is an extension of g), then h( f ) ≥

h(g).

Proof. To prove part 1, note that the metric d((x, y), (x′, y′)) =
max{dX(x, x′), dY(y, y′)} generates the product topology on X × Y, and

dn((x, y), (x′, y′)) = max
{
dX

n (x, x′), dY
n (y, y′)

}
.

IfU ⊂ Xand V ⊂ Yhave diameters less than ε, thenU × V has d-diameters
less than ε. Hence

cov(n, ε, f × g) ≤ cov(n, ε, f ) · cov(n, ε, g),

so h( f × g) ≤ h( f )+ h(g). On the other hand, if A⊂ X and B ⊂ Y are
(n, ε)-separated, then A× B is (n, ε)-separated for d. Hence

sep(n, ε, f × g) ≥ sep(n, ε, f ) · sep(n, ε, g),

so, by (2.7), h( f × g) ≥ h( f )+ h(g).
The proof of part 2 is left as an exercise (Exercise 2.5.5). ��

PROPOSITION 2.5.7. Let (X, d) be a compact metric space, and f : X → X
an expansive homeomorphism with expansiveness constant δ. Then h( f ) =
hε( f ) for any ε < δ.

Proof. Fix γ and ε with 0 < γ < ε < δ. We will show that h2γ ( f ) = hε( f ).
By monotonicity, it suffices to show that h2γ ( f ) ≤ hε( f ).

By expansiveness, for distinct points x and y, there is some i ∈ Z such
that d( f i (x), f i (y)) ≥ δ > ε. Since the set {(x, y) ∈ X × X:d(x, y) ≥ γ }
is compact, there is k = k(γ, ε) ∈ N such that if d(x, y) ≥ γ , then
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d( f i (x), f i (y)) > ε for some |i | ≤ k. Thus if A is an (n, γ )-separated set,
then f −k(A) is (n + 2k, ε)-separated. Hence, by Lemma 2.5.1, hε( f ) ≥
h2γ ( f ). ��
REMARK 2.5.8. The topological entropy of a continuous (semi)flow can be
defined as the entropy of the time-1 map. Alternatively, it can be defined using
the analog dT, T > 0, of the metrics dn. The two definitions are equivalent
because of the equicontinuity of the family of time-t maps, t ∈ [0, 1].

Exercise 2.5.1. Let (X, d) be a compactmetric space. Show that themetrics
di all induce the same topology on X.

Exercise 2.5.2. Prove the remaining inequalities in Lemma 2.5.1.

Exercise 2.5.3. Let {an} be a subadditive sequence of non-negative real
numbers, i.e., 0 ≤ am+n ≤ am + an for all m, n ≥ 0. Show that limn→∞ an/n =
infn≥0 an/n.

Exercise 2.5.4. Show that the topological entropy of an isometry is zero.

Exercise 2.5.5. Let g:Y → Y be a factor of f : X → X. Prove that h( f ) ≥
h(g).

Exercise 2.5.6. Let Y and Z be compact metric spaces, X = Y × Z, and
π be the projection to Y. Suppose f : X → X is an isometric extension
of a continuous map g:Y → Y, i.e., π ◦ f = g ◦ π and d( f (x1), f (x2)) =
d((x1), (x2)) for all x1, x2 ∈ Y with π(x1) = π(x2). Prove that h( f ) = h(g).

Exercise 2.5.7. Prove that the topological entropy of a continuously differ-
entiable map of a compact manifold is finite.

2.6 Topological Entropy for Some Examples

In this section, we compute the topological entropy for some of the examples
from Chapter 1.

PROPOSITION 2.6.1. Let Ã be a 2× 2 integer matrix with determinant 1
and eigenvalues λ, λ−1, with |λ| > 1; and let A: T2 → T2 be the associated
hyperbolic toral automorphism. Then h(A) = log |λ|.
Proof. The natural projection π : R2 → R2/Z2 = T2 is a local homeomor-
phism, and π Ã= Aπ . Any metric d̃ on R2 invariant under integer transla-
tions induces a metric d on T2, where d(x, y) is the d̃-distance between the
sets π−1(x) and π−1(y). For these metrics, π is a local isometry.

Let v1, v2 be eigenvectors of A with (Euclidean) length 1 correspond-
ing to the eigenvalues λ, λ−1. For x, y ∈ R2, write x − y = a1v1 + a2v2 and
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define d̃(x, y) = max(|a1|, |a2|). This is a translation-invariant metric on R2.
A d̃-ball of radius ε is a parallelogram whose sides are of (Euclidean) length
2ε and parallel to v1 and v2. In the metric d̃n (defined for Ã), a ball of radius
ε is a parallelogram with side length 2ε|λ|−n in the v1-direction and 2ε in the
v2-direction. In particular, the Euclidean area of a d̃n-ball of radius ε is not
greater than 4ε2|λ|−n. Since the induced metric d on T2 is locally isometric
to d̃, we conclude that for sufficiently small ε, the Euclidean area of a dn-ball
of radius ε in T2 is at most 4ε2|λ|−n. It follows that the minimal number of
balls of dn-radius ε needed to cover T2 is at least

area(T2)/4ε2|λ|−n = |λ|n/4ε2.
Since a set of diameter ε is contained in an open ball of radius ε, we conclude
that cov(n, ε, A) ≥ |λ|n/4ε2. Thus, h(A) ≥ log |λ|.

Conversely, since the closed d̃n-balls are parallelograms, there is a tiling
of the plane by ε-balls whose interiors are disjoint. The Euclidean area of
such a ball is Cε2|λ|−n, where C depends on the angle between v1 and v2.
For small enough ε, any ε-ball that intersects the unit square [0, 1]× [0, 1]
is entirely contained in the larger square [−1, 2] × [−1, 2]. Therefore the
number of the balls that intersect the unit square does not exceed the area
of the larger square divided by the area of a d̃n-ball of radius ε. Thus, the
torus can be covered by 9λn/Cε2 closed dn-balls of radius ε. It follows that
cov(n, 2ε, A) ≤ 9λn/Cε2, so h(A) ≤ log |λ|. ��

To establish the corresponding result in higher dimensions, we need some
results from linear algebra. Let B be a k × k complex matrix. If λ is an
eigenvalue of B, let

Vλ = {v ∈ Ck: (B − λI)iv = 0 for some i ∈ N}.
If B is real and γ is a real eigenvalue, let

VR
γ = Rk ∩ Vγ = {v ∈ Rk: (B − γ I)iv = 0 for some i ∈ N}.

If B is real and λ, λ̄ is a pair of complex eigenvalues, let

VR
λ,λ̄

= Rk ∩ (Vλ ⊕ Vλ̄).

These spaces are called generalized eigenspaces.

LEMMA 2.6.2. Let B be a k × k complex matrix, and λ be an eigenvalue of
B. Then for every δ > 0 there is C(δ)> 0 such that

C(δ)−1(|λ| − δ)n‖v‖ ≤ ‖Bnv‖ ≤ C(δ)(|λ| + δ)n‖v‖
for every n ∈ N and every v ∈ Vλ.
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Proof. It suffices to prove the lemma for a Jordan block. Thus without loss
of generality, we assume that Bhas λs on the diagonal, ones above and zeros
elsewhere. In this setting, Vλ = Ck and in the standard basis e1, . . . , ek, we
have Be1 = λe1 and Bei = λei + ei−1, for i = 2, . . . , k. For δ > 0, consider the
basis e1, δe2, δ2e3, . . . , δk−1ek. In this basis, the linearmap B is represented by
the matrix

Bδ =




λ δ

λ δ

. . .
. . .
λ δ

λ


 .

Observe that Bδ = λI + δA with ‖A‖ ≤ 1, where ‖A‖ = supv�=0‖Av|/‖v‖.
Therefore

(|λ| − δ)n‖v‖ ≤ ∥∥Bn
δ v

∥∥ ≤ (|λ| + δ)n‖v‖.
Since Bδ is conjugate to B, there is a constant C(δ) > 0 that bounds the
distortion of the change of basis. ��
LEMMA 2.6.3. Let B be a k × k real matrix and λ an eigenvalue of B. Then
for every δ > 0 there is C(δ) > 0 such that

C(δ)−1(|λ| − δ)n‖v‖ ≤ ‖Bnv‖ ≤ C(δ)(|λ| + δ)n‖v‖
for every n ∈ N and every v ∈ Vλ (if λ ∈ R) or every v ∈ Vλ,λ̄ (if λ /∈ R).

Proof. If λ is real, then the result follows fromLemma 2.6.2. If λ is complex,
then the estimates for Vλ and Vλ̄ from Lemma 2.6.2 imply a similar estimate
for Vλ, λ̄, with a new constant C(δ) depending on the angle between Vλ and
Vλ̄ and the constants in the estimates for Vλ and Vλ̄ (since |λ| = |λ̄|). ��
PROPOSITION 2.6.4. Let Ã be a k × k integer matrix with determinant 1
and with eigenvalues α1, . . . , αk, where

|α1| ≥ |α2| ≥ · · · ≥ |αm| > 1 > |αm+1| ≥ · · · ≥ |αk|.
Let A:Tk → Tk be the associated hyperbolic toral automorphism. Then

h(A) =
m∑

i=1

log |αi |.

Proof. Let γ1, . . . , γ j be the distinct real eigenvalues of Ã, and λ1, λ1, . . . ,

λm, λm be the distinct complex eigenvalues of Ã. Then

Rk =
j⊕

i=1

Vγi ⊕
m⊕

i=1

Vλi ,λi
,
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any vector v ∈ Rk canbedecomposeduniquely as v = v1 + · · · + v j+mwith vi

in the corresponding generalized eigenspace. Given x, y ∈ Rk, let v = x − y,
and define d̃(x, y) = max(|v1|, . . . , |v j+m|). This is a translation-invariant
metric on Rk, and therefore descends to a metric on Tk. Now, using
Lemma 2.6.3, the proposition follows by an argument similar to the one
in the proof of Proposition 2.6.1 (Exercise 2.6.3). ��

The next example we consider is the solenoid from §1.9.

PROPOSITION 2.6.5. The topological entropy of the solenoid map F : S → S
is log 2.

Proof. Recall from §1.9 that F is topologically conjugate to the automor-
phism α:
 → 
, where


 = {
(φi )∞i=0: φi ∈ [0, 1), φi = 2φi+1 mod 1

}
,

and α is coordinatewise multiplication by 2 (mod 1). Thus, h(F) = h(α). Let
|x − y| denote the distance on S1 = [0, 1] mod 1. The distance function

d(φ, φ′) =
∞∑

n=0

1
2n

|φn − φ′
n|

generates the topology in 
 introduced in §1.9.
Themapπ :
 → S1, (φi )∞i=0 �→φ0, is a semiconjugacy fromα to E2.Hence,

h(α) ≥ h(E2) = log 2 (Exercise 2.6.1).Wewill establish the inequalityh(α) ≤
log 2 by constructing an (n, ε)-spanning set.

Fix ε > 0 and choosek ∈ N such that 2−k < ε/2. Forn ∈ N, let An ⊂ 
 con-
sist of the 2n+2k sequences ψ j = (ψ j

i ), where ψ
j

i = j · 2−(n+k+i) mod 1, j =
0, . . . , 2n+2k − 1. We claim that An is (n, ε)-spanning. Let φ = (φi ) be a point
in 
. Choose j ∈ {0, . . . , 2n+2k − 1} so that |φk − j · 2−(n+2k)| ≤ 2−(n+2k+1).
Then |φi − ψ

j
i | ≤ 2k−i2−(n+2k+1), for 0 ≤ i ≤ k. It follows that for 0 ≤ m ≤ n,

d(αmφ, αmψ j ) =
∞∑

i=0

∣∣2mφi − 2mψ
j

i

∣∣
2i

<

k∑
i=0

2m
∣∣φi − ψ

j
i

∣∣
2i

+ 1
2k

< 2m
k∑

i=0

2k−i2−(n+2k+1)

2i
+ 1

2k
<

1
2k−1

< ε.

Thus dn(φ, ψ j ) < ε, so An is (n, ε)-spanning. Hence,

h(α) ≤ lim
n→∞

1
n
log cardAn = log 2. ��
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Note that α: 
 → 
 is expansive with expansiveness constant 1/3
(Exercise 2.6.4), so by Proposition 2.5.7, hε(α) = h(α) for any ε < 1/3.

Exercise 2.6.1. Compute the topological entropy of an expanding endo-
morphism Em: S1 → S1.

Exercise 2.6.2. Compute the topological entropy of the full one- and two-
sided m-shifts.

Exercise 2.6.3. Finish the proof of Proposition 2.6.4.

Exercise 2.6.4. Prove that the solenoid map (§1.9) is expansive.

2.7 Equicontinuity, Distality, and Proximality1

In this section, we describe a number of properties related to the asymptotic
behavior of the distance between corresponding points on pairs of orbits.

Let f : X → X beahomeomorphismof a compactHausdorff space. Points
x, y ∈ X are called proximal if the closure O((x, y)) of the orbit of (x, y)
under f × f intersects thediagonal� = {(z, z) ∈ X × X: z ∈ X}.Everypoint
is proximal to itself. If two points x and y are not proximal, i.e., ifO((x, y)) ∩
� = ∅, they are called distal. A homeomorphism f : X → X is distal if
every pair of distinct points x, y ∈ X is distal. If (X, d) is a compact met-
ric space, then x, y ∈ X are proximal if there is a sequence nk ∈ Z such that
d( f nk(x), f nk(y)) → 0 as k → ∞; points x, y ∈ X are distal if there is ε > 0
such that d( f n(x), f n(y)) > ε for all n ∈ Z (Exercise 2.7.2)

A homeomorphism f of a compact metric space (X, d) is said to be
equicontinuous if the family of all iterates of f is an equicontinuous fam-
ily, i.e., for any ε > 0, there exists δ > 0 such that d(x, y) < δ implies that
d( f n(x), f n(y)) < ε for all n ∈ Z. An isometry preserves distances and is
therefore equicontinuous. Equicontinuous maps share many of the dynam-
ical properties of isometries. The only examples from Chapter 1 that are
equicontinuous are the group translations, including circle rotations.

We denote by f × f the induced action of f in X × X, defined by
f × f (x, y) = ( f (x), f (y)).

PROPOSITION 2.7.1. An expansive homeomorphism of an infinite compact
metric space is not distal.

Proof. Exercise 2.7.1. ��
1 Several arguments in this section were conveyed to us by J. Auslander.
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PROPOSITION 2.7.2. Equicontinuous homeomorphisms are distal.

Proof. Suppose the equicontinuous homeomorphism f : X → X is not dis-
tal. Then there is a pair of proximal points x, y ∈ X, so d( f nk(x), f nk(y)) → 0
for some sequence nk ∈ Z. Let xk = f nk(x) and yk = f nk(y). Let ε = d(x, y).
Then for any δ > 0, there is some k ∈ N such that d(xk, yk) < δ, but
d( f −nk(xk), f −nk(yk)) = ε, so f is not equicontinuous. ��

Distal homeomorphisms arenot necessarily equicontinuous.Consider the
map F : T2 → T2 defined by

x �→x + α mod 1,

y �→x + y mod 1.

We view T2 as the unit square with opposite sides identified and use the
metric inherited from the Euclidean metric. To see that this map is distal, let
(x, y), (x′, y′) be distinct points in T2. If x �=x′, then d(Fn(x, y), Fn(x′, y′))
is at least d((x, 0), (x′, 0)), which is constant. If x = x′, then d(Fn(x, y),
Fn(x′, y′)) = d((x, y), (x′, y′)). Therefore, the pair (x, y), (x′, y′) is distal. To
see that F is not equicontinuous, let p = (0, 0) and q = (δ, 0). Then for all
n, the difference between the first coordinates of Fn(p) and Fn(q) is δ. The
difference between the second coordinates of Fn(p) and Fn(q) is nδ as long
as nδ < 1/2. Therefore there are points that are arbitrarily close together
that are moved at least 1/4 apart, so F is not equicontinuous.

The preceding map is an example of a distal extension. Suppose a home-
omorphism g:Y → Y is an extension of a homeomorphism f : X → X with
projection π :Y → X. We say that the extension is distal if any pair of dis-
tinct points y, y′ ∈ Ywith π(y) = π(y′) is distal. The map F : T2 → T2 in the
preceding paragraph is a distal extension of a circle rotation, with projection
on the first factor as the factor map. A straightforward generalization of the
argument in the previous paragraph shows that a distal extension of a distal
homeomorphism is distal. Moreover, as we show later in this section, any
factor of a distal map is distal. Thus, (X1, f1) and (X2, f2) are distal if and
only if (X1 × X2, f1 × f2) is distal.

Similarly, π :Y → X is an isometric extension if d(g(y), g(y′)) = d(y, y′)
whenever π(y) = π(y′). The extension π :Y → X is an equicontinuous ex-
tension if for any ε > 0, there exists δ > 0 such that if π(y) = π(y′) and
d(y, y′) < δ, then d(gn(y), gn(y′)) < ε, for all n. An isometric extension
is an equicontinuous extension; an equicontinuous extension is a distal
extension.

ToproveTheorem2.7.4, weneed the following notion: For a subset A⊂ X
and a homeomorphism f : X → X, denote by fA the induced action of f in
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the product space XA(an element zof XA is a function z: A → X, and fA(z) =
f ◦ z). We say that A⊂ X is almost periodic if every z ∈ XA with range A
is an almost periodic point of (XA, fA). That is, A is almost periodic if for
every finite subset a1, . . . , an ∈ A, and neighborhoods U1 � a1, . . . , Un � an,
the set {k ∈ Z: f k(ai ) ∈ Ui , 1 ≤ i ≤ n} is syndetic in Z. Every subset of an
almost periodic set is an almost periodic set. Note that if x is an almost
periodic point of f , then {x} is an almost periodic set.
LEMMA 2.7.3. Every almost periodic set is contained in a maximal almost
periodic set.

Proof. Let A be an almost periodic set, and C be a collection, totally ordered
by inclusion, of almost periodic sets containing A. The set

⋃
C∈C C is an

almost periodic set and a maximal element of C. By Zorn’s lemma there is
a maximal almost periodic set containing A. ��
THEOREM 2.7.4. Let f be a homeomorphism of a compact Hausdorff space
X. Then every x ∈ X is proximal to an almost periodic point.

Proof. If x is an almost periodic point, then we are done, since x is proximal
to itself. Suppose x is not almost periodic, and let A be a maximal almost
periodic set. By definition, x /∈ A. Let z ∈ XA have range A, and consider
(x, z) ∈ (X × XA). Let (x0, z0) be an almost periodic point (of ( f × fA)) in
O(x, z). Since z is almost periodic, z ∈ O(z0). Hence there is x′ ∈ X such that
(x′, z) is almost periodic and (x′, z) ∈ O(x, z) (Proposition 2.1.1). Therefore
{x′} ∪ range(z) = {x′} ∪ Ais an almost periodic set. Since A is maximal, x′ ∈
A, i.e., x′ appears as one of the coordinates of z. It follows that (x′, x′) ∈
O(x, x′), and x is proximal to x′. ��

Ahomeomorphism f of a compact Hausdorff space X is called pointwise
almost periodic if every point is almost periodic. By Proposition 2.1.3, this
happens if and only if X is a union of minimal sets.

PROPOSITION 2.7.5. Let f be a distal homeomorphism of a compact
Hausdorff space X. Then f is pointwise almost periodic.

Proof. Let x ∈ X. Then, by Theorem 2.7.4, x is proximal to an almost peri-
odic y ∈ X. Since f is distal, x = y and x is almost periodic. ��
PROPOSITION 2.7.6. A homeomorphism of a compact Hausdorff space is
distal if and only if the product system (X × X, f × f ) is pointwise almost
periodic.

Proof. If f is distal, so is f × f , and hence f × f is pointwise almost
periodic. Conversely, assume that f × f is pointwise almost periodic, and
let x, y ∈ X be distinct points. If x and y are proximal, then there is z with
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(z, z) ∈ O(x, y). Recall that O(x, y) is minimal (Proposition 2.1.3). Since
(x, y) /∈ O(z, z), we obtain a contradiction. ��
COROLLARY 2.7.7. A factor of a distal homeomorphism f of a compact
Hausdorff space X is distal.

Proof. Let g:Y → Y be a factor of f . Then f × f is pointwise almost pe-
riodic by Proposition 2.7.6. Since (g × g) is a factor of f × f , it is pointwise
almost periodic (Exercise 2.7.5), and hence is distal. ��

The class of distal dynamical systems is of special interest because it is
closedunder factors and isometric extensions. The class ofminimal distal sys-
tems is the smallest suchclassofminimal systems:According toFurstenberg’s
structure theorem [Fur63], every minimal distal homeomorphism (or flow)
can be obtained by a (possibly transfinite) sequence of isometric extensions
starting with the one-point dynamical system.

Exercise 2.7.1. Prove Proposition 2.7.1.

Exercise 2.7.2. Prove the equivalence of the topological and metric defini-
tions of distal and proximal points at the beginning of this section.

Exercise 2.7.3. Give an example of a homeomorphism f of a compact
metric space (X, d) such that d( f n(x), f n(y)) → 0 as n → ∞ for every pair
x, y ∈ X.

Exercise 2.7.4. Show that any infinite closed shift-invariant subset of �m

contains a proximal pair of points.

Exercise 2.7.5. Prove that a factor of a pointwise almost periodic system is
pointwise almost periodic.

2.8 Applications of Topological Recurrence to Ramsey Theory2

In this section, we establish several Ramsey-type results to illustrate how
topological dynamics is applied in combinatorial number theory. One of the
main principles of the Ramsey theory is that a sufficiently rich structure is
indestructible by finite partitioning (see [Ber96] for more information on
Ramsey theory). An example of such a statement is van der Waerden’s
theorem, which we prove later in this section. We conclude this section by

2 The exposition in this section follows, to a large extent, [Ber00].
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proving a result in Ramsey theory about infinite-dimensional vector spaces
over finite fields.

THEOREM 2.8.1 (van der Waerden). For each finite partition Z = ⋃m
k=1 Sk,

one of the sets Sk contains arbitrarily long (finite) arithmetic progressions.

Wewill obtain van der Waerden’s theorem as a consequence of a general
recurrence property in topological dynamics.

Recall from §1.4 that �m = {1, 2, . . . , m}Z with metric d(ω, ω′) = 2−k,
where k = min{|i |: ωi �=ω′

i }, is a compact metric space. The shift σ :�m →
�m, (σω)i = ωi+1, is a homeomorphism. A finite partition Z = ⋃m

k=1 Sk can
beviewedasa sequence ξ ∈ �m forwhich ξi = k if i ∈ Sk. Let X = ⋃∞

i=−∞ σ iξ

be the orbit closure of ξ under σ , and let Ak = {ω ∈ X:ω0 = k}. If ω ∈
Ak, ω

′ ∈ X, and d(ω′, ω) < 1, thenω′ ∈ Ak. Hence if there are integers p, q ∈
N and ω ∈ X such that d(σ ipω, ω) < 1 for 0 ≤ i ≤ q − 1, then there is r ∈ Z

such that ξ j = ω0 for i = r, r + p, . . . , r + (q − 1)p. Therefore,Theorem2.8.1
follows from the following multiple recurrence property (Exercise 2.8.1).

PROPOSITION 2.8.2. Let T be a homeomorphism of a compact metric space
X. Then for every ε > 0 and q ∈ N there are p ∈ N and x ∈ X such that
d(T jp(x), x) < ε for 0 ≤ j ≤ q.

Wewill obtain Proposition 2.8.2 as a consequence of amore general state-
ment (Theorem 2.8.3), which has other corollaries useful in combinatorial
number theory.

Let F be the collection of all finite non-empty subsets of N. For α, β ∈ F ,
we write α < β if each element of α is less than each element of β. For a
commutative group G, a map T:F → G, α �→Tα , defines an IP-system in G
if

T{i1,...,ik} = T{i1} · . . . · T{ik}

for every {i1, . . . , ik} ∈ F ; inparticular, ifα, β ∈ F andα ∩ β = ∅, thenTα∪β =
TαTβ . Every IP-system T is generated by the elements T{n} ∈ G, n ∈ N.

LetGbe a group of homeomorphisms of a topological space X. For x ∈ X,
denote by Gx the orbit of x under G. We say that G acts minimally on X if
for each x ∈ X, the orbit Gx is dense in X.

THEOREM 2.8.3 (Furstenberg–Weiss [FW78]). Let G be a commutative
group acting minimally on a compact topological space X. Then for every
non-empty open set U ⊂ X, every n ∈ N, every α ∈ F , and any IP-systems
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T(1), . . . , T(n) in G, there is β ∈ F such that α < β and

U ∩ T(1)
β (U) ∩ · · · ∩ T(n)

β (U) �= ∅.

Proof [Ber00]. Since G acts minimally, and X is compact, there are ele-
ments g1, . . . , gm ∈ G such that

⋃m
i=1 gi (U) = X (Exercise 2.8.2).

We argue by induction on n. For n = 1, let T be an IP-system and U ⊂ X
be open and not empty. Set V0 = U. Define recursively Vk = T{k}(Vk−1) ∩
gik(U), where ik is chosen so that 1 ≤ ik ≤ m and T{k}(Vk−1) ∩ gik(U) �= ∅. By
construction, T−1

{k} (Vk) ⊂ Vk−1 and Vk ⊂ gik(U). In particular, by the pigeon-
hole principle, there are 1 ≤ i ≤ m and arbitrarily large p < q such that
Vp ∪ Vq ⊂ gi (U). Choose p so that β = {p + 1, p + 2, . . . , q} > α. Then the
set W = g−1

i (Vq) ⊂ U is not empty, and

T−1
β (W) = g−1

i

(
T−1

{p+1} · · · T−1
{q} (Vq)

) ⊂ g−1
i

(
T−1

{p+1}(Vp+1)
) ⊂ g−1

i (Vp) ⊂ U.

Therefore, U ∩ Tβ(U) ⊃ W �= ∅.
Assume that the theorem holds true for any n IP-systems in G. LetU ⊂ X

be open and not empty. Let T(1), . . . , T(n+1) be IP-systems in G. We will
construct a sequence of non-empty open subsets Vk ⊂ X and an increasing
sequence αk ∈ F, αk > α, such that V0 = U,

⋃n+1
j=1(T

( j)
αk )−1(Vk) ⊂ Vk−1, and

Vk ⊂ gik(U) for some 1 ≤ ik ≤ m.
By the inductive assumption applied to V0 = U and the n IP-systems

(T(n+1))−1T( j), j = 1, . . . , n, there is α1 > α such that

V0 ∩ (
T(n+1)

α1

)−1
T(1)

α1
(V0) ∩ · · · ∩ (

T(n+1)
α1

)−1
T(n)

α1
(V0) �= ∅.

Apply T(n+1)
α1 and, for an appropriate 1 ≤ i1 ≤ m, set

V1 = gi1 (V0) ∩ T(1)
α1

(V0) ∩ T(2)
α1

(V0) ∩ · · · ∩ T(n+1)
α1

(V0) �= ∅.
If Vk−1 and αk−1 have been constructed, apply the inductive assumption to
Vk−1 and the IP-systems (T(n+1))−1T( j), j = 1, . . . , n, to get αk > αk−1 such
that

Vk−1 ∩ (
T(n+1)

αk

)−1
T(1)

αk
(Vk−1) ∩ · · · ∩ (

T(n+1)
αk

)−1
T(n)

αk
(Vk−1) �= ∅.

Apply T(n+1)
αk and, for an appropriate 1 ≤ ik ≤ m, set

Vk = gik(V0) ∩ T(1)
αk

(Vk−1) ∩ T(2)
αk

(Vk−1) ∩ · · · ∩ T(n+1)
αk

(Vk−1) �= ∅.
By construction, the sequences αk and Vk have the desired properties. Since
Vk ⊂ gik(U), there is 1 ≤ i ≤ m such that Vk ⊂ gi (U) for infinitely many
k’s. Hence there are arbitrarily large p < q such that Vp ∪ Vq ⊂ gi (U). Let
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W = g−1
i (Vq) ⊂ U and β = αp+1 ∪ · · · ∪ αq. Then W �= ∅, and for each

1 ≤ j ≤ n + 1,(
T( j)

β

)−1(W) = g−1
i

(
T( j)

αs+1

)−1(Vq)

⊂ g−1
i

(
T( j)

αs+1

)−1(Vq−1) ⊂ · · · ⊂ g−1
i (Vp) ⊂ U.

Therefore
⋃n+1

j=1(T
( j)
β )−1W ⊂ U, and hence

⋃n+1
j=1(T

( j)
β )−1U �= ∅. ��

COROLLARY 2.8.4. Let G be a commutative group of homeomorphisms
of a compact metric space X and let T(1), . . . , T(n) be IP-systems in G. Then
for every α ∈ F and every ε > 0 there are x ∈ X and β > α such that
d(x, T(i)

β (x)) < ε for each 1 ≤ i ≤ n.

Proof. Similarly to Proposition 2.1.2, there is a non-empty closed G-
invariant subset X′ ⊂ X on which G acts minimally (Exercise 2.8.3). Thus
the corollary follows from Theorem 2.8.3. ��
Proof of Proposition 2.8.2. Let G = {Tk}k∈Z. For α ∈ F , denote by |α| the
sum of the elements in α. Apply Corollary 2.8.4 to G, X, and the IP-systems
T ( j)

α = T j |α|, 1 ≤ j ≤ q − 1. ��
The following generalization of Theorem 2.8.1 also follows from Corol-

lary 2.8.4.

THEOREM 2.8.5. Let d ∈ N, and let A be a finite subset of Zd. Then for each
finite partition Zd = ⋃m

k=1 Sk, there are k ∈ {1, . . . , m}, z0 ∈ Zd, and n ∈ N such
that z0 + na ∈ Sk for each a ∈ A, i.e., z0 + nA⊂ Sk.

Proof. Exercise 2.8.5. ��
Let VF be an infinite vector space over a finite field F . A subset A⊂ VF is

a d-dimensional affine subspace if there are v ∈ VF and linearly independent
x1, . . . , xd ∈ VF such that A= v + Span(x1, . . . , xd).

THEOREM 2.8.6 [GLR72], [GLR73]. For each finite partition VF = ⋃m
k=1 Sk,

one of the sets Sk contains affine subspaces of arbitrarily large (finite) dimen-
sion.

Proof ([Ber00]; see Theorem 2.8.3).We say that a subset L ⊂ VF ismono-
chromatic of color j if L ⊂ Sj .

Since VF is infinite, it contains a countable subspace isomorphic to the
abelian group

F∞ = {
a = (ai )∞i=1 ∈ FN: ai = 0 for all but finitely many i ∈ N

}
.
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Without lossof generalityweassume thatVF = F∞. The set� = {1, . . . , m}F∞

of all functions F∞ → {1, . . . , m} is naturally identifiedwith the set of all par-
titions of F∞ intom subsets. The discrete topology on {1, . . . , m} and product
topology on � make it a compact Hausdorff space.

Let ξ ∈ � correspond to a partition F∞ = ⋃m
k=1 Sk, i.e., ξ : F∞ →

{1, . . . , m}, ξ(a) = k if and only if a ∈ Sk. Each b ∈ F∞ induces a homeomor-
phism Tb:� → �, (Tbη)(a) = η(a + b). Denote by X ⊂ � the orbit closure
of ξ, X = {⋃b∈F∞ Tbξ}. Similarly to the argument in the proof of Proposi-
tion 2.1.2, Zorn’s lemma implies that there is a non-empty closed subset
X′ ⊂ X on which the group F∞ acts minimally.

Let g:F → F∞ be an IP-system in F∞ such that the elements gn, n ∈ N,
are linearly independent. Define an IP-system T of homeomorphisms of
X by setting Tα = Tgα

. For each f ∈ F , set T( f )
α = Tfgα

to get |F | = card F
IP-systems of commuting homeomorphisms of X. Let 0 = (0, 0, . . .) be the
zero element of F∞ and Ai = {η ∈ �: η(0) = i}. Then each Ai is open and⋃m

i=1 Ai = �. Therefore, there is j ∈ {1, . . . , m} such that U = Aj ∩ X′ �= ∅.
By Theorem 2.8.3, there is β1 ∈ F such that U1 = ⋂

f ∈F T( f )
β1

(U) �= ∅. If η ∈
U1, then η( fgβ1 ) = j for each f ∈ F . In other words, η contains amonochro-
matic affine line of color j . Since the orbit of ξ is dense in X′, there is
b1 ∈ F∞ such that ξ( fgβ1 + b1) = η( fgβ1 ) = j . Thus, Sj contains an affine
line.

To obtain a two-dimensional affine subspace in Sj apply Theorem 2.8.3 to
U1, β1 and the same collection of IP-systems to get β2 > β1 such that U2 =⋂

f ∈F T( f )
β2

(U1) �= ∅. Since gβ2 is linearly independent with every gα, α < β2,
each η ∈ U2 contains a monochromatic two-dimensional affine subspace
of color j . Since η can be arbitrarily approximated by the shifts of ξ , the
latter also contains a monochromatic two-dimensional affine subspace of
color j .

Proceeding in this manner, we obtain a monochromatic subspace of
arbitrarily large dimension. ��
Exercise 2.8.1. Prove Theorem 2.8.1 using Proposition 2.8.2.

Exercise 2.8.2. Prove that a group G acts minimally on a compact topo-
logical space X if and only if for every non-empty open set U ⊂ X there are
elements g1, . . . , gn ∈ G such that

⋃n
i=1 gi (U) = X.

Exercise 2.8.3. Prove the following generalization of Proposition 2.1.2. If a
group G acts by homeomorphisms on a compact metric space X, then there
is a non-empty closed G-invariant subset X′ on which G acts minimally.
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Exercise 2.8.4. Prove that van der Waerden’s Theorem 2.8.1 is equivalent
to the following finite version: For each m, n ∈ N there is k ∈ N such that if
the set {1, 2, . . . , k} is partitioned into m subsets, then one of them contains
an arithmetic progression of length n.

*Exercise 2.8.5. For z ∈ Zd, the translation by z inZd induces a homeomor-
phism (shift) Tz in� = {1, . . . , m}Zd

. Prove Theorem 2.8.5 by considering the
orbit closure under the group of shifts of the element ξ ∈ � corresponding
to the partition of Zd and the IP-systems in Zd generated by the translations
Tf , f ∈ A.



CHAPTER THREE

Symbolic Dynamics

In §1.4, we introduced the symbolic dynamical systems (�m, σ ) and (�+
m, σ ),

andwe showedbyexample throughoutChapter 1how these shift spaces arise
naturally in the study of other dynamical systems. In all of those examples,
we encoded an orbit of the dynamical system by its itinerary through a finite
collection of disjoint subsets. Specifically, following an idea that goes back
to J. Hadamard, suppose f : X → X is a discrete dynamical system. Con-
sider a partition P = {P1, P2, . . . , Pm} of X, i.e., P1 ∪ P2 ∪ · · · ∪ Pm = X and
Pi ∩ Pj = ∅ for i 
=j . For each x ∈ X, let ψi (x) be the index of the element
of P containing f i (x). The sequence (ψi (x))i∈N0 is called the itinerary of x.
This defines a map

ψ : X → �+
m = {1, 2, . . . ,m}N0 , x �→ {ψi (x)}∞i=0,

which satisfies ψ ◦ f = σ ◦ ψ . The space �+
m is totally disconnected, and the

mapψ usually is not continuous. If f is invertible, then positive and negative
iterates of f define a similar map X → �m = {1, 2, . . . ,m}Z. The image of
ψ in �m or �+

m is shift-invariant, and ψ semiconjugates f to the shift on
the image of ψ . The indices ψi (x) are symbols – hence the name symbolic
dynamics.Anyfinite set can serve as the symbol set, or alphabet, of a symbolic
dynamical system. Throughout this chapter, we identify every finite alphabet
with {1, 2, . . . ,m}.

Recall that the cylinder sets

Cn1,...,nk
j1,..., jk = {

ω = (ωl) : ωni = ji , i = 1, . . . ,k
}
,

form a basis for the product topology of �m and �+
m, and that the metric

d(ω, ω′) = 2−l , where l = min{|i |:ωi 
=ω′
i }

generates the product topology.

54
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3.1 Subshifts and Codes1

In this section, we concentrate on two-sided shifts. The case of one-sided
shifts is similar.

A subshift is a closed subset X ⊂ �m invariant under the shift σ and its
inverse. We refer to �m as the full m-shift.

Let Xi ⊂ �mi , i = 1, 2, be two subshifts. A continuous map c: X1 → X2

is a code if it commutes with the shifts, i.e., σ ◦ c = c ◦ σ (here and later, σ
denotes the shift in any sequence space). Note that a surjective code is a
factor map. An injective code is called an embedding; a bijective code gives
a topological conjugacy of the subshifts and is called an isomorphism (since
�m is compact, a bijective code is a homeomorphism).

For a subshift X ⊂ �m, denote by Wn(X) the set of words of length n
that occur in X, and by |Wn(X)| its cardinality. Since different elements of
X differ in at least one position, the restriction σ |X is expansive. Therefore,
Proposition2.5.7 allowsus to compute the topological entropyofσ |X through
the asymptotic growth rate of |Wn(X)|.
PROPOSITION 3.1.1. Let X ⊂ �m be a subshift. Then

h(σ |X) = lim
n→∞

1
n
log |Wn(X)|.

Proof. Exercise 3.1.1. ��
Let X be a subshift, k, l ∈ N0,n = k+ l + 1, and let α be a map from

Wn(X) to an alphabet Am ′ . The (k, l) block code cα from X to the full shift
�m ′ assigns to a sequence x = (xi ) ∈ X the sequence cα(x) with cα(x)i =
α(xi−k, . . . , xi , . . . , xi+l). Any block code is a code, since it is continuous and
commutes with the shift.

PROPOSITION 3.1.2 (Curtis–Lyndon–Hedlund). Every code c: X →Y is a
block code.

Proof. LetA be the symbol set of Y, and define α̃: X → A by α̃(x) = c(x)0.
Since X is compact, α̃ is uniformly continuous, so there is a δ > 0 such that
α̃(x) = α̃(x′)wheneverd(x, x′) < δ. Choosek ∈ N so that 2−k < δ. Then α̃(x)
depends only on x−k, . . . , x0, . . . , xk, and therefore defines amap α:W2k+1 →
A satisfying c(x)0 = α(x−k . . . x0 . . . xk). Since c commutes with the shift, we
conclude that c = cα . ��
1 The exposition of this section as well as §3.2, §3.4, and §3.5 follows in part the lectures of
M. Boyle [Boy93].
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There is a canonical class of block codes obtained by taking the alphabet
of the target shift to be the set of words of length n in the original shift.
Specifically, let k, l ∈ N, l < k, and let X be a subshift. For x ∈ X set

c(x)i = xi−k+l+1 . . . xi . . . xi+l , i ∈ Z.

This defines a block code c from X to the full shift on the alphabet Wk(X)
which is an isomorphism onto its image (Exercise 3.1.2). Such a code (or
sometimes its image) is called a higher block presentation of X.

Exercise 3.1.1. Prove Proposition 3.1.1.

Exercise 3.1.2. Prove that a higher block presentation of X is an isomor-
phism.

Exercise 3.1.3. Use a higher block presentation to prove that for any block
code c: X →Y, there is a subshift Z and an isomorphism f : Z → X such that
c ◦ f : Z →Y is a (0, 0) block code.

Exercise 3.1.4. Show that the full shift has points whose full orbit is dense
but whose forward orbit is nowhere dense.

3.2 Subshifts of Finite Type

The complement of a subshift X ⊂ �m is open and hence is a union of at
most countably many cylinders. By shift invariance, if C is a cylinder and
C ⊂ �m\X, then σ n(C) ⊂ �m\X for all n ∈ Z, i.e., there is a countable list
of forbidden words such that no sequence in X contains a forbidden word
and each sequence in �m\X contains at least one forbidden word. If there
is a finite list of finite words such that X consists of precisely the sequences
in �m that do not contain any of these words, then X is called a subshift of
finite type (SFT); X is a k-step SFT if it is defined by a set of words of length
at most k+ 1. A 1-step SFT is called a topological Markov chain.

In§1.4we introduced a vertex shift�v
Adeterminedby an adjacencymatrix

Aof zeros and ones. A vertex shift is an example of an SFT. The forbidden
words have length 2 and are precisely those that are not allowed by A, i.e.,
a word uv is forbidden if there is no edge from u to v in the graph �A

determined by A. Since the list of forbidden words is finite, �v
A is an SFT.

A sequence in �v
A can be viewed as an infinite path in the directed graph

�A, labeled by the vertices.
An infinite path in the graph �A can also be specified by a sequence

of edges (rather than vertices). This gives a subshift �e
A whose alphabet is

the set of edges in �A. More generally, a finite directed graph �, possibly
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with multiple directed edges connecting pairs of vertices, corresponds to
an adjacency matrix B whose i, jth entry is a non-negative integer specify-
ing the number of directed edges in � = �B from the ith vertex to the jth
vertex. The set �e

B of infinite directed paths in �B, labeled by the edges, is
closed and shift-invariant and is called the edge shift determined by B. Any
edge shift is a subshift of finite type (Exercise 3.2.3).

For any matrix A of zeros and ones, the map uv �→e, where e is the edge
from u to v, defines a 2-block isomorphism from �v

A to �e
A. Conversely, any

edge shift is naturally isomorphic to a vertex shift (Exercise 3.2.4).

PROPOSITION 3.2.1. Every SFT is isomorphic to a vertex shift.

Proof. Let X be a k-step SFT with k > 0. LetWk(X) be the set of words of
length k that occur in X. Let � be the directed graph whose set of vertices
is Wk(X); a vertex x1 . . . xk is connected to a vertex x′

1 . . . x′
k by a directed

edge if x1 . . . xkx′
k = x1x′

1 . . . x′
k ∈ Wk+1(X). Let A be the adjacency matrix of

�. The code c(x)i = xi . . . xi+k−1 gives an isomorphism from X to �v
A. ��

COROLLARY 3.2.2. Every SFT is isomorphic to an edge shift.

The last proposition implies that “the future is independent of the past” in
an SFT; i.e., with appropriate one-step coding, if the sequences . . . x−2x−1x0
and x0x1x2 . . . are allowed, then . . . x−2x−1x0x1x2 . . . is allowed.

Exercise 3.2.1. Show that the collection of all isomorphism classes of sub-
shifts of finite type is countable.

∗Exercise 3.2.2. Show that the collection of all subshifts of �2 is uncount-
able.

Exercise 3.2.3. Show that every edge shift is an SFT.

Exercise 3.2.4. Show that every edge shift is naturally isomorphic to a ver-
tex shift. What are the vertices?

3.3 The Perron–Frobenius Theorem

The Perron–Frobenius Theorem guarantees the existence of special invari-
ant measures, calledMarkov measures, for subshifts of finite type.

A vector or matrix all of whose coordinates are positive (non-negative)
is called positive (non-negative). Let A be a square non-negative matrix. If
for any i, j there is n ∈ N such that (An)i j > 0, then A is called irreducible;
otherwise A is called reducible. If some power of A is positive, A is called
primitive.
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An integer non-negative square matrix A is primitive if and only if the
directed graph �A has the property that there is n ∈ N such that, for every
pair of vertices u and v, there is a directed path from u to v of length n (see
Exercise 1.4.2). An integer non-negative square matrix A is irreducible if
and only if the directed graph �A has the property that, for every pair of
vertices u and v, there is a directed path from u to v (see Exercise 1.4.2).

A real non-negative m× m matrix is stochastic if the sum of the entries
in each row is 1 or, equivalently, the column vector with all entries 1 is an
eigenvector with eigenvalue 1.

THEOREM 3.3.1 (Perron). Let Abe a primitive m× mmatrix. Then A has
a positive eigenvalue λ with the following properties:

1. λ is a simple root of the characteristic polynomial of A,
2. λ has a positive eigenvector v,
3. any other eigenvalue of Ahas modulus strictly less than λ,
4. any non-negative eigenvector of Ais a positive multiple of v.

Proof. Denote by int(W) the interior of a setW. We will need the following
lemma.

LEMMA 3.3.2. Let L: Rk → Rk be a linear operator, and assume that there
is a non-empty compact set P such that 0 ∈ int(P) and Li (P) ⊂ int(P) for
some i > 0. Then the modulus of any eigenvalue of L is strictly less than 1.

Proof. If the conclusion holds for Li with some i > 0, then it holds for L.
Hence we may assume that L(P) ⊂ int(P). It follows that Ln(P) ⊂ int(P)
for all n > 0. The matrix L cannot have an eigenvalue of modulus greater
than 1, since otherwise the iterates of Lwouldmove some vector in the open
set int(P) off to ∞.

Suppose that σ is an eigenvalue of L and |σ | = 1. If σ j = 1, then Lj has
a fixed point on ∂P, a contradiction.

If σ is not a root of unity, there is a 2-dimensional subspace U on which
L acts as an irrational rotation and any point p ∈ ∂P ∩U is a limit point of⋃

n>0 L
n(P), a contradiction. ��

Since A is non-negative, it induces a continuous map f from the unit
simplex S = {x ∈ Rm :

∑
xj = 1, xj ≥ 0, j = 1, . . . ,m} into itself; f (x) is the

radial projection of Ax onto S. By the Brouwer fixed point theorem, there
is a fixed point v ∈ S of f , which is a non-negative eigenvector of Awith
eigenvalue λ > 0. Since some power of A is positive, all coordinates of v are
positive.

Let V be the diagonal matrix that has the entries of v on the diagonal.
The matrix M = λ−1V−1AV is primitive, and the column vector 1 with all
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entries 1 is an eigenvector of M with eigenvalue 1, i.e., M is a stochastic
matrix. To prove parts 1 and 3, it suffices to show that 1 is a simple root of
the characteristic polynomial of M and that all other eigenvalues of M have
moduli strictly less than 1. Consider the action of M on row vectors. Since
M is stochastic and non-negative, the row action preserves the unit simplex
S. By the Brouwer fixed point theorem, there is a fixed row vector w ∈ S
all of whose coordinates are positive. Let P = S − w be the translation of S
by −w. Since for some j > 0 all entries of Mj are positive, Mj (P) ⊂ int(P)
and, by Lemma 3.3.2, the modulus of any eigenvalue of the row action of M
in the (m− 1)-dimensional invariant subspace spanned by P is strictly less
than 1.

The last statement of the theorem follows from the fact that the
codimension-one subspace spanned by P is Mt -invariant and its intersec-
tion with the cone of non-negative vectors in Rn is {0}. ��
COROLLARY 3.3.3. Let A be a primitive stochasticmatrix. Then 1 is a simple
root of the characteristic polynomial of A, both A and the transpose of A
have positive eigenvectors with eigenvalue 1, and any other eigenvalue of A
has modulus strictly less than 1.

Frobenius extended Theorem 3.3.1 to irreducible matrices.

THEOREM 3.3.4 (Frobenius). Let A be a non-negative irreducible square
matrix. Then there exists an eigenvalue λ of Awith the following properties:
(i) λ > 0, (ii) λ is a simple root of the characteristic polynomial, (iii) λ has a
positive eigenvector, (iv) ifµ is any other eigenvalue of A, then |µ| ≤ λ, (v) if k
is the number of eigenvalues ofmodulus |λ|, then the spectrumof A(withmul-
tiplicity) is invariant under the rotation of the complex plane by angle 2π/k.

A proof of Theorem 3.3.4 is outlined in Exercise 3.3.3. A complete argu-
ment can be found in [Gan59] or [BP94].

Exercise 3.3.1. Show that if A is a primitive integral matrix, then the edge
shift �e

A is topologically mixing.

Exercise 3.3.2. Show that if A is an irreducible integral matrix, then the
edge shift �e

A is topologically transitive.

Exercise 3.3.3. This exercise outlines the main steps in the proof of
Theorem 3.3.4. Let A be a non-negative irreducible matrix, and let B be
the matrix with entries bi j = 0 if ai j = 0 and bi j = 1 if ai j > 0. Let � be the
graph whose adjacency matrix is B. For a vertex v in �, let d = d(v) be the
greatest common divisor of the lengths of closed paths in � starting from v.
Let Vk,k = 0, 1, . . . ,d − 1, be the set of vertices of � that can be connected
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to v by a path whose length is congruent to k mod d.
(a) Prove that d does not depend on v.
(b) Prove that any path of length l starting in Vk ends in Vm with m con-

gruent to k+ l mod d.
(c) Prove that there is a permutation of the vertices that conjugates Bd

to a block-diagonal matrix with square blocks Bk,k = 0, 1, . . . ,d − 1,
along the diagonal and zeros elsewhere, each Bk being a primitive
matrix whose size equals the cardinality of Vk.

(d) What are the implications for the spectrum of A?
(e) Deduce Theorem 3.3.4.

3.4 Topological Entropy and the Zeta Function of an SFT

For an edge or vertex shift, dynamical invariants can be computed from
the adjacency matrix. In this section, we compute the topological entropy
of an edge shift and introduce the zeta function, an invariant that collects
combinatorial information about the periodic points.

PROPOSITION 3.4.1. Let A be a square non-negative integer matrix. Then
the topological entropy of the edge shift �e

A and the vertex shift �v
A equals the

logarithm of the largest eigenvalue of A.

Proof. We consider only the edge shift. By Proposition 3.1.1, it suffices to
compute the cardinality of Wn(�A) (the words of length n in �A), which is
the sum Sn of all entries of An (Exercise 1.4.2). The proposition now follows
from Exercise 3.4.1. ��

For a discrete dynamical system f , denote by Fix( f ) the set of fixed points
of f and by |Fix( f )| its cardinality. If |Fix( f n)| is finite for every n, we define
the zeta function ζ f (z) of f to be the formal power series

ζ f (z) = exp
∞∑
n=1

1
n
|Fix( f n)|zn.

The zeta function can also be expressed by the product formula:

ζ f (z) =
∏
γ

(
1− z|γ |)−1

,

where the product is taken over all periodic orbits γ of f , and |γ | is the
number of points in γ (Exercise 3.4.4). The generating function g f (z) is
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another way to collect information about the periodic points of f :

g f (z) =
∞∑
n=1

|Fix( f n)|zn.

Thegenerating function is related to thezeta functionby ζ f (z)= exp(zg′
f (z)).

The zeta function of the edge shift determined by an adjacency matrix A
is denoted by ζA.A priori, the zeta function is merely a formal power series.
The next proposition shows that the zeta function of an SFT is a rational
function.

PROPOSITION 3.4.2. ζA(z) = (det(I − zA))−1.

Proof. Observe that

exp

( ∞∑
n=1

xn

n

)
= exp(− log(1− x)) = 1

1− x
,

and that |Fix(σ n|�A)| = tr(An) = ∑
λ λn, where the sum is over the eigenval-

ues of A, repeated with the proper multiplicity (see Exercise 1.4.2). There-
fore, if A is N × N,

ζA(z) = exp

( ∞∑
n=1

∑
λ

(λz)n

n

)
=

∏
λ

exp

( ∞∑
n=1

(λz)n

n

)
=

∏
λ

(1 − λz)−1

= 1
zN

∏
λ

(
1
z

− λ

)−1

=
(
zN det

(
1
z
I − A

))−1

= (det(I − zA))−1.

��
The following theorem addresses the rationality of the zeta function for

a general subshift.

THEOREM 3.4.3 (Bowen–Lanford [BL70]). The zeta function of a subshift
X ⊂ �m is rational if and only if there are matrices A and B such that
|Fix(σ n|X)| = trAn − trBn for all n ∈ N0.

Exercise 3.4.1. Let A be a non-negative, non-zero, square matrix, Sn the
sum of entries of An, and λ the eigenvalue of A with largest modulus. Prove
that limn→∞ (log Sn)/n = log λ.

Exercise 3.4.2. Calculate the zeta and generating functions of the full
2-shift.

Exercise 3.4.3. Let A= ( 1 1
1 0 ). Calculate the zeta function of �e

A.
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Exercise 3.4.4. Prove the product formula for the zeta function.

Exercise 3.4.5. Calculate the generating function of an edge shift with ad-
jacency matrix A.

Exercise 3.4.6. Calculate the zeta function of a hyperbolic toral automor-
phism (see Exercise 1.7.4).

Exercise 3.4.7. Prove that if the zeta function is rational, then so is the
generating function.

3.5 Strong Shift Equivalence and Shift Equivalence

Wesaw in§3.2 that any subshift of finite type is isomorphic to anedge shift�e
A

for some adjacency matrix A. In this section, we give an algebraic condition
on pairs of adjacency matrices that is equivalent to topological conjugacy of
the corresponding edge shifts.

Square matrices A and B are elementary strong shift equivalent if there
are (not necessarily square) non-negative integer matrices U and V such
that A= UV and B = VU. Matrices A and B are strong shift equivalent if
there are (square) matrices A1, . . . , An such that A1 = A, An = B, and the
matrices Ai and Ai+1 are elementary strong shift equivalent. For example,
the matrices 

1 1 0
1 1 1
2 2 1


 and (3)

are strong shift equivalent but not elementary strong shift equivalent
(Exercise 3.5.1).

THEOREM 3.5.1 (Williams [Wil73]). The edge shifts �e
A and �e

B are topolog-
ically conjugate if and only if the matrices Aand Bare strong shift equivalent.

Proof. We show here only that strong shift equivalence gives an isomor-
phism of the edge shifts. The other direction is much more difficult (see
[LM95]).

It is sufficient to consider the case when A and B are elementary strong
shift equivalent. Let A=UV, B=VU, and �A, �B be the (disjoint) directed
graphs with adjacency matrices Aand B. If A is k× k and B is l × l, thenU
isk× l andV is l × k.We interpret the entryUi j as thenumberof (additional)
edges from vertex i of �A to vertex j of �B, and similarly we interpret
Vji as the number of edges from vertex j of �B to vertex i of �A. Since
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u−1

v−1
u0

v0
u1

v1

a−1 a0 a1

b−1 b0

Figure 3.1. A graph constructed from an elementary strong shift equivalence.

Apq = ∑l
j=1UpjVjq, the number of edges in �A from vertex p to vertex q is

the same as the number of paths of length 2 fromvertex p to vertexq through
a vertex in �B. Therefore we can choose a one-to-one correspondence φ

between the edges a of �A and pairs uv of edges determined by U and V,
i.e., φ(a) = uv, so that the starting vertex of u is the starting vertex of a, the
terminal vertex of u is the starting vertex of v, and the terminal vertex of v

is the terminal vertex of a. Similarly, there is a bijection ψ from the edges
b of �B to pairs vu of edges determined by V and U. For each sequence
. . . a−1a0a1 . . . ∈ �e

A apply φ to get

. . . φ(a−1)φ(a0)φ(a1) . . . = . . .u−1v−1u0v0u1v1 . . . ,

and then apply ψ−1 to get . . .b−1b0b1 . . . ∈ �e
B with bi = ψ−1(vi ui+1) (see

Figure 3.1). This gives an isomorphism from �e
A to �e

B. ��
Square matrices A and B are shift equivalent if there are (not necessarily

square) non-negative integer matricesU,V, and a positive integer k (called
the lag) such that

Ak = UV, Bk = VU, AU = UB, BV = VA.

The notion of shift equivalence was introduced by R. Williams, who con-
jectured that if two primitive matrices are shift equivalent, then they are
strong shift equivalent, or, in view of Theorem 3.5.1, that shift equivalence
classifies subshifts of finite type. K. Kim and F. Roush [KR99] constructed a
counterexample to this conjecture.

For other notions of equivalence for SFTs see [Boy93].

Exercise 3.5.1. Show that the matrices

A=

1 1 0
1 1 1
2 2 1


 and B = (3)

are strong shift equivalent but not elementary strong shift equivalent. Write
down an explicit isomorphism from (�A, σ ) to (�B, σ ).
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Exercise 3.5.2. Show that strong shift equivalence and shift equivalence
are equivalence relations and elementary strong shift equivalence is not.

3.6 Substitutions2

For an alphabet Am = {0, 1, . . . ,m− 1}, denote by A∗
m the collection of all

finite words inAm, and by |w| the length of w ∈ A∗
m. A substitution s:Am →

A∗
m assigns to every symbol a ∈ Am a finite word s(a) ∈ A∗

m. We assume
throughout this section that |s(a)| > 1 for some a ∈ Am, and that |sn(b)| → ∞
for every b ∈ Am. Applying the substitution to each element of a sequence
or a word gives maps s:A∗

m → A∗
m and s:�+

m → �+
m,

x0x1 . . .
s�→s(x0)s(x1) . . . .

These maps are continuous but not surjective. If s(a) has the same length
for all a ∈ Am, then s is said to have constant length.

Consider the example m = 2, s(0) = 01, s(1) = 10. We have: s2(0) =
0110, s3(0) = 01101001, s4(0) = 0110100110010110, . . . . If w̄ is the word
obtained from w by interchanging 0 and 1, then sn+1(0) = sn(0)sn(0). The
sequence of finite words sn(0) stabilizes to an infinite sequence

M = 01101001100101101001011001101001 . . .

called the Morse sequence. The sequences M and M̄ are the only fixed
points of s in �+

m.

PROPOSITION 3.6.1. Every substitution s has a periodic point in �+
m.

Proof. Consider the map a �→s(a)0. Since Am contains m elements, there
are n ∈ {1, . . . ,m} and a ∈ Am such that sn(a)0 = a. If |sn(a)| = 1, then the
sequence aaa . . . is a fixed point of sn. Otherwise, |sni (a)| → ∞, and the
sequence of finite words sni (a) stabilizes to a fixed point of sn in �+

m. ��
If a substitution s has a fixed point x = x0x1 . . . ∈ �+

m and |s(x0)| > 1, then
s(x0)0 = x0 and the sequence sn(x0) stabilizes to x; we write x = s∞(x0). If
|s(a)| > 1 for every a ∈ Am, then s has at most m fixed points in �m.

The closure �s(a) of the (forward) orbit of a fixed point s∞(a) under the
shift σ is a subshift.

We call a substitution s:Am → A∗
m irreducible if for any a,b ∈ Am there is

n(a,b) ∈ N such that sn(a,b)(a) contains b; s is primitive if there is n ∈ N such
that sn(a) contains b for all a,b ∈ Am.

We assume from now on that |sn(b)| → ∞ for every b ∈ Am.

2 Several arguments in this section follow in part those of [Que87].
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PROPOSITION 3.6.2. Let s be an irreducible substitution overAm. If s(a)0 =
a for some a ∈ Am, then s is primitive and the subshift (�s(a), σ ) is minimal.

Proof. Observe that sn(a)0 = a for all n ∈ N. Since s is irreducible, for
every b ∈ Am there is n(b) such that b appears in sn(b)(a), and therefore
appears in sn(a) for all n ≥ n(b). Hence, sn(a) contains all symbols from
Am if n ≥ N = maxn(b). Since s is irreducible, for every b ∈ Am there is k(b)
such that a appears in sk(b)(b) and hence in sn(b) with n ≥ k(b). It follows that
for every c ∈ Am, sn(c) contains all symbols fromAm if n ≥ 2(N + maxk(b)),
so s is primitive.

Recall (Proposition 2.1.3) that (�s(a), σ ) is minimal if and only if s∞(a) is
almost periodic, i.e., for every n ∈ N the word sn(a) occurs in s∞(a) infinitely
often, and the gaps between successive occurrences are bounded. This hap-
pens if and only if a recurs in s∞(a) with bounded gaps, which holds true
because s is primitive (Exercise 3.6.1). ��

For two words u, v ∈ A∗
m denote by Nu(v) the number of times u occurs in

v. The composition matrix M = M(s) of a substitution s is the non-negative
integer matrix with entries Mij = Ni (s( j)). The matrix M(s) is primitive
(respectively, irreducible) if and only if the substitution s is primitive (re-
spectively, irreducible). For a word w ∈ A∗

m, the numbers Ni (w), i ∈ Am,
form a vector N(w) ∈ Rm. Observe that M(sn) = (M(s))n for all n ∈ N and
N(s(w)) = M(s)N(w). If s has constant length l, then the sum of every col-
umn of M is l and the transpose of l−1M is a stochastic matrix.

PROPOSITION 3.6.3. Let s:Am → A∗
m be a primitive substitution, and let λ

be the largest in modulus eigenvalue of M(s). Then for every a ∈ Am

1. limn→∞ λ−nN(sn(a)) is an eigenvector of M(s) with eigenvalue λ,

2. lim
n→∞

|sn+1(a)|
|sn(a)| = λ,

3. v = limn→∞ |sn(a)|−1N(sn(a)) is an eigenvector of M(s) corresponding
to λ, and

∑m−1
i=0 vi = 1.

Proof. Theproposition followsdirectly fromTheorem3.3.1 (Exercise3.6.2).
��

PROPOSITION 3.6.4. Let s be a primitive substitution, s∞(a) be a fixed point
of s, and ln be the number of different words of length n occurring in s∞(a).
Then there is a constant C such that ln ≤ C · n for all n ∈ N. Consequently, the
topological entropy of (�s(a), σ ) is 0.

Proof. Let νk = mina∈Am |sk(a)| and ν̄k = maxa∈Am |sk(a)|, and note that
νk, ν̄k → ∞monotonically in k. Hence for every n ∈ N there is k = k(n) ∈ N

such that νk−1 ≤ n ≤ νk. Therefore, every word of length n occurring in x
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is contained in sk(ab) for a pair of consecutive symbols ab from x. Let λ

be the maximal-modulus eigenvalue λ of the primitive composition matrix
M = M(s). Then for every non-zero vector v with non-negative components
there are constants C1(v) and C2(v) such that for all k ∈ N,

C1(v)λk ≤ ‖Mkv‖ ≤ C2(v)λk,

where ‖·‖ is the Euclidean norm. Hence, by Proposition 3.6.3(1), there are
positive constants C1 and C2 such that for all k ∈ N

C1 · λk ≤ νk ≤ ν̄k ≤ C2 · λk.

Since for every a ∈ Am there are at most ν̄k different words of length n in
sk(ab) with initial symbol in sk(a), we have

ln ≤ m2ν̄k ≤ C2λ
km2 =

(
C2

C1
m2λ

)
C1λ

k−1 ≤
(
C2

C1
m2λ

)
νk−1 ≤

(
C2

C1
m2λ

)
n.

��
Exercise 3.6.1. Prove that if s is primitive and s(a)0 = a, then each symbol
b ∈ Am appears in s∞(a) infinitely often and with bounded gaps.

Exercise 3.6.2. Prove Proposition 3.6.3.

3.7 Sofic Shifts

Asubshift X ⊂ �m is called sofic if it is a factor of a subshift of finite type, i.e.,
there is an adjacencymatrix A and a code c:�e

A → X such that c ◦ σ = σ ◦ c.
Sofic shifts have applications in finite-state automata and data transmission
and storage [MRS95].

A simple example of a sofic shift is the following subshift of (�2, σ ), called
the even system ofWeiss [Wei73]. Let A be the adjacencymatrix of the graph
�A consisting of two vertices u and v, an edge from u to itself labeled 1,
an edge from u to v labeled 01, and an edge from v to u labeled 02 (see
Figure 3.2). Let X be the set of sequences of 0s and 1s such that there is
an even number of 0s between every two 1s. The surjective code c:�A → X
replaces both 01 and 02 by 0.

As Proposition 3.7.1 shows, every sofic shift can be obtained by the fol-
lowing construction. Let � be a finite directed labeled graph, i.e., the edges
of � are labeled by an alphabetAm. Note that we do not assume that differ-
ent edges of � are labeled differently. The subset X� ⊂ �m consisting of all
infinite directed paths in � is closed and shift invariant.
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u v1

01

02

Figure 3.2. The directed graph used to construct the even system of Weiss.

If a subshift (X, σ ) is isomorphic to (X�, σ ) for some directed labeled
graph�, thenwe say that� is apresentationof X. For example, a presentation
for the even system of Weiss is obtained by replacing the labels 01 and 02
with 0 in Figure 3.2.

PROPOSITION 3.7.1. A subshift X ⊂ �m is sofic if and only if it admits a
presentation by a finite directed labeled graph.

Proof. Since X is sofic, there is a matrix A and a code c:�e
A → X (see

Corollary 3.2.2). By Proposition 3.1.2, c is a block code. By passing to a
higher block presentation we may assume that c is a 1-block code. Hence,
X admits a presentation by a finite directed labeled graph. The converse is
Exercise 3.7.2. ��
Exercise 3.7.1. Prove that the even systemofWeiss is not a subshift of finite
type.

Exercise 3.7.2. Prove that for any directed labeled graph �, the set X� is a
sofic shift.

Exercise 3.7.3. Show that there are only countably many non-isomorphic
sofic shifts. Conclude that there are subshifts that are not sofic.

3.8 Data Storage3

Most computer storage devices (floppy disk, hard drive, etc.) store data as a
chain of magnetized segments on tracks. Amagnetic head can either change
or detect the polarity of a segment as it passes the head. Since it is technically
much easier to detect a change of polarity than to measure the polarity, a
common technique is to record a 1 as a change of polarity and a 0 as no
change in polarity. The two major problems that restrict the effectiveness
of this method are intersymbol interference and clock drift. Both of these

3 The presentation of this section follows in part [BP94].
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problems can be ameliorated by applying a block code to the data before it
is written to the storage device.

Intersymbol interference occurs when two polarity changes are adjacent
to each other on the track; the magnetic fields from the adjacent positions
partially cancel each other, and the magnetic head may not read the track
correctly. This effect can be minimized by requiring that in the encoded
sequence every two 1s are separated by at least one 0.

A sequence of n 0s with 1s on both ends is read off the track as two
pulses separated by n non-pulses. The length n is obtained by measuring the
time between the pulses. Every time a 1 is read, the clock is synchronized.
However, for a long sequence of 0s, clock error accumulates, which may
cause the data to read incorrectly. To counteract this effect the encoded
sequence is required to have no long stretches of 0s.

A common coding scheme calledmodified frequency modulation (MFM)
inserts a 0 between each two symbols unless they are both 0s, in which case
it inserts a 1. For example, the sequence

10100110001

is encoded for storage as

100010010010100101001.

This requires twice the length of the track, but results in fewer read/write
errors. The set of sequences produced by the MFM coding is a sofic system
(Exercise 3.8.3).

There are other considerations for storage devices that impose additional
conditions on the sequences used to encode data. For example, the total
magnetic charge of the device should not be too large. This restriction leads
to a subset of (�2, σ ) that is not of finite type and not sofic.

Recall that the topological entropy of the factor does not exceed the
topological entropy of the extension (Exercise 2.5.5). Therefore in any one-
to-one coding scheme, which increases the length of the sequence by a factor
of n > 1, the topological entropy of the original subshift must be not more
than n times the topological entropy of the target subshift.

Exercise 3.8.1. Prove that the sequences produced by MFM have at least
one and at most three 0s between every two 1s.

Exercise 3.8.2. Describe an algorithm to reverse the MFM coding.

Exercise 3.8.3. Prove that the set of sequences produced by theMFM cod-
ing is a sofic system.



CHAPTER FOUR

Ergodic Theory

Ergodic1 theory is the study of statistical properties of dynamical systems
relative to a measure on the underlying space of the dynamical system. The
name comes from classical statistical mechanics, where the “ergodic hypoth-
esis” asserts that, asymptotically, the time average of an observable is equal
to the space average. Among the dynamical systems with natural invariant
measures that we have encountered before are circle rotations (§1.2) and
toral automorphisms (§1.7). Unlike topological dynamics, which studies the
behavior of individual orbits (e.g., periodic orbits), ergodic theory is con-
cerned with the behavior of the system on a set of full measure and with the
induced action in spaces of measurable functions such as Lp (especially L2).

The proper setting for ergodic theory is a dynamical system on ameasure
space. Most natural (non-atomic) measure spaces are measure-theoretically
isomorphic to an interval [0, a] withLebesguemeasure, and the results in this
chapter are most important in that setting. The first section of this chapter
recalls some notation, definitions, and facts from measure theory. It is not
intended to serve as a complete exposition of measure theory (for a full
introduction see, for example, [Hal50] or [Rud87]).

4.1 Measure-Theory Preliminaries

A non-empty collection A of subsets of a set X is called a σ-algebra if A is
closed under complements and countable unions (and hence countable in-
tersections). Ameasure µ on A is a non-negative (possibly infinite) function
on A that is σ-additive, i.e., µ(

⋃
i Ai ) =

∑
i µ(Ai ) for any countable collec-

tion of disjoint sets Ai ∈ A . A set of measure 0 is called a null set. A set
whose complement is a null set is said to have full measure. The σ-algebra

1 From the Greek words έργoν, “work,” and ↪́oδoς , “path.”
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is complete (relative to µ) if it contains every subset of every null set. Given
a σ-algebra A and a measure µ, the completion Ā is the smallest σ-algebra
containing A and all subsets of null sets in A; the σ-algebra Ā is complete.

A measure space is a triple (X, A, µ), where X is a set, A is a σ-algebra
of subsets of X, and µ is a σ-additive measure. We always assume that A is
complete, and that µ is σ-finite, i.e., that X is a countable union of subsets
of finite measure. The elements of A are called measurable sets.

If µ(X) = 1, then (X, A, µ) is called a probability space and µ is a proba-
bility measure. If µ(X) is finite, then we can rescale µ by the factor 1/µ(X)
to obtain a probability measure.

Let (X, A, µ) and (Y, B, ν) bemeasure spaces. Theproductmeasure space
is the triple (X× Y, C, µ× ν), where C is the completion relative to µ× ν of
the σ-algebra generated by A×B.

Let (X, A, µ) and (Y, B, ν) be measure spaces. A map T: X→Y is called
measurable if the preimage of any measurable set is measurable. A measur-
able map T is non-singular if the preimage of every set of measure 0 has
measure 0, and ismeasure-preserving if µ(T−1(B)) = ν(B) for every B ∈ B.
A non-singular map from a measure space into itself is called a non-singular
transformation (or simply a transformation). If a transformation T preserves
a measure µ, then µ is called T-invariant. If T is an invertible measurable
transformation, and its inverse is measurable and non-singular, then the iter-
atesTn,n ∈ Z, form a group ofmeasurable transformations.Measure spaces
(X, A, µ) and (Y, B, ν) are isomorphic if there is a subset X′ of full measure
in X, a subsetY′ of full measure inY, and an invertible bijection T: X′ →Y′

such that T and T−1 are measurable and measure-preserving with respect
to (A, µ) and (B, ν). An isomorphism from a measure space into itself is an
automorphism.

Denote by λ the Lebesgue measure on R. A flow Tt on a measure space
(X, A, µ) ismeasurable if the map T: X× R → X, (x, t)�→Tt(x), is measur-
able with respect to the product measure on X× R, and Tt : X→ X is a
non-singular measurable transformation for each t ∈ R. A measurable flow
Tt is a measure-preserving flow if each Tt is a measure-preserving transfor-
mation.

Let T be a measure-preserving transformation of a measure space
(X, A, µ), and S a measure-preserving transformation of a measure space
(Y, B, ν). We say that T is an extension of S if there are sets X′ ⊂ X and
Y′ ⊂ Y of full measure and a measure-preserving map ψ : X′ → Y′ such that
ψ ◦ T = S ◦ ψ . A similar definition holds for measure-preserving flows. If ψ

is an isomorphism, then T and S are called isomorphic. The product T × S
is a measure-preserving transformation of (X× Y, C, µ× ν), where C is the
completion of the σ-algebra generated by A×B.
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Let X be a topological space. The smallest σ-algebra containing all the
open subsets of X is called the Borel σ-algebra of X. If A is the Borel σ-
algebra, then a measure µ on A is a Borel measure if the measure of any
compact set is finite.ABorelmeasure is regular in the sense that themeasure
of any set is the infimum of measures of open sets containing it, and the
supremum of measures of compact sets contained in it.

A one-point subset with positive measure is called an atom. A finite mea-
sure space is a Lebesgue space if it is isomorphic to the union of an interval
[0, a] (withLebesguemeasure) and atmost countablymany atoms.Most nat-
ural measure spaces are Lebesgue spaces. For example, if X is a complete
separable metric space, µ a finite Borel measure on X, and A the comple-
tion of the Borel σ-algebra with respect to µ, then (X, A, µ) is a Lebesgue
space. In particular, the unit square [0, 1]× [0, 1] with Lebesgue measure is
(measure-theoretically) isomorphic to the unit interval [0, 1] with Lebesgue
measure (Exercise 4.1.1).

A Lebesgue space without atoms is called non-atomic, and is isomorphic
to an interval [0, a] with Lebesgue measure.

A set has full measure if its complement hasmeasure 0.We say a property
holds mod 0 in X, or holds for µ-almost every (a.e.) x, if it holds on a subset
of full µ-measure in X. We also use the word essentially to indicate that a
property holds mod 0.

Let (X, A, µ) be a measure space. Two measurable functions are equiv-
alent if they coincide on a set of full measure. For p ∈ (0,∞), the space
Lp(X, µ) consists of equivalence classes mod 0 of measurable functions
f : X→ C such that

∫ | f |p dµ <∞. As a rule, if there is no ambiguity, we
identify the function with its equivalence class. For p ≥ 1, the Lp norm is de-
fined by ‖ f ‖p = (

∫ | f |p dµ)1/p. The space L2(X, µ) is a Hilbert space with
inner product 〈 f, g〉 = ∫

f · g dµ. The space L∞(X, µ) consists of equiva-
lence classes of essentially bounded measurable functions. If µ is finite, then
L∞(X, µ) ⊂ Lp(X, µ) for all p > 0. If X is a topological space and µ is a
Borelmeasure onX, then the spaceC0(X, C) of continuous, complex-valued,
compactly supported functions on X is dense in Lp(X, µ) for all p > 0.

Exercise 4.1.1. Prove that the unit square [0, 1]× [0, 1] with Lebesgue
measure is (measure-theoretically) isomorphic to the unit interval [0, 1] with
Lebesgue measure.

4.2 Recurrence

The following famous result of Poincaré implies that recurrence is a generic
property of orbits of measure-preserving dynamical systems.
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THEOREM 4.2.1 (Poincaré Recurrence Theorem). Let T be a measure-
preserving transformation of a probability space (X, A, µ). If Ais a measur-
able set, then for a.e. x ∈ A, there is some n ∈ N such that Tn(x) ∈ A. Conse-
quently, for a.e. x ∈ A, there are infinitely many k ∈ N for which Tk(x) ∈ A.

Proof. Let

B= {x ∈ A: Tk(x) /∈ A for all k ∈ N} = A
∖ ⋃

k∈N

T−k(A).

Then B ∈ A, and all the preimages T−k(B) are disjoint, are measurable, and
have the same measure as B. Since Xhas finite total measure, it follows that
B has measure 0. Since every point in A\B returns to A, this proves the first
assertion. The proof of the second assertion is Exercise 4.2.1. ��

For continuous maps of topological spaces, there is a connection between
measure-theoretic recurrence and the topological recurrence introduced in
Chapter 2. If X is a topological space, and µ is a Borel measure on X, then
supp µ (the support of µ) is the complement of the union of all open sets
with measure 0 or, equivalently, the intersection of all closed sets with full
measure. Recall from §2.1 that the set of recurrent points of a continuous
map T: X→ X is R(T) = {x ∈ X : x ∈ ω(x)}.
PROPOSITION 4.2.2. Let X be a separable metric space, µ a Borel proba-
bility measure on X, and f : X→ X a continuous measure-preserving trans-
formation. Then almost every point is recurrent, and hence supp µ ⊂ R( f ).

Proof. Since X is separable, there is a countable basis {Ui }i∈Z for the topol-
ogy of X. A point x ∈ X is recurrent if it returns (in the future) to every
basis element containing it. By the Poincaré recurrence theorem, for each
i , there is a subset Ũi of full measure inUi such that every point of Ũi returns
toUi . Then Xi = Ũi ∪ (X\Ui ) has fullmeasure in X, so X̃=⋂

i∈Z Xi = R(T)
has full measure in X. ��

We will discuss some applications of measure-theoretic recurrence in
§4.11.

Given a measure-preserving transformation T in a finite measure space
(X, A, µ) and a measurable subset A∈ A of positive measure, the derivative
transformation TA: A→ A is defined by TA(x) = Tk(x), where k ∈ N is the
smallest natural number forwhichTk(x) ∈ A. The derivative transformation
is often called the first return map, or the Poincaré map. By Theorem 4.2.1,
TA is defined on a subset of full measure in A.

Let T be a transformation on a measure space (X, A, µ), and f : X→N a
measurable function. Let Xf = {(x,k): x ∈ X, 1 ≤ k≤ f (x)} ⊂ X× N. Let
A f be the σ-algebra generated by the sets A× {k}, A∈ A,k ∈ N, and define
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µ f (A× {k}) = µ(A). Define the primitive transformation Tf : Xf → Xf by
Tf (x,k) = (x,k+ 1) if k < f (x) and Tf (x, f (x)) = (T(x), 1). If µ(X) <∞
and f ∈ L1(X, A, µ), then µ f (Xf ) =

∫
X f (x)dµ . Note that the derivative

transformation of Tf on the set X× {1} is just the original transformation T.
Primitive and derivative transformations are both referred to as induced

transformations; we will encounter them later.

Exercise 4.2.1. Prove the second assertion of Theorem 4.2.1.

Exercise 4.2.2. Suppose T: X→ X is a continuous transformation of a
topological space X, and µ is a finite T-invariant Borel measure on X with
supp µ = X. Show that every point is non-wandering and µ-a.e. point is
recurrent.

Exercise 4.2.3. Prove that if T is a measure-preserving transformation,
then so are the induced transformations.

4.3 Ergodicity and Mixing

A dynamical system induces an action on functions: T acts on a function f
by (T∗ f )(x) = f (T(x)). The ergodic properties of a dynamical system cor-
respond to the degree of statistical independence between f and Tn

∗ f . The
strongest possible dependence happens for an invariant function f (T(x)) =
f (x). The strongest possible independence happens when a non-zero L2

function is orthogonal to its images.
Let T be a measure-preserving transformation (or flow) on a measure

space (X, A, µ). A measurable function f : X→R is essentially T-invariant
if µ({x ∈ X: f (Tt x) �= f (x)}) = 0 for every t . A measurable set A is essen-
tially T-invariant if its characteristic function 1A is essentially T-invariant;
equivalently, if µ(T−1(A)� A) = 0 (we denote by � the symmetric differ-
ence, A� B= (A\B) ∪ (B\A)).

A measure-preserving transformation (or flow) T is ergodic if any es-
sentially T-invariant measurable set has either measure 0 or full measure.
Equivalently (Exercise 4.3.1), T is ergodic if any essentially T-invariant
measurable function is constant mod 0.

PROPOSITION 4.3.1. Let T be a measure-preserving transformation or flow
onafinitemeasure space (X, A, µ), and let p ∈ (0,∞]. Then T is ergodic if and
only if every essentially invariant function f ∈ Lp(X, µ) is constant mod 0.

Proof. If T is ergodic, then every essentially invariant function is con-
stant mod 0.
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To prove the converse, let f be an essentially invariant measurable func-
tion on X. Then for every M > 0, the function

fM(x) =
{
f (x) if f (x) ≤ M,

0 if f (x) > M

is bounded, is essentially invariant, and belongs to Lp(X, µ). Therefore it is
constant mod 0. It follows that f itself is constant mod 0. ��

As the following proposition shows, any essentially invariant set or func-
tion is equal mod 0 to a strictly invariant set or function.

PROPOSITION 4.3.2. Let (X, A, µ) be a measure space, and suppose that
f : X→ R is essentially invariant for a measurable transformation or flow
T on X. Then there is a strictly invariant measurable function f̃ such that
f (x) = f̃ (x) mod 0.

Proof. We prove the proposition for a measurable flow. The case of a mea-
surable transformation follows by a similar but easier argument and is left
as an exercise.

Consider the measurable map �: X× R → R, �(x, t) = f (Tt x)− f (x),
and the product measure ν = µ× λ in X× R, where λ is Lebesgue mea-
sure on R. The set A= �−1(0) is a measurable subset of X× R. Since f is
essentially T-invariant, for each t ∈ R the set

At = {(x, t) ∈ (X× R): f (Tt x) = f (x)}
has full µ-measure in X× {t}. By the Fubini theorem, the set

Af = {x ∈ X: f (Tt x) = f (x) for a.e. t ∈ R}
has full µ-measure in X. Set

f̃ (x) =
{
f (y) if Tt x = y ∈ Af for some t ∈ R,

0 otherwise.

If Tt x = y ∈ Af and Tsx = z ∈ Af , then y and z lie on the same orbit, and
the value of f along this orbit is equal λ-almost everywhere to f (y) and
to f (z), so f (y) = f (z). Therefore f̃ is well defined and strictly T-invariant.

��
A measure-preserving transformation (or flow) T on a probability space

(X, A, µ) is called (strong) mixing if

lim
t→∞µ(T−t(A) ∩ B) = µ(A) · µ(B)
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for any two measurable sets A, B ∈ A. Equivalently (Exercise 4.3.3), T is
mixing if

lim
t→∞

∫
X
f (Tt(x)) · g(x)dµ =

∫
X
f (x)dµ ·

∫
X
g(x)dµ

for any bounded measurable functions f, g.
A measure-preserving transformation T of a probability space (X, A, µ)

is called weak mixing if for all A, B ∈ A,

lim
n→∞

1
n

n−1∑
i=0

|µ(T−i (A) ∩ B)− µ(A) · µ(B)| = 0

or, equivalently (Exercise 4.3.3), if for all bounded measurable functions
f, g,

lim
n→∞

1
n

n−1∑
i=0

∣∣∣∣
∫
X
f (Ti (x))g(x)dµ−

∫
X
f dµ ·

∫
X
g dµ

∣∣∣∣ = 0.

Ameasure-preserving flow Tt on (X, A, µ) isweakmixing if for all A, B ∈ A

lim
t→∞

1
t

∫ t

0
|µ(T−s(A) ∩ B)− µ(A) · µ(B)| ds = 0,

or, equivalently (Exercise 4.3.3), if for all bounded measurable functions
f, g,

lim
t→∞

1
t

∫ t

0

∣∣∣∣
∫
X
f (Ts(x))g(x)dµds −

∫
X
f dµ ·

∫
X
g dµ

∣∣∣∣ = 0.

In practice, the definitions of ergodicity and mixing in terms of L2 func-
tions are often easier toworkwith than thedefinitions in termsofmeasurable
sets. For example, to establish a certain property for each L2 function on a
separable topological spacewithBorelmeasure it suffices to do it for a count-
able set of continuous functions that is dense in L2 (Exercise 4.3.5). If the
property is “linear”, it is enough to check it for a basis in L2, e.g., for the
exponential functions e2π i x on the circle [0, 1).

PROPOSITION 4.3.3. Mixing implies weakmixing, andweakmixing implies
ergodicity.

Proof. SupposeT is ameasure-preserving transformation of the probability
space (X, A, µ). Let A and B be measurable subsets of X. If T is mixing,
then |µ(T−i (A) ∩ B)− µ(A) · µ(B)| converges to 0, so the averages do as
well; thus T is weak mixing.
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Let A be an invariant measurable set. Then applying the definition of
weakmixingwith B = A, we conclude thatµ(A) = µ(A)2, so eitherµ(A) = 1
or µ(A) = 0. ��

For continuous maps, ergodicity and mixing have the following topologi-
cal consequences.

PROPOSITION 4.3.4. Let X be a compact metric space, T: X→ Xa contin-
uous map, and µ a T-invariant Borel measure on X.

1. If T is ergodic, then the orbit ofµ-almost every point is dense in supp µ.
2. If T is mixing, then T is topologically mixing on supp µ.

Proof. Suppose T is ergodic. Let U be a non-empty open set in suppµ.
Then µ(U) > 0. By ergodicity, the backward invariant set

⋃
k∈N T

−k(U) has
full measure. Thus the forward orbit of almost every point visitsU. It follows
that the set of points whose forward orbit visits every element of a countable
open basis has full measure in X. This proves the first assertion.

The proof of the second assertion is Exercise 4.3.4. ��
Exercise 4.3.1. Show that a measurable transformation is ergodic if and
only if every essentially invariant measurable function is constant mod 0
(see the remark after Corollary 4.5.7).

Exercise 4.3.2. Let T be an ergodic measure-preserving transformation
in a finite measure space (X, A, µ), A∈ A, µ(A) > 0, and f ∈ L1(X, A, µ),
f : X→ N. Prove that the induced transformations TA and Tf are ergodic.

Exercise 4.3.3. Show that the two definitions of strong and weak mixing
given in terms of sets and bounded measurable functions are equivalent.

Exercise 4.3.4. Prove the second statement of Proposition 4.3.4.

Exercise 4.3.5. LetT be ameasure-preserving transformation of (X, A, µ),
and let f ∈ L1(X, µ) satisfy f (T(x)) ≤ f (x) for a.e. x. Prove that f (T(x)) =
f (x) for a.e. x.

Exercise 4.3.6. Let X be a compact topological space, µ a Borel measure,
and T: X→ X a transformation preserving µ. Suppose that for every con-
tinuous f and g with 0 integrals,∫

X
f (Tn(x)) · g(x)dµ→ 0 as n→∞.

Prove that T is mixing.
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Exercise 4.3.7. Show that if T: X→ X is mixing, then T×T: X × X→
X× X is mixing.

4.4 Examples

Wenowprove ergodicity ormixing for someof the examples fromChapter 1.

PROPOSITION 4.4.1. The circle rotation Rα is ergodic with respect to
Lebesgue measure if and only if α is irrational.

Proof. Suppose α is irrational. By Proposition 4.3.1, it is enough to prove
that any bounded Rα-invariant function f : S1 → R is constant mod 0. Since
f ∈ L2(S1, λ), the Fourier series

∑∞
n=−∞ ane2nπ i x of f converges to f in

the L2 norm. The series
∑∞

n=−∞ ane2nπ i(x+α) converges to f ◦ Rα . Since f =
f ◦ Rα mod 0, uniqueness of Fourier coefficients implies that an = ane2nπ iα

for all n ∈ Z. Since e2nπ iα �=1 for n �=0, we conclude that an = 0 for n �=0,
so f is constant mod 0.

The proof of the converse is left as an exercise. ��
PROPOSITION 4.4.2. An expanding endomorphism Em: S1 → S1 is mixing
with respect to Lebesgue measure.

Proof. Since any measurable subset of S1 can be approximated by a
finite union of intervals, it is sufficient to consider two intervals
A= [p/mi , (p+ 1)/mi ], p ∈ {0, . . . ,mi − 1}, and B= [q/mj , (q + 1)/mj ],
q ∈ {0, . . . ,mj − 1}. Recall that E−1

m (B) is the union of m uniformly spaced
intervals of length 1/mj+1:

E−1
m (B) =

m−1⋃
k=0

[(kmj + q)/mj+1, (kmj + q + 1)/mj+1].

Similarly, E−nm (B) is the union of mn uniformly spaced intervals of length
1/mj+n. Thus forn > i , the intersection A∩ E−nm (B) consists ofmn−i intervals
of length m−(n+ j). Thus

µ
(
A∩ E−nm (B)

) = mn−i (1/mn+ j ) = m−i− j = µ(A) · µ(B). ��

PROPOSITION 4.4.3. Any hyperbolic toral automorphism A: Tn → Tn is
ergodic with respect to Lebesgue measure.

Proof. We consider here only the case

A=
(

2 1
1 1

)
:T2 → T2;
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the argument in the general case is similar. Let f :T2 → R be a bounded A-
invariant measurable function. The Fourier series

∑∞
m,n=−∞ amne2π i(mx+ny) of

f converges to f in L2. The series

∞∑
m,n=−∞

amne2π i(m(2x+y)+n(x+y))

converges to f ◦ A. Since f is invariant, uniqueness of Fourier coefficients
implies thatamn = a(2m+n)(m+n) for allm,n. Since Adoesnothaveeigenvalues
on the unit circle, if amn �=0 for some (m,n) �=(0, 0), then ai j = amn �=0 with
arbitrarily large |i | + | j |, and the Fourier series diverges. ��

A toral automorphism of Tn corresponding to an integer matrix A
is ergodic if and only if no eigenvalue of A is a root of unity; for a proof
see, for example, [Pet89]. A hyperbolic toral automorphism is mixing
(Exercise 4.4.3).

Let A be anm×m stochastic matrix, i.e., A has non-negative entries, and
the sum of every row is 1. Suppose A has a non-negative left eigenvector q
with eigenvalue 1 and sumof entries equal to 1 (recall that if A is irreducible,
then byCorollary 3.3.3, q exists and is unique).We define aBorel probability
measure P = PA,q on�m (and�+

m) as follows: for a cylinderCn
j of length 1,we

define P(Cn
j ) = qj ; for a cylinder Cn,n+1,...,n+k

j0, j1,..., jk ⊂ �m (or �+
m) with k+ 1 > 1

consecutive indices,

P
(
Cn,n+1,...,n+k

j0, j1,..., jk

) = qj0
k−1∏
i=0

Aji ji+1 .

In other words, we interpret q as an initial probability distribution on the
set {1, . . . ,m}, and A as the matrix of transition probabilities. The number
P(Cn

j ) is the probability of observing symbol j in the nth place, and Ai j is
the probability of passing from i to j . The fact that qA= q means that the
probability distribution q is invariant under transition probabilities A, i.e.,

qj = P
(
Cn+1

j

) = m−1∑
i=0

P
(
Cn
i

)
Ai j .

The pair (A,q) is called a Markov chain on the set {1, . . . ,m}.
It can be shown that P extends uniquely to a shift-invariant σ-additive

measure definedon the completionCof theBorelσ-algebra generatedby the
cylinders (Exercise 4.4.5); it is called the Markov measure corresponding to
A andq. Themeasure space (�m, C, P) is a non-atomicLebesgueprobability
space. If A is irreducible, this measure is uniquely determined by A.



4.4. Examples 79

A very important particular case of this situation arises when the transi-
tion probabilities do not depend on the initial state. In this case each row of
A is the left eigenvectorq, the shift-invariantmeasure P is called aBernoulli
measure, and the shift is called a Bernoulli automorphism.

Let A′ be the adjacency matrix defined by A′i j = 0 if Ai j = 0 and A′i j = 1
if Ai j > 0. Then the support of P is precisely �v

A′ ⊂ �m (Exercise 4.4.6).

PROPOSITION 4.4.4. If A is a primitive stochastic m×m matrix, then the
shift σ is mixing in �m with respect to the Markov measure P(A).

Proof. Exercise 4.4.7. ��
Markov chains can be generalized to the class of stationary (discrete)

stochastic processes, dynamical systems with invariant measures on shift
spaces with a continuous alphabet. Let (�, A, P) be a probability space.
A random variable on � is a measurable real-valued function on �. A se-
quence ( fi )∞i=−∞ of random variables is stationary if, for any i1, . . . , ik ∈ Z

and any Borel subsets B1, . . . , Bk ⊂ R,

P
{
ω∈�: fi j (ω)∈ Bj , j = 1, . . . ,k

}= P
{
ω∈�: fi j+n(ω)∈ Bj , j = 1, . . . ,k

}
.

Define the map �: �→ RZ by

�(ω) = (. . . , f−1(ω), f0(ω), f1(ω), . . .),

and the measure µ on the Borel subsets of RZ by µ(A) = P(�−1(A)). Since
the sequence ( fi ) is stationary, the shift σ : RZ → RZ defined by (σ x)n = xn+1

preserves µ (Exercise 4.4.8).

Exercise 4.4.1. Prove that the circle rotation Rα is not weak mixing.

Exercise 4.4.2. Let α ∈ R be irrational, and let F : T2 → T2 be the map
(x, y) �→(x + α, x + y) mod 1 introduced in §2.4. Prove that F preserves
the Lebesgue measure and is ergodic but not weak mixing.

Exercise 4.4.3. Prove that any hyperbolic automorphism of Tn is mixing.

Exercise 4.4.4. Show that an isometry of a compact metric space is not
mixing for any invariant Borel measure whose support is not a single point.
In particular, circle rotations are not mixing.

Exercise 4.4.5. Prove that any Markov measure is shift invariant.

Exercise 4.4.6. Prove that supp PA,q = �v
A′ .

Exercise 4.4.7. Prove Proposition 4.4.4.
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Exercise 4.4.8. Prove that the measure µ on RZ constructed above for a
stationary sequence ( fi ) is invariant under the shift σ .

4.5 Ergodic Theorems2

The collection of all orbits represents a complete evolution of the dynam-
ical system T. The values f (Tn(x)) of a (measurable) function f may
represent observations such as position or velocity. Long-term averages
1
n

∑n−1
k=0 f (Tk(x)) of these quantities are important in statistical physics and

other areas. A central question in ergodic theory is whether these averages
converge as n →∞ and, if so, whether the limit depends on x. In the context
of statistical physics, the ergodic hypothesis states that the asymptotic time
average limn→∞(1/n)

∑n−1
k=0 f (Tk(x)) equals the space average

∫
X f dµ for

a.e. x. We show that this happens if T is ergodic.
Let (X, A, µ) be a measure space and T: X→ X a measure-preserving

transformation. For a measurable function f : X→ C set (UT f )(x) =
f (T(x)). The operator UT is linear and multiplicative: UT( f · g) = UT f ·
UTg. Since T is measure-preserving, UT is an isometry of Lp(X, A, µ) for
any p ≥ 1, i.e., ‖UT f ‖p = ‖ f ‖p for any f ∈ Lp (Exercise 4.5.3). If T is an
automorphism, then U−1

T = UT−1 is also an isometry, and hence UT is a uni-
tary operator on L2(X, A, µ). We denote the scalar product on L2(X, A, µ)
by 〈 f, g〉, the norm by ‖.‖, and the adjoint operator of U by U∗.

LEMMA 4.5.1. Let U be an isometry of a Hilbert space H. Then U f = f if
and only if U∗ f = f .

Proof. For every f, g ∈Hwe have 〈U∗Uf, g〉= 〈Uf,Ug〉= 〈 f, g〉 and hence
U∗Uf = f . If Uf = f , then (multiplying both sides by U∗)U∗ f = f .
Conversely, if U∗ f = f , then 〈 f,Uf 〉= 〈U∗ f, f 〉= ‖ f ‖2 and 〈Uf, f 〉=
〈 f,U∗ f 〉 = ‖ f ‖2. Therefore 〈Uf − f,Uf − f 〉 = ‖Uf ‖2 − 〈 f,Uf 〉 −
〈Uf, f 〉+ ‖ f ‖2 = 0. ��
THEOREM 4.5.2 (von Neumann Ergodic Theorem). Let U be an isometry
of a separable Hilbert space H, and let P be orthogonal projection onto the
subspace I = { f ∈ H:Uf = f } of U-invariant vectors in H. Then for every
f ∈ H

lim
n→∞

1
n

n−1∑
i=0

Ui f = Pf.

2 Several proofs in this section are due to F. Riesz; see [Hal60].
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Proof. LetUn = 1
n

∑n−1
i=0 U

i and L= {g −Ug: g ∈ H}. Note that Land I are
U-invariant, and I is closed. If f = g −Ug ∈ L, then

∑n−1
i=0 U

i f = g −Ung
and henceUn f → 0 as n→∞. If f ∈ I, thenUn f = f for all n ∈ N. We will
show that L⊥ I and H = L̄⊕ I, where L̄ is the closure of L.

Let { fk} be a sequence in L, and suppose fk → f ∈ L̄. Then ‖Un f ‖ ≤
‖Un( f − fk)‖ + ‖Un fk‖ ≤ ‖Un‖ · ‖ f − fk‖ + ‖Un fk‖, and hence Un f → 0
as n→∞.

Let ⊥ denote the orthogonal complement, and note that L̄⊥ = L⊥. If
h ∈ L⊥, then 0 = 〈h, g −Ug〉 = 〈h−U∗h, g〉 for all g ∈ H so that h = U∗h,
and henceUh = h, by Lemma 4.5.1. Conversely (again using Lemma 4.5.1),
if h ∈ I, then 〈h, g −Ug〉 = 〈h, g〉 − 〈U∗h, g〉 = 0 for every g ∈ H, and hence
h ∈ L⊥.

Therefore, H = L̄⊕ I, and limn→∞Un is the identity on I and 0 on L̄.
��

The following theorem is an immediate corollary of the von Neumann
ergodic theorem.

THEOREM 4.5.3. Let T be a measure-preserving transformation of a finite
measure space (X, A, µ). For f ∈ L2(X, A, µ), set

f+N (x) = 1
N

N−1∑
n=0

f (Tn(x)).

Then f+N converges in L2(X, A, µ) to a T-invariant function f̄ .
If T is invertible, then f−N (x) = 1

N

∑N−1
n=0 f (T−n(x)) also converges in

L2(X, A, µ) to f̄ .
Similarly, let T be a measure-preserving flow in a finite measure space

(X, A, µ). For a function f ∈ L2(X, A, µ) set

f+τ (x) = 1
τ

∫ τ

0
f (Tt(x))dt and f−τ (x) = 1

τ

∫ τ

0
f (T−t(x))dt.

Then f+τ and f−τ converge in L2(X, A, µ) to a T-invariant function f̄ . ��
Our next objective is to prove a pointwise version of the preceding theo-

rem. First, we need a combinatorial lemma. If a1, . . . , am are real numbers
and 1 ≤ n ≤ m, we say that ak is an n-leader if ak + · · · + ak+p−1 ≥ 0 for some
p, 1 ≤ p ≤ n.

LEMMA 4.5.4. For every n, 1 ≤ n ≤ m, the sum of all n-leaders is non-
negative.
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Proof. If there are no n-leaders, the lemma is true. Otherwise, let ak be the
firstn-leader, and p ≥ 1 be the smallest integer forwhich ak + · · · + ak+p−1 ≥
0. If k≤ j ≤ k+ p− 1, then a j + · · · + ak+p−1 ≥ 0, by the choice of p, and
hence a j is an n-leader. The same argument can be applied to the sequence
ak+p, . . . , am, which proves the lemma. ��
THEOREM4.5.5 (Birkhoff Ergodic Theorem). LetT beameasure-preserving
transformation in a finite measure space (X, A, µ), and let f ∈ L1(X, A, µ).
Then the limit

f̄ (x) = lim
n→∞

1
n

n−1∑
k=0

f (Tk(x))

exists for a.e. x ∈ X, is µ-integrable and T-invariant, and satisfies∫
X
f̄ (x)dµ =

∫
X
f (x)dµ.

If, in addition, f ∈ L2(X, A, µ), then by Theorem 4.5.3, f̄ is the orthogonal
projection of f to the subspace of T-invariant functions.

If T is invertible, then 1
n

∑n−1
k=0 f (T−k(x)) also converges almost everywhere

to f̄ .
Similarly, let T be a measure-preserving flow in a finite measure space

(X, A, µ). Then

f+τ (x) = 1
τ

∫ τ

0
f (Tt(x))dt and f−τ (x) = 1

τ

∫ τ

0
f (T−t(x))dt

converge almost everywhere to the same µ-integrable and T-invariant limit
function f̄ , and

∫
X f (x)dµ = ∫

X f̄ (x)dµ.

Proof. We consider only the case of a transformation. We assume without
loss of generality that f is real-valued. Let

A= {x ∈ X: f (x)+ f (T(x))+ · · · + f (Tk(x)) ≥ 0 for some k ∈ N0}.

LEMMA 4.5.6 (Maximal Ergodic Theorem).
∫
A f (x)dµ ≥ 0.

Proof. Let An = {x ∈ X:
∑k

i=0 f (Ti (x)) ≥ 0 for some k, 0 ≤ k≤ n}. Then
An ⊂ An+1, A=

⋃
n∈N An and, by the dominated convergence theorem, it

suffices to show that
∫
An

f (x)dµ ≥ 0 for each n.
Fix an arbitrary m ∈ N. Let sn(x) be the sum of the n-leaders in the

sequence f (x), f (T(x)), . . . , f (Tm+n−1(x)). For k≤ m− 1, let Bk ⊂ X be
the set of points for which f (Tk(x)) is an n-leader of this sequence. By
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Lemma 4.5.4,

0 ≤
∫
X
sn(x)dµ =

m+n−1∑
k=0

∫
Bk

f (Tk(x))dµ. (4.1)

Note that x ∈ Bk if and only if T(x) ∈ Bk−1. Therefore, Bk = T−1(Bk−1) and
Bk = T−k(B0) for 1 ≤ k≤ m− 1, and hence∫

Bk
f (Tk(x))dµ =

∫
T−k(B0)

f (Tk(x))dµ =
∫
B0

f (x)dµ.

Thus the first m terms in (4.1) are equal, and since B0 = An,

m
∫
An

f (x)dµ+ n
∫
X
| f (x)|dµ ≥ 0.

Since m is arbitrary, the lemma follows. ��
Now we can finish the proof of the Birkhoff ergodic theorem. For any

a,b ∈ R, a < b, the set

X(a,b) =
{
x ∈ X: lim

n→∞
1
n

n−1∑
i=0

f (Ti (x)) < a < b < lim
n→∞

1
n

n−1∑
i=0

f (Ti (x))

}

is measurable and T-invariant. We claim that µ(X(a,b)) = 0. Apply
Lemma 4.5.6 to T|X(a,b) and f − b to obtain that

∫
X(a,b)( f (x)− b)dµ ≥ 0.

Similarly,
∫
X(a,b)(a − f (x))dµ ≥ 0, and hence

∫
X(a,b)(a − b)dµ ≥ 0. There-

fore µ(X(a,b)) = 0. Since a and b are arbitrary, we conclude that the aver-
ages 1

n

∑n−1
i=0 f (Ti (x)) converge for a.e. x ∈ X.

For n ∈ N, let fn(x) = 1
n

∑n−1
i=0 f (Ti (x)). Define f̄ : X→R by f̄ (x) =

limn→∞ fn(x). Then f̄ is measurable, and fn converges a.e. to f̄ . By Fatou’s
lemma and invariance of µ,∫

X
lim
n→∞

| fn(x)|q dµ ≤ lim
n→∞

∫
X
| fn(x)|dµ

≤ lim
n→∞

1
n

n−1∑
j=0

∫
X
| f (T j (x))|dµ =

∫
X
| f (x)|dµ

Thus
∫
X | f̄ (x)|dµ = ∫

X lim| fn(x)|dµ is finite, so f̄ is integrable.
The proof that

∫
X f (x)dµ = ∫

X f̄ (x)dµ is left as an exercise (Exer-
cise 4.5.2). ��

The following facts are immediate corollaries of Theorem 4.5.5 (Exer-
cise 4.5.4, Exercise 4.5.5).
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COROLLARY 4.5.7. Ameasure-preserving transformation T in a finite mea-
sure space (X, A, µ) is ergodic if and only if for each f ∈ L1(X, A, µ)

lim
n→∞

1
n

n−1∑
i=0

f (Ti (x)) = 1
µ(X)

∫
X
f (x)dµ for a.e.x, (4.2)

i.e., if and only if the time average equals the space average for every L1

function. ��
The preceding corollary implies that to check the ergodicity of ameasure-

preserving transformation, it suffices to verify (4.2) for a dense subset of
L1(X, A, µ), e.g., for all continuous functions if X is a compact topological
space andµ is aBorelmeasure.Moreover, due to linearity it suffices to check
the convergence for a countable collection of functions that form a basis.

COROLLARY 4.5.8. Ameasure-preserving transformation T of a finite mea-
sure space (X, A, µ) is ergodic if and only if for every A∈ A , for a.e. x ∈ X,

lim
n→∞

1
n

n−1∑
k=0

χA(Tk(x)) = µ(A)
µ(X)

,

where χA is the characteristic function of A. ��
Exercise 4.5.1. Let T be a measure-preserving transformation of a finite
measure space (X, A, µ). Prove that T is ergodic if and only if

lim
n→∞

1
n

n−1∑
k=0

µ
(
T−k(A) ∩ B

) = µ(A) · µ(B)

for any A, B ∈ A.

Exercise 4.5.2. Using the dominated convergence theorem, finish the
proof of Theorem 4.5.5 by showing that the averages 1

n

∑n−1
j=0 f converge

to f̄ in L1.

Exercise 4.5.3. Prove that if T is a measure-preserving transformation,
then UT is an isometry of Lp(X, A, µ) for any p ≥ 1.

Exercise 4.5.4. Prove Corollary 4.5.7.

Exercise 4.5.5. Prove Corollary 4.5.8.

Exercise 4.5.6. A real number x is said to be normal in base n if for any
k ∈ N, every finite word of length k in the alphabet {0, . . . ,n− 1} appears
withasymptotic frequencyn−k in thebase-nexpansionof x. Prove that almost
every real number is normal with respect to every base n ∈ N.
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4.6 Invariant Measures for Continuous Maps

In this section, we show that a continuousmapT of a compactmetric space X
into itself has at least one invariant Borel probability measure. Every finite
Borel measure µ on X defines a bounded linear functional Lµ( f ) =

∫
X f dµ

on the space C(X) of continuous functions on X; moreover, Lµ is positive
in the sense that Lµ( f ) ≥ 0 if f ≥ 0. The Riesz representation theorem
[Rud87] states that the converse is also true: for every positive bounded
linear functional L on C(X), there is a finite Borel measure µ on X such
that L= ∫

X f dµ.

THEOREM 4.6.1 (Krylov–Bogolubov). Let X be a compactmetric space and
T: X→ X a continuous map. Then there is a T-invariant Borel probability
measure µ on X.

Proof. Fix x ∈ X. For a function f : X→ R set Snf (x) = 1
n

∑n−1
i=0 f (Ti (x)).

LetF ⊂ C(X) be a dense countable collection of continuous functions on X.
For any f ∈ F the sequence Snf (x) is bounded, and hence has a convergent
subsequence. Since F is countable, there is a sequence nj →∞ such that
the limit

S∞f (x) = lim
j→∞

Snj

f (x)

exists for every f ∈ F . For any g ∈ C(X) and any ε > 0 there is f ∈ F such
that maxy∈X |g(y)− f (y)| < ε. Therefore, for a large enough j ,∣∣Snj

g (x)− S∞f (x)
∣∣ ≤ Snj

|g− f |(x)+
∣∣Snj

f (x)− S∞f (x)
∣∣ ≤ 2ε,

so Snj
g (x) is a Cauchy sequence. Thus, the limit S∞g (x) exists for every g ∈

C(X) and defines a bounded positive linear functional Lx on C(X). By the
Riesz representation theorem, there is a Borel probability measure µ such
that Lx(g) =

∫
X g dµ. Note that

∣∣Snj
g (T(x))− Snj

g (x)
∣∣ = 1

nj
|g(Tnj (x))− g(x)|.

Therefore, S∞g (T(x)) = S∞g (x) and µ is T-invariant. ��
Let M =M(x) denote the set of all Borel probability measures on X. A

sequence ofmeasuresµn ∈M converges in theweak∗ topology to ameasure
µ ∈M if

∫
X f dµn →

∫
X f dµ for every f ∈ C(X). If µn is any sequence in

M and F ⊂ C(X) is a dense countable subset, then, by a diagonal process,
there is a subsequence µnj such that

∫
X f dµnj converges for every f ∈ F ,
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and hence the sequence
∫
X g dµnj converges for every g ∈ C(X). Therefore,

M is compact in the weak∗ topology. It is also convex: tµ+ (1− t)ν ∈M
for any t ∈ [0, 1] and µ, ν ∈M. A point in a convex set is extreme if it cannot
be represented as a non-trivial convex combination of two other points. The
extreme points ofM are the probability measures supported on points; they
are called Dirac measures.

LetMT ⊂Mdenote the set of allT-invariantBorel probabilitymeasures
on X. ThenMT is closed, and therefore compact, in the weak∗ topology, and
convex.

Recall that if µ and ν are finite measures on a space X with σ-algebra
A, then ν is absolutely continuous with respect to µ if ν(A) = 0 whenever
µ(A) = 0, for A∈ A. If ν is absolutely continuous with respect to µ, then
the Radon–Nikodym theorem asserts that there is an L1 function dν/dµ,
called the Radon–Nikodym derivative, such that ν(A) = ∫

A(dν/dµ)(x)dµ

for every A∈ A [Roy88].

PROPOSITION 4.6.2. Ergodic T-invariant measures are precisely the ex-
treme points ofMT.

Proof. If µ is not ergodic, then there is a T-invariant measurable sub-
set A⊂ Xwith 0 < µ(A) < 1. Let µA(B) = µ(B∩ A)/µ(A) and µX\A(B) =
µ(B∩ (X \ A))/µ(X \ A) for any measurable set B. Then µA and µX\A are
T-invariant and µ = µ(A)µA+ µ(X \ A)µX\A, so µ is not an extreme point.

Conversely, assume that µ is ergodic and that µ = tν + (1− t)κ with
ν, κ ∈MT and t ∈ (0, 1). Then ν is absolutely continuous with respect to
µ and ν(A) = ∫

Ar dµ, where r = dν/dµ ∈ L1(X, µ) is the Radon–Nikodym
derivative. Observe that r ≤ 1

t almost everywhere. Therefore r ∈ L2(X, µ).
Let U be the isometry of L2(X, µ) given by Uf = f ◦ T. Invariance of ν

implies that for every f ∈ L2(X, µ)

〈Uf, r〉µ =
∫

( f ◦ T)r dµ =
∫

f r dµ = 〈 f, r〉µ.

It follows that 〈 f,U∗r〉µ = 〈Uf, r〉µ = 〈 f, r〉µ, and hence U∗r = r . By
Lemma 4.5.1 Ur = r . Since µ is ergodic, the function r is essentially con-
stant, so µ = ν = κ . ��

By the Krein–Milman theorem [Roy88], [Rud91], MT is the closed con-
vex hull of its extreme points. Therefore, the set Me

T of all T-invariant,
ergodic, Borel probability measures is not empty. However, Me

T may be
rather complicated; for example, it may be dense in MT in the weak∗ topol-
ogy (Exercise 4.6.5).
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Exercise 4.6.1. Describe MT and Me
T for the homeomorphism of the

circle T(x) = x + a sin 2πx mod 1, 0 < a ≤ 1
2π .

Exercise 4.6.2. DescribeMT andMe
T for the homeomorphismof the torus

T(x, y) = (x, x + y) mod 1.

Exercise 4.6.3
(a) Give an example of a map of the circle that is discontinuous at ex-

actly one point and does not have non-trivial finite invariant Borel
measures.

(b) Give an example of a continuous map of the real line that does not
have non-trivial finite invariant Borel measures.

Exercise 4.6.4. Let X and Y be compact metric spaces and T: X→Y a
continuous map. Show that T induces a natural map M(X)→M(Y), and
that this map is continuous in the weak∗ topology.

*Exercise 4.6.5. Prove that if σ is the two-sided 2-shift, then Me
σ is dense

in Mσ in the weak∗ topology.

4.7 Unique Ergodicity and Weyl’s Theorem3

In this section T is a continuous map of a compact metric space X. By §4.6,
there are T-invariant Borel probability measures. If there is only one such
measure, thenT is said to beuniquely ergodic. Note that this unique invariant
measure is necessarily ergodic by Proposition 4.6.2.

An irrational circle rotation is uniquely ergodic (Exercise 4.7.1). More-
over, any topologically transitive translation on a compact abelian group is
uniquely ergodic (Exercise 4.7.2). On the other hand, unique ergodicity does
not imply topological transitivity (Exercise 4.7.3).

PROPOSITION 4.7.1. Let X be a compact metric space. A continuous map
T: X→ X is uniquely ergodic if and only if Snf = 1

n

∑n−1
i=0 f ◦ Ti converges

uniformly to a constant function S∞f for any continuous function f ∈ C(X).

Proof. Suppose first that T is uniquely ergodic and µ is the unique T-
invariant Borel probability measure. We will show that

lim
n→∞max

x∈X

∣∣∣∣Sn f (x)−
∫
X
f dµ

∣∣∣∣→ 0.

3 The arguments of this section follow in part those of [Fur81a] and [CFS82].
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Assume, for a contradiction, that there are f ∈ C(X) and sequences xk ∈
X and nk→∞ such that limk→∞ Snkf (xk) = c �=∫

X f dµ. As in the proof
of Proposition 4.6.1, there is a subsequence nki →∞ such that the limit
L(g) = limi→∞ S

nki
f (xki ) exists for any g ∈ C(X). As in Proposition 4.6.1,

L defines a T-invariant, positive, bounded linear functional on C(X). By
the Riesz representation theorem, L(g) = ∫

X g dν for some ν ∈MT . Since
L( f ) = c �=∫

X f dµ, the measures µ and ν are different, which contradicts
unique ergodicity.

The proof of the converse is left as an exercise (Exercise 4.7.4). ��
Uniform convergence of the time averages of continuous functions does

not, by itself, imply unique ergodicity. For example, if (X,T) is uniquely
ergodic and I = [0, 1], then (X× I,T × Id) is not uniquely ergodic, but the
time averages converge uniformly for all continuous functions.

PROPOSITION 4.7.2. Let T be a topologically transitive continuous map
of a compact metric space X. Suppose that the sequence of time averages
Snf converges uniformly for every continuous function f ∈ C(X). Then T is
uniquely ergodic.

Proof. Since the convergence is uniform, S∞f = limn→∞ Snf is a continuous
function.As in the proof of Proposition 4.6.1, S∞f (T(x)) = S∞f (x) for every x.
Since T is topologically transitive, S∞f is constant. As in previous arguments,
the linear functional f �→S∞f defines ameasureµ ∈MT with

∫
X f dµ = S∞f .

Let ν ∈MT . By the Birkhoff ergodic theorem (Theorem 4.5.5), S∞f (x) =∫
X f dν for every f ∈ C(X) and ν a.e. x ∈ X. Therefore, ν = µ. ��
Let X be a compact metric space with a Borel probability measure µ.

Let T: X→ X be a homeomorphism preserving µ. A point x ∈ X is called
generic for (X, µ,T) if for every continuous function f

lim
n→∞

1
n

n−1∑
k=0

f (Tk(x)) =
∫
X
f dµ.

If T is ergodic, then by Corollary 4.5.8, µ-a.e. x is generic.
For a compact topological groupG, the Haar measure onG is the unique

Borel probability measure invariant under all left and right translations. Let
T: X→ X be a homeomorphism of a compact metric space, G a compact
group, and φ: X→G a continuous function. The homeomorphism S: X×
G→ X×G given by S(x, g) = (T(x), φ(x)g) is a group extension (or G-
extension) of T. Observe that S commutes with the right translations
Rg(x, h) = (x, hg). Ifµ is aT-invariantmeasure on X andm is theHaarmea-
sure on G, then the product measure µ×m is S-invariant (Exercise 4.7.7).
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PROPOSITION 4.7.3 (Furstenberg). Let G be a compact group with Haar
measure m, X a compact metric space with a Borel probability measure µ,

T: X→ X a homeomorphism preserving µ, Y = X×G, ν = µ×m, and
S:Y→ Y a G-extension of T. If T is uniquely ergodic and S is ergodic, then
S is uniquely ergodic.

Proof. Since ν is Rg-invariant for every g ∈ G, if (x, h) is generic for ν, then
(x, hg) is generic for ν. Since S is ergodic, ν-a.e. (x, h) is ν-generic. Therefore
for µ-a.e. x ∈ X, the point (x, h) is ν-generic for every h. If a measure ν ′ �=ν

is S-invariant and ergodic, then ν ′-a.e. (x, h) is ν ′-generic. The points that
are ν ′-generic cannot be ν-generic. Hence there is a subset N ⊂ X such that
µ(N) = 0 and the first coordinate x of every ν ′-generic point (x, h) lies in
N. However, the projection of ν ′ to X is T-invariant and therefore is µ. This
is a contradiction. ��
PROPOSITION 4.7.4. Let α ∈ (0, 1) be irrational, and let T: Tk→ Tk be
defined by

T(x1, . . . , xk) = (x1 + α, x2 + a21x1, . . . , xk + ak1x1 + · · · akk−1xk−1),

where the coefficients ai j are integers and ai i−1 �=0, i = 2, . . . ,k. Then T is
uniquely ergodic.

Proof. By Exercise 4.7.8, T is ergodic with respect to Lebesgue measure on
Tk. An inductive application of Proposition 4.7.3 yields the result. ��

Let X be a compact topological space with a Borel probability measure
µ. A sequence (xi )i∈N in X is uniformly distributed if for any continuous
function f on X,

lim
n→∞

1
n

n∑
k=1

f (xk) =
∫
X
f dµ.

THEOREM 4.7.5 (Weyl). If P(x) = bkxk + · · · + b0 is a real polynomial such
that at least one of the coefficients bi , i > 0, is irrational, then the sequence
(P(n)mod 1)n∈N is uniformly distributed in [0, 1].

Proof [Fur81a].Assume first that bk = α/k! with α irrational. Consider the
map T:Tk→ Tk given by

T(x1, . . . , xk) = (x1 + α, x2 + x1, . . . , xk + xk−1).

Let π : Rk → Tk be the projection. Let Pk(x) = P(x) and Pi−1(x) =
Pi (x + 1)− Pi (x), i = k, . . . , 1. Then P1(x) = αx + β. Observe that
Tn(π(P1(0), . . . , Pk(0))) = π(P1(n), . . . , Pk(n)). Since T is uniquely ergodic
by Proposition 4.7.4, this orbit (and any other orbit) is uniformly distributed
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on Tk. It follows that the last coordinate Pk(n) = P(n) is uniformly dis-
tributed on S1.

Exercise 4.7.9 finishes the proof. ��
Exercise 4.7.1. Prove that an irrational circle rotation is uniquely ergodic.

Exercise 4.7.2. Prove that any topologically transitive translation on a com-
pact abelian group is uniquely ergodic.

Exercise 4.7.3. Prove that the diffeomorphism T: S1 → S1 defined by
T(x) = x + a sin2(πx), a < 1/π, is uniquely ergodic but not topologically
transitive.

Exercise 4.7.4. Prove the remaining statement of Proposition 4.7.1.

Exercise 4.7.5. Prove that the subshift defined by a fixed point a of a prim-
itive substitution s is uniquely ergodic.

Exercise 4.7.6. Let T be a uniquely ergodic continuous transformation of
a compact metric space X, and µ the unique invariant Borel probability
measure. Show that supp µ is a minimal set for T.

Exercise 4.7.7. Let S: X×G→ X×G be a G-extension of T: (X, µ)→
(X, µ), and letmbe theHaarmeasure onG. Prove that the product measure
µ×m is S-invariant.

Exercise 4.7.8. Use Fourier series on Tk to prove that T from Proposi-
tion 4.7.4 is ergodic with respect to Lebesgue measure.

Exercise 4.7.9. Reduce the general case of Theorem 4.7.5 to the case where
the leading coefficient is irrational.

4.8 The Gauss Transformation Revisited4

Recall that the Gauss transformation (§1.6) is the map of the unit interval
to itself defined by

φ(x) = 1
x
−

[
1
x

]
for x ∈ (0, 1], φ(0) = 0.

The Gauss measure µ defined by

µ(A) = 1
log 2

∫
A

dx
1+ x

(4.3)

is a φ-invariant probability measure on [0, 1].

4 The arguments of this section follow in part those of [Bil65].
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For an irrational x ∈ (0, 1], the nth entry an(x) = [1/φn−1(x)] of the con-
tinued fraction representing x is called the n-th quotient, and we write
x = [a1(x), a2(x), . . .]. The irreducible fraction pn(x)/qn(x) that is equal to
the truncated continued fraction [a1(x), . . . , an(x)] is called the nth conver-
gent of x. The numerators and denominators of the convergents satisfy the
following relations:

p0(x) = 0, p1(x) = 1, pn(x) = an(x)pn−1(x)+ pn−2(x), (4.4)

q0(x) = 1, q1(x) = a1(x), qn(x) = an(x)qn−1(x)+ qn−2(x) (4.5)

for n > 1. We have

x = pn(x)+ (φn(x))pn−1(x)
qn(x)+ (φn(x))qn−1(x)

.

By an inductive argument

pn(x) ≥ 2(n−2)/2 and qn(x) ≥ 2(n−1)/2 for n ≥ 2,

and

pn−1(x)qn(x)− pn(x)qn−1(x) = (−1)n, n ≥ 1. (4.6)

For positive integers bk,k= 1, . . . ,n, let

�b1,...,bn = {x ∈ (0, 1]: ak(x) = bk,k= 1, . . . ,n}.
The interval �b1,...,bn is the image of the interval [0, 1) under the map ψb1,...,bn

defined by

ψb1,...,bn(t) = [b1, . . . ,bn−1,bn + t].

If n is odd, ψb1,...,bn is decreasing; if n is even, it is increasing. For x ∈ �b1,...,bn

x = ψb1,...,bn(t) =
pn + tpn−1

qn + tqn−1
, (4.7)

where pn and qn are given by the recursive relations (4.4) and (4.5) with
an(x) replaced by bn. Therefore

�b1,...,bn =
[
pn
qn

,
pn + pn−1

qn + qn−1

)
if n is even,

and

�b1,...,bn =
(
pn + pn−1

qn + qn−1
,
pn
qn

]
if n is odd.

If λ is Lebesgue measure, then λ
(
�b1,...,bn

) = (qn(qn + qn−1))−1.
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PROPOSITION 4.8.1. The Gauss transformation is ergodic for the Gauss
measure µ.

Proof. For a measure ν and measurable sets A and B with ν(B) �=0, let
ν(A|B) = ν(A ∩ B)/ν(B) denote the conditional measure. Fix b1, . . . ,bn,
and let �n = �b1,...,bn, ψn = ψb1,...,bn . The length of �n is ±(ψn(1)− ψn(0)),
and for 0 ≤ x < y ≤ 1,

λ({z: x ≤ φn(z) < y} ∩�n) = ±(ψn(y)− ψn(x)),

where the sign depends on the parity of n. Therefore

λ(φ−n([x, y)) |�n) = ψn(y)− ψn(x)
ψn(1)− ψn(0)

,

and by (4.6) and (4.7),

λ(φ−n([x, y)) |�n) = (y− x) · qn(qn + qn−1)
(qn + xqn−1)(qn + yqn−1)

.

The second factor in the right-hand side is between 1/2 and 2. Hence

1
2
λ([x, y)) ≤ λ(φ−n([x, y)) |�n) ≤ 2λ([x, y)).

Since the intervals [x, y) generate the σ-algebra,

1
2
λ(A) ≤ λ(φ−n(A) |�n) ≤ 2λ(A) (4.8)

for any measurable set A⊂ [0, 1].
Because the density of the Gauss measure µ is between 1/(2 log 2) and

1/ log 2,

1
2 log 2

λ(A) ≤ µ(A) ≤ 1
log 2

λ(A).

By (4.8),

1
4
µ(A) ≤ µ(φ−n(A) |�n) ≤ 4µ(A)

for any measurable A⊂ [0, 1].
Let A be a measurable φ-invariant set with µ(A) > 0. Then 1

4µ(A) ≤
µ(A|�n), or, equivalently, 1

4µ(�n) ≤ µ(�n | A). Since the intervals �n gen-
erate the σ-algebra, 1

4µ(B) ≤ µ(B |A) for anymeasurable set B. By choosing
B= [0, 1]\Awe obtain that µ(A) = 1. ��

The ergodicity of the Gauss transformation has the following number-
theoretic consequences.
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PROPOSITION 4.8.2. For almost every x ∈ [0, 1] (with respect to µ measure
or Lebesgue measure), we have the following:

1. Each integer k ∈ Nappears in the sequence a1(x), a2(x), . . .with asymp-
totic frequency

1
log 2

log
(
k+ 1
k

)
.

2. lim
n→∞

1
n
(a1(x)+ · · · + an(x)) = ∞.

3. lim
n→∞

n
√
a1(x)a2(x) · · · an(x) =

∞∏
k=1

(
1+ 1

k2 + 2k

)logk/ log 2

.

4. lim
n→∞

logqn(x)
n

= π2

12 log 2
Proof. 1: Let f be the characteristic function of the semiopen interval
[1/k, 1/(k+ 1)). Then an(x) = k if and only if f (φn(x)) = 1. By the Birkhoff
ergodic theorem, for almost every x,

lim
n→∞

1
n

n−1∑
i=0

f (φi (x)) =
∫ 1

0
f dµ = µ

([
1
k
,

1
k+ 1

))
= 1

log 2
log

(
k+ 1
k

)
,

which proves the first assertion.
2: Let f (x) = [1/x], i.e., f (x) = a1(x). Note that

∫ 1
0 f (x)/(1+ x)dx = ∞,

since f (x) > (1− x)/x and
∫ 1
0

(1−x)
x(1+x) dx = ∞. For N > 0, define

fN(x) =
{
f (x) if f (x) ≤ N,

0 otherwise.

Then, for any N > 0, for almost every x,

lim
n→∞

1
n

n−1∑
k=0

f (φk(x)) ≥ lim
n→∞

1
n

n−1∑
k=0

fN(φk(x))

= lim
n→∞

1
n

n−1∑
k=0

fN(φk(x))

= 1
log 2

∫ 1

0

fN(x)
1+ x

dx.

Since limN→∞
∫ 1
0

fN(x)
1+x dx→∞, the conclusion follows.
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3: Let f (x) = log a1(x) = log([ 1
x ]). Then f ∈ L1([0, 1]) with respect to the

Gauss measure µ (Exercise 4.8.1). By the Birkhoff ergodic theorem,

lim
n→∞

1
n

n∑
k=1

log ak(x) = 1
log 2

∫ 1

0

f (x)
1+ x

dx

= 1
log 2

∞∑
k=1

∫ 1
k

1
k+1

logk
1+ x

dx

=
∞∑
k=1

logk
log 2

· log
(
1+ 1

k2 + 2k

)
.

Exponentiating this expression gives part 3.
4: Note that pn(x) = qn−1(φ(x)) (Exercise 4.8.2), so

1
qn(x)

= pn(x)
qn(x)

pn−1(φ(x))
qn−1(φ(x))

· · · p1(φn−1(x))
q1(φn−1(x))

.

Thus

−1
n

logqn(x) = 1
n

n−1∑
k=0

log
(
pn−k(φk(x))
qn−k(φk(x))

)

= 1
n

n−1∑
k=0

log(φk(x))+ 1
n

n−1∑
k=0

(
log

pn−k(φk(x))
qn−k(φk(x))

− log(φk(x))
)

. (4.9)

It follows from the Birkhoff Ergodic Theorem that the first term of (4.9)
converges a.e. to (1/ log 2)

∫ 1
0 log x/(1+ x)dx = −π2/12. The second term

converges to 0 (Exercise 4.8.2). ��
Exercise 4.8.1. Show that log([1/x]) ∈ L1([0, 1]) with respect to the Gauss
measure µ.

Exercise 4.8.2. Show that pn(x) = qn(φ(x)) and that

lim
n→∞

1
n

n−1∑
k=0

(
log(φk(x))− log

pn−k(φk(x))
qn−k(φk(x))

)
= 0.

4.9 Discrete Spectrum

Let T be an automorphism of a probability space (X, A, µ). The operator
UT : L2(X, A, µ)→ L2(X, A, µ) is unitary, and each of its eigenvalues is a
complex number of absolute value 1. Denote by �T the set of all eigenval-
ues of UT . Since constant functions are T-invariant, 1 is an eigenvalue of
UT . Any T-invariant function is an eigenfunction of UT with eigenvalue 1.
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Therefore, T is ergodic if and only if 1 is a simple eigenvalue of UT . If f, g
are two eigenfunctions with different eigenvalues σ �=κ , then 〈 f, g〉 = 0,
since 〈 f, g〉 = 〈UT f,UTg〉 = σ κ̄〈 f, g〉. Note thatUT is a multiplicative oper-
ator, i.e., UT( f · g) = UT( f ) ·UT(g), which has important implications for
its spectrum.

PROPOSITION 4.9.1. �T is a subgroup of the unit circle S1 = {z ∈ C: |z| =
1}. If T is ergodic, then every eigenvalue of UT is simple.

Proof. If σ ∈ �T and f (T(x)) = σ f (x), then f̄ (T(x)) = σ̄ f̄ (x), and hence
σ̄ = σ−1 ∈ �T . If σ1, σ2 ∈ �T and f1(T(x)) = σ1 f1(x), f2(T(x)) = σ2 f2(x),
then f = f1 f2 has eigenvalue σ1σ2, and hence σ1σ2 ∈ �T . Therefore, �T is a
subgroup of S1.

If T is ergodic, the absolute value of any eigenfunction f is essentially
constant (and non-zero). Thus, if f and g are eigenfunctions with the same
eigenvalue σ , then f/g is in L2 and is an eigenfunction with eigenvalue
1, so it is essentially constant by ergodicity. Therefore every eigenvalue is
simple. ��

An ergodic automorphism T has discrete spectrum if the eigenfunctions
ofUT span L2(X, A, µ). An automorphism T has continuous spectrum if 1 is
a simple eigenvalue of UT and UT has no other eigenvalues.

Consider a circle rotation Rα(x) = x + α mod 1, x ∈ [0, 1). For each n ∈
Z, the function fn(x) = exp(2π inx) is an eigenfunction of URα

with eigen-
value 2πnα. If α is irrational, the eigenfunctions fn span L2, and hence Rα

has discrete spectrum.On the other hand, everyweakmixing transformation
has continuous spectrum (Exercise 4.9.1).

Let G be an abelian topological group. A character is a continuous ho-
momorphism χ :G→ S1. The set of characters of Gwith the compact–open
topology forms a topological group Ĝ called the group of characters (or the
dual group). For every g ∈ G, the evaluation map χ �→χ(g) is a character
ιg ∈ ˆ̂G, the dual of Ĝ, and themap ι:G→ ˆ̂G is a homomorphism. If ιg(χ) ≡ 1,
then χ(g) = 1 for every χ ∈ Ĝ, and hence ι is injective. By the Pontryagin
duality theorem [Hel95], ι is also surjective and ˆ̂G∼= G. Moreover, if G is
discrete, Ĝ is a compact abelian group, and conversely.

For example, each character χ ∈ Ẑ is completely determined by the value
χ(1) ∈ S1. Therefore Ẑ ∼= S1. On the other hand, if λ ∈ Ŝ1, then λ: S1 → S1

is a homomorphism, so λ(z) = zn for some n ∈ Z. Therefore, Ŝ1 = Z.
On a compact abelian group G with Haar measure λ, every character is

in L∞, and therefore in L2. The integral of any non-trivial character with
respect to Haar measure is 0 (Exercise 4.9.3). If σ and σ ′ are characters of
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G, then σσ ′ is also a character. If σ and σ ′ are different, then

〈σ, σ ′〉 =
∫
G

σ (g)σ ′(g)dλ(g) =
∫
G
(σσ ′)(g)dλ(g) = 0.

Thus the characters of G are pairwise orthogonal in L2(G, λ).

THEOREM 4.9.2. For every countable subgroup � ⊂ S1 there is an ergodic
automorphism T with discrete spectrum such that �T = �.

Proof. The identity character Id:� → S1, Id(σ ) = σ , is a character of �.
Let T: �̂ → �̂ be the translation χ �→χ · Id. The normalized Haar measure
λ on �̂ is invariant under T. For σ ∈ �, let fσ ∈ ˆ̂� be the character of �̂ such
that fσ (χ) = χ(σ ). Since

UT fσ (χ) = fσ (χId) = fσ (χ) fσ (Id) = σ fσ (χ),

fσ is an eigenfunction with eigenvalue σ .
We claim that the linear span A of the set of characters { fσ : σ ∈ �}, is

dense in L2(�̂, λ), which will complete the proof. The set of characters sep-
arates points of �̂, is closed under complex conjugation, and contains the
constant function 1. Since the set of characters is closed under multiplica-
tion, A is closed under multiplication, and is therefore an algebra. By the
Stone–Weierstrass theorem [Roy88], A is dense in C(�, C), and therefore
in L2(�̂, λ). ��

The following theorem (which we do not prove) is a converse to
Theorem 4.9.2.

THEOREM 4.9.3 (Halmos–von Neumann). Let T be an ergodic automor-
phism with discrete spectrum, and let � ⊂ S1 be its spectrum. Then T is
isomorphic to the translation on �̂ by the identity character Id:� → S1.

A measure-preserving transformation T: (X, A, µ)→ (X, A, µ) is aperi-
odic if µ({x ∈ X:Tn(x) = x}) = 0 for every n ∈ N.

Theorem4.9.4 (whichwe do not prove) implies that every aperiodic trans-
formation can be approximated by a periodic transformation with an arbi-
trary period n. Many of the examples and counterexamples in abstract er-
godic theory are constructed using the method of cutting and stacking based
on this theorem.

THEOREM 4.9.4 (Rokhlin–Halmos [Hal60]). Let T be an aperiodic auto-
morphism of a Lebesgue probability space (X, A, µ). Then for every n ∈ N

and ε > 0 there is a measurable subset A= A(n, ε) ⊂ X such that the sets
Ti (A), i = 0, . . . ,n− 1, are pairwise disjoint and µ(X \⋃n−1

i=0 T
i (A)) < ε.
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Exercise 4.9.1. Prove that everyweakmixingmeasure-preserving transfor-
mation has continuous spectrum.

Exercise 4.9.2. Suppose that α, β ∈ (0, 1) are irrational and α/β is irra-
tional. LetT be the translationofT2 givenbyT(x, y) = (x + α, y+ β). Prove
that T is topologically transitive and ergodic and has discrete spectrum.

Exercise 4.9.3. Show that on a compact topological group G, the integral
of any non-trivial character with respect to the Haar measure is 0.

4.10 Weak Mixing5

The property of weak mixing is typical in the following sense. Since each
non-atomic probability Lebesgue space is isomorphic to the unit interval
with Lebesgue measure λ, every measure-preserving transformation can be
viewed as a transformation of [0, 1] preserving λ. The weak topology on
the set of all measure-preserving transformations of [0, 1] is given by Tn →
T if λ(Tn(A)!T(A))→ 0 for each measurable A⊂ [0, 1]. Halmos showed
[Hal44] that a residual (in the weak topology) subset of transformations
are weak mixing. V. Rokhlin showed [Roh48] that the set of strong mixing
transformations is of first category (in the weak topology).

The weak mixing transformations, as Theorem 4.10.6 below shows, are
precisely those that have continuous spectrum. To show this we first prove
a splitting theorem for isometries in a Hilbert space.

We say that a sequence of complex numbers an,n ∈ Z is non-negative
definite if for each N ∈ N,

N∑
k,m=−N

zkz̄mak−m ≥ 0

for each finite sequence of complex numbers zk,−N ≤ k≤ N.
For a (linear) isometry U in a separable Hilbert space H, denote by U∗

the adjoint of U, and for n ≥ 0 set Un = Un and U−n = U∗n.

LEMMA 4.10.1. For every v ∈ H, the sequence 〈Unv, v〉 is non-negative def-
inite.

Proof.

N∑
k,m=−N

zkz̄m〈Uk−mv, v〉 =
N∑

k,m=−N
zkz̄m〈Ukv,Umv〉 =

∥∥∥∥∥
N∑

l=−N
zlUlv

∥∥∥∥∥
2

. ��
5 The presentation of this section to a large extent follows §2.3 of [Kre85].
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LEMMA 4.10.2 (Wiener). For a finite measure ν on [0, 1) set ν̂k =∫ 1
0 e

2π ikxν(dx). Then limn→∞ n−1 ∑n−1
k=0 |ν̂k| = 0 if and only if ν has no atoms.

Proof. Observe that n−1 ∑n−1
k=0 |ν̂k| → 0 if and only if n−1 ∑n−1

k=0 |ν̂k|2 → 0.
Now

1
n

n−1∑
k=0

|νk|2 = 1
n

n−1∑
k=0

∫ 1

0
e2π ikxν(dx)

∫ 1

0
e−2π ikyν(dy)

=
∫ 1

0

∫ 1

0

[
1
n

n−1∑
k=0

e2π ik(x−y)
]

ν(dx)ν(dy).

The functions n−1 ∑n−1
k=0 exp(2π ik(x − y)) are bounded in absolute value by

1 and converge to 1 for x = y and to 0 for x �=y. Therefore the last integral
tends to the product measure ν × ν of the diagonal of [0, 1)× [0, 1). It fol-
lows that

lim
n→∞

1
n

n−1∑
k=0

|νk|2 =
∑

0≤x<1

(ν({x}))2. ��

For a (linear) isometry U of a separable Hilbert space H, set

Hw(U) =
{

v ∈ H: lim
n→∞

1
n

n−1∑
k=0

|〈Ukv, v′〉| = 0 for each v′ ∈ H

}
,

anddenotebyHe(U) the closureof the subspace spannedby the eigenvectors
of U. Both Hw(U) and He(U) are closed and U-invariant.

PROPOSITION 4.10.3. Let U be a (linear) isometry of a separable Hilbert
space H. Then

1. For each v ∈ H, there is a unique finite measure νv on the interval [0, 1)
(called the spectral measure) such that for every n ∈ Z

〈Unv, v〉 =
∫ 1

0
e2π inxνv(dx).

2. If v is an eigenvector of U with eigenvalue exp(2π iα), then νv consists
of a single atom at α of measure 1.

3. If v ⊥ He(U), then νv has no atoms and v ∈ Hw(U).

Proof. The first statement follows immediately from Lemma 4.10.1 and
the spectral theorem for isometries in a Hilbert space [Hel95], [Fol95]. The
second statement follows from the first (Exercise 4.10.3).

To prove the last statement let v ⊥ He and W = e−2π i xU. Applying the
von Neumann ergodic theorem 4.5.2, let u = limn→∞ n−1 ∑n−1

k=0 W
kv. Then
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Wu = u. By Proposition 4.10.3,

〈u, v〉 = lim
n→∞

1
n

n−1∑
k=0

e−2π i xk〈Ukv, v〉

= lim
n→∞

∫ 1

0

1
n

n−1∑
k=0

e−2π i(x−y)kνv(dy) = νv(x).

If νv(x) > 0, then u is a non-zero eigenvector of U with eigenvalue e2π i x

and v �⊥u, which is a contradiction. Therefore νv(x) = 0 for each x, and
Lemma 4.10.2 completes the proof. ��

For a finite subset B⊂ N denote by |B| the cardinality of B. For a subset
A⊂ N, define the upper density d̄(A) by

d̄(A) = lim sup
n→∞

1
n
|A∩ [1,n]|.

We say that a sequence bn converges in density to b and write d-limn bn = b
if there is a subset A⊂ N such that d̄(A) = 0 and limn→∞, n/∈Abn = b.

LEMMA 4.10.4. If (bn) is a bounded sequence, then d-limn bn = 0 if and only
if limn→∞ 1

n

∑n−1
k=0 |bn − b| = 0.

Proof. Exercise 4.10.1. ��
The following splitting theorem is an immediate consequence of Propo-

sition 4.10.3.

THEOREM 4.10.5 (Koopman–von Neumann [KvN32]). Let U be an isom-
etry in a separable Hilbert space H. Then H = He ⊕ Hw. A vector v ∈ H
lies in Hw(U) if and only if d-limn〈Unv, v〉 = 0, and if and only if d-limn

〈Unv,w〉 = 0 for each w ∈ H.

Proof. The splitting follows from Proposition 4.10.3. To prove the remain-
ing statement that d-lim〈Unv, v〉 = 0 if and only if d-lim〈Unv,w〉 = 0, ob-
serve that 〈Unv,w〉 ≡ 0 if v ⊥ Ukv for all k ∈ N. Ifw = Ukv, then 〈Unv,w〉 =
〈Unv,Ukv〉 = 〈Un−kv, v〉. ��

Recall that if T and S are measure-preserving transformations in finite
measure spaces (X, A, µ) and (Y, B, ν), then T × S is a measure-preserving
transformation in the product space (X× Y, A×B, µ× ν). As in §4.9, we
denote by UT the isometry UT f (x) = f (T(x)) of L2(X, A, µ).

THEOREM 4.10.6. Let T be a measure-preserving transformation of a prob-
ability space (X, A, µ). Then the following are equivalent:
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1. T is weak mixing.
2. T has continuous spectrum.
3. d- limn

∫
X f (Tn(x)) f (x)dµ = 0 if f ∈ L2(X, A, µ) and

∫
X f dµ = 0.

4. d- limn
∫
X f (Tn(x)) g(x)dµ= ∫

X f dµ · ∫X g dµ for all functions
f, g ∈ L2(X, A, µ).

5. T × T is ergodic.
6. T × S is weak mixing for each weak mixing S.
7. T × S is ergodic for each ergodic S.

Proof. The transformation T is weak mixing if and only if Hw(UT)
is the orthogonal complement of the constants in L2(X, A, µ). Therefore,
by Proposition 4.10.3, 1⇔ 2. By Lemma 4.10.4, 1⇔ 3. Clearly 4⇒ 3. As-
sume that 3 holds. It is enough to show 4 for f with

∫
X f dµ = 0. Observe

that 4 holds for g satisfying
∫
X f (Tk(x)) g(x)dµ= 0 for all k ∈ N. Hence it

suffices to consider g(x) = f (Tk(x)). But
∫
X f (Tn(x)) f (Tk(x))dµ =∫

X f (Tn−k(x)) f (x)dµ→ 0 as n→∞ by 3. Therefore 3⇔ 4.
Assume 5. Observe that T is ergodic and if UT has an eigenfunction f ,

then | f | is T-invariant, and hence constant. Therefore f (x)/ f (y) is T × T-
invariant and 5⇒ 2. Clearly 6⇒ 2 and 7⇒ 5.

Assume 3. To prove 7 observe that L2(X× Y, A×B, µ× ν) is spanned
by functions of the form f (x)g(y). Let

∫
X f dµ = ∫

Y g dν = 0. Then∫
X×Y

f (Tn(x))g(Sn(y)) f (x)g(y)dµ× ν

=
∫
X
f (Tn(x)) f (x)dµ ·

∫
Y
g(Sn(y))g(y)dν.

The first integral on the right-hand side converges in density to 0 by part 3,
while the second one is bounded. Therefore the product converges in density
to 0, and part 7 follows. The proof of 3⇒ 6 is similar (Exercise 4.10.4). ��
Exercise 4.10.1. Let (bn) be a bounded sequence. Prove that d-limbn = b
if and only if limn→∞ 1

n

∑n−1
k=0 |bn − b| = 0.

Exercise 4.10.2. Prove that d-lim has the usual arithmetic properties of
limits.

Exercise 4.10.3. Prove the second statement of Proposition 4.10.3.

Exercise 4.10.4. Prove that 3⇒ 6 in Theorem 4.10.6.

Exercise 4.10.5. Let T be a weak mixing measure-preserving transforma-
tion, and let S be a measure-preserving transformation such that Sk=T for
some k ∈ N (S is called a kth root of T). Prove that S is weak mixing.
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4.11 Applications of Measure-Theoretic Recurrence
to Number Theory

In this section we give highlights of applications of measure-theoretic recur-
rence to number theory initiated by H. Furstenberg. As an illustration of
this approach we prove Sárközy’s Theorem (Theorem 4.11.5). Our exposi-
tion follows to a large extent [Fur77] and [Fur81a].

For a finite subset F ⊂ Z, denote by |F | the number of elements in F .
A subset D⊂ Z has positive upper density if there are an,bn ∈ Z such that
bn − an →∞ and for some δ > 0,

|D∩ [an,bn]|
bn − an + 1

> δ for all n ∈ N.

Let D⊂ Z have positive upper density. Let ωD ∈ �2 = {0, 1}Z be the se-
quence for which (ωD)n = 1 if n ∈ Aand (ωD)n = 0 if n /∈ D, and let XD be
the closure of its orbit under the shift σ in �2. Set YD = {ω ∈ XD :ω0 = 1}.
PROPOSITION 4.11.1 (Furstenberg). Let D⊂ Z have positive upper den-
sity. Then there exists a shift-invariant Borel probability measure µ on XD

such that µ(YD) > 0.

Proof. By §4.6, every σ-invariant Borel probability measure on XD is a
linear functional Lon the space C(XD) of continuous functions on XD such
that L( f ) ≥ 0 if f ≥ 0, L(1) = 1, and L( f ◦ σ ) = L( f ).

For a function f ∈ C(XD), set

Ln( f ) = 1
bn − an + 1

bn∑
i=an

f (σ i (ωD)),

where an,bn, and δ are associated with D as in the preceding paragraph.
Observe that Ln( f ) ≤ max f for each n. Let ( f j ) j∈N be a countable dense
subset in C(XD). By a diagonal process, one can find a sequence nk→∞
such that limk→∞ Lnk( f j ) exists for each j . Since ( f j ) j∈N is dense in C(XD),
we have that

L( f ) = lim
k→∞

1
bnk − ank + 1

bnk∑
i=ank

f (σ i (ωD))

exists for each f ∈ C(XD) and determines a σ-invariant Borel probability
measure µ.

Let χ ∈ C(XD) be the characteristic function of YD. Then

L(χ) =
∫

χ dµ = µ(YD) > 0. ��
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PROPOSITION 4.11.2. Let p(k) be a polynomial with integer coefficients
and p(0) = 0. Let U be an isometry of a separable Hilbert space H, and
Hrat ⊂ H be the closure of the subspace spanned by the eigenvectors of U
whose eigenvalues are roots of 1. Suppose v ∈ H is such that 〈Up(k)v, v〉 = 0
for all k ∈ N. Then v ⊥ Hrat.

Proof. Let v = vrat + w with vrat ∈ Hrat and w ⊥ Hrat. We use the following
lemma,whoseproof is similar to theproof ofLemma4.10.2 (Exercise 4.11.1).

��
LEMMA 4.11.3. lim

n→∞ 1
n

∑n−1
k=0 U

p(k)w = 0 for all w ⊥ Hrat.

Fix ε > 0, and let v′rat ∈ Hrat and m be such that ‖vrat − v′rat‖ < ε and
Umv′rat = v′rat. Then ‖Umkvrat − vrat‖ < 2ε for each k and, since p(mk) is di-
visible by m, ∥∥∥∥∥1

n

n−1∑
k=0

Up(mk)vrat − vrat

∥∥∥∥∥ < 2ε.

Since (1/n)
∑n−1

k=0 U
p(mk)w→ 0 byLemma4.11.3, for n large enoughwe have∥∥∥∥∥1

n

n−1∑
k=0

Up(mk)v − vrat

∥∥∥∥∥ < 2ε.

By assumption, 〈Up(mk)v, v〉 = 0. Hence |〈vrat, v〉| < 2ε‖v‖, so 〈vrat, v〉 = 0.
��

As a corollary of the preceding proposition we obtain Furstenberg’s poly-
nomial recurrence theorem.6

THEOREM 4.11.4 (Furstenberg). Let p(t) be a polynomial with integer co-
efficients and p(0) = 0. Let T be a measure-preserving transformation of a
finite measure space (X, A, µ), and A∈ A be a set with positivemeasure. Then
there is n ∈ N such that µ(A∩ Tp(n)A) > 0.

Proof. LetU be the isometry induced by T in H = L2(X, A, µ), (Uh)(x) =
h(T−1(x)). If µ(A∩Tp(n)A) = 0 for each n ∈ N, then the characteristic func-
tion χA of A satisfies 〈Up(n)χA, χA〉 = 0 for each n. By Proposition 4.11.2,
χA is orthogonal to all eigenfunctions of U whose eigenvalues are roots
of 1. However 1(x) ≡ 1 is an eigenfunction of U with eigenvalue 1 and
〈1, χA〉 = µ(A) �=0. ��

6 A slight modification of the arguments above yields Proposition 4.11.2 and Theorem 4.11.4
for polynomials with integer values at integer points (rather than integer coefficients).
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Theorem 4.11.4 and Proposition 4.11.1 imply the following result in com-
binatorial number theory.

THEOREM 4.11.5 (Sárközy [Sár78]). Let D⊂ Z have positive upper density,
and let p be a polynomial with integer coefficients and p(0) = 0. Then there
are x, y ∈ Dand n ∈ N such that x − y = p(n).

The following extension of the Poincaré recurrence theorem (whose
proof is beyond the scope of this book) was used by Furstenberg to give an
ergodic-theoretic proof of the Szemerédi theorem on arithmetic progres-
sions (Theorem 4.11.7).

THEOREM 4.11.6 (Furstenberg’s Multiple Recurrence Theorem [Fur77]).
Let T be an automorphism of a probability space (X, A, µ). Then for every
n ∈ N and every A∈ A with µ(A) > 0 there is k ∈ N such that

µ(A∩T−k(A) ∩T−2k(A) ∩ · · · ∩ T−nk(A)) > 0.

THEOREM 4.11.7 (Szemerédi [Sze69]). Every subset D⊂ Z of positive up-
per density contains arbitrarily long arithmetic progressions.

Proof. Exercise 4.11.3. ��
Exercise 4.11.1. Prove Lemma 4.11.3.

Exercise 4.11.2. Use Theorem 4.11.4 and Proposition 4.11.1 to prove
Theorem 4.11.5.

Exercise 4.11.3. Use Proposition 4.11.1 and Theorem 4.11.6 to prove
Theorem 4.11.7.

4.12 Internet Search7

In this section, we describe a surprising application of ergodic theory to the
problem of searching the Internet. This approach is is used by the Internet
search engine GoogleTM (〈www.google.com〉).

The Internet offers enormous amounts of information. Looking for infor-
mation on the Internet is analogous to looking for a book in a huge library
without a catalog. The task of locating information on the web is performed
by search engines. The first search engines appeared in the early 1990s. The
most popular engines handle tens of millions of searches per day.

7 The exposition in this section follows to a certain extent that of [BP98].
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The main tasks performed by a search engine are: gathering information
from web pages; processing and storing this information in a database; and
producing fromthis database a list ofwebpages relevant to aquery consisting
of one or more words. The gathering of information is performed by robot
programs called crawlers that “crawl” the web by following links embedded
in web pages. Raw information collected by the crawlers is parsed and coded
by the indexer, which produces, for each web page, a set of word occurrences
(including word position, font type, and capitalization) and records all links
from thisweb page to other pages, thus creating the forward index. The sorter
rearranges information by words (rather than web pages), thus creating the
inverted index. The searcher uses the inverted index to answer the query, i.e.,
to compile a list of documents relevant to the keywords and phrases of the
query.

The order of the documents on the list is extremely important. A typical
list may contain tens of thousands of web pages, but at best only the first sev-
eral dozen may be reviewed by the user. Google uses two characteristics of
the web page to determine the order of the returned pages – the relevance of
the document to the query and thePageRank of theweb page. The relevance
is based on the relative position, fontification, and frequency of the key-
word(s) in the document. This factor by itself often does not produce good
search results. For example, aqueryon theword“Internet” inoneof theearly
search engines returned a list whose first entry was a web page in Chinese
containing no English words other than “Internet.” Even now, many search
engines return barely relevant results when searching on common terms.

Google uses Markov chains to rank web pages. The collection of all web
pages and links between them is viewed as a directed graph G in which the
web pages serve as vertices and the links as directed edges (from the web
page on which they appear to the web page to which they point). At the
moment there are about 1.5 billion web pages with about 10 times as many
links. We number the vertices with positive integers i = 1, 2, . . . , N. Let G̃
be the graph obtained from G by adding a vertex 0 with edges to and from
all other vertices. Let bi j = 1 if there is an edge from vertex i to vertex j
in G̃, and let O(i) be the number of outgoing edges adjacent to vertex i
in G̃. Note that O(i) > 0 for all i . Fix a damping parameter p ∈ (0, 1) (for
example, p = .75). Set Bii = 0 for i ≥ 0. For i, j > 0 and i �= j set

B0i = 1
N

, Bi0 =
{
1 if O(i) = 1,
1− p if O(i) �=1,

Bi j =
{

0 if bi j = 0,
p

O(i) if bi j = 1.

The matrix B is stochastic and primitive. Therefore, by Corollary 3.3.3,
it has a unique positive left eigenvector q with eigenvalue 1 whose entries
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add up to 1. The pair (B,q) is a Markov chain on the vertices of G̃. Google
interprets qi as the PageRank of web page i and uses it together with the
relevance factor of the page to determine how high on the return list this
page should be.

For any initial probability distributionq′ on the vertices of G̃, the sequence
q′Bn converges exponentially to q. Thus one can find an approximation for
q by computing pBn, where q′ is the uniform distribution. This approach to
finding q is computationally much easier than trying to find an eigenvector
for a matrix with 1.5 billion rows and columns.

Exercise 4.12.1. Let Abe an N× N stochastic matrix, and let An
i j be the

entries of An, i.e., An
i j is the probability of going from i to j in exactly n steps

(§4.4). Suppose q is an invariant probability distribution, qA= q.
(a) Suppose that for some j , we have Ai j = 0 for all i �= j , and An

jk > 0
for some k �= j and some n ∈ N. Show that qj = 0.

(b) Prove that if Ai j > 0 for some j �=i and An
ji = 0 for all n ∈ N, then

qi = 0.



CHAPTER FIVE

Hyperbolic Dynamics

InChapter 1,we saw several examples of dynamical systems thatwere locally
linear and had complementary expanding and/or contracting directions: ex-
panding endomorphisms of S1, hyperbolic toral automorphisms, the horse-
shoe, and the solenoid. In this chapter, we develop the theory of hyperbolic
differentiable dynamical systems, which include these examples. Locally, a
differentiable dynamical system is well approximated by a linear map –
its derivative. Hyperbolicity means that the derivative has complementary
expanding and contracting directions.

The proper setting for a differentiable dynamical system is a differen-
tiable manifold with a differentiable map, or flow. A detailed introduction
to the theory of differentiable manifolds is beyond the scope of this book.
For the convenience of the reader, we give a brief formal introduction to
differentiable manifolds in §5.13, and an even briefer informal introduction
here.

For the purposes of this book, and without loss of generality (see the em-
bedding theorems in [Hir94]), it suffices to think of a differentiablemanifold
Mn as ann-dimensional differentiable surface, or submanifold, inRN, N > n.
The implicit function theorem implies that each point inMhas a local coordi-
nate system that identifies a neighborhood of the point with a neighborhood
of 0 in Rn. For each point x on such a surface M ⊂ RN, the tangent space
TxM ⊂ RN is the space of all vectors tangent to M at x. The standard inner
product on RN induces an inner product 〈·, ·〉x on each TxM. The collection
of inner products is called a Riemannian metric, and a manifold M together
with a Riemannian metric is called a Riemannian manifold. The (intrinsic)
distance d between two points in M is the infimum of the lengths of differ-
entiable curves in M connecting the two points.

Aone-to-onedifferentiablemappingwithadifferentiable inverse is called
a diffeomorphism.

106
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A discrete-time differentiable dynamical system on a differentiable man-
ifoldM is a differentiable map f :M→M. The derivative dfx is a linear map
from TxM to Tf (x)M. In local coordinates dfx is given by thematrix of partial
derivatives of f . A continuous-time differentiable dynamical system onM is
a differentiable flow, i.e., a one-parameter group { f t }, t ∈ R, of differentiable
maps f t :M→M that depend differentiably on t . Since f−t ◦ f t = Id, each
map f t is a diffeomorphism. The derivative

v(·) = d
dt
f t(·)

∣∣∣∣
t=0

is a differentiable vector field tangent to M, and the flow { f t } is the one-
parameter group of time-t maps of the differential equation ẋ = v(x).

Differentiability, and even subtle differences in the degree of differen-
tiability, have important and sometimes surprising consequences. See, for
example, Exercise 2.5.7 and §7.2.

5.1 Expanding Endomorphisms Revisited

To illustrate and motivate some of the main ideas of this chapter we con-
sider again expanding endomorphisms of the circle Emx = mx mod 1, x ∈
[0, 1),m> 1, introduced in §1.3.

Fix ε < 1/2. A finite or infinite sequence of points (xi ) in the circle is
called an ε-orbit of Em if d(xi+1, Emxi ) < ε for all i . The point xi has m
preimages under Em that are uniformly spread on the circle. Exactly one
of them, yi−1i , is closer than ε/m to xi−1. Similarly, yi−1i has m preimages
under Em; exactly one of them, yi−2i , is closer than ε/m to xi−2. Continuing
in this manner, we obtain a point y0i with the property that d(Ej

my0i , xj ) < ε

for 0 ≤ j ≤ i . In other words, any finite ε-orbit of Em can be approximated
or shadowed by a real orbit. If (xi )∞i=0 is an infinite ε-orbit, then the limit
y = limi→∞ y0i exists (Exercise 5.1.1), andd(E

i
my, xi ) ≤ ε for i ≥ 0. Since two

different orbits of Em diverge exponentially, there canbeonly one shadowing
orbit for a given infinite ε-orbit. By construction, y depends continuously on
(xi ) in the product topology (Exercise 5.1.2).

The above discussion of the ε-orbits of Em is based solely on the uniform
forward expansion of Em. Similar arguments show that if f is C1-close to
Em, then each infinite ε-orbit (xi ) of f is shadowed by a unique real orbit of
f that depends continuously on (xi ) (Exercise 5.1.3).
Consider now f that isC1-close enough to Em. View each orbit ( f i (x)) as

an ε-orbit of Em. Let y = φ(x) be the unique point whose orbit (Eimy) shad-
ows ( f i (x)). By the above discussion, the map φ is a homeomorphism and
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Emφ(x) = φ( f (x)) for each x (Exercise 5.1.4). This means that any differen-
tiable map that is C1-close enough to Em is topologically conjugate to Em.
In other words, Em is structurally stable; see §5.5 and §5.11.
Hyperbolicity is characterized by local expansion and contraction, in com-

plementary directions. This property, which causes local instability of orbits,
surprisingly leads to the global stability of the topological pattern of the
collection of all orbits.

Exercise 5.1.1. Prove that limi→∞ y0i exists.

Exercise 5.1.2. Prove that limi→∞ y0i depends continuously on (xi ) in the
product topology.

Exercise 5.1.3. Prove that if f is C1-close to Em, then each infinite ε-orbit
(xi ) of f is approximated by a unique real orbit of f that depends continu-
ously on (xi ).

Exercise 5.1.4. Prove that φ is a homeomorphism conjugating f and Em.

5.2 Hyperbolic Sets

In this section, M is a C1 Riemannian manifold, U ⊂ M a non-empty open
subset, and f :U → f (U) ⊂ M aC1 diffeomorphism.Acompact, f -invariant
subset � ⊂ U is called hyperbolic if there are λ ∈ (0, 1),C > 0, and families
of subspaces Es(x) ⊂ TxM and Eu(x) ⊂ TxM, x ∈ �, such that for every
x ∈ �,

1. TxM = Es(x)⊕ Eu(x),
2. ‖df nx vs‖ ≤ Cλn‖vs‖ for every vs ∈ Es(x) and n ≥ 0,
3. ‖df−nx vu‖ ≤ Cλn‖vu‖ for every vu ∈ Eu(x) and n ≥ 0,
4. dfxEs(x) = Es( f (x)) and dfxEu(x) = Eu( f (x)).

The subspace Es(x) (respectively, Eu(x)) is called the stable (unstable)
subspace at x, and the family {Es(x)}x∈�({Eu(x)}x∈�) is called the stable (un-
stable) distribution of f |�. The definition allows the two extreme cases
Es(x) = {0} or Eu(x) = {0}.

The horseshoe (§1.8) and the solenoid (§1.9) are examples of hyperbolic
sets. If� = M, then f is called anAnosov diffeomorphism. Hyperbolic toral
automorphisms (§1.7) are examples ofAnosovdiffeomorphisms.Any closed
invariant subset of a hyperbolic set is a hyperbolic set.

PROPOSITION 5.2.1. Let � be a hyperbolic set of f . Then the subspaces
Es(x) and Eu(x) depend continuously on x ∈ �.
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Proof. Let xi be a sequence of points in � converging to x0 ∈ �. Passing to
a subsequence, we may assume that dimEs(xi ) is constant. Let w1,i , . . . ,wk,i
be an orthonormal basis in Es(xi ). The restriction of the unit tangent bundle
T1M to � is compact. Hence, by passing to a subsequence, wj,i converges
to wj,0 ∈ T1

x0M for each j = 1, . . . ,k. Since condition 2 of the definition of a
hyperbolic set is a closed condition, each vector from the orthonormal frame
w1,0, . . . ,wk,0 satisfies condition 2 and, by the invariance (condition 4), lies
in Es(x0). It follows that dimEs(x0) ≥ k= dimEs(xi ). A similar argument
shows that dimEu(x0) ≥ dimEu(xi ). Hence, by (1), dimEs(x0) = dimEs(xi )
and dimEu(x0) = dimEu(xi ), and continuity follows. ��

Any twoRiemannianmetrics onMare equivalent on a compact set, in the
sense that the ratios of the lengths of non-zero vectors are bounded above
and away from zero. Thus the notion of a hyperbolic set does not depend
on the choice of the Riemannian metric on M. The constant C depends on
the metric, but λ does not (Exercise 5.2.2). However, as the next proposition
shows, we can choose a particularly nice metric andC = 1 by using a slightly
larger λ.

PROPOSITION 5.2.2. If � is a hyperbolic set of f with constants C and λ,
then for every ε > 0 there is a C1 Riemannian metric 〈·, ·〉′ in a neighborhood
of�, called the Lyapunov, or adapted, metric (to f ), with respect to which f
satisfies the conditions of hyperbolicity with constants C′ = 1 and λ′ = λ+ ε,
and the subspaces Es(x), Eu(x) are ε-orthogonal, i.e., 〈vs, vu〉′ < ε for all unit
vectors vs ∈ Es(x), vu ∈ Eu(x), x ∈ �.

Proof. For x ∈ �, vs ∈ Es(x), and vu ∈ Eu(x), set

‖vs‖′ =
∞∑
n=0

(λ+ ε)−n
∥∥df nx vs

∥∥, ‖vu‖′ =
∞∑
n=0

(λ+ ε)−n
∥∥df−nx vu

∥∥. (5.1)

Both series converge uniformly for ‖vs‖, ‖vu‖ ≤ 1 and x ∈ �. We have

‖dfxvs‖′ =
∞∑
n=0

(λ+ ε)−n
∥∥df n+1x vs

∥∥ = (λ+ ε)(‖vs‖′ − ‖vs‖) < (λ+ ε)‖vs‖′,

and similarly for ‖df−1x vu‖′. For v = vs + vu ∈ TxM, x ∈ �, define ‖v‖′ =√
(‖vs‖′)2 + (‖vu‖′)2. The metric is recovered from the norm:

〈v,w〉′ = 1
2
(‖v + w‖′2 − ‖v‖′2 − ‖w‖′2).

With respect to this continuous metric, Es and Eu are orthogonal and f
satisfies the conditions of hyperbolicity with constant 1 and λ+ ε. Now, by
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standard methods of differential topology [Hir94], 〈·, ·〉′ can be uniformly
approximated on � by a smooth metric defined in a neighborhood of �.

��
Observe that to construct an adapted metric it is enough to consider

sufficiently long finite sums instead of infinite sums in (5.1).
A fixed point x of a differentiable map f is called hyperbolic if no eigen-

value of dfx lies on the unit circle. A periodic point x of f of period k is
called hyperbolic if no eigenvalue of df kx lies on the unit circle.

Exercise 5.2.1. Construct a diffeomorphism of the circle that satisfies the
first three conditions of hyperbolicity (with � being the whole circle) but
not the fourth condition.

Exercise 5.2.2. Prove that if � is a hyperbolic set of f :U → M for some
Riemannian metric on M, then � is a hyperbolic set of f for any other
Riemannian metric on M with the same constant λ.

Exercise 5.2.3. Let x be a fixed point of a diffeomorphism f . Prove that
{x} is a hyperbolic set if and only if x is a hyperbolic fixed point. Identify the
constants C and λ. Give an example when dfx has exactly two eigenvalues
µ ∈ (0, 1) and µ−1, but λ �=µ.

Exercise 5.2.4. Prove that the horseshoe (§1.8) is a hyperbolic set.

Exercise 5.2.5. Let �i be a hyperbolic set of fi :Ui → Mi , i = 1, 2. Prove
that �1 ×�2 is a hyperbolic set of f1 × f2:U1 ×U2 → M1 × M2.

Exercise 5.2.6. LetM be a fiber bundle over Nwith projection π . LetU be
an open set in M, and suppose that � ⊂ U is a hyperbolic set of f :U → M
and that g: N→ N is a factor of f . Prove that π(�) is a hyperbolic set of g.

Exercise 5.2.7. What are necessary and sufficient conditions for a periodic
orbit to be a hyperbolic set?

5.3 ε-Orbits

An ε-orbit of f :U → M is a finite or infinite sequence (xn) ⊂ U such that
d( f (xn), xn+1) ≤ ε for all n. Sometimes ε-orbits are referred to as pseudo-
orbits. For r ∈ {0, 1}, denote by distr the distance in the space ofCr -functions
(see §5.13).

THEOREM 5.3.1. Let � be a hyperbolic set of f :U → M. Then there is an
open set O ⊂ U containing � and positive ε0, δ0 with the following property:
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for every ε > 0 there is δ > 0 such that for any g:O→ Mwithdist1(g, f ) < ε0,
any homeomorphism h: X→ Xof a topological space X, and any continuous
map φ: X→O satisfying dist0(φ ◦ h, g ◦ φ) < δ there is a continuous map
ψ : X→Owith ψ ◦ h = g ◦ ψ and dist0(φ, ψ) < ε. Moreover, ψ is unique in
the sense that if ψ ′ ◦ h = g ◦ ψ ′ for some ψ ′: X→O with dist0(φ, ψ ′) < δ0,
then ψ ′ = ψ .

Theorem 5.3.1 implies, in particular, that any collection of bi-infinite
pseudo-orbits near a hyperbolic set is close to a unique collection of genuine
orbits that shadow it (Corollary 5.3.2). Moreover, this property holds not
only for f itself but for any diffeomorphism C1-close to f . In the simplest
example, if X is a single point x (and h is the identity), Theorem 5.3.1 implies
the existence of a fixed point nearh(x) for any diffeomorphismC1-close to f .

Proof.1 By the Whitney embedding theorem [Hir94], we may assume that
themanifoldM is anm-dimensional submanifold inRN for some largeN. For
y ∈ M, let Dα(y) be the disk of radius α centered at y in the (N−m)-plane
E⊥(y) ⊂ RN that passes through y and is perpendicular to TyM. Since � is
compact, by the tubular neighborhood theorem [Hir94], for any relatively
compact open neighborhood O of � in M there is α ∈ (0, 1) such that the α-
neighborhood Oα of O in RN is foliated by the disks Dα(y). For each z ∈ Oα

there is a unique point π(z) ∈ M closest to y, and themap π is the projection
to M along the disks Dα(y). Each map g:O→M can be extended to a map
g̃:Oα →M by

g̃(z) = g(π(z)).
Let C(X,Oα) be the set of continuous maps from X to Oα with distance
dist0. Note that Oα is bounded and φ ∈ C(X,Oα). Let � be the Banach
space of bounded continuous vector fields v: X→RN with the norm ‖v‖ =
supx∈X ‖v(x)‖. The map φ′ �→φ′ − φ is an isometry from the ball of radius
α centered at φ in C(X,Oα) onto the ball Bα of radius α centered at 0 in �.
Define �: Bα → � by

(�(v))(x) = g̃(φ(h−1(x))+ v(h−1(x)))− φ(x), v ∈ Bα, x ∈ X.

If v is a fixed point of� andψ(x) = φ(x)+ v(x), then g̃(ψ(h−1(x))) = ψ(x).
Observe that g̃(y) ∈ M and hence ψ(x) ∈ M for x ∈ X and g(ψ(h−1(x))) =
ψ(x). Thus to prove the theorem it suffices to show that� has a unique fixed
point near φ, which depends continuously on g.

1 The main idea of this proof was communicated to us by A. Katok.
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Themap� is differentiable as amap of Banach spaces, and the derivative

(d�vw)(x) = dg̃φ(h−1(x))+v(h−1(x))w(h
−1(x))

is continuous in v. To establish the existence anduniqueness of a fixed point v
and its continuous dependence on g, we study the derivative of �. By taking
the maximum of appropriate derivatives we obtain that ‖(d�vw)(x)‖ ≤
L‖w‖, where L depends on the first derivatives of g and on the embedding
but does not depend on X, h, and φ. For v = 0,

(d�0w)(x) = dg̃φ(h−1(x))w(h
−1(x)).

Since� is a hyperbolic set, for some constants λ ∈ (0, 1) andC > 1, we have
for every y ∈ � and n ∈ N

∥∥df ny v
∥∥ ≤ Cλn‖v‖ if v ∈ Es(y), (5.2)∥∥df−ny v
∥∥ ≤ Cλn‖v‖ if v ∈ Eu(y). (5.3)

For z ∈ Oα , let T̃z denote the m-dimensional plane through z that is or-
thogonal to the disk Dα(π(z)). The planes T̃z form a differentiable distri-
bution on Oα . Note that T̃z = TzM for z ∈ O. Extend the splitting TyM =
Es(y)⊕ Eu(y) continuously from � to Oα (decreasing the neighborhood O
and α if necessary) so that Es(z)⊕ Eu(z) = T̃z and TzRN = Es(z)⊕ Eu(z)⊕
E⊥(π(z)). Denote by Ps, Pu, and P⊥ the projections in each tangent space
TzRN onto Es(z), Eu(z), and E⊥(π(z)), respectively.

Fix n ∈ N so that Cλn < 1/2. By (5.2)–(5.3) and continuity, for a small
enough α > 0 and small enough neighborhood O ⊃ �, there is ε0 > 0 such
that for every gwithdist1( f, g) < ε0, every z ∈ Oα , andeveryvs ∈ Es(z), vu ∈
Eu(z), v⊥ ∈ E⊥(π(z)) we have

∥∥Psdg̃nzvs∥∥ ≤ 1
2
‖vs‖, ∥∥Pudg̃nzvs∥∥ ≤ 1

100
‖vs‖, (5.4)

∥∥Pudg̃nzvu∥∥ ≥ 2‖vu‖, ∥∥Psdg̃nzvu∥∥ ≤ 1
100

‖vu‖, (5.5)

dg̃nzv
⊥ = 0. (5.6)

Denote

�ν = {v ∈ �: v(x) ∈ Eν(φ(x)) for all x ∈ X}, ν = s,u,⊥.



5.3. ε-Orbits 113

The subspaces�s, �u, �⊥ are closed and� = �s ⊕ �u ⊕ �⊥. By construction,

d�0 =

 Ass Asu 0
Aus Auu 0
0 0 0


 ,

where Ai j :�i → � j , i, j = s,u. By (5.4)–(5.6), there are positive ε0 and δ

such that if dist1( f, g) < ε0 and dist0(φ ◦ h, g ◦ φ) < δ, then the spectrum of
d�0 is separated from the unit circle. Therefore the operator d�0 − Id is
invertible and

‖(d�0 − Id)−1‖ < K,

where K depends only on f and φ.
As for maps of finite-dimensional linear spaces, �(v) = �(0)+ d�0v +

H(v), where ‖H(v1)− H(v2)‖ ≤ C1 max{‖v1‖, ‖v2‖} · ‖v1 − v2‖ for some
C1 > 0 and small ‖v1‖, ‖v2‖. A fixed point v of � satisfies

F(v) = −(d�0 − Id)−1(�(0)+ H(v)) = v.

If ζ > 0 is small enough, then for any v1, v2 ∈ � with ‖v1‖, ‖v2‖ < ζ ,

‖F(v1)− F(v2)‖ <
1
2
‖v1 − v2‖.

Thus for an appropriate choice of constants and neighborhoods in the con-
struction, F :� → � is a contraction, and therefore has a unique fixed point,
which depends continuously on g. ��

Theorem 5.3.1 implies that an ε-orbit lying in a small enough neighbor-
hood of a hyperbolic set can be globally (i.e., for all times) approximated by
a real f -orbit in the hyperbolic set. This property is called shadowing (the
real orbit shadows the pseudo-orbit). A continuous map f of a topological
space X has the shadowing property if for every ε > 0 there is δ > 0 such
that every δ-orbit is ε-approximated by a real orbit.

For ε > 0, denote by �ε the open ε-neighborhood of �.

COROLLARY 5.3.2 (Anosov’s Shadowing Theorem). Let� be a hyperbolic
set of f :U → M. Then for every ε > 0 there is δ > 0 such that if (xk) is a finite
or infinite δ-orbit of f and dist(xk, �) < δ for all k, then there is x ∈ �ε with
dist( f k(x), xk) < ε.

Proof. Choose a neighborhood O satisfying the conclusion of Theorem
5.3.1, and choose δ > 0 such that �δ ⊂ O. If (xk) is finite or semi-infinite,
add to (xk) the preimages of some y0 ∈ � whose distance to the first point
of (xk) is < δ, and/or the images of some ym ∈ � whose distance to the
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last point of (xk) is < δ, to obtain a doubly infinite δ-orbit lying in the δ-
neighborhood of �. Let X= (xk) with discrete topology, g = f, h be the
shift xk �→xk+1, and φ: X→ U be the inclusion, φ(xk) = xk. Since (xk) is a
δ-orbit, dist(φ(h(xk)), f (φ(xk)) < δ. Theorem5.3.1 applies, and the corollary
follows. ��

As in Chapter 2, denote by NW( f ) the set of non-wandering points, and
by Per( f ) the set of periodic points of f . If � is f -invariant, denote by
NW( f |�) the set of non-wandering points of f restricted to �. In general,
NW( f |�) �=NW( f ) ∩�.

PROPOSITION 5.3.3. Let�be a hyperbolic set of f :U →M.ThenPer( f |�)
= NW( f |�).
Proof. Fix ε > 0 and let x ∈ NW( f |�). Choose δ from Theorem 5.3.1, and
let V = B(x, δ/2) ∩�. Since x ∈ NW( f |�), there is n ∈ N such that f n(V) ∩
V �= ∅. Let z ∈ f−n( f n(V) ∩ V) = V ∩ f−n(V). Then {z, f (z), . . . , f n−1(z)}
is a δ-orbit, so by Theorem 5.3.1 there is a periodic point of period n within
2ε of z. ��
COROLLARY 5.3.4. If f :M→M is Anosov, then Per( f ) = NW( f ).

Exercise 5.3.1. Interpret Theorem 5.3.1 for X= Zm and h(z) = z+ 1
modm.

Exercise 5.3.2. Let � be a hyperbolic set of f :U →M. Prove that the
restriction f |� is expansive.

Exercise 5.3.3. Let T: [0, 1]→ [0, 1] be the tent map: T(x) = 2x for 0 ≤
x ≤ 1/2 and T(x) = 2(1− x) for 1/2 ≤ x ≤ 1. Does T have the shadowing
property?

Exercise 5.3.4. Prove that a circle rotation does not have the shadowing
property. Prove that no isometry of a manifold has the shadowing property.

Exercise 5.3.5. Show that every minimal hyperbolic set consists of exactly
one periodic orbit.

5.4 Invariant Cones

Although hyperbolic sets are defined in terms of invariant families of linear
spaces, it is often convenient, and in more general settings even necessary,
to work with invariant families of linear cones instead of subspaces. In this
section, we characterize hyperbolicity in terms of families of invariant cones.
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Let � be a hyperbolic set of f :U → M. Since the distributions Es and
Eu are continuous (Proposition 5.2.1), we extend them to continuous distri-
butions Ẽs and Ẽu defined in a neighborhood U(�) ⊃ �. If x ∈ U(�) and
v ∈ TxM, let v = vs + vu with vs ∈ Ẽs(x) and vu ∈ Ẽu(x). Assume that the
metric is adapted with constant λ. For α > 0, define the stable and unstable
cones of size α by

Ksα(x) = {v ∈ TxM: ‖vu‖ ≤ α‖vs‖},
Kuα (x) = {v ∈ TxM: ‖vs‖ ≤ α‖vu‖}.

For a cone K, let
◦
K= int(K) ∪ {0}. Let �ε = {x ∈ U: dist(x, �) < ε }.

PROPOSITION 5.4.1. For every α > 0 there is ε = ε(α) > 0 such that f i (�ε)
⊂ U(�), i = −1, 0, 1, and for every x ∈ �ε

dfxKuα (x)⊂
◦
Ku

α( f (x)) and df−1f (x)K
s
α( f (x))⊂

◦
Ks

α(x).

Proof. The inclusions hold for x ∈ �. The statement follows by continuity.
��

PROPOSITION 5.4.2. For every δ > 0 there are α > 0 and ε > 0 such that
f i (�ε) ⊂ U(�), i = −1, 0, 1, and for every x ∈ �ε∥∥df−1x v

∥∥ ≤ (λ+ δ)‖v‖ i f v ∈ Kuα (x),

and

‖dfxv‖ ≤ (λ+ δ)‖v‖ i f v ∈ Ksα(x).

Proof. The statement follows by continuity for a small enough α and ε =
ε(α) from Proposition 5.4.1. ��

The following proposition is the converse of Propositions 5.4.1 and 5.4.2.

PROPOSITION 5.4.3. Let � be a compact invariant set of f :U →M. Sup-
pose that there is α > 0 and for every x ∈ � there are continuous subspaces
Ẽs(x) and Ẽu(x) such that Ẽs(x)⊕ Ẽu(x) = TxM, and the α-cones Ksα(x) and
Kuα (x) determined by the subspaces satisfy
1. dfxKuα (x) ⊂ Kuα ( f (x)) and df

−1
f (x)K

s
α( f (x)) ⊂ Ksα(x), and

2. ‖dfxv‖ < ‖v‖ for non-zero v ∈ Ksα(x), and ‖df−1x v‖ < ‖v‖ for non-
zero v ∈ Kuα (x).

Then � is a hyperbolic set of f .
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Proof. By compactness of � and of the unit tangent bundle of M, there is
a constant λ ∈ (0, 1) such that

‖dfxv‖ ≤ λ‖v‖ for v ∈ Ksα(x) and
∥∥df−1x v

∥∥ ≤ λ‖v‖ for v ∈ Kuα (x).

For x ∈ �, the subspaces

Es(x) =
⋂
n≥0
df−nf n(x)K

s( f n(x)) and Eu(x) =
⋂
n≥0
df nf−n(x)K

u( f−n(x))

satisfy the definition of hyperbolicity with constants λ and C = 1. ��
Let

�s
ε = {x ∈ U: dist( f n(x), �) < ε for all n ∈ N0},

�u
ε = {x ∈ U: dist( f−n(x), �) < ε for all n ∈ N0}.

Note that both sets are contained in�ε and that f (�s
ε) ⊂ �s

ε, f
−1(�u

ε ) ⊂ �u
ε .

PROPOSITION 5.4.4. Let � be a hyperbolic set of f with adapted metric.
Then for every δ > 0 there is ε > 0 such that the distributions Es and Eu can
be extended to �ε so that
1. Es is continuous on �s

ε , and E
u is continuous on �u

ε ,
2. if x ∈ �ε ∩ f (�ε) thendfxEs(x) = Es( f (x))anddfxEu(x) = Eu( f (x)),
3. ‖dfxv‖ < (λ+ δ)‖v‖ for every x ∈ �ε and v ∈ Es(x),
4. ‖df−1x v‖ < (λ+ δ)‖v‖ for every x ∈ �ε and v ∈ Eu(x).

Proof. Choose ε > 0 small enough that�ε ⊂ U(�). For x ∈ �s
ε , let E

s(x) =
limn→∞ df−nf n(x)(Ẽ

s( f n(x))). By Proposition 5.4.2, the limit exists if δ, α, and ε

are small enough. If x ∈ �ε\�s
ε , let n(x) ∈ N be such that f n(x) ∈ �ε for n =

0, 1, . . . ,n(x) and f n(x)+1(x) /∈ �ε , and let Es(x) = df−n(x)f n(x) (Ẽ
s( f n(x)(x))).

The continuity of Es on�s
ε and the required properties follow from Proposi-

tion 5.4.2. A similar construction with f replaced by f−1 gives an extension
of Eu. ��
Exercise 5.4.1. Prove that the solenoid (§1.9) is a hyperbolic set.

Exercise 5.4.2. Let � be a hyperbolic set of f . Prove that there is an open
set O ⊃ � and ε > 0 such that for every g with dist1( f, g) < ε, the invariant
set �g =

⋂∞
n=−∞ g

n(O) is a hyperbolic set of g.

Exercise 5.4.3. Prove that the topological entropy of an Anosov diffeo-
morphism is positive.
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Exercise 5.4.4. Let � be a hyperbolic set of f . Prove that if dim Eu(x) > 0
for each x ∈ �, then f has sensitive dependence on initial conditions on �

(see §1.12).

5.5 Stability of Hyperbolic Sets

In this section, we use pseudo-orbits and invariant cones to obtain key prop-
erties of hyperbolic sets. The next two propositions imply that hyperbolicity
is “persistent.”

PROPOSITION 5.5.1. Let � be a hyperbolic set of f :U → M. There is an
open set U(�) ⊃ � and ε0 > 0 such that if K ⊂ U(�) is a compact invari-
ant subset of a diffeomorphism g:U → M with dist1(g, f ) < ε0, then K is a
hyperbolic set of g.

Proof. Assume that themetric is adapted to f , and extend the distributions
Esf and E

u
f to continuous distributions Ẽsf and Ẽ

u
f defined in an open neigh-

borhoodU(�) of�. For an appropriate choice ofU(�), ε0, and α, the stable
and unstable α-cones determined by Ẽsf and Ẽ

u
f satisfy the assumptions of

Proposition 5.4.3 for the map g. ��
Denote by Diff1(M) the space of C1 diffeomorphisms of M with the C1

topology.

COROLLARY 5.5.2. The set of Anosov diffeomorphisms of a given compact
manifold is open in Diff1(M).

PROPOSITION 5.5.3. Let � be a hyperbolic set of f :U → M. For every
open set V ⊂ U containing � and every ε > 0, there is δ > 0 such that
for every g:V→ M with dist1(g, f ) < δ, there is a hyperbolic set K ⊂ V
of g and a homeomorphism χ :K→ � such that χ ◦ g|K = f |� ◦ χ and
dist0(χ, Id) < ε.

Proof. Let X= �, h = f |�, and let φ:� ↪→ U be the inclusion. By
Theorem 5.3.1, there is a continuous map ψ :�→ U such that ψ ◦ f |� =
g ◦ ψ . Set K = ψ(�). Now apply Theorem 5.3.1 to X= K, h = g|K, and the
inclusion φ:K ↪→ M to get ψ ′:K→ U with ψ ′ ◦ g|K = f |� ◦ ψ . By unique-
ness,ψ−1 = ψ ′. For a small enough δ, the map χ = ψ ′ is close to the identity,
and, by Proposition 5.5.1, K is hyperbolic. ��

A C1 diffeomorphism f of a C1 manifold M is called structurally stable
if for every ε > 0 there is δ > 0 such that if g ∈ Diff1(M) and dist1(g, f ) <

δ, then there is a homeomorphism h:M→ M for which f ◦ h = h ◦ g and
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dist0(h, Id) < ε. If one demands that the conjugacy h be C1, the definition
becomes vacuous. For example, if f has a hyperbolic fixed point x, then any
small enough perturbation g has a fixed point y nearby; if the conjugation
is differentiable, then the matrices dgy and dfx are similar. This condition
restricts g to lie in a proper submanifold of Diff1(M).

COROLLARY 5.5.4. Anosov diffeomorphisms are structurally stable.

Exercise 5.5.1. Interpret Proposition 5.5.3 when� is a hyperbolic periodic
point of f .

5.6 Stable and Unstable Manifolds

Hyperbolicity is defined in terms of infinitesimal objects: a family of linear
subspaces invariant by the differential of a map. In this section, we construct
the corresponding integral objects, the stable and unstable manifolds.

For δ > 0, let Bδ = B(0, δ) ⊂ Rm be the ball of radius δ at 0.

PROPOSITION 5.6.1 (Hadamard–Perron). Let f = ( fn)n∈N0 , fn: Bδ → Rm,
be a sequence of C1 diffeomorphisms onto their images such that fn(0) = 0.
Suppose that for each n there is a splittingRm = Es(n)⊕ Eu(n) and λ ∈ (0, 1)
such that
1. d fn(0)Es(n) = Es(n+ 1) and dfn(0)Eu(n) = Eu(n+ 1),
2. ‖dfn(0)vs‖ < λ‖vs‖ for every vs ∈ Es(n),
3. ‖dfn(0)vu‖ > λ−1‖vu‖ for every vu ∈ Eu(n),
4. the angles between Es(n) and Eu(n) are uniformly bounded away

from 0,
5. {dfn(·)}n∈N0 is an equicontinuous family of functions from Bδ to

GL(m, R).
Then there are ε > 0 and a sequence φ = (φn)n∈N0 of uniformly Lipschitz

continuous maps φn: Bsε = {v ∈ Es(n): ‖v‖ < ε} → Eu(n) such that
1. graph(φn) ∩ Bε = Ws

ε (n) := {x ∈ Bε : ‖ fn+k−1 ◦ · · · ◦ fn+1 ◦ fn(x)‖
→k→∞0},

2. fn(graph(φn)) ⊂ graph(φn+1),
3. if x ∈ graph(φn), then ‖ fn(x)‖ ≤ λ‖x‖, so by (2), f kn (x)→ 0 exponen-

tially as k→∞,
4. for x ∈ Bε\graph(φn),∥∥Pun+1 fn(x)− φn+1

(
Psn+1 fn(x)

)∥∥ > λ−1
∥∥Pun x − φn

(
Psn x

)∥∥,

where Psn (P
u
n ) denotes the projection onto E

s(n)(Eu(n)) parallel to
Eu(n)(Es(n)),
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5. φn is differentiable at 0 and dφn(0) = 0, i.e., the tangent plane to
graph(φn) is Es(n).

6. φ depends continuously on f in the topologies induced by the following
distance functions:

d0(φ, ψ) = sup
n∈N0, x∈Bε

2−n|φn(x)− ψn(x)|,

d( f, g) = sup
n∈N0

2−ndist1( fn, gn),

where dist1 is the C1 distance.

Proof. For positive constants L and ε, let �(L, ε) be the space of se-
quences φ = (φn)n∈N0 , where φn: Bsε → Eu(n) is a Lipschitz-continuous map
with Lipschitz constant L and φn(0) = 0. Define distance on �(L, ε) by
d(φ, ψ) = supn∈N0, x∈Bε

|φn(x)− ψn(x)|. This metric is complete.
We now define an operator F :�(L, ε)→ �(L, ε) called the graph trans-

form. Suppose φ = (φn) ∈ �. We prove in the next lemma that for a small
enough ε, the projection of the set f−1n (graph(φn+1)) onto Es(n) covers
Esε(n), and f−1n (graph(φn+1)) contains the graph of a continuous function
ψn: Bsε → Euε (n) with Lipschitz constant L. We set F(φ)n = ψn.

Note that a map h:Rk→ Rl is Lipschitz continuous at 0 with Lipschitz
constant L if and only if the graph of h lies in the L-cone about Rk, and is
Lipschitz continuous at x ∈ Rk if and only if its graph lies in the L-cone about
the translate of Rk by (x, h(x)).

LEMMA 5.6.2. For any L> 0, there exists ε > 0 such that the graph transform
F is a well-defined operator on �(L, ε).

Proof. For L> 0 and x ∈ Bε , let KsL(n) denote the stable cone

KsL(n) = {v ∈ Rm: v = vs + vu, vs ∈ Es(n), vu ∈ Eu(n), |vu| ≤ L|vs |}.
Note that df−1n (0)KsL(n+ 1) ⊂ KsL(n) for any L> 0. Therefore, by the uni-
form continuity of dfn, for any L> 0 there is ε > 0 such that df−1n (x)KsL(n+
1) ⊂ KsL(n) for any n ∈ N0 and x ∈ Bε . Hence the preimage under fn of
the graph of a Lipschitz-continuous function is the graph of a Lipschitz-
continuous function. For φ ∈ �(L, ε), consider the following composition
β = Ps(n) ◦ f−1n ◦ φn, where Ps(n) is the projection onto Es(n) parallel to
Eu(n). If ε is small enough, then β is an expanding map and its image covers
Bsε (n) (Exercise 5.6.1). Hence F(φ) ∈ �(L, ε). ��

The next lemma shows that F is a contracting operator for an appropriate
choice of ε and L.
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Eu(n)

Es(n)
ψ′
n

φn+1

φ′
n

cu

0 y

fn

Eu(n + 1)

Es(n + 1)

fn(c
u)

ψn+1

0 z

Figure 5.1. Graph transform applied to φ and ψ .

LEMMA 5.6.3. There are ε > 0 and L> 0 such that F is a contracting oper-
ator on �(L, ε).

Proof. For L ∈ (0, 0.1), let KuL(n) denote the unstable cone

KuL(n) = {v ∈ Rm: v = vs + vu, vs ∈ Es(n), vu ∈ Eu(n), |vu| ≥ L−1|vs |},
and note that dfn(0)KuL(n) ⊂ KuL(n+ 1). As in Lemma 5.6.2, by the uniform
continuity of dfn, for any L> 0 there is ε > 0 such that the inclusion
dfnKuL(n) ⊂ KuL(n+ 1) holds for every n ∈ N0 and x ∈ Bε .

Let φ, ψ ∈ �(L, ε), φ′ = F(φ), ψ ′ = F(ψ) (see Figure 5.1). For any η > 0
there are n ∈ N0 and y ∈ Bsε such that |φ′n(y)− ψ ′

n(y)| > d(φ′, ψ ′)− η. Let cu

be the straight line segment from (y, φ′n(y)) to (y, φ′n(y)). Since c
u is parallel

to Eu(n), we have that length( fn(cu)) > λ−1 length(cu). Let fn(y, ψ ′
n(y)) =

(z, ψn+1(z)), and consider the curvilinear triangle formed by the straight line
segment from (z, φn+1(z)) to (z, ψn+1(z)), fn(cu), and the shortest curve on
the graph of ψn+1 connecting the ends of these curves. For a small enough
ε > 0 the tangent vectors to the image fn(cu) lie inKuL(n+ 1) and the tangent
vectors to the graph of φn+1 lie in KsL(n+ 1). Therefore,

|φn+1(z)− ψn+1(z)| ≥ length( fn(cu))
1+ 2L

− L(1+ L) · length( fn(cu))
≥ (1− 4L)length( fn(cu)),

and

d(φ, ψ) ≥ |φn+1(z)− ψn+1(z)| ≥ (1− 4L) length ( fn(cu))

> (1− 4L)λ−1 length (cu) = (1− 4L)λ−1(d(φ′, ψ ′)− η).

Since η is arbitrary, F is contracting for small enough L and ε. ��
Since F is contracting (Lemma 5.6.3) and depends continuously on f ,

it has a unique fixed point φ ∈ �(L, ε), which depends continuously on f
(property 6) and automatically satisfies property 2. The invariance of the
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stable and unstable cones (with a small enough ε) implies that φ satisfies
properties 3 and 4. Property 1 follows immediately from 3 and 4. Since
property 1 gives a geometric characterization of graph(φn), the fixed point
of F for a smaller ε is a restriction of the fixed point of F for a larger ε to
a smaller domain. As ε → 0 and L→∞, the stable cone KsL(0,n) (which
contains graph(φn)) tends to Es(n). Therefore Es(n) is the tangent plane to
graph(φn) at 0 (property 5). ��

The following theorem establishes the existence of local stable manifolds
for points in a hyperbolic set � and in �s

δ , and of local unstable manifolds
for points in � and in �u

δ (see §5.4); recall that�s
δ ⊃ � and �u

δ ⊃ �.

THEOREM 5.6.4. Let f :M→ Mbe a C1 diffeomorphism of a differentiable
manifold, and let � ⊂ Mbe a hyperbolic set of f with constant λ (the metric
is adapted).
Then there are ε, δ > 0 such that for every xs ∈ �s

δ and every x
u ∈ �u

δ

(see §5.4)
1. the sets

Ws
ε (x

s)={y ∈ M: dist( f n(xs), f n(y)) < ε for all n ∈ N0},
Wu

ε (x
u)={y ∈ M: dist( f−n(xu), f−n(y)) < ε for all n ∈ N0},

called the local stable manifold of xs and the local unstable manifold
of xu, are C1 embedded disks,

2. TysWs
ε (x

s) = Es(ys) for every ys ∈ Ws
ε (x

s), and TyuWu
ε (x

u) = Eu(yu)
for every yu ∈ Wu

ε (x
u) (see Proposition 5.4.4),

3. f (Ws
ε (x

s)) ⊂ Ws
ε ( f (x

s)) and f−1(Wu
ε ( f (x

u))) ⊂ Wu
ε (x

u),
4. if ys, zs ∈ Ws

ε (x
s), then ds( f (ys), f (zs)) < λds(ys, zs), where ds is the

distance along Ws
ε (x

s),
if yu, zu ∈ Wu

ε (x
u), then du( f−1(yu), f−1(zu)) < λdu(yu, zu), where du

is the distance along Wu
ε (x

u),
5. if 0 < dist(xs, y) < ε and exp−1xs (y) lies in the δ-cone Kuδ (x

s), then dist
( f (xs), f (y)) > λ−1dist(xs, y),

if 0 < dist(xu, y) < ε and exp−1xu (y) lies in the δ-cone Ksδ (x
u), then

dist( f (xu), f (y)) < λdist(xs, y),
6. if ys ∈ Ws

ε (x
s), then Ws

α(y
s) ⊂ Ws

ε (x
s) for some α > 0,

if yu ∈ Wu
ε (x

u), then Wu
β (y

u) ⊂ Wu
ε (x

u) for some β > 0,

Proof. Since �s
δ ⊃ � is compact, for a small enough δ there is a collec-

tion U of coordinate charts (Ux, ψx), x ∈ �s
δ , such that Ux covers the

δ-neighborhood of x and the changes of coordinates ψx ◦ ψ−1
y between

the charts have equicontinuous first derivatives. For any point xs ∈ �s
δ , let
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fn = ψ f n(xs) ◦ f ◦ ψ−1
f n−1(xs), E

s(n) = dψ f n(xs)(xs)Es( f n(xs)), and Eu(n)=
dψ f n(x)(x)Eu( f n(x)), apply Proposition 5.6.1, and setWs

ε (x) = Ws
0 (ε). Simi-

larly, apply Proposition 5.6.1 to f−1 to construct the local unstablemanifolds.
Properties 1–6 follow immediately from Proposition 5.6.1. ��

Let� be a hyperbolic set of f :U →M and x ∈ �. The (global) stable and
unstable manifolds of x are defined by

Ws(x) = {y ∈ M:d( f n(x), f n(y))→ 0 as n→∞},
Wu(x) = {y ∈ M:d( f−n(x), f−n(y))→ 0 as n→∞}.

PROPOSITION 5.6.5. There is ε0 > 0 such that for every ε ∈ (0, ε0), for every
x ∈ �,

Ws(x) =
∞⋃
n=0

f−n
(
Ws

ε ( f
n(x)

)
, Wu(x) =

∞⋃
n=0

f n
(
Wu

ε ( f
−n(x)).

Proof. Exercise 5.6.2. ��
COROLLARY 5.6.6. The global stable and unstable manifolds are embed-
ded C1 submanifolds of M homeomorphic to the unit balls in corresponding
dimensions.

Proof. Exercise 5.6.3. ��
Exercise 5.6.1. Suppose f :Rm→ Rm is a continuous map such that
| f (x)− f (y)| ≥ a|x − y| for some a > 1, for all x, y ∈ Rm. If f (0) = 0, show
that the image of a ball of radius r > 0 centered at 0 contains the ball of
radius ar centered at 0.

Exercise 5.6.2. Prove Proposition 5.6.5.

Exercise 5.6.3. Prove Corollary 5.6.6.

5.7 Inclination Lemma

Let M be a differentiable manifold. Recall that two submanifolds N1, N2 ⊂
M of complementary dimensions intersect transversely (or are transverse) at
a point p ∈ N1 ∩ N2 if TpM = TpN1 ⊕ TpN2. We write N1 ∩| N2 if every point
of intersection of N1 and N2 is a point of transverse intersection.

Denote by Biε the open ball of radius ε centered at 0 in Ri . For v ∈ Rm =
Rk × Rl , denote by vu ∈ Rk and vs ∈ Rl the components of v = vu + vs , and
by πu:Rm→ Rk the projection to Rk. For δ > 0, let Kuδ = {v ∈ Rm: ‖vs‖ ≤
δ‖vu‖} and Ksδ = {v ∈ Rm: ‖vu‖ ≤ δ‖vs‖}.
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In

B k
ε0

φ(Dn)

B l
ε

Rk

graph(φ)

Figure 5.2. The image of the graph of φ under f n.

LEMMA 5.7.1. Let λ ∈ (0, 1), ε, δ ∈ (0, 0.1). Suppose f : Bkε × Blε → Rm and
φ: Bkε → Blε are C

1 maps such that
1. 0 is a hyperbolic fixed point of f ,
2. Wu

ε (0) = Bkε × {0} and Ws
ε (0) = {0} × Blε ,

3. ‖dfx(v)‖ ≥ λ−1‖v‖ for every v ∈ Kuδ whenever both x, f (x) ∈ Bkε × Blε ,
4. ‖dfx(v)‖ ≤ λ‖v‖ for every v ∈ Ksδ whenever both x, f (x) ∈ Bkε × Blε ,
5. d fx(Kuδ ) ⊂ Kuδ whenever both x, f (x) ∈ Bkε × Blε ,
6. d( f−1)x(Ksδ ) ⊂ Ksδ whenever both x, f

−1(x) ∈ Bkε × Blε ,
7. T(y,φ(y))graph(φ) ⊂ Kuδ for every y ∈ Bkε ,

Then for every n ∈ N there is a subset Dn ⊂ Bkε diffeomorphic to B
k and such

that the image In under f n of the graph of the restriction φ|Dn has the following
properties: πu(In) ⊃ Bkε/2 and Tx In ⊂ Ku

δλ2n for each x ∈ In.
Proof. The lemma follows from the invariance of the cones (Exercise 5.7.2).

��
The meaning of the lemma is that the tangent planes to the image of

the graph of φ under f n are exponentially (in n) close to the “horizontal”
space Rk, and the image spreads over Bkε in the horizontal direction (see
Figure 5.2).

The following theorem, which is also sometimes called the Lambda
Lemma, implies that if f is Cr with r ≥ 1, and D is any C1-disk that in-
tersects transversely the stable manifold Ws(x) of a hyperbolic fixed point
x, then the forward images of D converge in theCr topology to the unstable
manifoldWu(x) [PdM82].We prove onlyC1 convergence. Let BuR be the ball
of radius R centered at x inWu(x) in the induced metric.

THEOREM 5.7.2 (Inclination Lemma). Let x be a hyperbolic fixed point
of a diffeomorphism f :U → M,dimWu(x) = k, and dimWs(x) = l. Let y ∈
Ws(x), and suppose that D � y is aC1 submanifoldof dimensionkintersecting
Ws(x) transversely at y.
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Then for every R> 0 and β > 0 there are n0 ∈ N and, for each n ≥ n0,
a subset D̃= D̃(R, β, n), y ∈ D̃⊂ D, diffeomorphic to an open k-disk and
such that the C1 distance between f n(D̃)) and BuR is less than β.

Proof. We will show that for some n1 ∈ N, an appropriate subset D1 ⊂
f n1 (D) satisfies the assumptions of Lemma 5.7.1. Since {x} is a hyperbolic
set of f , for any δ > 0 there is ε > 0 such that Es(x) and Eu(x) can be ex-
tended to invariant distributions Ẽs and Ẽu in the ε-neighborhood Bε of
x and the hyperbolicity constant is at most λ+ δ (Proposition 5.4.4). Since
f n(y)→ x, there is n2 ∈ N such that z= f n2 (y) ∈ Bε . Since D intersects
Ws(x) transversely, so does f n2 (D). Therefore there is η > 0 such that if
v ∈ Tz f n2 (D), ‖v‖ = 1, v = vs + vu, vs ∈ Ẽs(z), vu ∈ Ẽu(z), and vu �=0, then
‖vu‖ ≥ η‖vs‖. By Proposition 5.4.4, for a small enough δ > 0, the norm
‖df nvs‖ decays exponentially and ‖df nvu‖ grows exponentially. Therefore,
for an arbitrarily small cone size, there exists n2 ∈ N such that Tfn2 (y) f n2 (D)
lies inside the unstable cone at f n2 (y). ��
Exercise 5.7.1. Prove that if x is ahomoclinicpoint, then x is non-wandering
but not recurrent.

Exercise 5.7.2. Prove Lemma 5.7.1.

Exercise 5.7.3. Let p be a hyperbolic fixed point of f . SupposeWs(p) and
Wu(p) intersect transversely at q. Prove that the union of p with the orbit
of q is a hyperbolic set of �.

5.8 Horseshoes and Transverse Homoclinic Points

Let Rm = Rk × Rl . We will refer to Rk and Rl as the unstable and stable
subspaces, respectively, and denote by πu and π s the projections to those
subspaces. For v ∈ Rm, denote vu = πu(v) ∈ Rk and vs = π s(v) ∈ Rl . For
α ∈ (0, 1), call the sets Kuα = {v ∈ Rm: |vs | ≤ α|vu|} and Ksα = {v ∈ Rm: |vu| ≤
α|vs |} the unstable and stable cones, respectively. Let Ru = {x ∈ Rk: |x| ≤
1}, Rs = {x ∈ Rl : |x| ≤ 1}, and R= Ru × Rs . For z= (x, y), x ∈ Rk, y ∈ R l ,
the sets F s(z) = {x} × Rs and Fu(z) = Ru × {y}will be referred to as unsta-
ble and stable fibers, respectively. We say that a C1 map f : R→ Rm has a
horseshoe if there are λ, α ∈ (0, 1) such that

1. f is one-to-one on R;
2. f (R) ∩ R has at least two components �0, . . . , �q−1;
3. if z∈ R and f (z)∈�i , 0≤ i <q, then the sets Gu

i (z)= f (Fu(z)) ∩
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Figure 5.3. A non-linear horseshoe.

�i and Gsi (z) = f−1(Fs( f (z)) ∩�i ) are connected, and the restric-
tions of πu to Gui (z) and of π s to Gs

i (z) are onto and one-to-one;
4. if z, f (z) ∈ R, then the derivative dfz preserves the unstable cone Kuα

and λ|dfzv| ≥ |v| for every v ∈ Kuα , and the inverse df−1f (z) preserves

the stable cone Ksα and λ|df−1f (z)v| ≥ |v| for every v ∈ Ksα .

The intersection � =⋂
n∈Z f

n(R) is called a horseshoe.

THEOREM 5.8.1. The horseshoe � =⋂
n∈Z f

n(R) is a hyperbolic set of f .
If f (R) ∩ R has q components, then the restriction of f to � is topologically
conjugate to the full two-sided shift σ in the space �q of bi-infinite sequences
in the alphabet {0, 1, . . . ,q − 1}.
Proof. The hyperbolicity of � follows from the invariance of the cones and
the stretching of vectors inside the cones. The topological conjugacy of f |�
to the two-sided shift is left as an exercise (Exercise 5.8.2). ��

COROLLARY 5.8.2. If a diffeomorphism f has a horseshoe, then the topo-
logical entropy of f is positive.

Let p be a hyperbolic periodic point of a diffeomorphism f :U → M.
A point q ∈ U is called homoclinic (for p) if q �=p and q ∈ Ws(p) ∩Wu(p);
it is called transverse homoclinic (for p) if in addition Ws(p) and Wu(p)
intersect transversely at q.

The next theorem shows that horseshoes, and hence hyperbolic sets in
general, are rather common.
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THEOREM 5.8.3. Let p be a hyperbolic periodic point of a diffeomorphism
f :U → M, and let q be a transverse homoclinic point of p. Then for every
ε > 0 the union of the ε-neighborhoods of the orbits of p and q contains a
horseshoe of f .

Proof. We consider only the two-dimensional case; the argument for higher
dimensions is a routine generalizationof theproofbelow.Weassumewithout
loss of generality that f (p) = p and f is orientation preserving. There is a
C1 coordinate system in a neighborhood V = Vu × Vs of p such that p is the
origin and the stable and unstable manifolds of p coincide locally with the
coordinate axes (Figure 5.4). For a point x ∈ V and a vector v ∈ R2, we write
x = (xu, xs) and v = (vu, vs), where s and u indicate the stable (vertical) and
unstable (horizontal) components, respectively.We also assume that there is
λ ∈ (0, 1) such that |dfpvs | < λ|vs | and |df−1p vu| < λ|vu| for every v �=0. Fix
δ > 0, and let Ksδ/2 and K

u
δ/2 be the stable and unstable δ/2-cones. Choose V

small enough so that for every x ∈ V

dfx
(
Kuδ/2

) ⊂ Kuδ/2,
∣∣df−1x v

∣∣ < λ|v| if v ∈ Kuδ/2,
df−1x Ksδ/2 ⊂ Ksδ/2, |dfxv| < λ|v| if v ∈ Ksδ/2.

Since q ∈ Ws(p) ∩Wu(p), we have that f n(q) ∈ V and f−n(q) ∈ V for all
sufficiently large n. By invariance,Ws(p) andWu(p) pass through all images
f n(q). Since Wu(p) intersects Ws(p) transversely at q, by Theorem 5.7.2
there is nu such that f n(q) ∈ V for n ≥ nu, and an appropriate neighborhood

R

W u(p)p

W s(p)

fk(R)

fnu+1(q)

fnu(q)

f−ns(q)

fN(R)

Figure 5.4. A horseshoe at a homoclinic point.
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Du of f n(q) in Wu(p) is a C1 submanifold that “stretches across” V and
whose tangent planes lie in Kuδ/2, i.e., D

u is the graph of a C1 function
φu:Vu → Vs with ‖dφu‖ < δ/2. Similarly since q ∈ Wu(p), there is ns ∈ N

such that f−n(q) ∈ U for n ≥ ns and a small neighborhood Ds of f−n(q) in
Ws(p) is the graph of aC1 function φs :Vs → Vu with ‖dφs‖ < δ/2. Note that
since f preserves orientation, the point f nu+1(q) is not the next intersection
of Wu(p) with Ws(p) after f nu(q); in Figure 5.4 it is shown as the second
intersection after f nu(q) alongWs(p).

Consider a narrow “box” R shown in Figure 5.4, and let N = k+ nu +
ns + 1. We will show that for an appropriate choice of the size and position
of Rand of k ∈ N, the map f̃ = f N, the box R, and its image f̃ (R) satisfy the
definition of a horseshoe. The smaller the width of the box and the closer it
lies toWs(p), the larger is k for which f k(R) reaches the vicinity of f−ns (q).
The number n̄ = nu + ns + 1 is fixed. If vu is a horizontal vector at f−ns (q),
its imagew = df n̄f−ns (q)vu is tangent toWu(p) at f nu+1(q) and therefore lies in
Kuδ/2.Moreover, |w| ≥ 2β|vu| for someβ > 0. For any sufficiently close vector
v at a close enough base point, the image will lie in Kuδ and |df n̄v| ≥ β|v|.
The same holds for “almost horizontal” vectors at points close to f−ns−1(q).

On the other hand, dfx(Kuα ) ⊂ Kuλα for every small enough α > 0 and ev-
ery x ∈ V. Therefore, if x ∈ R, f (x), . . . , f k(x) ∈ V and v ∈ Kuδ is a tangent
vector at x, then df kx v ∈ Ku

δλk
and |df kx v| > λ−k|v|. Suppose now that x ∈ R is

such that f k(x) is close to either f−ns (q) or f−ns−1(q). Let kbe large enough
so that β/λk > 10. There is λ′ ∈ (0, 1) such that if x ∈ Rand f N(x) is close to
either f nu(q) or f nu+1(q) (i.e., f k(x) is close to f−ns (q) or f−ns−1(q)), then
Kuδ is invariant under df Nx and λ′|df Nx v| ≥ |v| for every v ∈ Kuδ . Similarly,
for an appropriate choice of R and k, the stable δ-cones are invariant under
df−N and vectors from Ksδ are stretched by df−N by a factor at least (λ′)−1.

To guarantee the correct intersection of f N(R) with Rwe must choose R
carefully. Choose the horizontal boundary segments of R to be straight line
segments, and let R stretch vertically so that it crossesWu(p) near f nu(q) and
f nu+1(q). By Theorem 5.7.2, the images of these horizontal segments under
f k are almost horizontal line segments. To construct the vertical boundary
segments of R, take two vertical segments s1 and s2 to the left of f−ns−1(q)
and to the right of f−ns (q), and truncate their preimages f−k(si ) by the
horizontal boundary segments. By Theorem 5.7.2, the preimages are almost
vertical line segments. This choice of R satisfies the definition of a horseshoe.

��
Exercise 5.8.1. Let f :U →M be a diffeomorphism, p a periodic point
of f , and q a (non-transverse) homoclinic point (for p). Prove that every
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arbitrarily small C1 neighborhood of f contains a diffeomorphism g such
that p is a periodic point of g and q is a transverse homoclinic point (for p).

Exercise 5.8.2. Prove that if f (R) ∩ R in Theorem 5.8.1 has q connected
components, then the restriction of f to � is topologically conjugate to the
full two-sided shift in the space �q of bi-infinite sequences in the alphabet
{1, . . . ,q}.
Exercise 5.8.3. Let p1, . . . , pk be periodic points (of possibly different pe-
riods) of f :U → M. Suppose Wu(pi ) intersects Ws(pi+1) transversely at
qi , i = 1, . . . ,k, pk+1 = p1 (in particular, dimWs(pi ) = dimWs(p1) and
dimWu(pi ) = dimWu(p1), i = 2, . . . ,k). The points qi are called transverse
heteroclinic points. Prove the following generalization ofTheorem5.8.3:Any
neighborhood of the union of the orbits of pi s and qi s contains a horseshoe.

5.9 Local Product Structure and Locally Maximal Hyperbolic Sets

A hyperbolic set � of f :U →M is called locally maximal if there is an
open set V such that � ⊂ V ⊂ U and � =⋂∞

n=−∞ f n(V). The horseshoe
(§5.8) and the solenoid (§1.9) are examples of locally maximal hyperbolic
sets (Exercise 5.9.1).

Since every closed invariant subset of a hyperbolic set is also a hyperbolic
set, the geometric structure of a hyperbolic set may be very complicated
and difficult to describe. However, due to their special properties, locally
maximal hyperbolic sets allow a geometric characterization.

Since Es(x) ∩ Eu(x) = {0}, the local stable and unstable manifolds of x
intersect at x transversely. By continuity, this transversality extends to a
neighborhood of the diagonal in �×�.

PROPOSITION 5.9.1. Let� be a hyperbolic set of f . For every small enough
ε > 0 there is δ > 0 such that if x, y ∈ � and d(x, y) < δ, then the intersec-
tion Ws

ε (x) ∩Wu
ε (y) is transverse and consists of exactly one point [x, y],

which depends continuously on x and y. Furthermore, there is Cp = Cp(δ) >

0 such that if x, y ∈ � and d(x, y) < δ, then ds(x, [x, y]) ≤ Cpd(x, y) and
du(x, [x, y]) ≤ Cpd(x, y), where ds and du denote distances along the stable
and unstable manifolds.

Proof. The proposition follows immediately from the uniform transversal-
ity of Es and Eu and Lemma 5.9.2. ��

Let ε > 0,k, l ∈ N, and let Bkε ⊂ Rk, Blε ⊂ Rl be the ε-balls centered at the
origin.
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LEMMA 5.9.2. For every ε > 0 there is δ > 0 such that if φ: Bkε → Rl and
ψ : Blε → Rk are differentiablemaps and |φ(x)|, ‖dφ(x)‖, |ψ(y)|, ‖dφ(y)‖ < δ

for all x ∈ Bkε and y ∈ Blε , then the intersection graph(φ) ∩ graph(ψ) ⊂ Rk+l

is transverse and consists of exactly one point, which depends continuously
on φ and ψ in the C1 topology.

Proof. Exercise 5.9.3. ��
The following property of hyperbolic sets plays a major role in their geo-

metric description and is equivalent to local maximality. A hyperbolic set �

has a local product structure if there are (small enough) ε > 0 and δ > 0 such
that (i) for all x, y ∈ � the intersectionWs

ε (x) ∩Wu
ε (y) consists of atmost one

point, which belongs to �, and (ii) for x, y ∈ � with d(x, y) < δ, the inter-
section consists of exactly one point of �, denoted [x, y] = Ws

ε (x) ∩Wu
ε (y),

and the intersection is transverse (Proposition 5.9.1). If a hyperbolic set �

has a local product structure, then for every x ∈ � there is a neighborhood
U(x) such that

U(x) ∩� = {
[y, z]: y ∈ U(x) ∩Ws

ε (x), z ∈ U(x) ∩Wu
ε (x)

}
.

PROPOSITION 5.9.3. A hyperbolic set � is locally maximal if and only if it
has a local product structure.

Proof. Suppose � is locally maximal. If x, y ∈ � and dist(x, y) is small
enough, then by Proposition 5.9.1, Ws

ε (x) ∩Wu
ε (y) = [x, y] =: z exists and,

by Theorem 5.6.4(4), the forward and backward semiorbits of z stay close to
�. Since � is locally maximal, z ∈ �.

Conversely, assume that � has a local product structure with constants
ε, δ, and Cp from Proposition 5.9.1. We must show that if the whole orbit
of a point q lies close to �, then the point lies in �. Fix α ∈ (0, δ/3) such
that f (p) ∈ Wu

δ/3( f (x)) for each x ∈ � and p ∈ Wu
α (x). Assume first that q ∈

Wu
α (x0) for some x0 ∈ � and that there are yn ∈ � such that d( f n(q), yn) <

α/Cp for all n > 0. Since f (x0), y1 ∈ � and d( f (x0), y1) < d( f (x0), f (q))+
d( f (q), y1) < δ/3+ α/Cp < δ, we have that x1 = [y1, f (x0)] ∈ � and, by
Proposition5.9.1, f (q) ∈ Wu

α (x1). Similarly, x2 = [y2, f (x1)] ∈ �and f 2(q) ∈
Wu

α (x2). By repeating this argumentwe construct points xn = [yn, f n(q)] ∈ �

with f n(q) ∈ Wu
α (xn). Observe that qn = f−n(xn)→ q as n→∞. Since � is

closed, q ∈ �. Similarly, if q ∈ Ws
α(x0) for some x0 ∈ � and f n(q) stays close

enough to � for all n < 0, then q ∈ �.
Assume now that f n(y) is close enough to xn ∈ � for all n ∈ Z. Then

y∈�s
ε and y∈�u

ε .Hence,byPropositions5.4.4 and5.4.3, theunion�∪O f (y)
is a hyperbolic set (with close constants), and the local stable and unstable
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manifolds of y are well defined. Observe that the forward semiorbit of
p = [y, x0] and the backward semiorbit of q = [x0, y] stay close to �. There-
fore, by the above argument, p,q ∈ � and (by the local product structure)
y = [p,q] ∈ �. ��
Exercise 5.9.1. Prove that horseshoes (§5.8) and the solenoid (§1.9) are
locally maximal hyperbolic sets.

Exercise 5.9.2. Let p be a hyperbolic fixed point of f and q ∈ Ws(p) ∩
Wu(p) a transverse homoclinic point. By Exercise 5.7.3, the union of pwith
the orbit of q is a hyperbolic set of f . Is it locally maximal?

Exercise 5.9.3. Prove Lemma 5.9.2.

5.10 Anosov Diffeomorphisms

Recall that a C1 diffeomorphism f of a connected differentiable manifold
M is calledAnosov if M is a hyperbolic set for f ; it follows directly from the
definition that M is locally maximal and compact.

The simplest example of anAnosov diffeomorphism is the automorphism
of T2 given by the matrix (2 1

1 1). More generally, any linear hyperbolic au-
tomorphism of the n-torus Tn is Anosov. Such an automorphism is given
by an n× n integer matrix with determinant ±1 and with no eigenvalues of
modulus 1.

Toral automorphisms can be generalized as follows. Let N be a simply
connected nilpotent Lie group, and � a uniform discrete subgroup of N. The
quotient M = N/� is a compact nilmanifold. Let f̄ be an automorphism of
N that preserves � and whose derivative at the identity is hyperbolic. The
induced diffeomorphism f ofM is Anosov. For specific examples of this type
see [Sma67]. Up to finite coverings, all known Anosov diffeomorphisms are
topologically conjugate to automorphisms of nilmanifolds.

The families of stable and unstable manifolds of an Anosov diffeomor-
phism form two foliations (see §5.13) called the stable foliation Ws and un-
stable foliation Wu (Exercise 5.10.1). These foliations are in general not C1,
or even Lipschitz [Ano67], but they are Hölder continuous (Theorem 6.1.3).
In spite of the lack of Lipschitz continuity, the stable and unstable folia-
tions possess a uniqueness property similar to the uniqueness theorem for
ordinary differential equations (Exercise 5.10.2).

Proposition 5.10.1 states basic properties of the stable and unstable dis-
tributions Es and Eu, and the stable and unstable foliations Ws and Wu, of
an Anosov diffeomorphism f . These properties follow immediately from
the previous sections of this chapter. We assume that the metric is adapted
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to f and denoted by ds and du, the distances along the stable and unstable
leaves.

PROPOSITION 5.10.1. Let f :M→ Mbe anAnosov diffeomorphism. Then
there are λ ∈ (0, 1),Cp > 0, ε > 0, δ > 0, and, for every x ∈ M, a splitting
TxM = Es(x)⊕ Eu(x) such that
1. d fx(Es(x)) = Es( f (x)) and dfx(Eu(x)) = Eu( f (x));
2. ‖dfxvs‖ ≤ λ‖vs‖ and ‖df−1x vu‖ ≤ λ‖vu‖ for all vs ∈ Es(x), vu ∈ Eu(x);
3. Ws(x) = {y ∈ M:d( f n(x), f n(y))→ 0 as n→∞}

and ds( f (x), f (y)) ≤ λds(x, y) for every y ∈ Ws(x);
4. Wu(x) = {y ∈ M:d( f−n(x), f−n(y))→ 0 as n→∞}

and du( f−1(x), f−1(y)) ≤ λndu(x, y) for every y ∈ Wu(x);
5. f (Ws(x)) = Ws( f (x)) and f (Wu(x)) = Wu( f (x));
6. TxWs(x) = Es(x) and TxWu(x) = Eu(x);
7. if d(x, y) < δ, then the intersection Ws

ε (x) ∩Wu
ε (y) is exactly one point

[x, y], which depends continuously on x and y, and ds([x, y], x) ≤
Cpd(x, y),du([x, y], y) ≤ Cpd(x, y).

For convenience we restate several properties of Anosov diffeomor-
phisms. Recall that a diffeomorphism f :M→ M is structurally stable if
for every ε > 0 there is a neighborhood U ⊂ Diff1(M) of f such that for
every g ∈ U there is a homeomorphism h:M→ M with h ◦ f = g ◦ h and
dist0(h, Id) < ε.

PROPOSITION 5.10.2
1. Anosov diffeomorphisms form an open (possibly empty) subset in the

C1 topology (Corollary 5.5.2).
2. Anosov diffeomorphisms are structurally stable (Corollary 5.5.4).
3. The set of periodic points of an Anosov diffeomorphism is dense in the

set of non-wandering points (Corollary 5.3.4).

Here is a more direct proof of the density of periodic points. Let ε and
δ satisfy Proposition 5.10.1. If x ∈ M is non-wandering, then there is n ∈ N

and y ∈ M such that dist(x, y), dist( f n(y), y) < δ/(2Cp). Assume that λn <

1/(2Cp). Then the map z �→[y, f n(z)] is well defined for z ∈ Ws
δ (y). It maps

Ws
δ (y) into itself and, by the Brouwer fixed point theorem, has a fixed point

y1 such that ds(y1, y) < δ, f n(y1) ∈ Wu(y1) and du(y1, f n(y1)) < δ. The map
f−n sendsWu

δ ( f
n(y1)) to itself and therefore has a fixed point.

THEOREM 5.10.3. Let f :M→ Mbe an Anosov diffeomorphism. Then the
following are equivalent:
1. NW( f ) = M,
2. every unstable manifold is dense in M,
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3. every stable manifold is dense in M,
4. f is topologically transitive,
5. f is topologically mixing.

Proof. We say that a set A is ε-dense in a metric space (X,d) if d(x, A) < ε

for every x ∈ X.
1⇒ 2: We will show that every unstable manifold is ε-dense in M for

an arbitrary ε > 0. By Proposition 5.10.2(3), the periodic points are dense.
Assume that ε > 0 satisfies Proposition 5.10.1(7) and that periodic points
xi , i = 1, . . . , N, form an ε/4-net in M. Let P be the product of the periods
of the xi s, and set g = f P. Note that the stable and unstable manifolds of g
are the same as those of f .

LEMMA 5.10.4. There is q ∈ N such that if dist(Wu(y), xi ) < ε/2 and
dist(xi , xj ) < ε/2 for some y ∈ M, i, j , then dist(gnq(Wu(y)), xi ) < ε/2 and
dist(gnq(Wu(y)), xj ) < ε/2 for every n ∈ N.

Proof. By Proposition 5.10.2(3), there is z ∈ Wu(y) ∩Ws
Cpεp(xi ). Therefore

dist(gt(z), xi ) < ε/2 for any t ≥ t0, where t0 depends on ε but not on z.
Since dist(gt(z), xj ) < ε, by Proposition 5.10.2(3) there exists a point
w ∈ Wu(gt(z)) ∩Ws

Cpεp(xj ).Hencedist(gτ (w), xj ) < ε/2 forany τ ≥ s0 which
depends only on ε but not on w. The lemma follows with q = s0 + t0. ��

Since M is compact and connected, any xi can be connected to any xj by
a chain of not more than N periodic points xk with distance < ε/2 between
any two consecutive points. By Lemma 5.10.4, gNq(Wu(y) is ε-dense in M
for any y ∈ M.Hence,Wu(x) is ε-dense for any x = g−Nq(y) ∈ M. Therefore,
Wu(x) is dense for each x. Reversing the time gives 1⇒ 3.

LEMMA 5.10.5. If every (un)stable manifold is dense in M, then for every
ε > 0 there is R= R(ε) > 0 such that every ball of radius R in every (un)stable
manifold is ε-dense in M.

Proof. Let x ∈ M. SinceWu(x) =⋃
RW

u
R(x) is dense, there is R(x) such that

Wu
R(x)(x) is ε/2-dense. Since Wu is a continuous foliation, there is δ(x) > 0

such thatWu
R(x)(y) is ε-dense for any y ∈ B(x, δ(x)). By the compactness of

M, a finite collection B of the δ(x)-balls coversM. The maximal R(x) for the
balls from B satisfies the lemma. ��

2⇒ 5: LetU,V ⊂ M be non-empty open sets. Let x, y ∈ M and δ > 0 be
such thatWu

δ (x) ⊂ U and B(y, δ) ⊂ V, and let R= R(δ) (see Lemma 5.10.5).
Since f expands unstable manifolds exponentially and uniformly, there
is N ∈ N such that f n(Wu

δ (x)) ⊃ Wu
R( f

n(x)) for n ≥ N. By Lemma 5.10.5,
f n(U) ∩ V �= ∅and hence f is topologically mixing. Similarly 3⇒ 5.
1⇒ 3 follows by reversing the time. Obviously 5⇒ 4 and 4⇒ 1. ��
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Exercise 5.10.1. Prove that the stable andunstablemanifolds of anAnosov
diffeomorphism form foliations (see §5.13).

Exercise 5.10.2. Although the stable and unstable distributions of an
Anosov diffeomorphism, in general, are not Lipschitz continuous, the fol-
lowing uniqueness property holds true. Let γ (·) be a differentiable curve
such that γ̇ (t) ∈ Es(γ (t)) for every t . Prove that γ lies in one stable mani-
fold.

5.11 Axiom A and Structural Stability

Some of the results of §5.10 extend to a natural wider class of hyperbolic
dynamical systems. Throughout this section we assume that f is a diffeo-
morphism of a compact manifold M. Recall that the set of non-wandering
points NW( f ) is closed and f -invariant, and that Per( f ) ⊂ NW( f ).

A diffeomorphism f satisfies Smale’sAxiomA if the set NW( f ) is hyper-
bolic and Per( f ) = NW( f ). The second condition does not follow from the
first. By Proposition 5.3.3, the set Per( f ) is dense in the set NW( f |NW( f )) of
non-wandering points of the restriction of f to NW( f ). However, in general
NW( f |NW( f )) �=NW( f ) (Exercise 5.11.1, Exercise 5.11.2).

Forahyperbolicperiodicpoint pof f , denotebyWs(O(p)) andWu(O(p))
the unions of the stable and unstable manifolds of p and its images, re-
spectively. If p and q are hyperbolic periodic points, we write p ≤ q when
Ws(O(p)) and Wu(O(q)) have a point of transverse intersection. The re-
lation ≤ is reflexive. It follows from Theorem 5.7.2 that ≤ is transitive
(Exercise 5.11.3). If p ≤ q and q ≤ p, we write p ∼ q and say that p and
q are heteroclinically related. The relation ∼ is an equivalence relation.

THEOREM 5.11.1 (Smale’s Spectral Decomposition [Sma67]). If f satisfies
Axiom A, then there is a unique representation of NW( f ),

NW( f ) = �1 ∪�2 ∪ · · · ∪�k,

as a disjoint union of closed f -invariant sets (called basic sets) such that
1. each �i is a locally maximal hyperbolic set of f ;
2. f is topologically transitive on each �i ; and
3. each�i is a disjoint union of closed sets�

j
i , 1 ≤ j ≤ mi , the diffeomor-

phism f cyclically permutes the sets� j
i , and f

mi is topologicallymixing
on each �

j
i .

The basic sets are precisely the closures of the equivalence classes of ∼.
For two basic sets, we write �i ≤ � j if there are periodic points p ∈ �i and
q ∈ � j such that p ≤ q.
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Let f satisfy Axiom A. We say that f satisfies the strong transversality
condition ifWs(x) intersectsWu(y) transversely (at all common points) for
all x, y ∈ NW( f ).

THEOREM 5.11.2 (Structural Stability Theorem). A C1 diffeomorphism is
structurally stable if and only if it satisfies Axiom A and the strong transver-
sality condition.

J. Robbin [Rob71] showed that a C2 diffeomorphism satisfying Axiom
A and the strong transversality condition is structurally stable. C. Robinson
[Rob76] weakened C2 to C1. R. Mañé [Mañ88] proved that a structurally
stable C1 diffeomorphism satisfies Axiom A and the strong transversality
condition.

Exercise 5.11.1. Give an example of a diffeomorphism f such that
NW( f |NW( f )) �=NW( f ).

Exercise 5.11.2. Give an example of a diffeomorphism f for whichNW( f )
is hyperbolic and NW( f |NW( f )) �=NW( f ).

Exercise 5.11.3. Prove that ≤ is a transitive relation.

Exercise 5.11.4. Suppose that f satisfies Axiom A. Prove that NW( f ) is a
locally maximal hyperbolic set.

5.12 Markov Partitions

Recall (Chapter 1, Chapter 3) that a partition of the phase space of a dy-
namical system induces a coding of the orbits and hence a semiconjugacy
with a subshift. For hyperbolic dynamical systems, there is a special class of
partitions –Markov partitions – for which the target subshift is a subshift of
finite type. A Markov partition P for an invariant subset � of a diffeomor-
phism f of a compact manifold M is a collection of sets Ri called rectangles
such that for all i, j, k

1. each Ri is the closure of its interior,
2. int Ri ∩ int Rj = ∅ if i �= j ,
3. � ⊂⋃

i Ri ,
4. if f m(int Ri ) ∩ int Rj ∩� �= ∅for somem ∈ Zand f n(int Rj ) ∩ int Rk ∩

� �= ∅for some n ∈ Z, then f m+n(int Ri ) ∩ int Rk ∩� �= ∅.
The last condition guarantees the Markov property of the subshift cor-
responding to P , i.e., the independence of the future from the past. For
hyperbolic dynamical systems, each rectangle is closed under the local
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Figure 5.5. Markov partition for the toral automorphism fM.

product structure “commutator” [x, y], i.e., if x, y ∈ Ri , then [x, y] ∈ Ri .
For x ∈ Ri letWs(x, Ri )=

⋃
y∈Ri [x, y] andW

u(x, Ri )=
⋃
y∈Ri [y, x]. The last

condition means that if x ∈ int Ri and f (x) ∈ int Rj , then Wu( f (x), Rj ) ⊂
f (Wu(x, Ri )) andWs(x, Ri ) ⊂ f−1(Ws( f (x), Rj )).
The partition of the unit interval [0, 1] intom intervals [k/m, (k+ 1)/m) is

aMarkov partition for the expanding endomorphism Em. The target subshift
in this case is the full shift on m symbols.

We now describe a Markov partition for the hyperbolic toral automor-
phism f = fM given by the matrix

M =
(
2 1
1 1

)
,

whichwas constructedbyR.Adler andB.Weiss [AW67].Theeigenvalues are
(3±√5)/2. We begin by partitioning the unit square representing the torus
T2 in Figure 5.5 into two rectangles: A, consisting of three parts A1, A2, A3;
and B, consisting of two parts B1, B2. The longer sides of the rectangles
are parallel to the eigendirection of the larger eigenvalue (3+√5)/2, and
the shorter sides are parallel to the eigendirection of the smaller eigenvalue
(3−√5)/2. In Figure 5.5, the identified points and regions aremarked by the
same symbols. The images of Aand B are shown in Figure 5.6. We subdivide
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Figure 5.6. The image of the Markov partition under fM.

A and B into five subrectangles �1, �2, �3, �4, �5 that are the connected
components of the intersections of Aand Bwith f (A) and f (B). The image
of A consists of�1, �

′
3 and�′

4; the image of Bconsists of�′
2 and�′

5. The part
of the boundary of the�i ’s that is parallel to the eigendirection of the larger
eigenvalue is called stable; the part that is parallel to the eigendirection of the
smaller eigenvalue is called unstable. By construction, the partition � of T2

into five rectangles �i has the property that the image of the stable bound-
ary is contained in the stable boundary, and the preimage of the unstable
boundary is contained in the unstable boundary (Exercise 5.12.1). In other
words, for each i, j , the intersection�i j = �i ∩ f (� j ) consists of one or two
rectangles that stretch “all the way” through �i , and the stable boundary
of �i j is contained in the stable boundary of �i ; similarly, the intersection
�−1
i j = �i ∩ f−1(� j ) consists of one or two rectangles that stretch “all the

way” through �i , and the unstable boundary of �−1
i j is contained in the un-

stable boundary of �i . Let ai j = 1 if the interior of f (�i ) ∩� j is not empty,
and ai j = 0 otherwise, i, j = 1, . . . , 5. This defines the adjacency matrix

A=




1 0 1 1 0
1 0 1 1 0
1 0 1 1 0
0 1 0 0 1
0 1 0 0 1


 .
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Ifω = (. . . , ω−1, ω0, ω1, . . .) is an allowed infinite sequence for this adjacency
matrix, then the intersection

⋂∞
i=−∞ f−i (�ωi ) consists of exactly one point

φ(ω); it follows that there is a continuous semiconjugacy φ:�A→ T2, i.e.,
f ◦ φ = φ ◦ σ , where σ is the shift in�A (Exercise 5.12.2). Conversely, let B0

be the union of the boundaries of the �i ’s, and let B=⋃∞
i=−∞ f i (B0). For

x ∈ T2\B, set ψi (x) = j if f i (x) ∈ � j . The itinerary sequence (ψi (x))∞i=−∞
is an element of �A, and φ ◦ ψ = Id (Exercise 5.12.3).

In higher dimensions, this direct geometric construction does not work.
Even for a hyperbolic toral automorphism, the boundary is nowhere differ-
entiable. Nevertheless, as R. Bowen showed [Bow70], any locally maximal
hyperbolic set� has aMarkov partition [Bow70] which provides a semicon-
jugacy from a subshift of finite type to �.

Exercise 5.12.1. Prove that the stable boundary is forward invariant and
the unstable boundary is backward invariant under fM.

Exercise 5.12.2. Prove that for the toral automorphism fM, the intersec-
tion of the preimages of rectangles �i along an allowed infinite sequence
ω consists of exactly one point. Prove that there is a semiconjugacy φ from
σ |�A to the toral automorphism fM.

Exercise 5.12.3. Prove that the map ψ defined in the text above satisfies
ψ(x) ∈ �A and that φ ◦ ψ = Id.

Exercise 5.12.4. Construct Markov partitions for the linear horseshoe
(§1.8) and the solenoid (§1.9).

5.13 Appendix: Differentiable Manifolds

Anm-dimensional Ck manifold M is a second-countable Hausdorff topolog-
ical space together with a collection U of open sets in M and for eachU ∈ U
a homeomorphism φU from U onto the unit ball Bm ⊂ Rm such that:

1. U is a cover of M, and
2. for U,V ∈ U , if U ∩ V �= ∅, the mapφU ◦ φ−1V :φV(U ∩ V)→ φU(U ∩

V) is Ck.

We may take k ∈ N ∪ {∞, ω}, where Cω denotes the class of real analytic
functions.

We write Mm to indicate that M has dimension m. If x ∈ M and U ∈ U
contains x, then the pair (U, φU),U ∈ U , is called a coordinate chart at x,
and the n component functions x1, x2, . . . , xm of φU are called coordinates on
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U. The collection of coordinate charts {(U, φU)}U∈U is called an atlas on M.
Note that any open subset of Rm is a Ck manifold, for any k ∈ N ∪ {∞, ω}.

IfMm and Nn areCkmanifolds, then a continuous map f :M→ N isCk if
for any coordinate chart (U, φU) onM, and any coordinate chart (V, ψV) on
N, the map ψV ◦ f ◦ φ−1U :φU(U ∩ f−1(V))→ Rn is a Ckmap. For k≥ 0, the
set ofCkmaps fromM to N is denotedCk(M, N). We say that a sequence of
functions fn ∈ Ck(M, N) converges if the functions and all their derivatives
up to order k converge uniformly on compact sets. This defines a topology
on Ck(M, N) called the Ck topology.

We set Ck(M) = Ck(M, R). The subset of Ck(M,M) consisting of diffeo-
morphisms of M is denoted Diffk(M).

A Ck curve in Mm is a Ck map α: (−ε, ε)→ M. The tangent vector to α at
α(0) = p is the linear map v:C1(M)→ R defined by

v( f ) = d
dt

∣∣∣∣
t=0

f (α(t))

for f ∈ C1(M). The tangent space at p is the linear space TpM of all tangent
vectors at p.

Suppose (U, φ) is a coordinate chart, with coordinate functions x1, . . . , xm,
and let p ∈ U. For i = 1, . . . ,m, consider the curves

α
p
i (t) = φ−1(x1(p), . . . , xi−1(p), xi (p)+ t, xi+1(p), . . . , xm(p)).

Define (∂/∂xi )p to be the tangent vector to α
p
i at p, i.e., for g ∈ C1(M),(

∂

∂xi

)
p
(g) = d

dt

∣∣∣∣
t=0
g
(
α
p
i (t)

) = (
∂

∂xi
(g ◦ φ)

)
φ(p)

.

Thevectors ∂/∂xi , i = 1, . . . ,m, are linearly independent at p, and spanTpM.
In particular, TpM is a vector space of dimension m.

Let f :M→ N be a Ck map, k≥ 1. For p ∈ M, the tangent map dfp:
TpM→Tf (p)N is defined by dfp(v)(g) = v(g ◦ f ), for g ∈ C1(N). In terms
of curves, if v is tangent to α at p = α(0), then dfp(v) is tangent to f ◦ α at
f (p).
The tangent bundle TM =⋃

x∈M TxMofM is aCk−1 manifold of twice the
dimension of M with coordinate charts defined as follows. Let (U, φU) be a
coordinate chart on M, φU = (x1, . . . , xm):U → Rm. For each i , the deriva-
tive dxi is a function from TU =⋃

p∈U TpM to R, defined by dxi (v) = v(xi ),
for v ∈ TU. The function (x1, . . . , xm,dx1, . . . ,dxm):TU → R2m is a coordi-
nate chart on TU, which we denote dφU . Note that if y,w ∈ Rm, then

dφU ◦ dφ−1V (y,w) = (
φU ◦ φ−1V (y),d

(
φU ◦ φ−1V

)
y(w)

)
.
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Let π :TM→ M be the projection map that sends a vector v ∈ TpM to its
base point p. A Cr vector field X on M is a Cr map X:M→ TM such that
π ◦ X is the identity on M. We write Xp = X(p).

Let Mm and Nn be Ckmanifolds. We say that M is a Ck submanifold of N
ifM is a subset of N and the inclusionmap i :M→ N isCk and has rankm for
each x ∈ M. If the topology ofM coincides with the subspace topology, then
M is an embedded submanifold. For each x ∈ M, the tangent space TxM is
naturally identified with a subspace of TxN. Two submanifolds M1,M2 ⊂ N
of complementary dimensions intersect transversely (or are transverse) at a
point p ∈ N1 ∩ N2 if TpN = TpM1 ⊕ TpM2.

A distribution E on a differentiable manifold M is a family of k-
dimensional subspaces E(x) ⊂ TxM, x ∈ M. The distribution is Cl , l ≥ 0, if
locally it is spanned by kCl vector fields.

SupposeW is a partition of a differentiable manifold M into C1 subman-
ifolds of dimension k. For x ∈ M, letW(x) be the submanifold containing x.
We say thatW is a k-dimensional continuous foliation with C1 leaves (or sim-
ply a foliation) if every x ∈ M has a neighborhoodU and a homeomorphism
h: Bk × Bm−k→ U such that

1. for each z ∈ Bm−k, the set h(Bk × {z}) is the connected component of
W(h(0, z)) ∩U containing h(0, z), and

2. h(·, z) is C1 and depends continuously on z in the C1 topology.

The pair (U, h) is called a foliation coordinate chart. The sets h(Bk × {z})
are called local leaves (or plaques), and the sets h({y} × Bm−k) are called
local transversals. For x ∈ U, we denote by WU(x) the local leaf containing
x. More generally, a differentiable submanifold Lm−k ⊂ M is a transversal if
L is transverse to the leaves of the foliation. Each submanifoldW(x) of the
foliation is called a leaf ofW.

A continuous foliation W is a Ck foliation, k≥ 1, if the maps h can be
chosen to be Ck. For example, lines of constant slope on T2 form a C∞

foliation.
A foliation W defines a distribution E = TW consisting of the tangent

spaces to the leaves.Adistribution E is integrable if it is tangent to a foliation.
A Ck Riemannian metric on a Ck+1 manifold M consists of a positive

definite symmetric bilinear form 〈 , 〉p in each tangent space TpM such that
for any Ck vector fields X and Y, the function p �→ 〈Xp,Yp〉p is Ck. For each
v ∈ TpM, we write ‖v‖ = (〈v, v〉p)1/2. If α: [a,b] →M is a differentiable
curve, we define the length of α to be

∫ b
a ‖α̇(s)‖ds. The (intrinsic) distance

d between two points in M is defined to be the infimum of the lengths of
differentiable curves in M connecting the two points.
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ACkRiemannianmanifold is aCk+1 manifoldwith aCkRiemannianmet-
ric.We denote by T1M the set of tangent vectors of length 1 in aRiemannian
manifold M.

A Riemannianmanifold carries a natural measure called theRiemannian
volume. Roughly speaking, the Riemannian metric allows one to compute
the Jacobian of a differentiable map, and therefore allows one to define
integration in a coordinate-free way.

If X is a topological space and (Y,d) is a metric space with metric, define
a metric dist0 on C(X,Y) by

dist0( f, g) = min
{
1, sup

x∈X
max{d( f (x), g(x))

}
.

If X is compact, then this metric induces the topology of uniform conver-
gence on compact sets. If X is not compact, this metric induces a finer topol-
ogy. For example, the sequence of functions fn(x) = xn in C((0, 1), R) con-
verges to 0 in the topology of uniform convergence on compact sets, but not
in the metric dist0. The topology of uniform convergence on compact sets is
metrizable even for non-compact sets, but we will not need this metric.

IfMm and Nn areC1 Riemannianmanifolds, we define a distance function
dist1 onC1(M, N) as follows: The Riemannian metric on N induces a metric
(distance function) on the tangent bundle TN, making TN a metric space.
For f ∈ C1(M, N), the differential of f gives a map df :T1M→ TN on the
unit tangent bundle ofM.We set dist1( f, g) = dist0(df,dg). IfM is compact,
the topology induced by this metric is the C1 topology.

AdifferentiablemanifoldM is a (differentiable)fiber bundleover a differ-
entiable manifold N with fiber F and (differentiable) projection π :M→ N
if for every x ∈ N there is a neighborhood V � x such that π−1(V) is dif-
feomorphic to V × F and π−1(y) ∼= y× F . A diffeomorphism f :M→ M
is an extension of or a skew product over a diffeomorphism g: N→ N if
π ◦ f = g ◦ π ; in this case g is called a factor of f .



CHAPTER SIX

Ergodicity of Anosov Diffeomorphisms

The purpose of this chapter is to establish the ergodicity of volume-
preservingAnosov diffeomorphisms (Theorem 6.3.1). This result, whichwas
first obtained by D. Anosov [Ano69] (see also [AS67]), shows that hyper-
bolicity has strong implications for the ergodic properties of a dynamical
system. Moreover, since a small perturbation of an Anosov diffeomorphism
is also Anosov (Proposition 5.10.2), this gives an open set of ergodic diffeo-
morphisms.

Our proof is an improvement of the arguments in [Ano69] and [AS67].
It is based on the classical approach calledHopf’s argument. The first obser-
vation is that any f -invariant function is constant mod 0 on the stable and
unstable manifolds (Lemma 6.3.2). Since these manifolds have complemen-
tary dimensions, one would expect the Fubini theorem to imply that the
function is constant mod 0, and ergodicity would follow. Themajor difficulty
is that, although the stable and unstable manifolds are differentiable, they
need not depend differentiably on the point they pass through, even if f
is real analytic. Thus the local product structure defined by the stable and
unstable foliations does not yield a differentiable coordinate system, and
we cannot apply the usual Fubini theorem. So we establish a property of
the stable and unstable foliations called absolute continuity that implies the
Fubini theorem.

The reason the stable and unstable manifolds do not vary differentiably
is that they depend on the infinite future and past, respectively.

6.1 Hölder Continuity of the Stable and Unstable Distributions

For a subspace A⊂ RN and a vector v ∈ RN, set

dist(v, A) = min
w∈A

‖v − w‖.

141
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For subspaces A, B in RN, define

dist(A, B) = max
(

max
v∈A,‖v‖=1

dist(v, B), max
w∈B,‖w‖=1

dist(w, A)
)

.

The following lemmas can be used to prove the Hölder continuity of in-
variant distributions for a variety of dynamical systems. Our objective is the
Hölder continuity of the stable and unstable distributions of an Anosov dif-
feomorphism, which was first established by Anosov [Ano67]. We consider
only the stable distribution; Hölder continuity of the unstable distribution
follows by reversing the time.

LEMMA 6.1.1. Let Lin:R
N → RN, i = 1, 2,n ∈ N, be two sequences of linear

maps. Assume that for some b > 0 and δ ∈ (0, 1),∥∥L1n − L2n
∥∥ ≤ δbn

for each positive integer n.
Suppose that there are two subspaces E1, E2 ⊂ RN and positive constants

C> 1 and λ < µ with λ <b such that∥∥Linv∥∥ ≤ Cλn‖v‖ if v ∈ Ei ,∥∥Linw∥∥ ≥ C−1µn‖w‖ if w ⊥ Ei .

Then

dist(E1, E2) ≤ 3C2µ

λ
δ(logµ−log λ)/(logb−log λ).

Proof. Set K1
n = {v ∈ RN: ‖L1nv‖ ≤ 2Cλn‖v‖}. Let v ∈ K1

n . Write v = v1 +
v1⊥, where v1 ∈ E1 and v1⊥ ⊥ E1. Then∥∥L1nv∥∥ = ∥∥L1n(v1 + v1⊥

)∥∥ ≥ ∥∥L1nv1⊥∥∥ − ∥∥L1nv1∥∥ ≥ C−1µn
∥∥v1⊥

∥∥ − Cλn‖v1‖,
and hence ∥∥v1⊥

∥∥ ≤ Cµ−n(∥∥L1nv∥∥ + Cλn‖v1‖) ≤ 3C2
(

λ

µ

)n
‖v‖.

It follows that

dist(v, E1) ≤ 3C2
(

λ

µ

)n
‖v‖. (6.1)

Set γ = λ/b< 1. There is a unique non-negative integer k such that
γ k+1 < δ ≤ γ k. Let v2 ∈ E2. Then∥∥L1kv2∥∥ ≤ ∥∥L2kv2∥∥ + ∥∥L1k − L2k

∥∥ · ‖v2‖
≤ Cλk‖v2‖ + bkδ‖v2‖
≤ (Cλk + (bγ )k)‖v2‖ ≤ 2Cλk‖v2‖.
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It follows that v2 ∈K1
k and hence E

2 ⊂K1
k . By symmetry, E

1 ⊂K2
k . By (6.1)

and by the choice of k,

dist(E1, E2) ≤ 3C2
(

λ

µ

)k
≤ 3C2µ

λ
δ(logµ−log λ)/(logb−log λ). ��

LEMMA 6.1.2. Let f be a C2 diffeomorphism of a compact C2 submanifold
M ⊂ RN. Then for each n ∈ N and all x, y ∈ M,∥∥df nx − df ny

∥∥ ≤ bn · ‖x − y‖,
where b = maxz∈M ‖dfz‖(1 +maxz∈M ‖d2z f ‖).
Proof. Let b1 = maxz∈M ‖dfz‖ ≥ 1 and b2 = maxz∈M ‖d2z f ‖, so that b =
b1(1+ b2). Observe that ‖ f n(x)− f n(y)‖ ≤ (b1)n‖x − y‖ for all x, y ∈ M.
The lemma obviously holds for n = 1. For the inductive step we have∥∥df n+1

x − df n+1
y

∥∥ ≤ ∥∥df f n(x)∥∥ · ∥∥df nx − df ny
∥∥ + ∥∥df f n(x) − df f n(y)

∥∥ · ∥∥df ny ∥∥
≤ b1bn‖x − y‖ + b2bn1‖x − y‖b1 ≤ bn+1‖x − y‖. ��

LetM be a manifold embedded in RN, and suppose E is a distribution on
M. We say that E isHölder continuous withHölder exponent α ∈ (0, 1] and
Hölder constant L if

dist(E(x), E(y)) ≤ L · ‖x − y‖α

for all x, y ∈ M with ‖x − y‖ ≤ 1.
One can define Hölder continuity for a distribution on an abstract

Riemannian manifold by using parallel transport along geodesics to iden-
tify tangent spaces at nearby points. However, for a compact manifold M it
suffices to consider Hölder continuity for some embedding of M in RN. This
is so because on a compact manifold M, the ratio of any two Riemannian
metrics is bounded above and below. So is the ratio between the intrinsic
distance function onM and the extrinsic distance onM obtained by restrict-
ing the distance in RN to M. Thus the Hölder exponent is independent of
both the Riemannian metric and the embedding, but the Hölder constant
does change. So, without loss of generality, and to simplify the arguments in
this section and the next one, we will deal only with manifolds embedded
in RN.

THEOREM 6.1.3. Let M be a compact C2 manifold and f :M→M a C2

Anosov diffeomorphism. Suppose that 0< λ < 1< µ and C> 0 are such that
‖df nx vs‖ ≤Cλn‖vs‖ and ‖df nx vu‖ ≥Cµn‖vu‖ for all x ∈ M, vs ∈ Es(x), vu ∈
Eu(x), and n ∈ N. Set b = maxz∈M ‖dfz‖(1 +maxz∈M ‖d2z f ‖). Then the
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stabledistribution Es isHölder continuouswith exponentα = (logµ − log λ)/
(logb− log λ).

Proof. As indicated above, we may assume that M is embedded in RN. For
x ∈ M, let E⊥(x) denote the orthogonal complement to the tangent plane
TxM in RN. Since E⊥ is a smooth distribution, it is sufficient to prove the
Hölder continuity of Es ⊕ E⊥ on M.

Since M is compact, there is a constant C̄ > 1 such that for any x ∈ M, if
v ∈ TxM is perpendicular to Es , then ‖df nx v‖ ≥ C̄−1µn‖v‖.

For x ∈ M, extend dfx to a linear map L(x):RN → RN by setting
L(x)|E⊥(x) = 0, and set Ln(x) = L( f n−1(x)) ◦ · · · ◦ L( f (x)) ◦ L(x). Note
that Ln(x)|TxM = df nx .

Fix x1, x2 ∈ M with ‖x1 − x2‖ < 1. By Lemma 6.1.2, the conditions of
Lemma 6.1.1 are satisfied with Lin = Ln(xi ) and Ei = Es(xi ), i = 1, 2, and
the theorem follows. ��
Exercise 6.1.1. Let β ∈ (0, 1], and M be a compact C1+β manifold, i.e.,
the first derivatives of the coordinate functions are Hölder continuous with
exponent β. Let f :M →M be a C1+β Anosov diffeomorphism. Prove that
the stable and unstable distributions of f are Hölder continuous.

6.2 Absolute Continuity of the Stable and Unstable Foliations

Let M be a smooth n-dimensional manifold. Recall (§5.13) that a contin-
uous k-dimensional foliation W with C1 leaves is a partition of M into C1

submanifolds W(x) � x which locally depend continuously in the C1 topo-
logy on x ∈ M. Denote by m the Riemannian volume in M, and by mN the
induced Riemannian volume in a C1 submanifold N. Note that every leaf
W(x) and every transversal carry an induced Riemannian volume.

Let (U, h) be a foliation coordinate chart on M (§5.13), and let L=
h({y} × Bn−k) be a C1 local transversal. The foliationW is called absolutely
continuous if for any such L andU there is a measurable family of positive
measurable functions δx:WU(x) → R (called the conditional densities) such
that for any measurable subset A⊂ U

m(A) =
∫
L

∫
WU(x)

1A(x, y) δx(y)dmW(x)(y)dmL(x).

Note that the conditional densities are automatically integrable.

PROPOSITION 6.2.1. Let W be an absolutely continuous foliation of a
Riemannian manifold M, and let f :M→ R be a measurable function.
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U1

U2

W

p

Figure 6.1. Holonomy map p for a foliationW and transversals U1 and U2.

Suppose there is a set A⊂Mof measure 0 such that f is constant on W(x)\A
for every leaf W(x).
Then f is essentially constant on almost every leaf, i.e., for any transversal

L, the function f is mW(x)-essentially constant for mL-almost every x ∈ L.
Proof. Absolute continuity implies that mW(x)(A∩W(x)) = 0 for mL-
almost every x ∈ L. ��

Absolute continuityof the stable andunstable foliations is thepropertywe
need in order to prove the ergodicity of Anosov diffeomorphisms. However,
we will prove a stronger property, called transverse absolute continuity; see
Proposition 6.2.2.

Let W be a foliation of M, and (U, h) a foliation coordinate chart. Let
Li = h({yi } × Bm−k) for yi ∈ Bk, i = 1, 2.Define a homeomorphism p: L1 →
L2 by p(h(y1, z)) = h(y2, z), for z ∈ Bm−k; p is called the holonomy map
(see Figure 6.1). The foliationW is transversely absolutely continuous if the
holonomy map p is absolutely continuous for any foliation coordinate chart
andany transversalsLi as above, i.e., if there is apositivemeasurable function
q: L1 → R (called the Jacobian of p) such that for any measurable subset
A⊂ L1

mL2 (p(A)) =
∫
L1

1Aq(z)dmL1 (z).

If the Jacobian q is bounded on compact subsets of L1, thenW is said to be
transversely absolutely continuous with bounded Jacobians.

PROPOSITION 6.2.2. If W is transversely absolutely continuous, then it is
absolutely continuous.
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FU(y)

WU(s)

WU(y)

s

x

L = FU(x)

z = r

y
p̄s

py

Figure 6.2. Holonomy maps forW and F .

Proof. Let L and U be as in the definition of an absolutely continuous
foliation, x ∈ L and let F be an (n− k)-dimensional C1-foliation such that
F(x) ⊃ L, FU(x) = L, and U = ⋃

y∈WU(x) FU(y); see Figure 6.2. Obviously,
F is absolutely continuous and transversely absolutely continuous. Let δ̄y(·)
denote the conditional densities for F . Since F is a C1 foliation, δ̄ is contin-
uous and hence measurable. For any measurable set A⊂ U, by the Fubini
theorem,

m(A) =
∫
WU(x)

∫
FU(y)

1A(y, z) δ̄y(z)dmF(y)(z)dmW(x)(y). (6.2)

Let py denote the holonomy map along the leaves ofW from FU(x) = L
to FU(y), and let qy(·) denote the Jacobian of py. We have

∫
FU(y)

1A(y, z) δ̄y(z)dmF(y)(z) =
∫
L

1A(py(s))qy(s) δ̄y(py(s))dmL(s),

and by changing the order of integration in (6.2), which is an integral with
respect to the product measure, we get

m(A) =
∫
L

∫
WU(x)

1A(py(s))qy(s) δ̄y(py(s))dmW(x)(y)dmL(s). (6.3)

Similarly, let p̄s denote the holonomymap along the leaves of F fromWU(x)
to WU(s), s ∈ L, and let q̄s denote the Jacobian of p̄s . We transform the
integral overWU(x) into an integral overWU(s) using the change of variables
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r = py(s), y = p̄−1
s (r):∫
WU(x)

1A(py(s))qy(s) δ̄y(py(s))dmW(x)(y)

=
∫
WU(s)

1A(r)qy(s) δ̄y(r)q̄−1
s (r)dmW(s)(r).

The last formula together with (6.3) gives the absolute continuity ofW. ��
The converse of Proposition 6.2.2 is not true in general (Exercise 6.2.2).

LEMMA 6.2.3. Let (X, A, µ), (Y, B, ν) be two compact metric spaces
with Borel σ-algebras and σ-additive Borel measures, and let pn: X →Y,
n = 1, 2, . . . , and p: X→ Y be continuous maps such that
1. each pn and p are homeomorphisms onto their images,
2. pn converges to p uniformly as n → ∞,
3. there is a constant J such that ν(pn(A)) ≤ Jµ(A) for every A∈ A.
Then ν(p(A)) ≤ Jµ(A) for every A∈ A.

Proof. It is sufficient to prove the statement for an arbitrary open ball
Br (x) in X. If δ < r then p(Br−δ(x)) ⊂ pn(Br (x)) for n large enough,
and hence ν(p(Br−δ(x)))≤ ν(pn(Br (x)))≤ Jµ(Br (x)). Observe now that
ν(p(Br−δ(x))) ↗ ν(p(Br (x))) as δ ↘ 0. ��

For subspaces A, B⊂ RN, set

�(A, B) = min{‖v − w‖: v ∈ A, ‖v‖ = 1; w ∈ B, ‖w‖ = 1}.
For θ ∈ [0,

√
2], we say that a subspace A⊂ RN is θ -transverse to a subspace

B⊂ RN if �(A, B) ≥ θ .

LEMMA 6.2.4. Let Ê be a smooth k-dimensional distribution on a compact
subset of RN. Then for every ξ > 0 and ε > 0 there is δ > 0 with the follow-
ing property. Suppose Q1,Q2 ⊂ RN are (N− k)-dimensional C1 submani-
folds with a smooth holonomymap p̂:Q1 → Q2 such that p̂(x) ∈ Q2, p̂(x)−
x ∈ Ê(x), �(TxQ1, Ê(x))≥ ξ, �(Tp̂(x)Q2, Ê(x))≥ ξ,dist(TxQ1,Tp̂(x)Q2)≤ δ,
and ‖ p̂(x)− x‖ ≤ δ for each x ∈ Q1. Then the Jacobian of p̂ does not
exceed 1+ ε.

Proof. Since only the first derivatives of Q1 and Q2 affect the Jacobian
of p̂ at x ∈ Q1, it equals the Jacobian at x of the holonomy map p̃:TxQ1 →
Tp̂(x)Q2 along Ê. By applying an appropriate linear transformation L(whose
determinant depends only on ξ), switching to new coordinates (u, v) in RN,
and using the same notation for the images of all objects under L, we may
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assume that (a) x = (0, 0), (b) T(0,0)Q1 = {v = 0}, (c) p(x) = (0, v0), where
‖v0‖ = ‖ p̂(x)− x‖, (d) T(0,v0)Q2 is given by the equation v = v0 + Bu, where
B is a k× (N− k) matrix whose norm depends only on δ, and (e) Ê(0, 0) =
{u = 0}, and Ê(w, 0) is given by the equation u = w + A(w)v, where A(w)
is an (N− k) × kmatrix which is C1 in w and A(0) = 0.

The image of (w, 0) under p̂ is the intersection point of the planes v =
v0 + Bu and u = w + A(w)v. Since the norm of B is bounded from above in
terms of ξ , it suffices to estimate the determinant of the derivative ∂u/∂w at
w = 0. We substitute the first equation into the second one,

u = w + A(w)v0 + A(w)Bu;

differentiate with respect to w,

∂u
∂w

= I + ∂A(w)
∂w

v0 + ∂A(w)
∂w

Bu+ A(w)B
∂u
∂w

;

and obtain for w = 0 (using u(0) = 0 and A(0) = 0)

∂u
∂w

∣∣∣∣
w=0

= I + ∂A(w)
∂w

∣∣∣∣
w=0

v0. ��
THEOREM 6.2.5. The stable and unstable foliations of a C2 Anosov diffeo-
morphism are transversely absolutely continuous.

Proof. Let f :M →M be a C2 Anosov diffeomorphism with stable and
unstable distributions Es and Eu, and hyperbolicity constants C and 0<

λ < 1< µ. We will prove the absolute continuity of the stable foliation Ws .
Absolute continuity of the unstable foliation Wu follows by reversing the
time. To prove the theorem, we are going to uniformly approximate the
holonomy map by continuous maps with uniformly bounded Jacobians.

As in the proof of Theorem 6.1.3, we assume thatM is a compact subman-
ifold inRN [Hir94] and denote by TxM⊥ the orthogonal complement of TxM
in RN. Let Ês be a smooth distribution that approximates the continuous
distribution Ẽs(x) = Es(x)⊕ TxM⊥. ��
LEMMA 6.2.6. For every θ > 0 there is a constant C1 > 0 such that for every
x ∈ M, for every subspace H ⊂ TxM of the same dimension as Eu(x) and
θ -transverse to Es(x), and for every k ∈ N,
1. ‖df kx v‖ ≥ C1µ

k‖v‖ for every v ∈ H,
2. dist(df kx H,df kx E

u(x)) ≤ C1( λ
µ
)k dist(H, Eu(x)).

Proof. Exercise 6.2.3. ��
By compactness of M, there is θ0 > 0 such that �(Es(x), Eu(x)) ≥ θ0

for every x ∈ M. Also by compactness, there is a covering of M by finitely
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x1

p

pn

W s

y1 = fn(x1)

Ê(y1)

W s

L1 L2

fn(L1)

fn(L2)

x2 = pn(x1)

p(x1)

fn(p(x1))

p̂(y1) = fn(x2)

Figure 6.3. Construction of approximating maps pn.

many foliation coordinate charts (Ui , hi ), i = 1, . . . , l, of the stable foliation
Ws . It follows that there are positive constants ε and δ such that every y ∈ M
is contained in a coordinate chart Uj with the following property: If L is a
compact connected submanifold of Uj such that

1. L intersects transversely every local stable leaf of Uj ,
2. �(TzL, Es) > θ0/3 for all z ∈ L, and
3. dist(y, L) < δ,

then for any subspace E⊂ Rn with dist(E, Es(y)⊕ TyM⊥)< ε, the affine
plane y+ E intersects L transversely in a unique point zy, and ‖y− zy‖ <

6δ/θ0.
Let (U, h) be a foliation coordinate chart, and L1, L2 local transversals

in U with holonomy map p: L1 → L2. Define a map p̂: f n(L1) → f n(L2) as
follows: For x ∈ L1, let p̂( f n(x)) be the unique intersection point of the affine
plane f n(x)+ Ê( f n(x)) with f n(L2) that is closest to f n(p(x)) along f n(L2)
(note that there may be several such intersection points). The map p̂ is well
defined by Lemma 6.2.6 and the remarks in the preceding paragraph.

For x ∈ L1, set pn(x) = f−n( p̂( f n(x))). Let x1 ∈ L1, x2 = pn(x1) and set
yi = f n(xi ); see Figure 6.3. Observe that

dist( f k(x1), f k(p(x1))) ≤ Cλk dist(x1, p(x1)) for k= 0, 1, 2, . . . . (6.4)

Assuming that Ês is C0-close enough to Ẽs , it is, by Lemma 6.2.6, uniformly
transverse to f n(L1) and f n(L2). Therefore, there is C2 > 0 such that

dist( p̂( f n(x1)), f n(p(x1))) ≤ C2 dist( f n(x1), f n(p(x1)))

≤ C2Cλndist(x1, p(x1)).

Therefore, by (6.4) and Lemma 6.2.6,

dist(pn(x1), p(x1)) ≤ C2C
C1

(
λ

µ

)n
dist(x1, p(x1)), (6.5)

and hence pn converges uniformly to p as n → ∞.
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Combining (6.4) and (6.5), we get

dist( f k(x1), f k(x2)) ≤ dist( f k(x1), f k(p(x1)))+ dist( f k(p(x1)), f k(x2))

≤ C3λ
k. (6.6)

Let J ( f k(xi )) be the Jacobian of f̃ in the direction of the tangent plane
Tki (xi )=Tfk(xi )Li , i = 1, 2,k= 0, 1, 2, . . . . Also, denote by Jacpn the Jacobian
of pn, and by Jac p̂ the Jacobian of p̂: f n(L1) → f n(L2), which is uniformly
bounded by Lemma 6.2.4. Then

Jacpn(x1) =
n−1∏
k=0

(J ( f k(x2)))−1 · Jac p̂( f n(x1)) ·
n−1∏
k=0

J ( f k(x1)).

To obtain a uniform bound on Jacpn we need to estimate the quan-
tity P = ∏n−1

k=0(J ( f
k(x1))/J ( f k(x2))) from above. By Theorem 6.1.3,

Lemma 6.2.6, and (6.6), for some C4,C5,C6 > 0 and ᾱ,

dist
(
Tk1 (x1),T

k
2 (x2)

) ≤dist
(
Tk1 (x1), Ẽ

u( f k(x1))
)

+dist(Ẽu( f k(x1)), Ẽu( f k(x2)))

+dist
(
Tk2 (x2), Ẽ

u( f k(x2))
)

≤ 2C1

(
λ

µ

)k
+ C4(dist( f k(x1), f k(x2)))α

≤ 2C1

(
λ

µ

)k
+ C5λ

αk ≤ C6λ
αk. (6.7)

Since f is a C2 diffeomorphism, its derivative is Lipschitz continuous, and
the Jacobians J ( f k(x1)) and J ( f k(x2)) are bounded away from 0 and ∞.
Therefore it follows from (6.7) that |J ( f k(x1))− J ( f k(x2))|/|J ( f k(x2))| <

C7λ
αk. Hence the product P converges and is bounded. ��

Exercise 6.2.1. Let W be a k-dimensional foliation of M, and let L be an
(n− k)-dimensional local transversal to W at x ∈ M, i.e., TxM = TxW(x)⊕
TxL. Prove that there is a neighborhood U � x and a C1 coordinate chart
w: Bk × Bn−k → U such that the connected component of L∩U containing
x isw(0, Bn−k) and there areC1 functions fy: Bk → Bn−k, y ∈ Bn−k,with the
following properties:

(i) fy depends continuously on y in the C1-topology;
(ii) w(graph ( fy)) = WU(w(0, y)).

Exercise 6.2.2. Give an example of an absolutely continuous foliation,
which is not transversely absolutely continuous.
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Exercise 6.2.3. Prove Lemma 6.2.6.

Exercise 6.2.4. LetWi , i = 1, 2, be two transverse foliations of dimensions
ki on a smooth manifold M, i.e., TxW1(x) ∩ TxW2(x) = {0} for each x ∈
M. The foliations W1 and W2 are called integrable if there is a (k1 + k2)-
dimensional foliation W (called the integral hull of W1 and W2) such that
W(x) = ⋃

y∈W1(x)W2(y) = ⋃
y∈W2(x)W1(y) for every x ∈ M.

Let W1 be a C1 foliation and W2 be an absolutely continuous foliation,
and assume that W1 and W2 are integrable with integral hull W. Prove that
W is absolutely continuous.

6.3 Proof of Ergodicity

The proof of Theorem 6.3.1 below follows the main ideas of E. Hopf’s
argument for the ergodicity of the geodesic flow on a compact surface of
variable negative curvature.

We say that a measure µ on a differentiable Riemannian manifold M
is smooth if it has a continuous density q with respect to the Riemannian
volume m, i.e., µ(A) = ∫

Aq(x)dm(x) for each bounded Borel set A⊂ M.

THEOREM 6.3.1. A C2 Anosov diffeomorphism preserving a smooth
measure is ergodic.

Proof. Let (X, A, µ) be a finite measure space such that X is a compact
metric spacewith distance d, µ is a Borelmeasure, andA is theµ-completion
of the Borel σ-algebra. Let f : X → X be a homeomorphism. For x ∈ X,
define the stable set Vs(x) and unstable set Vu(x) by the formulas

Vs(x)= {y ∈ X:d( f n(x), f n(y)) → 0 as n → ∞},
Vu(x)= {y ∈ X:d( f n(x), f n(y)) → 0 as n → −∞}.

LEMMA 6.3.2. Let φ: X→ R be an f -invariant measurable function. Then
φ is constant mod0 on stable and unstable sets, i.e., there is a null set N such
that φ is constant on Vs(x)\N and on Vu(x)\N for every x ∈ X\N.
Proof. We will only deal with the stable sets. Without loss of generality
assume that φ is non-negative. For a real C set φC(x) = min(φ(x),C). The
function φC is f -invariant, and it suffices to prove the lemma for φC with
arbitrary C. For k ∈ N, let ψk: X → R be a continuous function such that∫
X |φC − ψk|dµ(x) < 1

k . By the Birkhoff ergodic theorem, the limit

ψ+
k (x) = lim

n→∞
1
n

n−1∑
i=0

ψk( f i (x))
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exists for µ-a.e. x. By the invariance of µ and φC, for every j ∈ Z,

1
k

>

∫
X

|φC(x) − ψk(x)|dµ(x) =
∫
X

|φC( f j (y))− ψk( f j (y))|dµ(y)

=
∫
X

|φC(y) − ψk( f j (y))|dµ(y),

and hence ∫
X

∣∣∣∣∣φC(y)− 1
n

n−1∑
i=0

ψk( f i (y))

∣∣∣∣∣dµ(y)
≤ 1
n

n−1∑
i=0

∫
X

|φC(y)− ψk( f i (y))|dµ(y) <
1
k
.

Since ψk is uniformly continuous, ψ+
k (y) = ψ+

k (x) whenever y ∈ Vs(x) and
ψ+
k (x) is defined. Therefore, there is a null set Nk such that ψ+

k exists and is
constant on the stable sets in X\Nk. It follows that φ+

C (x) = limk→∞ ψ+
k (x)

is constant on the stable sets in X\ ⋃
Nk. Clearly φC(x) = φ+

C (x) mod 0. ��
Let φ be a µ-measurable f -invariant function. By Lemma 6.3.2, there is

a µ-null set Ns such that φ is constant on the leaves of Ws in M\Ns and
another µ-null set Nu such that φ is constant on the leaves of Wu in M\Nu.
Let x ∈ M, and let U � x be a small neighborhood, as in the definition of
absolute continuity forWs andWu. LetGs ⊂U be the set of points z∈U for
which mWs(z)(Ns ∩Ws(z)) = 0 and z /∈ Ns . Let Gu ⊂ U be the set of points
z ∈ U for which mWu(z)(Nu ∩Wu(z)) = 0 and z /∈ Nu. By Proposition 6.2.1
and the absolute continuity of Wu and Ws (Theorem 6.2.5), both sets Gs
andGu have full µ-measure inU, and hence so doesGs ∩Gu. Again, by the
absolute continuity of Wu, there is a full-µ-measure subset of points z ∈ U
such that z ∈ Gs ∩Gu andmWu(z)-a.e. point fromWu(z) also lies in Gs ∩Gu.
It follows that φ(x) = φ(z) for µ-a.e. point x ∈ U. Since M is connected, φ is
constant mod 0 on M. ��
Exercise 6.3.1. Prove that a C2 Anosov diffeomorphism preserving a
smooth measure is weak mixing.



CHAPTER SEVEN

Low-Dimensional Dynamics

As we have seen in the previous chapters, general dynamical systems ex-
hibit a wide variety of behaviors and cannot be completely classified by
their invariants. The situation is considerably better in low-dimensional dy-
namics and especially in one-dimensional dynamics. The two crucial tools
for studying one-dimensional dynamical systems are the intermediate value
theorem (for continuous maps) and conformality (for non-singular differen-
tiable maps). A differentiable map f is conformal if the derivative at each
point is a non-zero scalarmultiple of an orthogonal transformation, i.e., if the
derivative expands or contracts distances by the same amount in all direc-
tions. In dimension one, any non-singular differentiable map is conformal.
The same is true for complex analytic maps, which we study in Chapter 8.
But in higher dimensions, differentiable maps are rarely conformal.

7.1 Circle Homeomorphisms

The circle S1 = [0, 1] mod 1 can be considered as the quotient space R/Z.
The quotient map π : R → S1 is a covering map, i.e., each x ∈ S1 has a neigh-
borhood Ux such that π−1(Ux) is a disjoint union of connected open sets,
each of which is mapped homeomorphically onto Ux by π .

Let f : S1 → S1 be ahomeomorphism.Wewill assume throughout this sec-
tion that f is orientation-preserving (see Exercise 7.1.3 for the orientation-
reversing case). Sinceπ is a coveringmap,wecan lift f to an increasinghome-
omorphism F : R → R such that π ◦ F = f ◦ π . For each x0 ∈ π−1( f (0))
there is a unique lift F such that F(0) = x0, and any two lifts differ by an
integer translation. For any lift F and any n ∈ Z, F(x + n) = F(x)+ n for
any x ∈ R.

153
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THEOREM 7.1.1. Let f : S1 → S1 be an orientation-preserving homeomor-
phism, and F : R → R a lift of f . Then for every x ∈ R, the limit

ρ(F) = lim
n→∞

Fn(x)− x
n

exists, and is independent of the point x. The number ρ( f ) = π(ρ(F)) is
independent of the lift F, and is called the rotation number of f . If f has a
periodic point, then ρ( f ) is rational.

Proof. Suppose for the moment that the limit exists for some x ∈ [0, 1).
Since F maps any interval of length 1 to an interval of length 1, it follows
that |Fn(x)− Fn(y)| ≤ 1 for any y ∈ [0, 1). Thus

|(Fn(x)− x)− (Fn(y)− y)| ≤ |Fn(x)− Fn(y)| + |x − y| ≤ 2,

so

lim
n→∞

Fn(x)− x
n

= lim
n→∞

Fn(y)− y
n

.

Since Fn(y+ k) = Fn(y)+ k, the same holds for any y ∈ R.
Suppose Fq(x) = x + p for some x ∈ [0, 1) and some p,q ∈ N. This

is equivalent to asserting that π(x) is a periodic point for f with pe-
riod q. For n ∈ N, write n = kq + r, 0 ≤ r < q. Then Fn(x) = Fr (Fkqx)) =
Fr (x + kp) = Fr (x)+ kp, and since |Fr (x)− x| is bounded for 0 ≤ r < q,

lim
n→∞

Fn(x)− x
n

= p
q

.

Thus the rotation number exists and is rational whenever f has a periodic
point.

Suppose now that Fq(x) 
=x + p for all x ∈ R and p,q ∈ N. By continuity,
for each pair p,q ∈ N, either Fq(x) > x + p for all x ∈ R, or Fq(x) < x + p
for all x ∈ R. For n ∈ N, choose pn ∈ N so that pn − 1 < Fn(x)− x < pn for
all x ∈ R. Then for any m ∈ N,

m(pn − 1) < Fmn(x)− x =
m−1∑
k=0

Fn(Fkn(x))− Fkn(x) < mpn,

which implies that

pn
n

− 1
n

<
Fmn(x)− x

mn
<

pn
n

.

Interchanging the roles of m and n, we also have

pm
m

− 1
m

<
Fmn(x)− x

mn
<

pm
m

.
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Thus, |pm/m− pn/n| < |1/m+ 1/n|, so {pn/n} is a Cauchy sequence. It fol-
lows that (Fn(x)− x)/n converges as n→∞.

If G= F + k is another lift of f , then ρ(G) = ρ(F)+ k, so ρ( f ) is inde-
pendentof the lift F .Moreover, there is aunique lift F such thatρ(F) = ρ( f )
(Exercise 7.1.1). 
�

Since S1 = [0, 1] mod 1, we will often abuse notation by writing ρ( f ) = x
for some x ∈ [0, 1].

PROPOSITION 7.1.2. The rotation number depends continuously on the
map in the C0 topology.

Proof. Let f be an orientation-preserving circle homeomorphism, and
choose p,q, p′,q′ ∈ N such that p/q < ρ( f ) < p′/q′. Let F be the lift of
f such that p < Fq(x)− x < p+ q. Then for all x ∈ R, p < Fq(x)− x <

p+ q, since otherwise we would have ρ( f ) = p/q. If g is another circle
homeomorphism close to F , then there is a lift G close to F , and for g suffi-
ciently close to f , the same inequality p < Gq(x)− x < p+ q holds for all
x ∈ R. Thus p/q < ρ(g). A similar argument involving p′ and q′ completes
the proof. 
�
PROPOSITION 7.1.3. Rotation number is an invariant of topological conju-
gacy.

Proof. Let f and h be orientation-preserving homeomorphisms of S1, and
let F and H be lifts of f and h. Then H ◦ F ◦ H−1 is a lift of h ◦ f ◦ h−1, and
for x ∈ R,

(HFH−1)n(x)− x
n

= (HFnH−1)(x)− x
n

= H(FnH−1(x))− FnH−1(x)
n

+ FnH−1(x)− H−1(x)
n

+ H−1(x)− x
n

.

Since the numerators in the first and third terms of the last expression are
bounded independent of n, we conclude that

ρ(hf h−1) = lim
n→∞

(HFH−1)n(x)− x
n

= lim
n→∞

Fn(x)− x
n

= ρ( f ). 
�

PROPOSITION 7.1.4. If f : S1 → S1 is a homeomorphism, then ρ( f ) is ra-
tional if and only if f has a periodic point. Moreover, if ρ( f ) = p/q where p
and q are relatively prime non-negative integers, then every periodic point of
f has minimal period q, and if x ∈ R projects to a periodic point of f , then
Fq(x) = x + p for the unique lift F with ρ(F) = p/q.



156 7. Low-Dimensional Dynamics

Proof. The “if” part of the first assertion is contained in Theorem 7.1.1.
Suppose ρ( f ) = p/q, where p,q ∈ N. If F and F̃ = F + l are two lifts

of f , then F̃q = Fq + lq. Thus we may choose F to be the unique lift with
p ≤ Fq(0) < p+ q. To show the existence of a periodic point of f , it suffices
to show the existence of a point x ∈ [0, 1] such that Fq(x) = x + k for some
k ∈ N. We may assume that x + p < Fq(x) < x + p+ q for all x ∈ [0, 1],
since otherwise we have Fq(x) = x + l for k= p or k= p+ q, and we are
done. Choose ε > 0 such that for any x ∈ [0, 1], x + p+ ε < Fq(x) < x +
p+ q − ε. The same inequality then holds for all x ∈ R, since Fq(x + k) =
Fq(x)+ k for all k ∈ N. Thus

p+ ε

q
= k(p+ ε)

kq
<

Fkq(x)− x
kq

<
k(p+ q − ε)

kq
= p+ 1− ε

q

for all k ∈ N, contradicting ρ( f ) = p/q. We conclude that Fq(x) = x + p or
Fq(x) = x + p+ q for some x, and x is periodic with period q.

Now assume ρ( f ) = p/q, with p and q relatively prime, and suppose
x ∈ [0, 1) is a periodic point of f . Then there are integers p′,q′ ∈ N such
that Fq′(x) = x + p′. By the proof of Theorem 7.1.1, ρ( f ) = p′/q′, so if
d is the greatest common divisor of p′ and q′, then q′ = qd and p′ = pd.
We claim that Fq(x) = x + p. If not, then either Fq(x) > x + p or Fq(x) <

x + p. Suppose the former holds (the other case is similar). Then by mono-
tonicity,

Fdq(x) > F (d−1)q(x)+ p > · · · > x + dp,

contradicting the fact that Fq′(x) = x + p′. Thus, x is periodic with period q.

�

Suppose f is a homeomorphism of S1. Given any subset A⊂ S1 and a
distinguished point x ∈ A, we define an ordering on A by lifting A to the
interval [x̃, x̃ + 1) ⊂ R, where x̃ ∈ π−1(x), and using the natural ordering on
R. In particular, if x ∈ S1, then the orbit {x, f (x), f 2(x), . . .} has a natural
order (using x as the distinguished point).

THEOREM 7.1.5. Let f : S1 → S1 be an orientation-preserving homeomor-
phism with rational rotation number ρ = p/q, where p and q are relatively
prime. Then for any periodic point x ∈ S1, the ordering of the orbit {x, f (x),
f 2(x), . . . , f q−1(x)} is the same as the ordering of the set {0, p/q, 2p/q, . . . ,

(q − 1)p/q}, which is the orbit of 0 under the rotation Rρ .



7.1. Circle Homeomorphisms 157

Proof. Let x be a periodic point of f , and let i ∈ {0, . . . ,q − 1} be the
unique number such that f i (x) is the first point to the right of x in the
orbit of x. Then f 2i (x) must be the first point to the right of f i (x), since if
f l(x) ∈ ( f i (x), f 2i (x)) then l > i and f l−i (x) ∈ (x, f i (x)), contradicting the
choice of i . Thus the points of the orbit are ordered as x, f i (x), f 2i (x), . . . ,
f (q−1)i (x).

Let x̃ be a lift of x. Since f i carries each interval [ f ki (x), f (k+1)i (x)] to its
successor, and there are q of these intervals, there is a lift F̄ of f i such that
F̄q x̃ = x̃ + 1. Let F be the lift of f with Fq(x) = x + p. Then Fi is a lift of
f i , so Fi = F̄ + k for some k. We have

x + ip = Fqi (x) = (F̄ + k)q(x) = F̄q(x)+ qk= x + 1+ qk.

Thus ip = 1+ qk, so i is the unique number between 0 and q such that
ip = 1 mod q. Since the points of the set {0, p/q, 2p/q, . . . , (q − 1)p/q} are
ordered as 0, ip/q, . . . , (q − 1)ip/q, the theorem follows. 
�

Now we turn to the study of orientation-preserving homeomorphisms
with irrational rotation number. If x and y are two points in S1, then we
define the interval [x, y] ⊂ S1 to be π([x̃, ỹ]), where x̃ ∈ π−1(x) and ỹ =
π−1(y) ∩ [x̃, x̃ + 1). Open and half-open intervals are defined in a similar
way.

LEMMA 7.1.6. Suppose ρ( f ) is irrational. Then for any x ∈ S1 and any dis-
tinct integers m > n, every forward orbit of f intersects the interval
I = [ f m(x), f n(x)].

Proof. It suffices to show that S1 = ⋃∞
k=0 f−kI. Suppose not. Then

S1 
⊂
∞⋃
k=1

f−k(m−n) I =
∞⋃
k=1

[
f−(k−1)m+kn(x), f−km+(k+1)n(x)

]
.

Since the intervals f−k(m−n) I abut at the endpoints, we conclude that
f−k(m−n) f n(x) converges monotonically to a point z ∈ S1, which is a fixed
point for f m−n, contradicting the irrationality of ρ( f ). 
�
PROPOSITION 7.1.7. If ρ( f ) is irrational, then ω(x) = ω(y) for any x, y ∈
S1, and either ω(x) = S1 or ω(x) is perfect and nowhere dense.

Proof. Fix x, y ∈ S1. Suppose f an(x) → x0 ∈ ω(x) for some sequence
an ↗∞. By Lemma 7.1.6, for each n ∈ N, we can choose bn such that
f bn(y) ∈ [ f an−1 (x), f an(x)]. Then f bn(y) → x0, so ω(x) ⊂ ω(y). By sym-
metry, ω(x) = ω(y).
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To show that ω(x) is perfect, we fix z ∈ ω(x). Since ω(x) is invariant, we
have that z ∈ ω(z) is a limit point of { f n(z)} ⊂ ω(x), so ω(x) is perfect.

To prove the last claim, we suppose that ω(x) 
=S1. Then ∂ω(x) is a
non-empty closed invariant set. If z ∈ ∂ω(x), then ω(z) = ω(x). Therefore,
ω(x) ⊂ ∂ω(x) and ω(x) is nowhere dense. 
�
LEMMA 7.1.8. Suppose ρ( f ) is irrational. Let F be a lift of f , and ρ =
ρ(F). Then for any x ∈ R, n1ρ +m1 < n2ρ +m2 if and only if Fn1 (x)+m1 <

Fn2 (x)+m2, for any m1,m2,n1,n2 ∈ Z,.

Proof. Suppose Fn1 (x)+m1 < Fn2 (x)+m2 or, equivalently,

F (n1−n2)(x) < x +m2 −m1.

This inequality holds for all x, since otherwise the rotation number would
be rational. In particular, for x = 0 we have F (n1−n2)(0) < m2 −m1. By an
inductive argument, Fk(n1−n2)(0) < k(m2 −m1). If n1 − n2 > 0, it follows that

Fk(n1−n2)(0)− 0
k(n1 − n2)

<
m2 −m1

n1 − n2
,

so ρ = limk→∞ Fk(n1−n2)(0)/k(n1 − n2) ≤ (m2 −m1)/(n1 − n2). Irrationality
of ρ implies strict inequality, so n1ρ +m1 < n2ρ +m2. The same result holds
in the case n1 − n2 < 0 by a similar argument. The converse follows by re-
versing the inequality. 
�
THEOREM 7.1.9 (Poincaré Classification). Let f : S1 → S1 be anorientation-
preserving homeomorphism with irrational rotation number ρ.

1. If f is topologically transitive, then f is topologically conjugate to the
rotation Rρ .

2. If f is not topologically transitive, then Rρ is a factor of f , and the factor
map h: S1 → S1 can be chosen to be monotone.

Proof. Let F be a lift of f , and fix x ∈ R. Let A= {Fn(x)+m:n,m ∈ Z} and
B= {nρ +m: n,m ∈ Z}. Then B is dense in R (§1.2). Define H: A→ B by
H(Fn(x)+m) = nρ +m. By the preceding lemma, H preserves order and
is bijective. Extend H to a map H: R → R by defining

H(y) = sup{nρ +m: Fn(x)+m < y}.
Then H(y) = inf{nρ +m: Fn(x)+m > y}, since otherwise R\Bwould con-
tain an interval.

We claim that H: R → R is continuous. If y ∈ Ā, then H(y) = sup{H(z):
z∈ A, z< y} and H(y)= inf{H(z): z∈ A, z> y} implies that H is continuous
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on Ā. If I is an interval in R\Ā, then H is constant on I and the constant
agrees with the values at the endpoints. Thus H: R → R is a continuous
extension of H: A→ B.

Note that H is surjective, non-decreasing, and that

H(y+ 1) = sup{nρ +m: Fn(x)+m < y+ 1}
= sup{nρ +m: Fn(x)+ (m− 1) < y} = H(y)+ 1.

Moreover,

H(F(y)) = sup{nρ +m: Fn(x)+m < F(y)}
= sup{nρ +m: Fn−1(x)+m < y}
= ρ + H(y).

We conclude that H descends to a map h: S1 → S1 and h ◦ f = Rρ ◦ h.
Finally, note that f is transitive if and only if {Fn(x)+m:n,m ∈ Z} is

dense in R. Since H is constant on any interval in R\Ā, we conclude that h is
injective if and only if f is transitive. (Note that by Proposition 7.1.7, either
every orbit is dense or no orbit is dense.) 
�

Exercise 7.1.1. Show that if F andG= F + kare two lifts of f , thenρ(F) =
ρ(G)+ k, so ρ( f ) is independent of the choice of lift used in its definition.
Show that there is a unique lift F of f such that ρ(F) = ρ( f ).

Exercise 7.1.2. Show that ρ( f m) = mρ( f ).

Exercise 7.1.3. Show that if f is an orientation-reversing homeomorphism
of S1, then ρ( f 2) = 0.

Exercise 7.1.4. Suppose f has rational rotation number. Show that:
(a) if f has exactly one periodic orbit, then every non-periodic point is

both forward and backward asymptotic to the periodic orbit; and
(b) if f has more than one periodic orbit, then every non-periodic orbit is

forward asymptotic to some periodic orbit and backward asymptotic
to a different periodic orbit.

Exercise 7.1.5. Show that Theorems 7.1.1 and 7.1.5 hold under the weaker
hypothesis that f : S1 → S1 is a continuous map such that any (and thus
every) lift F of f is non-decreasing.
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7.2 Circle Diffeomorphisms

The total variation of a function f : S1 → R is

Var( f ) = sup
n∑

k=1

| f (xk)− f (xk+1)|,

where the supremum is taken over all partitions 0 ≤ x1 < · · · < xn ≤ 1, for
all n ∈ N. We say that g has bounded variation if Var(g) is finite. Note that
any Lipshitz function has bounded variation. In particular, any C1 function
has bounded variation.

THEOREM 7.2.1 (Denjoy). Let f be an orientation-preserving C1 diffeo-
morphism of the circle with irrational rotation number ρ = ρ( f ). If f ′ has
bounded variation, then f is topologically conjugate to the rigid rotation Rρ .

Proof. We know from Theorem 7.1.9 that if f is transitive, it is conjugate
to Rρ . Thus we assume that f is not transitive, and argue to obtain a contra-
diction. By Proposition 7.1.7, we may assume that ω(0) is a perfect, nowhere
dense set. Then S1\ω(0) is a disjoint union of open intervals. Let I = (a,b)
be one of these intervals. Then the intervals { f n(I)}n∈Z are pairwise disjoint,
since otherwise f would have a periodic point. Thus

∑
n∈Z l( f n(I)) ≤ 1,

where l( f n(I)) = ∫ b
a ( f n)′(t)dt is the length of f n(I).

LEMMA 7.2.2. Let J be an interval in S1, and suppose the interiors of the
intervals J, f (J ), . . . , f n−1(J ) are pairwise disjoint. Let g = log f ′, and fix
x, y ∈ J . Then for any n ∈ Z,

Var(g) ≥ | log( f n)′(x)− log( f n)′(y)|.

Proof. Using the fact that the intervals J, f (J ), . . . , f n(J ) are disjoint, we
get

Var(g) ≥
n−1∑
k=0

|g( f k(y))− g( f k(x))| ≥
∣∣∣∣∣
n−1∑
k=0

g( f k(y))− g( f k(x))

∣∣∣∣∣
=

∣∣∣∣∣log
n−1∏
k=0

f ′( f k(y))− log
n−1∏
k=0

f ′( f k(x))

∣∣∣∣∣
= | log( f n)′(y)− log( f n)′(x)|. 
�

Fix x ∈ S1. We claim that there are infinitely many n ∈ N such that the
intervals (x, f−n(x)), ( f (x), f 1−n(x)), . . . , ( f n(x), x) are pairwise disjoint. It
suffices to show that there are infinitely many n such that f k(x) is not in the
interval (x, f n(x)) for 0 ≤ |k| ≤ n. Lemma 7.1.8 implies that the orbit of x is
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ordered in the same way as the orbit of a point under the irrational rotation
Rρ . Since the orbit of a point under an irrational rotation is dense, the claim
follows.

Choose n as in the preceding paragraph. Then by applying Lemma 7.2.2
with y = f−n(x), we obtain

Var(g) ≥
∣∣∣∣log ( f n)′(x)

( f n)′(y)

∣∣∣∣ = | log(( f n)′(x)( f−n)′(x))|.

Thus for infinitely many n ∈ N, we have

l( f n(I))+ l( f−n(I)) =
∫
I
( f n)′(x)dx +

∫
I
( f−n)′(x)dx

=
∫
I
[( f n)′(x)+ ( f−n)′(x)]dx

≥
∫
I

√
( f n)′(x)( f−n)′(x)dx

≥
∫
I

√
exp (−Var(g))dx = exp

(
−1

2
Var(g)

)
l(I).

This contradicts the fact that
∑

n∈Z l( f n(I)) ≤ ∞, so we conclude that f is
transitive, and therefore conjugate to Rρ . 
�

THEOREM 7.2.3 (Denjoy Example). For any irrational number ρ ∈ (0, 1),
there is anon-transitiveC1 orientation-preservingdiffeomorphism f : S1 → S1

with rotation number ρ.

Proof. We know from Lemma 7.1.8 that if ρ( f ) = ρ, then for any x ∈ S1,
the orbit of x is ordered the sameway as any orbit of Rρ , i.e., f k(x) < f l(x) <

f m(x) if andonly if Rk
ρ (x) < Rl

ρ(x) < Rm
ρ (x). Thus in constructing f , we have

no choice about the order of the orbit of any point. We do, however, have a
choice about the spacing between points in the orbit.

Let {ln}n∈Z be a sequence of positive real numbers such that
∑

n∈Z ln = 1
and ln is decreasing as n→±∞ (wewill impose additional constraints later).
Fix x0 ∈ S1, and define

an =
∑

{k∈Z:Rk
ρ(x0)∈[x0,Rn

ρ(x0)}
lk, bn = an + ln.

The intervals [an,bn] are pairwise disjoint. Since
∑

n∈Z ln = 1, the union of
these intervals covers a set of measure 1 in [0, 1], and is therefore dense.

To define a C1 homeomorphism f : S1 → S1 it suffices to define a contin-
uous, positive function g on S1 with total integral 1. Then f will be defined
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to be the integral of g. The function g should satisfy:
1.

∫ bn
an
g(t)dt = ln+1.

To construct such a g it suffices to define g on each interval [an,bn] so that it
also satisfies:

2. g(an) = g(bn) = 1.
3. For any sequence {xk} ⊂

⋃
n∈Z[an,bn], if y = lim xk, then g(xk) → 1.

We then define g to be 1 on S1\⋃
n∈Z[an,bn].

There are many such possibilities for g|[an,bn]. We use the quadratic
polynomial

g(x) = 1+ 6(ln+1 − ln)
l3n

(bn − x)(x − an),

which clearly satisfies condition 1. For n ≥ 0, we have ln+1 − ln < 0, so

1 ≥ g(x) ≥ 1− 6(ln − ln+1)
l3n

(
ln
2

)2

= 3ln+1 − ln
2ln

.

For n < 0, we have ln+1 − ln > 0, so

1 ≤ g(x) ≤ 3ln+1 − ln
2ln

.

Thus if we choose ln such that (3ln+1 − ln)/2ln → 1 as n→±∞, then condi-
tion 3 is satisfied. For example, we could choose ln = α(|n| + 2)−1(|n| + 3)−1,
where α = 1/

∑
n∈Z ((|n| + 2)−1(|n| + 3)−1).

Now define f (x) = a1 +
∫ x
0 g(t)dt . Using the results above, it follows

that f : S1 → S1 is a C1 homeomorphism of S1 with rotation number ρ

(Exercise 7.2.1). Moreover, f n(0) = an, and ω(0) = S1\⋃
n∈Z(an,bn) is a

closed, perfect, invariant set of measure zero. 
�
Exercise 7.2.1. Verify the statements in the last paragraph of the proof of
Theorem 7.2.3.

Exercise 7.2.2. Show directly that the example constructed in the proof of
Theorem 7.2.3 is not C2.

7.3 The Sharkovsky Theorem

We consider the set NSh = N ∪ {2∞} obtained by adding the formal symbol
2∞ to the set of natural numbers. The Sharkovsky ordering of this set is

1 ≺ 2 ≺ · · · ≺ 2n ≺ · · · ≺ 2∞ ≺ · · ·
≺ 2m · (2n+ 1) ≺ · · · ≺ 2m · 7 ≺ 2m · 5 ≺ 2m · 3 ≺ · · ·
≺ 2(2n+ 1) ≺ · · · ≺ 14 ≺ 10 ≺ 6 ≺ · · ·
≺ 2n+ 1 ≺ · · · ≺ 7 ≺ 5 ≺ 3.
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The symbol 2∞ is added so that NSh has the least-upper-bound property,
i.e., every subset of NSh has a supremum. The Sharkovsky ordering is pre-
served by multiplication by 2k, for any k≥ 0 (where 2k · 2∞ = 2∞, by
definition).

For α ∈ NSh, let S(α) = {k ∈ N: k� α} (note that S(α) is defined to be a
subset of N, not NSh). For a map f : [0, 1] → [0, 1], we denote by MinPer( f )
the set of minimal periods of periodic points of f .

THEOREM 7.3.1 (Sharkovsky [Sha64]). For every continuous map f :
[0, 1] → [0, 1], there is α ∈ NSh such that MinPer( f ) = S(α). Conversely, for
every α ∈ NSh, there is a continuous map f : [0, 1] → [0, 1]withMinPer( f ) =
S(α).

The proof of the first assertion of the Sharkovsky theorem proceeds as
follows: We assume that f has a periodic point x of minimal period n > 1,
since otherwise there is nothing to show. The orbit of x partitions the interval
[0, 1] into a finite collection of subintervals whose endpoints are elements of
the orbit. The endpoints of these intervals are permuted by f . By examining
the combinatorial possibilities for the permutations of pairs of endpoints,
and using the intermediate value theorem, one establishes the existence of
periodic points of the desired periods.

The second assertion of the Sharkovsky theorem is proved as
Lemma 7.3.9.

If I and J are intervals in [0, 1] and f (I) ⊃ J , we say that I f-covers J ,
and we write I → J . If a,b ∈ [0, 1], then we will use [a,b] to represent the
closed interval between a and b, regardless of whether a ≥ b or a ≤ b.

LEMMA 7.3.2
1. If f (I) ⊃ I, then the closure of I contains a fixed point of f .
2. Fix m ∈ N ∪ {∞}, and suppose that {Ik}1≤k<m is a finite or infinite se-

quence of non-empty closed intervals in [0, 1] such that f (Ik) ⊃ Ik+1 for
1 ≤ k < m− 1. Then there is a point x ∈ I1 such that f k(x) ∈ Ik+1 for
1 ≤ k < m− 1. Moreover, if In = I1 for some n > 0, then I1 contains a
periodic point x of period n such that f k(x) ∈ Ik+1 for k= 1, . . . ,n− 1.

Proof. The proof of part 1 is a simple application of the intermediate value
theorem.

To prove part 2, note that since f (I1) ⊃ I2, there are points a0,b0 ∈ I1
that map to the endpoints of I2. Let J1 be the subinterval of I1 with
endpoints a0,b0. Then f (J1) = I2. Suppose we have defined subintervals
J1 ⊃ J2 ⊃ · · · ⊃ Jn in I1 such that f k(Jk) = Ik+1. Then f n+1(Jn) = f (In+1) ⊃
In+2, so there is an interval Jn+1 ⊂ Jn such that f n+1(Jn+1) = In+2. Thus we
obtain anested sequence {Jn}of non-empty closed intervals. The intersection
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⋂m−1
i=1 Ji is non-empty, and for any x in the intersection, f k(x) ∈ Ik+1 for

1 ≤ k < m− 1.
The last assertion follows from the preceding paragraph together with

part 1. 
�
Apartitionof an interval I is a (finite or infinite) collectionof closed subin-

tervals {Ik}, with pairwise disjoint interiors, whose union is I. The Markov
graph of f associated to the partition {Ik} is the directed graph with ver-
tices Ik, and a directed edge from Ii to Ij if and only if Ii f-covers Ij . By
Lemma 7.3.2, any loop of length n in the Markov graph of f forces the
existence of a periodic point of (not necessarily minimal) period n.

As a warmup to the proof of the full Sharkovsky theorem, we prove
that the existence of a periodic point of minimal period three implies the
existence of periodic points of all periods. This result was rediscovered in
1975 by T. Y. Li and J. Yorke, and popularized in their paper “Period three
implies chaos” [LY75].

Let x be a point of period three. Replacing x with f (x) or f 2(x) if nec-
essary, we may assume that x < f (x) and x < f 2(x). Then there are two
cases: (1) x < f (x) < f 2(x) or (2) x < f 2(x) < f (x). In the first case, we let
I1 = [x, f (x)] and I2 = [ f (x), f 2(x)]. The associated Markov graph is one
of the two graphs shown in Figure 7.1.

For k≥ 2, the path I1 → I2 → I2 → · · · → I2 → I1 of length k implies the
existence of a periodic point y of period k with the itinerary I1, I2, I2, . . . ,
I2, I1. If the minimal period of y is less than k, then y ∈ I1 ∩ I2 = { f (x)}. But
f (x) does not have the specified itinerary for k
=3, so theminimal period of
y is k. A similar argument applies to case (2), and this proves the Sharkovsky
theorem for n = 3.

To prove the full Sharkovsky theorem it is convenient to use a sub-
graph of the Markov graph defined as follows. Let P = {x1, x2, . . . , xn} be
a periodic orbit of (minimal) period n > 1, where x1 < x2 < · · · < xn. Let

I2I1

I2I1

Figure 7.1. The two possible Markov graphs for period three.
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Ij = [xj , xj+1]. The P-graph of f is the directed graph with vertices Ij ,
and a directed edge from Ij to Ik if and only if Ik ⊂ [ f (xj ), f (xj+1)]. Since
f (Ij ) ⊃ [ f (xj ), f (xj+1)], it follows that the P-graph is a subgraph of the
Markov graph associated to the same partition. In particular, any loop in
the P-graph is also a loop in the Markov graph. The P-graph has the virtue
that it is completely determined by the ordering of the periodic orbit, and is
independent of the behavior of the map on the intervals Ij . For example, in
Figure 7.1, the top graph is the unique P-graph for a periodic orbit of period
three with ordering x < f (x) < f 2(x).

LEMMA 7.3.3. The P-graph of f contains a trivial loop, i.e., there is a vertex
Ij with a directed edge from Ij to itself.

Proof. Let j = max{i : f (xi ) > xi }. Then f (xj ) > xj and f (xj+1) ≤ xj+1, so
f (xj ) ≥ xj+1 and f (xj+1) ≤ xj . Thus [ f (xj ), f (xj+1)]) ⊃ [xj , xj+1]. 
�

We will renumber the vertices of the P-graph (but not the points of P)
so that I1 = [xj , xj+1], where j = max{i : f (xi ) > xi }. By the proof of the
preceding lemma, I1 is a vertex with a directed edge from itself to itself.

For any two points xi < xk in P, define

f̂ ([xi , xk]) =
k−1⋃
l=i

[ f (xl), f (xl+1)].

Inparticular, f̂ (Ik) = [ f (xk), f (xk + 1)]. If f̂ (Ik) ⊃ Il , we say that Ik f̂ -covers
Il . Since we will only be using P-graphs throughout the remainder of this
section, we also redefine the notation Ik → Il to mean that Ik f̂ -covers Il .

PROPOSITION 7.3.4. Any vertex of the P-graph can be reached from I1.

Proof. The nested sequence I1 ⊂ f̂ (I1) ⊂ f̂ 2(I1) ⊂ · · ·must eventually sta-
bilize, since f̂ k(I1) is an interval whose endpoints are in the orbit of x. Then
for k sufficiently large, O(x) ∩ f̂ k(I1) is an invariant subset of O(x), and is
therefore equal toO(x). It follows that f̂ k(I1) = [x1, xn], so any vertex of the
P-graph can be reached from I1. 
�
LEMMA 7.3.5. Suppose the P-graph has no directed edge from any interval
Ik, k
=1, to I1. Then n is even, and f has a periodic point of period 2.

Proof. Let J0 = [x1, xj ] and J1 = [xj+1, xn−1], where j = max{i : f (xi ) > xi }
(the case j = 1 is not excluded a priori). Then f̂ (J0) /∈ J0 (since f (xj ) > xj )
and f̂ (J0) /∈ I1, so f̂ (J0) ⊂ J1, since f̂ (J0) is connected.Likewise, f̂ (J1) ⊂ J0.
Now f̂ (J0) ∪ f̂ (J1) ⊃ O(x), so f̂ (J0) = J1 and f̂ (J1) = J0. Thus J0 f-covers
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I2 I3 I4 I5

I1

In−2

In−1

Figure 7.2. The P-graph for Lemmas 7.3.6 and 7.3.9.

J1 and J1 f -covers J0, so f has a periodic point of minimal period 2, and
n = |O(x)| = 2|O(x) ∩ J0| is even. 
�
LEMMA 7.3.6. Suppose n > 1 is odd and f has no non-fixed periodic points
of smaller odd period. Then there is a numbering of the vertices of the P-graph
so that the graph contains the following edges, and no others (see Figure 7.2):

1. I1 → I1 and In−1 → I1,
2. Ii → Ii+1, for i = 1, . . . ,n− 2 ,
3. In−1 → I2i+1, for 0 ≤ i < (n− 1)/2.

Proof. By Lemma 7.3.5 and Lemma 7.3.4, there is a non-trivial loop in the
P-graph starting from I1. By choosing a shortest such loop and renumbering
the vertices of the graph, we may assume that we have a loop

I1 → I2 → · · · → Ik → I1 (7.1)

in the P-graph, k≤ n− 1. The existence of this loop implies that f has a
periodic point of minimal period k. The path

I1 → I1 → I2 → · · · → Ik → I1

implies the existence of a periodic point of minimal period k+ 1. By the
minimality of n, we conclude that k= n− 1, which proves statement 1.

Let I1 = [xj , xj+1]. Note that f̂ (I1) contains I1 and I2, but no other Ii ,
since otherwise we would have a shorter path than (7.1). Similarly, if 1 ≤
i < n− 2, then f̂ (Ii ) cannot contain Ik for k > i + 1. Thus f̂ (I1) = [xj , xj+2]
or f̂ (I1) = [xj−1, xj+1]. Suppose the latter holds (the other case is similar).
Then I2 = [xj−1, xj ], f (xj+1) = xj−1, and f (xj ) = xj+1. If 2 < n− 1, then
f̂ (I2) can contain at most I2 and I3, so f (xj−1) = xj+2. Continuing in this
way (see Figure 7.3), we find that the intervals of the partition are ordered

xj−1 xj xj+1

I2 I1 I3In−1

x1 x2 x3

In−4 In−2

xn−1 xn

In−3

Figure 7.3. The action of f from Lemma 7.3.6 on xk is shown by arrows.
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on the interval I as follows:

In−1, In−3, . . . , I2, I1, I3, . . . , In−2.

Moreover, f (x2) = xn, f (xn) = x1, and f (x1) = xj , so f̂ (In−1) = [xj , xn−1],
and f̂ (In−1) contains all the odd-numbered intervals, which completes the
proof of the lemma. 
�
COROLLARY 7.3.7. If n is odd, then f has a periodic point ofminimal period
q for any q > n and for any even integer q < n.

Proof. Let m > 1 be the minimal odd period of a non-fixed periodic point.
By the preceding lemma, there are paths of the form

I1 → I1 → · · · → I1 → I2 → · · · → Im−1 → I1

of any length q ≥ m. For q = 2i < m, the path

Im−1 → Im−2i → Im−2i+1 → · · · → Im−1

gives a periodic point of period q. The verification that these periodic points
have minimal period q is left as an exercise (Exercise 7.3.3). 
�
LEMMA 7.3.8. If n is even, then f has a periodic point of minimal period 2.

Proof. Letmbe the smallest even period of a non-fixed periodic point, and
let I1 be an interval of the associated partition that f̂ -covers itself. If no other
interval f̂ -covers I1, then Lemma 7.3.5 implies that m= 2.

Suppose then that some other interval f̂ -covers I1. In the proof of
Lemma 7.3.6, we used the hypothesis that n is odd only to conclude the
existence of such an interval. Thus the same argument as in the proof of that
lemma implies that the P-graph contains the paths

I1 → I2 → · · · → In−1 → I1 and In−1 → I2i for 0 ≤ i < n/2.

Then In−1 → In−2 → In−1 implies theexistenceof aperiodicpoint ofminimal
period 2. 
�
Conclusion of the proof of the first assertion of the Sharkovsky
Theorem. There are two cases to consider:

1. n = 2k,k > 0. If q ≺ n, then q = 2l with 0 ≤ l < k. The case l = 0 is
trivial. If l > 0, then g = f q/2 = f 2l−1

has a periodic point of period
2k−l+1, so by Lemma 7.3.8, g has a non-fixed periodic point of period
2. This point is a fixed point for f q, i.e., it has period q for f . Since it
is not fixed by g, its minimal period is q.
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2. n = p2k, podd. Themap f 2k has a periodic point of minimal period p,
so by Corollary 7.3.7, f 2k has periodic points of minimal period m for
all m≥ p and all even m < p. Thus f has periodic points of minimal
period m2k for all m≥ p and all even m < p. In particular, f has a
periodic point of minimal period 2k+1, so by case 1, f has periodic
points of minimal period 2i for i = 0, . . . ,k. 
�

The next lemma finishes the proof of the Sharkovsky theorem.

LEMMA 7.3.9. For any α ∈ NSh, there is a continuous map f : [0, 1] → [0, 1]
such that MinPer( f ) = S(α).

Proof. We distinguish three cases:
1. α ∈ N, α odd,
2. α ∈ N, α even, and
3. α = 2∞.
Case 1. Suppose n ∈ N is odd, and α = n. Choose points x0, . . . , xn−1 ∈

[0, 1] such that

0 = xn−1 < · · · < x4 < x2 < x0 < x1 < x3 < · · · < xn−2 = 1,

and let I1 = [x0, x1], I2 = [x2, x0], I3 = [x1, x3], etc. Let f : [0, 1] → [0, 1] be
the unique map defined by:

1. f (xi ) = xi+1, i = 0, . . . ,n− 2, and f (xn−1) = x0,
2. f is linear (or affine, to be precise) on each interval Ij , j = 1, . . . ,

n− 1.
Then x0 is periodic of period n, and the associated P-graph is shown in
Figure 7.2. Any path that avoids I1 has even length. Loops of length less
than n must be of the following form:

1. Ii → Ii+1 → · · · → In−1 → I2 j+1 → I2 j+2 → · · · → Ii for i > 1, or
2. In−1 → I2i+1 → · · · → In−1, or
3. I1 → I1 → · · · → I1 → I1

Paths of type 1 or 2 have even length, so no point in int(Ij ), j = 2, . . . ,n− 1,
can have odd period k < n. Since f (I1) = I1 ∪ I2, we have | f ′| > 1 on I1,
so every non-fixed point in int(I1) must move away from the (unique) fixed
point in I1, and therefore eventually enters I2. Once a point enters I2, it must
enter every Ij before it returns to int(I1). Thus there is no non-fixed periodic
point in I1 of period less than n. It follows that no point has odd period less
than n. This finishes the proof of the theorem for n odd.
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f D(f) D(D(f))

Figure 7.4. Graphs of Dk( f ) for f ≡ 1/2.

Case 2. Suppose n ∈ N is even, and α = n. For f : [0, 1] → [0, 1], define a
new function D: [0, 1] → [0, 1] by

D( f )(x) =




2
3 + 1

3 f (3x) x ∈ [
0, 1

3

]
,

(2+ f (1))
( 2
3 − x

)
x ∈ [ 1

3 ,
2
3

]
,

x − 2
3 x ∈ [ 2

3 , 1
]
.

The operator D( f ) is sometimes called the doubling operator, because
MinPer(D( f )) = 2 MinPer( f ) ∪ {1}, i.e.,D doubles the periods of a map. To
see this, let g = D( f ), and let I1 = [0, 1/3], I2 = [1/3, 2/3], and I3 = [2/3, 1].
For x ∈ I1, we have g2(x) = f (3x)/3, so g2k(x) = f k(3x)/3. Thus g2k(x) = x
if and only if f k(3x) = 3x, so MinPer(g) ⊃ 2 MinPer( f ) (see Figure 7.4).

On the interval I2, |g′| ≥ 2, so there is a unique repelling fixed point in
(1/3, 2/3), and every other point eventually leaves this interval and never
returns, since g(I1 ∪ I3) ∩ I2 = ∅. Thus no non-fixed point in I2 is periodic.

Finally, any periodic point in I3 enters I1, so its period is in 2MinPer( f ),
which verifies our claim that MinPer(D( f )) = 2MinPer( f ) ∪ {1}.

Since n is even, we can write n = p2k, where p is odd and k > 0. Let f be
a map whose minimum odd period is p (see case 1). Then MinPer(Dk( f )) =
2kMinPer( f ) ∪ {2k−1, 2k−2, . . . , 1}, which settles case 2 of the lemma.

Case 3. Suppose α = 2∞. Let gk = Dk(Id), where Id is the identity map.
Then, by the induction and the remarks in the proof of case 2, MinPer(gk) =
{2k−1, 2k−2, . . . , 1}. The sequence {gk}k∈N converges uniformly to a contin-
uous map g∞: [0, 1] → [0, 1], and g∞ = gk on [2/3k, 1] (Exercise 7.3.4). It
follows that MinPer(g∞) ⊃ S(2∞).

Let x be a periodic point of g∞. If 0 /∈ O(x), then O(x) ⊂ [2/3k, 1] for k
sufficiently large, so x is a periodic point of gk and has even period. Suppose
then that 0 is periodic with period p. If p � 2∞, then there is q ∈ N such
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that p � q � 2∞. By the first part of the Sharkovsky theorem, g∞ has a
periodic point y with minimal period q. Since 0 ∈ O(y), we conclude by
the preceding argument that q is even, which contradicts q � 2∞. Thus
MinPer(g∞) = S(2∞).

This concludes the proof of Lemma 7.3.9, and thus the proof of
Theorem 7.3.1. 
�
Exercise 7.3.1. Let σ be a permutation of {1, . . . ,n− 1}. Show that there is
a continuous map f : [0, 1] → [0, 1] with a periodic point x of period n such
that x < f σ (1) < · · · < f σ (n−1).

Exercise 7.3.2. Show that there are maps f, g: [0, 1] → [0, 1], each with a
periodic point of period n (for some n), such that the associated P-graphs
are not isomorphic. (Note that for n = 3, all P-graphs are isomorphic.)

Exercise 7.3.3. Verify that theperiodicpoints in theproofof Corollary7.3.7
have minimal period q.

Exercise 7.3.4. Show that the sequence {gk}k∈N defined near the end of the
proof of Lemma7.3.9 converges uniformly, and the limit g∞ satisfies g∞ = gk
on [2/3k, 1].

7.4 Combinatorial Theory of Piecewise-Monotone Mappings1

Let I = [a,b] be a compact interval. A continuousmap f : I → I is piecewise
monotone if there are points a = c0 < c1 < · · · < cl < cl+1 = b such that f
is strictly monotone on each interval Ii = [ci−1, ci ], i = 1, . . . , l + 1. We al-
ways assume that each interval [ci−1, ci ] is a maximal interval on which f is
monotone, so the orientation of f reverses at the turning points c1, . . . , cl .
The intervals Ii are called laps of f .

Note that any piecewise-monotone map f : I → I can be extended to a
piecewise-monotone map of a larger interval J in such a way that f (∂ J ) ⊂
∂ J . Thus we assume (without losing much generality) that f (∂ I) ⊂ ∂ I. If f
has l turning points and f (∂ I) ⊂ ∂ I, then f is l-modal. If f has exactly one
turning point, then f is unimodal.

The address of a point x ∈ I is the symbol c j if x = c j for some j ∈
{1, . . . , l}, or the symbol Ij if x ∈ Ij and x /∈ {c1, . . . , cl}. Note that c0 and
cl+1 are not included as addresses. The itinerary of x is the sequence i(x) =

1 Our arguments in this section follow in part those of [CE80] and [MT88].
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(ik(x))k∈N0 , where ik(x) is the address of f k(x). Let


 = {I1, . . . , Il+1, c1, . . . , cl}N0 .

Then i : I → 
, and i ◦ f = σ ◦ i , where σ is the one-sided shift on 
.

Example. Any quadratic map qµ(x) = µx(1− x), 0 < µ ≤ 4, is a unimodal
map of I = [0, 1], with turning point c1 = 1/2, I1 = [0, 1/2], I2 = [1/2, 1]. If
0 < µ < 2, then f (I) ⊂ [0, 1/2), so the only possible itineraries are
(I1, I1, . . .), (c1, I1, I1, . . .), and (I2, I1, I1, . . .). Note that the map i : [0, 1] →

 is not continuous at c1.

If µ = 2, then the possible itineraries are (I1, I1, . . .), (c1, c1, . . .), and
(I2, I1, I1, . . .). If 2 < µ < 3, there is an attracting fixed point (µ− 1)/µ ∈
(1/2, 2/3). Thus the possible itineraries are:

(I1, I1, . . .),

(c1, I2, I2, . . .),

(I2, I2, . . .),

(I1, . . . , I1, I2, I2, . . .),

(I1, . . . , I1,C1, I2, I2, . . .),

any of the above preceded by I2.

LEMMA 7.4.1. The itinerary i(x) is eventually periodic if and only if the
iterates of x converge to a periodic orbit of f .

Proof. If i(x) is eventually periodic, thenby replacing x byoneof its forward
iterates, we may assume that i(x) is periodic, of period p. If i j (x) = c j for
some j , then c j is periodic, and we are done. Thus we may assume that f k(x)
is contained in the interior of a lap of f for each k. For j = 0, . . . , p− 1,
let J j be the smallest closed interval containing { f k(x): k= j mod p}. Since
the itinerary is periodic of period p, each Ji is contained in a single lap,
so f : Jj → Jj+1 is strictly monotone. It follows that f p: J0 → J0 is strictly
monotone.

Suppose f p: J0 → J0 is increasing. If f p(x) ≥ x, then by induction,
f kp(x) ≥ f (k−1)p(x) for all k > 0, so { f kp(x)} converges to a point y ∈ J0,
which is fixed for f p. A similar argument holds if f p(x) < x.

If f p: J0 → J0 is decreasing, then f 2p: J0 → J0 is increasing, and by the
argument in the preceding paragraph, the sequence { f 2kp(x)} converges to
a fixed point of f 2p.

Conversely, suppose that f kq(x) → y as k→∞, where f q(y) = y. If the
orbit of y does not contain any turning points, then eventually x has the same
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itinerary as y. The case where O(y) does contain a turning point is left as an
exercise (Exercise 7.4.1). 
�

Let ε be a function defined on {I1, . . . , Il , c1, . . . , cl} such that ε(I1) =
±1, ε(Ik) = (−1)k+1ε(I1), and ε(ck) = 1 for k= 0, . . . , l. Associated to ε is a
signed lexicographic ordering ≺ on 
, defined as follows. For s ∈ 
, define

τn(s) =
∏

0≤k<n

ε(sk).

We order the symbols {±Ij ,±ck} by

−Il+1 < −cl < −Il < · · · < −I1 < I1 < c1 < I2 < · · · < cl < Il+1.

Given s = (si ), t = (ti ) ∈ 
, we say s ≺ t if and only if s0 < t0, or there is
n > 0 such that si = ti for i = 0, . . . ,n− 1, and τn(s)sn < τn(t)tn. The proof
that ≺ is an ordering is left as an exercise.

Associated to an l-modal map f is a natural signed lexicographic order-
ing with ε(Ik) = 1 if f is increasing on Ik and ε(Ik) = −1 otherwise, and
ε(ck) = 1, for k= 1, . . . , l. For x ∈ I, we define τn(x) = τn(i(x)). Note that
if {x, f (x), . . . , f n−1(x)} contains no turning points, then τn(x) is the orien-
tation of f n at x: positive (i.e., increasing) if and only if τn(x) = 1.

LEMMA 7.4.2. For x, y ∈ I, if x < y, then i(x) � i(y). Conversely, if i(x) ≺
i(y), then x < y.

Proof. Suppose i(x) 
=i(y), ik(x) = ik(y) for k= 0, . . . ,n− 1, and in(x) 
=
in(y). Then there is no turning point in the intervals [x, y], f ([x, y]), . . . ,
f n−1([x, y]), so f n is monotone on [x, y], and is increasing if and only if
τn(i(x)) = 1. Thus x < y if and only if τn(x) f n(x) < τn(y) f n(y), and the
latter holds if and only if τn(x)in(x) < τn(y)in(y) since in(x) 
=in(y). 
�
LEMMA 7.4.3. Let I(x) = {y: i(y) = i(x)}. Then:

1. I(x) is an interval (which may consist of a single point).
2. If I(x) 
= {x}, then f n(I(x)) does not contain any turning points for

n ≥ 0. In particular, every power of f is strictly monotone on I(x).
3. Either the intervals I(x), f (I(x)), f 2(I(x)), . . . are pairwise disjoint, or

the iterates of every point in I(x) converge to a periodic orbit of f .

Proof. Lemma 7.4.2 implies immediately that I(x) is an interval. To prove
part 2, suppose there is y ∈ I(x) such that f n(y) is a turning point. If I(x) is
not a single point, then there is some point z ∈ I(x) such that f n(y) 
=f n(z),
since f n is not constant on any interval. Thus in(z) 
=in(y) = f (y), which
contradicts the fact that y, z ∈ I(x). Thus I(x) must be a single point.
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To prove part 3, suppose the intervals I(x), f (I(x)), f 2(I(x)), . . . are not
pairwise disjoint. Then there are integers n ≥ 0, p > 0, such that f n(I(x)) ∩
f n+p(I(x)) 
= ∅. Thenf n+kp(I(x)) ∩ f n+(k+1)p(I(x)) 
= ∅for all k≥ 1. It fol-
lows that L= ⋃

k≥1 f kp(I(x)) is a non-empty interval that contains no turn-
ing points and is invariant by f p. Since f p is strictly monotone on L, for any
y ∈ L, the sequence { f 2kp(y)} is monotone and converges to a fixed point of
f 2p. 
�

An interval J ⊂ I is wandering if the intervals J, f (J ), f 2(J ), . . . are
pairwise disjoint, and f n(J ) does not converge to a periodic orbit of f . Recall
that if x is an attracting periodic point, then the basin of attraction BA(x) of
x is the set of all points whose ω-limit set is O(x).

COROLLARY 7.4.4. Suppose f does not have wandering intervals, attracting
periodic points, or intervals of periodic points. Then i : I → 
 is an injection,
and therefore a bijective order-preserving map onto its image.

Proof. To prove that i is injective we need only show that I(x) = {x} for
every x ∈ I. If not, thenby theproof ofLemma7.4.3, either I(x) iswandering
or there is an interval Lwith non-empty interior and p > 0 such that f p is
monotone on L, f p(L) ∈ L, and the iterates of any point in L converge to a
periodic orbit of f of period 2p. The former case is excluded by hypothesis.
In the latter case, by Exercise 7.4.2, either L contains an interval of periodic
points, or some open interval in L converges to a single periodic point,
contrary to the hypothesis. So I(x) = {x}. 
�

Our next goal is to characterize the subset i(I) ⊂ 
. As we indicated
above, the map i : I → 
 is not continuous. Nevertheless, for any x ∈ I and
k ∈ N0, there is δ > 0 such that ik(y) is constant on (x, x + δ) andon (x − δ, x)
(but not necessarily the same on both intervals). Thus the limits i(x+) =
limy→x+ i(y) and i(x−) = limy→x− i(y) exist. Moreover, i(x+) and i(x−) are
both contained in {I1, . . . , Il}N0 ⊂ 
. For j = 1, . . . , l, we define the jth
kneading invariant of f to be ν j = i(c+j ). For convenience we also define
sequences ν0 = i(c0) = i(c+0 ) and νl+1 = i(cl+1) = i(c−l+1). Note that ν0 and
νl+1 are eventually periodic of period 1 or 2, since by hypothesis the set
{c0, cl+1} is invariant. In fact, there are only four possibilities for the pair
ν0, νl+1, corresponding to the four possibilities for f |∂ I .
LEMMA 7.4.5. For any x ∈ I, i(x) satisfies the following:

1. σ ni(x) = i(ck) if f n(x) = ck.
2. σνk � σ n+1i(x) � σνk+1 if f n(x) ∈ Ik+1 and f is increasing on Ik+1.
3. σνk � σ n+1i(x) � σνk+1 if f n(x) ∈ Ik+1 and f is decreasing on Ik+1.



174 7. Low-Dimensional Dynamics

Moreover, if f has no wandering intervals, attracting periodic points, or inter-
vals of periodic points, then the inequalities in conditions 2 and 3 are strict.

Proof. The first assertion is obvious. To prove the second, suppose that
f n(x) ∈ Ik+1, and f is increasing on Ik+1. Then for y ∈ (ck, f n(x)), we have
f (ck) < f (y) < f n+1(x), so

i( f (ck)) � i( f (y)) � i( f n+1(x)) = σ n+1i(x).

Since νk = limy→c+k i(y),we conclude thatσνk � σ n+1i(x).Theother inequal-
ities are proved in a similar way.

If f has no wandering intervals, attracting periodic points, or intervals of
periodic points, then Corollary 7.4.4 implies that i is injective, so � can be
replaced by ≺ everywhere in the preceding paragraph. 
�

The following immediate corollary of Lemma 7.4.5 gives an admissibility
criterion for kneading invariants.

COROLLARY 7.4.6. If σ n(ν j ) = (Ik+1, . . .), then
1. σνk � σ n+1ν j � σνk+1 if f is increasing on Ik+1,
2. σνk � σ n+1ν j � σνk+1 if f is decreasing on Ik+1.

Let f : I → I be an l-modal map with kneading invariants ν1, . . . , νl , and
let ν0, νl+1 be the itineraries of the endpoints of I. Define 
 f to be the set of
all sequences t = (tn) ∈ 
 satisfying the following:

1. σ nt = i(ck) if tn = ck,k ∈ {0, . . . , l}.
2. σνk ≺ σ n+1t ≺ σνk+1 if tn = Ik+1 and ε(Ik+1) = +1.
3. σνk � σ n+1t � σνk+1 if tn = Ik+1 and ε(Ik+1) = −1.

Similarly, we define 
̂ f to be the set of sequences in 
 satisfying conditions
1–3 with ≺ replaced by �.

THEOREM 7.4.7. Let f : I → I be an l-modal map with kneading invariants
ν1, . . . , νl , and let ν0, νl+1 be the itineraries of the endpoints. Then i(I) ⊂

̂ f . Moreover, if f has no wandering intervals, attracting periodic points,
or intervals of periodic points, then i(I) = 
 f , and i : I → 
 f is an order-
preserving bijection.

Proof. Lemma 7.4.5 implies that i(I) ⊂ 
̂ f , and i(I) ⊂ 
 f if there are no
wandering intervals, attractingperiodic points, or intervals of periodic points.

Suppose f has no wandering intervals, attracting periodic points or inter-
vals of periodic points. Let t = (tn) ∈ 
 f , and suppose t /∈ i( f ). Then

Lt = {x ∈ I: i(x) ≺ t}, Rt = {x ∈ I: i(x) � t}
are disjoint intervals, and I = Lt ∪ Rt .
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Weclaim thatLt and Rt are non-empty. Theproof of this claimbreaks into
four cases according to the four possibilities for f |∂ I . We prove it in the case
f (c0) = f (cl+1) = c0. Then ν0 = i(c+0 ) = (I1, I1, . . .), νl+1 = i(c−l+1) = (Il+1,

I1, I1, . . .), ε(I1) = 1, and ε(Il+1) = −1. Note that t 
=i(c0) = ν0 and t 
=
i(cl+1) = νl+1, since t /∈ i( f ). Thus ν0 ≺ t , so c0 ∈ Lt . If t0 < Il+1, then t ≺
νl+1, so cl+1 ∈ Rt , and we are done. So suppose t0 = Il+1. If t1 > I1, then
t ≺ νl+1, and again we are done. If t1 = I1, then condition 2 implies that
σν0 ≺ σ 2t , which implies in turn that t ≺ νl+1. Thus νl+1 ∈ Rt .

Let a = sup Lt .Wewill show that a /∈ Lt . Suppose for a contradiction that
a ∈ Lt . Since x /∈ Lt for all x > a, we conclude that i(a) ≺ t � i(a+). This
implies that the orbit of a contains a turning point. Let n ≥ 0 be the smallest
integer such that in(a) = ck for some k ∈ {1, . . . , l}. Then i j (a) = t j = i j (a+)
for j = 1, . . . ,n− 1, and in(a+) = Ik or in(a+) = Ik+1. Suppose the latter
holds. Then f n is increasing on a neighborhood of a. Since i(a) ≺ t � i(a+)
and i j (a) = t j = i j (a+) for j = 0, . . . ,n− 1, it follows that

i(ck) = σ n(i(a)) ≺ σ n(t) ≺ σ n(i(a+)) = νk,

and ck ≤ tn ≤ Ik+1.
If tn = ck, then by condition 1, σ n(t) = i(ck), so t = i(a), contradicting

the fact that t /∈ i( f ). Thus we may assume that tn = Ik+1. If f is increasing
on Ik+1, then condition 2 implies that σ n+1(t) � σνk. But σ n(t) � σ n(i(a+)),
τn(t) = +1 and tn = in(a+) imply that

σ n+1(t) � σ n+1(i(a+)) = σ (νk).

Similarly, if f is decreasing on Ik+1, then condition 3 implies that σ n+1 ≺ σνk,
which contradicts σ n(t) � σ n(i(a+)), τn+1(t) = −1, and tn = in(a+).

We have shown that the case in(a+) = Ik+1 leads to a contradiction. Sim-
ilarly, the case in(a+) = Ik leads to a contradiction. Thus a /∈ Lt . By similar
arguments, inf Rt /∈ Rt , which contradicts the fact that I is the disjoint union
of Lt and Rt . Thus t ∈ i(I), so i(I) = 
 f .

Lemma 7.4.2 now implies that i : I → 
 f is an order-preserving bijection.

�

COROLLARY 7.4.8. Let f and g be l-modal maps of I with no wandering
intervals, no attracting periodic points, and no intervals of periodic points. If
f and g have the same kneading invariants and endpoint itineraries, then f
and g are topologically conjugate.

Proof. Let i f and ig be the itinerary maps of f and g, respectively. Then
i−1
f ◦ ig : I → 
(ν0, ν1, . . . , νl+1) → I is an order-preserving bijection, and

therefore a homeomorphism, which conjugates f and g. 
�
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REMARK 7.4.9. One can show that the following extension of Corollary 7.4.8
is also true:Let f and g be l-modalmapsof I, and suppose f has nowandering
intervals, no attracting periodic points, and no intervals of periodic points. If
f and g have the same kneading invariants and endpoint itineraries, then f
and g are topologically semiconjugate.

Example. Consider the unimodal quadratic map f : [−1, 1] → [−1, 1],
f (x) = −2x2 + 1. This map is conjugate to the quadratic map q4: [0, 1] →
[0, 1],q4(x) = 4x(1− x), via thehomeomorphismh: [−1, 1] → [0, 1], h(x) =
1
2 (x + 1). The orbit of the turning point c = 0 of f is 0, 1,−1,−1, . . . , so the
kneading invariant is ν = (I2, I2, I1, I1, . . .).

Now let I = [−1, 1], and consider the tent map T: I → I defined by

T(x) =
{

2x + 1, x ≤ 0,

−2x + 1, x > 0.

The homeomorphism φ: I → I, φ(x) = (2/π) sin−1(x) conjugates f to T.
For any n > 0, themap f n+1 maps each of the intervals [k/2n, (k+ 1)/2n],

k= −2n, . . . , 2n, homeomorphically onto I. Thus the forward iterates of
any open set cover I, or equivalently, the backward orbit of any point in
I is dense in I. It follows from the next lemma that T has no wandering
intervals, attracting periodic points, or intervals of periodic points, so any
unimodal map with the same kneading invariants as T is semiconjugate to
T. In particular, any unimodal map g: [a,b] → [a,b] with g(a) = g(b) = a
and g(c) = b is semiconjugate to T.

LEMMA 7.4.10. Let I = [a,b]be an interval, and f : I → I a continuousmap
with f (∂ I) ⊂ ∂ I. Suppose that every backward orbit is dense in I, and that f
has a fixed point x0 not in ∂ I. Then f has no wandering intervals, no intervals
of periodic points, and no attracting periodic points.

Proof. Let U ∈ I be an open interval. Fix x ∈ U. By density of
⋃

f−n(x),
there is n > 0 such that f−n(x) ∩U 
= ∅. Then f n(U) ∩U 
= ∅, soU is not a
wandering interval.

Suppose z ∈ I is an attracting periodic point. Then the basin of attraction
BA(z) is a forward-invariant set with non-empty interior. Since backward
orbits are dense, BA(z) is a dense open subset of I and therefore intersects
thebackwardorbit of x0. Thus z= x0.On theotherhand, thebackwardorbits
of a and b are dense, and therefore intersect BA(z), which is a contradiction.
Thus there can be no attracting periodic point.
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Any point in Per( f ) has finitely many preimages in Per( f ), so if Per( f )
had non-empty interior, the backward orbit of a point in Per( f ) would not
be dense in Per( f ). Thus f has no intervals of periodic points. 
�

The final result of this section is a realization theorem, which asserts that
any “admissible” set of sequences in 
 is the set of kneading invariants of
an l-modal map.

Note that for an l-modal map f , the endpoint itineraries are determined
completely by the orientation of f on the first and last laps of f . Thus, given
l and a function ε as in the definition of signed lexicographic orderings, we
can define natural endpoint itineraries ν0 and νl+1 as sequences in the symbol
space {I1, Il+1}.

THEOREM 7.4.11. Let ν1, . . . , νl ∈ {I1, . . . , Il+1}N0 , and ε(Ij ) = ε0(−1) j ,
where ε0 = ±1. Let ≺ be the signed lexicographic ordering on 
 = {I1, . . . ,
Il+1, c1, . . . , cl}N0 associated to ε. Let ν0, νl+1 be the endpoint itineraries deter-
mined uniquely by ε and l. If {ν0, . . . , νl+1} satisfies the admissibility criterion
of Corollary 7.4.6, then there is a continuous l-modal map f : [0, 1] → [0, 1]
with kneading invariants ν1, . . . , νl+1.

Proof. Define an equivalence relation ∼ on 
 by the rule t ∼ s if and
only if t = s, or σ (t) = σ (s) and t0 = Ik, s0 = Ik±1. To paraphrase: t and s are
equivalent if and only if they differ at most in the first position, and then only
if the first positions are adjacent intervals. (Thus, for example, i(c−k ) ∼ i(c+k )
for a turning point of an l-modal map.)

We will define a sequence of l-modal maps fN, N ∈ N0, whose kneading
invariants agree up to order Nwith ν1, . . . , νl . The desired map f will be the
limit in the C0 topology of these maps.

Let p0
j = c j , j = 0, . . . , l + 1. Choose points p1

j ∈ [0, 1], j = 0, . . . , l + 1,
such that

1. if σm(νi ) ∼ σ n(ν j ) then pmi = pnj ;
2. pmi < pnj if and only if σm(νi ) ≺ σ n(ν j ) and σm(νi ) 
∼σ n(ν j ); and
3. the new points are equidistributed in each of the intervals [p0

j , p
0
j+1],

j = 0, . . . , l + 1.
Define f1: [0, 1] → [0, 1] to be the piecewise-linearmap specified by f (p0

j ) =
p1
j . Note that p1

j < p1
j+1 if and only if σν j < σν j+1, which happens if and only

if ε(Ij+1) = +1. Thus f1 is l-modal.
For N > 0 we define inductively points pNj ∈ [0, 1], j = 0, . . . , l + 1, sat-

isfying conditions 1 and 2 for all n,m≤ N and j = 0, . . . , l + 1, and so that
in any subinterval defined by the points {pnj : 0 < n < N, 0 ≤ j ≤ l + 1}, the
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new points {pNj } in that interval are equidistributed. Then we define the map
fN: I → I to be the piecewise-linear map connecting the points (pnj , p

n+1
j ),

j = 0, . . . , l + 1,n = 0, . . . , N− 1. It follows (Exercise 7.4.5) that:
1. fN is l-modal for each N > 0;
2. { fN} converges in the C0 topology to an l-modal map f with turning

points c1, . . . , cl ; and
3. the kneading invariants of f are ν1, . . . , νl . 
�

Exercise 7.4.1. Finish the proof of Lemma 7.4.1.

Exercise 7.4.2. Let Lbe an interval and f : L→ La strictlymonotonemap.
Show that either L contains an interval of periodic points, or some open
interval in L converges to a single periodic point.

Exercise 7.4.3. Work out the ordering on the set of itineraries of the
quadratic map qµ for 2 < µ < 3.

Exercise 7.4.4. Show that the tent map has exactly 2n periodic points of
period n, and the set of periodic points is dense in [−1, 1].

Exercise 7.4.5. Verify the last three assertions in the proof of Theorem
7.4.11.

7.5 The Schwarzian Derivative

Let f be a C3 function defined on an interval I ⊂ R. If f ′(x) 
=0, we define
the Schwarzian derivative of f at x to be

Sf (x) = f ′′′(x)
f ′(x)

− 3
2

(
f ′′(x)
f ′(x)

)2

.

If x is an isolated critical point of f , we define Sf (x) = limy→x Sf (y) if the
limit exists.

For the quadratic map qµ(x) = µx(1− x), we have that
Sqµ(x) = −6/(1− 2x)2 for x 
=1/2, and Sf (1/2) = −∞. We also have
S exp(x) = −1/2 and S log(x) = 1/2x2.

LEMMA 7.5.1. The Schwarzian derivative has the following properties:
1. S( f ◦ g) = (Sf ◦ g)(g′)2 + Sg.
2. S( f n) = ∑n−1

i=0 Sf ( f
i (x)) · (( f i )′(x))2.

3. If Sf < 0, then S( f n) < 0 for all n > 0.

The proof is left as an exercise (Exercise 7.5.3).
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A function with negative Schwarzian derivative satisfies the following
minimum principle.

LEMMA 7.5.2 (Minimum Principle). Let I be an interval and f : I → I a C3

mapwith f ′(x) 
=0 for all x ∈ I. If Sf < 0, then | f ′(x)| does not attain a local
minimum in the interior of I.

Proof. Let z be a critical point of f ′. Then f ′′(z) = 0, which implies that
f ′′′(z)/ f ′(z) < 0, since Sf < 0. Thus f ′′′(z) and f ′(z) have opposite signs.
If f ′(z) < 0, then f ′′′(z) > 0 and z is a local minimum of f ′, so z is a local
maximum of | f ′|. Similarly, if f ′(z) > 0, then z is also a local maximum of
| f ′|. Since f ′ is never zero on I, this implies that | f ′| does not have a local
minimum on I. 
�
THEOREM 7.5.3 (Singer). Let I be a closed interval (possibly unbounded),
and f : I → I a C3 mapwith negative Schwarzian derivative. If f has n critical
points, then f has at most n+ 2 attracting periodic orbits.

Proof. Let z be an attracting periodic point of period m. Let W(z) be the
maximal interval about zsuch that f mn(y) → zas n→∞ for all y ∈ U. Then
W(z) is open (in I), and f m(W(z)) ⊂ W(z).

Suppose that W(z) is bounded and does not contain a point in ∂ I, so
W(z) = (a,b) for some a < b ∈ R. We claim that f m has a critical point in
W(z). Bymaximality ofW(z), f mmust preserve the set of endpoints ofW(z).
If f m(a) = f m(b), then f m must have a maximum or minimum in W(z), and
therefore a critical point in W(z). If f m(a) 
=f m(b), then f m must permute
a and b. Suppose f m(a) = a and f m(b) = b. Then ( f m)′ ≥ 1 on ∂U, since
otherwise a or b would be an attracting fixed point for f m whose basin
of attraction overlaps U. By the minimum principle, if f m has no critical
points in U, then ( f m)′ > 1 on U, which contradicts f m(W(z)) = W(z), so
f m has a critical point inW(z). If f m(a)=b and f m(b)= a, then applying the
preceding argument to f 2m, we conclude that f 2m has a critical point inW(z).
Since f m(W(z)) = W(z), it follows that f m also has a critical point in W(z).

By the chain rule, if p ∈ W(z) is a critical point of f m, then one of the
points p, f (p), . . . , f m−1(p) is a critical point of f . Thus we have shown that
either W(z) is unbounded, or it meets ∂ I, or there is a critical point of f
whose orbit meets W(z). Since there are only n critical points, and there are
only two boundary points (or unbounded ends) of I, the theorem is proved.


�
COROLLARY 7.5.4. For any µ > 4, the quadratic map qµ: R → R has at
most one (finite) attracting periodic orbit.
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Proof. The proof of Theorem 7.5.3 shows that if z is an attracting periodic
point, then W(z) either is unbounded or contains the critical point of qµ.
Since ∞ is an attracting periodic point, the basin of attraction of zmust be
bounded, and therefore must contain the critical point. 
�

We now discuss a relation between the Schwarzian derivative and length
distortion that is used inproducing absolutely continuous invariantmeasures
for maps of the interval with negative Schwarzian derivative.2

Let f beapiecewise-monotone real-valued functiondefinedonabounded
interval I. Suppose J ⊂ I is a subinterval such that I \ J consists of disjoint
non-empty intervals L and R. Denote by |F | the length of an interval F .
Define the cross-ratios

C(I, J ) = |I| · |J |
|J ∪ L| · |J ∪ R| , D(I, J ) = |I| · |J |

|L| · |R| .

If f is monotone on I, set

A(I, J ) = C( f (I), f (J ))
C(I, J )

, B(I, J ) = D( f (I), f (J ))
D(I, J )

.

The group M of real Möbius transformations consists of maps of the
extended real line R ∪ {∞} of the form φ(x) = (ax + b)/(cx + d), where
a,b, c,d ∈ R and ad − bc 
=0. Möbius transformations have Schwarzian
derivative equal to 0 and preserve the cross-ratios C and D (Exercise 7.5.4).
The group of Möbius transformations is simply transitive on triples of points
in the extended real line, i.e., givenany threedistinct pointsa,b, c ∈ R ∪ {∞},
there is a uniqueMöbius transformationφ ∈ M such thatφ(0) = a, φ(1) = b
andφ(∞) = c (Exercise 7.5.5).Möbius transformations are also called linear
fractional transformations.

PROPOSITION 7.5.5. Let f be a C3 real-valued function defined on a com-
pact interval I such that f has negative Schwarzian derivative and f ′(x) 
=
0, x ∈ I. Let J ⊂ I be a closed subinterval that does not contain the endpoints
of I. Then A(I, J ) > 1 and B(I, J ) > 1.

Proof. Since every Möbius transformation has Schwarzian derivative 0 and
preserves C and D, we may assume, by composing f on the left and on the
right with appropriate Möbius transformations and using Lemma 7.5.1, that
I = [0, 1], J = [a,b] with 0 < a < b < 1, f (0) = 0, f (a) = a, and f (1) = 1.
By Lemma 7.5.2, | f ′| does not have a local minimum in [0, 1], and hence f
cannot have fixed points except 0, a, and 1. Therefore f (x) < x if 0 < x < a

2 Our exposition here follows to a large extent [vS88] and [dMvS93]
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and f (x) > x if a < x < 1; in particular, f (b) > b. We have

B(I, J ) = | f (1)− f (0)| · | f (b)− f (a)|
| f (a)− f (0)| · | f (1)− f (b)| ·

( |1− 0| · |b− a|
|a − 0| · |1− b|

)−1

= 1 · ( f (b)− a) · a · (1− b)
a · (1− f (b)) · 1 · (b− a)

> 1.

This proves the second inequality. The first one is left as an exercise
(Exercise 7.5.6). 
�

The following proposition, whichwe do not prove, describes bounded dis-
tortion properties of maps with negative Schwarzian derivative on intervals
without critical points.

PROPOSITION 7.5.6 [vS88], [dMvS93]. Let f : [a,b] → R be a C3 map. As-
sume that Sf < 0 and f ′(x) 
=0, for all x ∈ [a,b]. Then

1. | f ′(a)| · | f ′(b)| ≥ (| f (b)− f (a)|/(b− a))2;

2.
| f ′(x)| · | f (b)− f (a)|

b− a
≥ | f (x)− f (a)|

x − a
· | f (b)− f (x)|

b− x
for every x ∈

(a,b).

Exercise 7.5.1. Prove that if f : I → R is a C3 diffeomorphism onto its im-
age and g(x) = d

dx log | f ′(x)|, then

Sf (x) = g′(x)− 1
2
(g(x))2 = −2

√
| f ′(x)| · d2

dx2

1√| f ′(x)| .

Exercise 7.5.2. Show that any polynomial with distinct real roots has neg-
ative Schwarzian derivative.

Exercise 7.5.3. Prove Lemma 7.5.1.

Exercise 7.5.4. Prove that each Möbius transformation has Schwarzian
derivative 0 and preserves the cross-ratios C and D.

Exercise 7.5.5. Prove that the action of the group of Möbius transforma-
tions on the extended real line is simply transitive on triples of points.

Exercise 7.5.6. Prove the remaining inequality of Proposition 7.5.5.

7.6 Real Quadratic Maps

In §1.5, we introduced the one-parameter family of real quadratic maps
qµ(x) = µx(1− x), µ ∈ R. We showed that for µ > 1, the orbit of any point
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Figure 7.5. Quadratic map.

outside I = [0, 1] converges monotonically to −∞. Thus the interesting dy-
namics is concentrated on the set

�µ = {
x ∈ I |qnµ(x) ∈ I ∀n ≥ 0

}
.

THEOREM 7.6.1. Let µ > 4. Then�µ is a Cantor set, i.e., a perfect, nowhere
dense subset of [0, 1]. The restriction qµ|�µ

is topologically conjugate to the
one-sided shift σ :
+

2 → 
+
2 .

Proof. Let a = 1/2−√
1/4− 1/µ and b = 1/2+√

1/4− 1/µ be the two
solutions ofqµ(x) = 1, and let I0 = [0, a], I1 = [b, 1]. Thenqµ(I0) = qµ(I1) =
I, and qµ((a,b)) ∩ I = ∅ (see Figure 7.5). Observe that the images qnµ(1/2)
of the critical point 1/2 lie outside I and tend to −∞. Therefore the two
inverse branches f0: I → I0 and f1: I → I1 and their compositions are well
defined. For k ∈ N, denote by Wk the set of all words of length k in the
alphabet {0, 1}. Forw = ω1ω2 . . . ωk ∈ Wk and j ∈ {0, 1}, set Iwj = f j (Iw) and
gw = fωk ◦ · · · ◦ fω2 ◦ fω1 , so that Iw = gw(I).

LEMMA 7.6.2. lim
k→∞

max
w∈Wk

max
x∈I

|g′w(x)| = 0.

Proof. If µ > 2+√
5, then 1 > | f ′j (1)| = µ

√
1− 4/µ ≥ | f ′j (x)| for every

x ∈ I, j = 0, 1, and the lemma follows.
For 4 < µ < 2+√

5, the lemma follows from Theorem 8.5.10 (see also
Theorem 8.5.11). 
�

Lemma 7.6.2 implies that the length of the interval Iw tends to 0 as
the length of w tends to infinity. Therefore, for each ω = ω1ω2 . . . ∈ 
+

2
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the intersection
⋂

n∈N Iω1...ωn consists of exactly one point h(ω). The
map h:
+

2 → �µ is a homeomorphism conjugating the shift σ and qµ|�µ

(Exercise 7.6.2). 
�
Exercise 7.6.1. Prove that if µ > 4 and 1/2− √

1/4− 1/µ < x < 1/2+√
1/4− 1/µ, then qnµ(x) →−∞ as n→∞.

Exercise 7.6.2. Prove that the map h:
+
2 → �µ in the proof of Theo-

rem 7.6.1 is a homeomorphism and that qµ ◦ h = h ◦ σ .

7.7 Bifurcations of Periodic Points3

The family of real quadratic maps qµ(x) = µx(1− x) (§1.5, §7.6) is an ex-
ample of a (one-dimensional) parametrized family of dynamical systems.
Although the specific quantitative behavior of a dynamical system depends
on the parameter, it is often the case that the qualitative behavior remains
unchanged for certain ranges of the parameter.Aparameter valuewhere the
qualitative behavior changes is called a bifurcation value of the parameter.
For example, in the family of quadratic maps, the parameter value µ = 3 is
a bifurcation value because the stability of the fixed point 1− 1/µ changes
from repelling to attracting. The parameter valueµ = 1 is a bifurcation value
because for µ < 1, 0 is the only fixed point, and for µ > 1,qµ has two fixed
points.

A bifurcation is called generic if the same bifurcation occurs for all nearby
families of dynamical systems, where “nearby” is defined with respect to an
appropriate topology (usually the C2 or C3 topology). For example, the
bifurcation value µ = 3 is generic for the family of quadratic maps. To see
this, note that for µ close to the 3; the graph of qµ crosses the diagonal
transversely at the fixed point xµ = 1− 1/µ, and the magnitude of q′µ(xµ) is
less than 1 for µ < 3 and greater than 1 for µ > 3. If fµ is another family of
maps C1-close to qµ, then the graph of fµ(x) must also cross the diagonal
at a point yµ near xµ, and the magnitude of f ′µ(yµ) must cross 1 at some
parameter value close to 3. Thus fµ has the same kind of bifurcation as qµ.
Similar reasoning shows that the bifurcation value µ = 1 is also generic.

Generic bifurcations are the primary ones of interest. Thenotion of gener-
icity depends on the dimension of the parameter space (e.g., a bifurcation
may be generic for a one-parameter family, but not for a two-parameter

3 The exposition in this section follows to a certain extent that of [Rob95].
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family). Bifurcations that are generic for one-parameter families of dy-
namical systems are called codimension-one bifurcations. In this section, we
describe codimension-one bifurcations of fixed and periodic points for one-
dimensional maps.

We begin with a non-bifurcation result. If the graph of a differentiable
map f intersects the diagonal transversely at a point x0, then the fixed point
x0 persists under a small C1 perturbation of f .

PROPOSITION 7.7.1. Let U ⊂ Rm and V ⊂ Rn be open subsets, and let
fµ:U → Rm, µ ∈ V, be a family of C1 maps such that
1. the map (x, µ) "→ fµ(x) is a C1 map,
2. fµ0 (x0) = x0 for some x0 ∈ U and µ0 ∈ V,
3. 1 is not an eigenvalue of dfµ0 (x0).

Then there are open setsU ′ ⊂ U,V′ ⊂ V with x0 ∈ U ′, µ0 ∈ V′ and aC1 func-
tion ξ :V′ → U ′ such that for each µ ∈ V′, ξ(µ) is the only fixed point of fµ
in U ′.

Proof. The proposition is an immediate consequence of the implicit func-
tion theorem applied to the map (x, µ) "→ fµ(x)− x (Exercise 7.7.1). 
�

Proposition 7.7.1 shows that if 1 is not an eigenvalue of the derivative,
then the fixed point does not bifurcate into multiple fixed points and does
notdisappear.Thenextproposition shows thatperiodicpoints cannot appear
in a neighborhood of a hyperbolic fixed point.

PROPOSITION 7.7.2. Under the assumption (and notation) of Proposition
7.7.1, suppose in addition that x0 is a hyperbolic fixed point of fµ0 , i.e., no
eigenvalue of dfµ0 (x0) has absolute value 1. Then for each k ∈ N there are
neighborhoods Uk ⊂ U ′ of x0 and Vk ⊂ V′ of µ0 such that ξ(µ) is the only
fixed point of f kµ in Uk.

If, in addition, x0 is an attracting fixed point of fµ0 , i.e., all eigenvalues of
dfµ0 (x0) are strictly less than 1 in absolute value, then the neighborhoods Uk

and Vk can be chosen independent of k.

Proof. Since no eigenvalue of dfµ0 (x0) has absolute value 1, it follows
that 1 is not an eigenvalue of df kµ0

(x0), so the first statement follows from
Proposition 7.7.1.

The second statement is left as an exercise (Exercise 7.7.2). 
�
Propositions 7.7.1 and 7.7.2 show that, for differentiable one-dimensional

maps, bifurcations of fixed or periodic points can occur only if the abso-
lute value of the derivative is 1. For one-dimensional maps there are only
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two types of generic bifurcations: The saddle–node bifurcation (or the fold
bifurcation) may occur if the derivative at a periodic point is 1, and the
period-doubling bifurcation (or flip bifurcation) may occur if the derivative
at a periodic point is −1. We describe these bifurcations in the next two
propositions. See [CH82] or [HK91] for a more extensive discussion of bi-
furcation theory, or [GG73] for a thorough exposition on the closely related
topic of singularities of differentiable maps.

PROPOSITION 7.7.3 (Saddle–Node Bifurcation). Let I, J ⊂ R be open in-
tervals and f : I × J → R be a C2 map such that

1. f (x0, µ0) = x0 and
∂ f
∂x (x0, µ0) = 1 for some x0 ∈ I and µ0 ∈ J ,

2. ∂2 f
∂x2 (x0, µ0) < 0 and ∂ f

∂µ
(x0, µ0) > 0.

Then there are ε, δ > 0 and a C2 function α: (x0 − ε, x0 + ε) → (µ0 − δ, µ0 +
δ) such that:

1. α(x0) = µ0, α
′(x0) = 0, α′′(x0) = − ∂2 f

∂x2 (x0, µ0)/
∂ f
∂µ

(x0, µ0) > 0.

2. Each x ∈ (x0 − ε, x0 + ε) is a fixed point of f (·, α(x)), i.e., f (x, α(x)) =
x, and α−1(µ) is exactly the fixed point set of f (·, µ) in (x0 − ε, x0 + ε)
for µ ∈ (µ0 − δ, µ0 + δ).

3. For each µ ∈ (µ0, µ0 + δ), there are exactly two fixed points x1(µ) <

x2(µ) of f (·, µ) in (x0 − ε, x0 + ε) with

∂ f
∂x

(x1(µ), µ) > 1 and 0 <
∂ f
∂x

(x2(µ), µ) < 1;

α(xi (µ)) = µ for i = 1, 2.
4. f (·, µ) does not have fixed points in (x0 − ε, x0 + ε) for each

µ ∈ (µ0 − δ, µ0).

REMARK 7.7.4. The inequalities in the secondhypothesis ofProposition7.7.3
correspond to one of the four possible generic cases when the two derivatives
do not vanish. The other three cases are similar (Exercise 7.7.3).

Proof. Consider the function g(x, µ) = f (x, µ)− x (see Figure 7.6). Ob-
serve that

∂g
∂µ

(x0, µ0) = ∂ f
∂µ

(x0, µ0) > 0.

Therefore, by the implicit function theorem, there are ε, δ > 0 and a C2

function α: (x0 − ε, x0 + ε) → J such that g(x, α(x)) = 0 for each x ∈
(x0 − ε, x0 + ε) and there are no other zeros of g in (x0 − ε, x0 + ε)× (µ0 −
ε, µ0 + ε). A direct calculation shows that α satisfies statement 1. Since
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Figure 7.6. Saddle-node bifurcation.

α′′(x0) > 0, statements 3 and 4 are satisfied for ε and δ sufficiently small
(Exercise 7.7.4). 
�

PROPOSITION 7.7.5 (Period-Doubling Bifurcation). Let I, J ⊂ R be open
intervals, and f : I × J → R be a C3 map such that:

1. f (x0, µ0) = x0 and
∂ f
∂x (x0, µ0) = −1 for some x0 ∈ I andµ0 ∈ J , so that

byProposition 7.7.1, there is a curveµ "→ξ(µ) of fixed points of f (·, µ)
for µ close to µ0.

2. η = d
dµ
|µ=µ0

∂ f
∂x (ξ(µ), µ) < 0.

3. ζ = ∂3 f ( f (x0, µ0),µ0)
∂x3 = −2 ∂3 f

∂x3 (x0, µ0)− 3( ∂2 f
∂x2 (x0, µ0))2 < 0 .

Then there are ε, δ > 0 and C3 functions ξ : (µ0 − δ, µ0 + δ) → R with
ξ(µ0) = x0 and α: (x0 − ε, x0 + ε) → R with α(x0) = µ0, α

′(x0) = 0, and
α′′(x0) = −2η/ζ > 0 such that:

1. f (ξ(µ), µ) = ξ(µ), and ξ(µ) is the only fixed point of f (·, µ) in (x0 −
ε, x0 + ε) for µ ∈ (µ0 − δ, µ0 + δ).

2. ξ(µ) is an attracting fixed point of f (·, µ) for µ0 − δ < µ < µ0 and is
a repelling fixed point for µ0 < µ < µ0 + δ.

3. For each µ ∈ (µ0, µ0 + δ), the map f (·, µ) has, in addition to the fixed
point ξ(µ), exactly two attracting period-2 points x1(µ), x2(µ) in the
interval (x0 − ε, x0 + ε); moreover, α(xi (µ)) = µ and xi (µ) → x0 as
µ ↘ µ0 for i = 1, 2.

4. For each µ ∈ (µ0 − δ, µ0], the map f ( f (·, µ), µ) has exactly one fixed
point ξ(µ) in (x0 − ε, x0 + ε).
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REMARK 7.7.6. The stability of the fixed point ξ(µ) and of the periodic points
x1(µ) and x2(µ) depend on the signs of the derivatives in the third and fourth
hypotheses of Proposition 7.7.5. Proposition 7.7.5 deals with only one of the
four possible generic cases when the derivatives do not vanish. The other three
cases are similar, and we do not consider them here (Exercise 7.7.5).

Proof. Since
∂ f
∂x

(x0, µ0) = −1 
=1,
we can apply the implicit function theorem to f (x, µ)− x = 0 to obtain a
differentiable function ξ such that f (ξ(µ), µ) = ξ(µ) for µ close to µ0 and
ξ(µ0) = x0. This proves statement 1.

Differentiating f (ξ(µ), µ) = ξ(µ) with respect to µ gives

d
dµ

f (ξ(µ), µ) = ∂ f
∂µ

(ξ(µ), µ)+ ∂ f
∂x

(ξ(µ), µ) · ξ ′(µ) = ξ ′(µ),

and hence

ξ ′(µ) =
∂ f
∂µ

(ξ(µ), µ)

1− ∂ f
∂x (ξ(µ), µ)

, ξ ′(µ0) = 1
2

∂ f
∂µ

(x0, µ0).

Therefore

d
dµ

∣∣∣
µ=µ0

∂ f
∂x

(ξ(µ), µ) = ∂2 f
∂µ ∂x

(x0, µ0)+ 1
2

∂ f
∂µ

(x0, µ0) · ∂2 f
∂x2

(x0, µ0) = η,

and assumption 2 yields statement 2.
To prove statements 3 and 4 consider the change of variables y = x −

ξ(µ), 0 = x0 − ξ(µ0) and the function g(y, µ) = f ( f (y+ ξ(µ), µ), µ)−
ξ(µ). Observe that fixed points of f ( f (·, µ), µ) correspond to solutions of
g(y, µ) = y. Moreover,

g(0, µ) ≡ 0,
∂g
∂y

(0, µ0) = 1,
∂2g
∂y2

(0, µ0) = 0,

i.e., the graph of the second iterate of f (·, µ0) is tangent to the diagonal
at (x0, µ0) with second derivative 0. (See Figure 7.7.) A direct calculation
shows that, by assumption 3, the third derivative does not vanish:

∂3g
∂y3

(0, µ0) = −2
∂3 f
∂x3

(x0, µ0)− 3
(

∂ f 2

∂x2
(x0, µ0)

)2

= ζ < 0.

Therefore

g(y, µ0) = y+ 1
3!

ζ y3 + o(y3).

Since ξ(µ) is a fixed point of f (·, µ), we have that g(0, µ) ≡ 0 in an interval
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µ < µ0 µ = µ0 µ > µ0

Figure 7.7. Period-doubling bifurcation: the graph of the second iterate.

about µ0. Therefore there is a differentiable function h such that g(y, µ) =
y · h(y, µ), and to find the period-2 points of f (·, µ) different from ξ(µ) we
must solve the equation h(y, µ) = 1. From (7.7.6) we obtain

h(y, µ0) = 1+ 1
3!

ζ y2 + o(y2),

i.e.,

h(0, µ0) = 1,
∂h
∂y

(0, µ0) = 0, and
∂2h
∂y2

(0, µ0) = ζ

3
.

On the other hand,

∂h
∂µ

(0, µ0) = lim
y→0

1
y

∂g
∂µ

(y, µ0) = ∂2g
∂µ ∂y

(0, µ0)

= d
dµ

(
∂ f
∂x

(ξ(µ), µ)
)2 ∣∣∣∣

µ=µ0

= −2η > 0.

By the implicit function theorem, there is ε > 0 and a differentiable func-
tion β: (−ε, ε) → R such that h(y, β(y)) = 1 for |y| < ε and β(0) = µ0. Dif-
ferentiating h(y, β(y)) = 1 with respect to y, we obtain that β ′(0) = 0. The
second differentiation yields β ′′(0) = ζ/6η > 0. Therefore β(y) > 0 for
y
=0, and the new period-2 orbit appears only for µ > µ0.

Note that since g(·, µ) has three fixed points near x0 for µ close to µ0,
and the middle one, ξ(µ), is unstable, the other two must be stable. In fact,
a direct calculation shows that

∂g
∂y

(y, β(y)) = ∂g
∂y

(0, µ0)+ 1
2!

∂2g
∂y2

(0, µ0)y+ 1
3!

∂3g
∂y3

(0, µ0)y2 + o(y2)

= 1+ ζ

6
y2 + o(y2).

Since ζ < 0, the period-2 orbit is stable. 
�
Exercise 7.7.1. Prove Proposition 7.7.1.

Exercise 7.7.2. Prove the second statement of Proposition 7.7.2.
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Exercise 7.7.3. State the analog of Proposition 7.7.3 for the remaining
three generic cases when the derivatives from assumption 3 do not vanish.

Exercise 7.7.4. Prove statements 3 and 4 of Proposition 7.7.3.

Exercise 7.7.5. State theanalogofProposition7.7.5 for the remaining three
generic cases when the derivatives from assumptions 3 and 4 do not vanish.

Exercise 7.7.6. Prove that a period-doubling bifurcation occurs for the
family fµ(x) = 1− µx2 at µ0 = 3/4, x0 = 2/3.

7.8 The Feigenbaum Phenomenon

M. Feigenbaum [Fei79] studied the family

fµ(x) = 1− µx2, 0 < µ ≤ 2,

of unimodal maps of the interval [−1, 1]. For µ < 3/4, the unique attracting
fixed point of fµ is

xµ =
√

1+ 4µ− 1
2µ

.

The derivative f ′µ(xµ) = 1−√
1+ 4µ is greater than−1 for µ < 3/4, equals

−1 for µ = 3/4, and is less than −1 for µ > 3/4. A period-doubling bifur-
cation occurs at µ = 3/4 (Exercise 7.7.6). For µ > 3/4, the map fµ has an
attracting period-2 orbit. Numerical studies show that there is an increasing
sequence of bifurcation values µn at which an attracting periodic orbit of
period 2n for fµ loses stability and an attracting periodic orbit of period 2n+1

is born. The sequence µn converges, as n→∞, to a limit µ∞, and

lim
n→∞

µ∞ − µn−1

µ∞ − µn
= δ = 4.669201609 . . . . (7.2)

The constant δ is called the Feigenbaum constant. Numerical experiments
show that the Feigenbaum constant appears for many other one-parameter
families.

The Feigenbaum phenomenon can be explained as follows. Consider the
infinite-dimensional spaceA of real analytic maps ψ : [−1, 1] → [−1, 1] with
ψ(0) = 1, and the map �:A → A given by the formula

�(ψ)(x) = 1
λ

ψ ◦ ψ(λx), λ = ψ(1). (7.3)

A fixed point g of � (which Feigenbaum estimated numerically) is an even
function satisfying the Cvitanović–Feigenbaum equation

g ◦ g(λx)− λg(x) = 0. (7.4)
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W u(g) fµ

W s(g)

Bn

B1

g

fµ1

fµn
fµn+1

Bn+1

Figure 7.8. Fixed point and stable and unstable manifolds for the Feigenbaum
map �.

The function g is a hyperbolic fixed point of �. The stable manifold Ws(g)
has codimension one, and the unstable manifold Wu(g) has dimension one
and corresponds to a simple eigenvalue δ = 4.669201609 . . . of the derivative
d�g . The codimension-one bifurcation set B1, of maps ψ for which an at-
tracting fixed point loses stability and an attracting period two orbit is born,
intersects Wu(g) transversely. The preimage Bn = �1−n(B1) is the bifurca-
tion set of maps for which an attracting orbit of period 2n−1 is replaced by
an attracting orbit of period 2n (Exercise 7.8.1). Figure 7.8 is a graphical
depiction of the process underlying the Feigenbaum phenomenon.

By the infinite-dimensional version of the Inclination Lemma 5.7.2, the
codimension-one bifurcation sets Bn accumulate to Ws(g). Let fµ be a one-
parameter family of maps that intersects Ws(g) transversely, and let µn be
the sequence of period-doubling bifurcation parameters, fµn ∈ Bn. Using
the inclination lemma, one can show that the sequence µn satisfies (7.2).
O. E. Lanford established the correctness of this model through a computer-
assisted proof [Lan84].

Exercise 7.8.1. Prove that if ψ has an attracting periodic orbit of period 2k,
then �(ψ) has an attracting periodic orbit of period k.



CHAPTER EIGHT

Complex Dynamics

In this chapter1, we consider rationalmaps R(z)= P(z)/Q(z) of theRiemann
sphere C̄ = C ∪ {∞}, where P and Q are complex polynomials. These maps
exhibit many interesting dynamical properties, and lend themselves to the
computer-aided drawing of fractals and other fascinating pictures in the
complex plane. For a more thorough exposition of the dynamics of rational
maps see [Bea91] and [CG93].

8.1 Complex Analysis on the Riemann Sphere

Weassume that the reader is familiar with the basic ideas of complex analysis
(see, for example, [BG91] or [Con95]).
Recall that a function f from a domain D ⊂ C to C̄ is said to be mero-

morphic if it is analytic except at a discrete set of singularities, all of which
are poles. In particular, rational functions are meromorphic.
The Riemann sphere is the one-point compactification of the complex

plane, C̄ = C ∪ {∞}. The space C̄ has the structure of a complex manifold,
given by the standard coordinate system onC and the coordinate z �→z−1 on
C̄\{0}. If M and N are complex manifolds, then a map f : M → N is analytic
if for every point ζ ∈ M, there are complex coordinate neighborhoodsU of
ζ and V of f (ζ ) such that f : U →V is analytic in the coordinates onU and
V. An analytic map into C̄ is said to be meromorphic. This terminology is
somewhat confusing, because in the modern sense (as maps of manifolds)
meromorphic functions are analytic, while in the classical sense (as functions
on C), meromorphic functions are generally not analytic. Nevertheless, the
terminology is so entrenched that it cannot be avoided.

1 Many of the proofs in this chapter follow the corresponding arguments from [CG93].

191
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It is easy to see that a map f : C̄ → C̄ is analytic (and meromorphic) if
and only if both f (z) and f (1/z) are meromorphic (in the classical sense)
on C. It is known that every analytic map from the Riemann sphere to itself
is a rational map. Note that the constant map f (z) = ∞ is considered to be
analytic.
The group of Möbius transformations{

z → az+ b
cz+ d

: a,b, c,d ∈ C; ad − bc = 1
}

actson theRiemannsphereand is simply transitiveon triplesofpoints, i.e., for
any three distinct points x, y, z ∈ C̄, there is a uniqueMöbius transformation
that carries x, y, z to 0, 1, ∞, respectively (see §7.5).
Suppose f : C̄ → C̄ is a meromorphic map and ζ is a periodic point of

minimal period k. If ζ 
= ∞, the multiplier of ζ is the derivative λ(ζ ) =
( f k)′(ζ ). If ζ = ∞, the multiplier of ζ is g ′(0), where g(z) = 1/ f (1/z). The
periodic point ζ is attracting if 0 < |λ(ζ )| < 1, superattracting if λ(ζ ) = 0,
repelling if |λ(ζ )| > 1, rationally neutral if λ(ζ )m = 1 for some m ∈ N, and
irrationally neutral if |λ(ζ )| = 1 but λ(ζ )m 
=1 for every m ∈ N. One can
prove that a periodic point is attracting or superattracting if and only if it is
a topologically attracting periodic point in the sense of Chapter 1; similarly
for repelling periodic points. The orbit of an attracting or superattracting
periodic point is said to be an attracting or superattracting periodic orbit,
respectively.
For an attracting or superattracting fixed point ζ of a meromorphic map

f , we define the basin of attraction BA(ζ ) as the set of points z ∈ C̄ for
which f n(z) → ζ as n → ∞. Since the multiplier of ζ is less than 1, there is a
neighborhoodU of ζ that is contained inBA(ζ ), andBA(ζ ) = ⋃

n∈N f−n(U).
The set BA(ζ ) is open. The connected component of BA(ζ ) containing ζ is
called the immediate basin of attraction, and is denoted BA◦(ζ ).
If ζ is an attracting or superattracting periodic point of period k, then the

basin of attraction of the periodic orbit is the set of all points z for which
f nk(z) → f j (ζ ) as n → ∞ for some j ∈ {0, 1, . . . ,k} and is denoted BA(ζ ).
The union of the connected components of BA(ζ ) containing a point in the
orbit of ζ is called the immediate basin of attraction and is denoted BA◦(ζ ).
A point ζ is a critical point (or branch point) of a meromorphic function

f if f is not 1-to-1 on a neighborhood of ζ . A critical point ζ hasmultiplicity
m if f is (m+ 1)-to-1 onU\{ζ } for a sufficiently small neighborhoodU of ζ

(this number is also called the branch number of f at ζ ). Equivalently, ζ is
a critical point of multiplicity m if ζ is a zero of f ′ (in local coordinates) of
multiplicity m. If ζ is a critical point, then f (ζ ) is called a critical value.
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For a rational map R= P/Q, with P and Q relatively prime polynomials
of degree p and q, respectively, the degree of R is deg(R) = max(p,q). If R
has degree d, then the map R: C̄ → C̄ is a branched covering of degree d,
i.e., any ξ ∈ C̄ that is not a critical value has exactlyd preimages; in fact, every
point has exactly d preimages if critical points are counted with multiplicity.
Since the number of preimages of a generic point is a topological invariant
of R, the degree is invariant under conjugation by aMöbius transformation.
The rational maps of degree 1 are theMöbius transformations. A rational

map is a polynomial if and only if the only preimage of ∞ is ∞.

PROPOSITION 8.1.1. Let Rbe a rational map of degree d. Then the number
of critical points, counted with multiplicity, is 2d − 2. If there are exactly two
distinct critical points, then R is conjugate by a Möbius transformation to zd

or z−d.

Proof. By composing with a Möbius transformation we may assume that
R(∞) = 0 and that ∞ is neither a critical point nor a critical value. Then
R(∞) = 0 and the fact that ∞ is not a critical point imply that

R(z) = αzd−1 + · · ·
βzd + · · · ,

where α 
=0 and β 
=0. Hence

R′(z) = −αβz2d−2 + · · ·
(βzd + · · ·)2 ,

and the critical points of R are the zeros of the numerator (since ∞ is not a
critical value).
The proof of the second assertion is left as an exercise (Exercise 8.1.5).

��
A family F of meromorphic functions in a domain D ⊂ C̄ is normal if

every sequence from F contains a subsequence that converges uniformly on
compact subsets of D in the standard spherical metric on C̄ ≈ S2. A family
F is normal at a point z ∈ C̄ if it is normal in a neighborhood of z.
The Fatou set F(R) ⊂ C̄ of a rational map R: C̄ → C̄ is the set of points

z ∈ C̄ such that the family of forward iterates {Rn}n∈N is normal at z. The
Julia set J (R) is the complement of the Fatou set. Both F(R) and J (R) are
completely invariant under R(see Proposition 8.5.1). Points belonging to the
same component of F(R) have the same asymptotic behavior. As we will
see later, the Fatou set contains all basins of attraction and the Julia set is the
closure of the set of all repelling periodic points. The “interesting” dynamics
is concentrated on the Julia set, which is often a fractal set. The case when
J (R) is a hyperbolic set is reasonably well understood (Theorem 8.5.10).
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Exercise 8.1.1. Prove that any Möbius transformation is conjugate by
another Möbius transformation to either z �→az or z �→z+ a.

Exercise 8.1.2. Prove that a non-constant rational map R is conjugate to
a polynomial by a Möbius transformation if and only if R−1(z0) = {z0} for
some z0 ∈ C̄.

Exercise 8.1.3. FindallMöbius transformations that commutewithq0(z) =
z2.

Exercise 8.1.4. Let R be a rational map such that R(∞) = ∞, and let f
be a Möbius transformation such that f (∞) is finite. Define the multiplier
λR(∞) of R at ∞ to be the multiplier of f ◦ R ◦ f−1 at f (∞). Prove that
λR(∞) does not depend on the choice of f .

Exercise 8.1.5. Prove the second assertion of Proposition 8.1.1.

Exercise 8.1.6. Let R be a non-constant rational map. Prove that

deg(R)− 1 ≤ deg(R′) ≤ 2 deg(R)

with equality on the left if and only if R is a polynomial and with equality on
the right if and only if all poles of R are simple and finite.

8.2 Examples

The global dynamics of a rational map Rdepends heavily on the behavior of
the critical points of R under its iterates. In most of the examples below, the
Fatou set consists of finitely many components, each of which is a basin of
attraction. Some of the assertions in the following examples will be proved
in later sections of this chapter. Proofs of most of the assertions that are not
proved here can be found in [CG93].
Let qa : C̄ → C̄ be the quadratic map qa(z) = z2 − a, and denote by S1

the unit circle {z ∈ C: |z| = 1}. The critical points of qa are 0 and ∞, and
the critical values are −a and ∞; if a 
=0, the only superattracting periodic
(fixed) point is ∞. In the examples below, we observe drastically different
global dynamics depending on whether the critical point lies in the basin of
a finite attracting periodic point, or in the basin of ∞, or in the Julia set.

1. q0(z) = z2. There is a superattracting fixed point at 0, whose basin of
attraction is the open disk �1 = {z ∈ C: |z| < 1}, and a superattract-
ing fixed point at ∞, whose basin of attraction is the exterior of S1.
There is also a repelling fixed point at 1, and for each n ∈ N there
are 2n repelling periodic points of period n on S1. The Julia set is
S1; the Fatou set is the complement of S1. The map q0 acts on S1 by
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Figure 8.1. The Julia set for a = 1.

φ �→2φ mod 2π (where φ is the angular coordinate of a point z ∈ S1).
IfU is a neighborhood of ζ ∈ S1 = J (q0), then

⋃
n∈N0

qn
0 (U) = C\{0}.

2. qε(z) = z2 − ε, 0 < ε � 1. There is an attracting fixed point near 0,
a superattracting fixed point at ∞, and, for each n ∈ N, 2n repelling
periodic points near S1. The Julia set J (qε) is a closed continuous qε-
invariant curve that isC0 close to S1 and is not differentiable at a dense
set of points; it has a Hausdorff dimension greater than 1. The basins
of attraction of the fixed points near 0 and at ∞ are, respectively, the
interior and exterior of J (qε). The critical point and critical value lie in
the immediate basin of attraction of the attracting fixed point near 0.
The sameproperties hold true formaps of the form f (z) = z2 + εP(z),
where P is a polynomial and ε is small enough.

3. q1(z) = z2 − 1. Note that q1(0) = −1,q1(−1) = 0. Therefore, 0 and−1
are superattracting periodic points of period 2. On the real line the
repelling fixed point (1− √

5)/2 separates the basins of attraction of
0 and −1. The Julia set J (q1) contains two simple closed curves σ0

and σ−1 that surround 0 and −1 and bound their immediate basins of
attraction. The only preimage of −1 is 0; hence the only preimage of
σ−1 is σ0. However, 0 has two preimages,+1 and−1. Therefore σ0 has
two preimages, σ−1 and a closed curve σ1 surrounding 1. Continuing in
this manner and using the complete invariance of the Julia set (Propo-
sition 8.5.1), we conclude that J (q1) contains infinitely many closed
curves. Their interiors are components of the Fatou set. Figure 8.1
shows the Julia set for q1.2

2 The pictures in this chapter were produced with mandelspawn; see http://www.araneus.fi/
gson/mandelspawn/.
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Figure 8.2. The Julia set for a = −i .

4. q−i = z2 + i . The critical point 0 is eventually periodic: q2−i (0) = i − 1,
and i − 1 is a repelling periodic point of period 2. The only attracting
periodic fixed point is ∞. The Fatou set consists of one component
and coincides with BA(∞). The Julia set is a dendrite, i.e., a compact,
path-connected, locally connected, nowhere dense subset of C that
does not separate C. Figure 8.2 shows the Julia set for q−i .

5. q2(z) = z2 − 2. The change of variables z = ζ + ζ−1 conjugates q2 on
C̄\[−2, 2] with ζ �→ζ 2 on the exterior of S1. Hence J (q2) = [−2, 2],
and F(q2) = C̄\[−2, 2] is the basin of attraction of∞. The image of the
critical point 0 is −2 ∈ J (q2). The change of variables y = (2− x)/4
conjugates the action of q2 on the real axis to y �→4y(1− y). The only
attracting periodic point is ∞.

6. q4(z) = z2 − 4. The only attracting periodic point is ∞; the critical
value−4 lies in the (immediate) basin of attraction of∞; and J (q4) is
a Cantor set on the real axis; BA(∞) is the complement of J (q4).

7. This example illustrates the connection between the dynamics of ra-
tional maps and issues of convergence for the Newton method. Let
Q(z) = (z− a)(z− b) with a 
=b. To find the roots a and b using the
Newton method one iterates the map

f (z) = z− Q(z)
Q′(z)

= z− 1
1

z− a + 1
z−b

.

The change of variables ζ = (z− a)/(z− b) sends a to 0,b to ∞, ∞
to 1, and the line l = {(a + b)/2+ ti(a − b): t ∈ R} to the unit circle,
and conjugates f with ζ �→ζ 2. Therefore the Newton method for
Q converges to a or b if the initial point lies in the half plane of l
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containing a or b, respectively; the Newton method diverges if the
initial point lies on l.

Exercise 8.2.1. Prove the properties of q0 described above.

Exercise 8.2.2. Let U be a neighborhood of a point z ∈ S1. Prove that⋃
n∈N q0(U) = C\{0}.

Exercise 8.2.3. Check the above conjugacies for q2.

Exercise 8.2.4. Prove that ∞ is the only attracting periodic point of q4.

Exercise 8.2.5. Let |a| > 2 and |z| ≥ |a|. Prove that qn
a (z) → ∞ as n → ∞.

Exercise 8.2.6. Prove the statements in example 7.

8.3 Normal Families

The theory of normal families of meromorphic functions is a keystone in the
study of complex dynamics. The principal result, Theorem 8.3.2, is due to
P. Montel [Mon27].

PROPOSITION 8.3.1. Suppose F is a family of analytic functions in adomain
D, and suppose that for every compact subset K ⊂ D there is C(K) > 0 such
that | f (z)| < C(K) for all z ∈ K and f ∈ F. Then F is a normal family.

Proof. Let δ = 1
2 minz∈K dist(z, ∂D). By the Cauchy formula,

f ′(z) = 1
2π

∫
γ

f (ξ)
(ξ − z)2

dξ

for any smooth closed curve γ in D that contains z in its interior. Let K ⊂ D
be compact, Kδ be the closure of the δ-neighborhood of K, and γ be the
circle of radius δ centered at z. Then | f ′(z)| < C(Kδ)/δ for every f ∈ F and
z ∈ K. Thus the family F is equicontinuous on K, and therefore normal by
the Arzela–Ascoli theorem. ��
We say that a family F of functions on a domain D omits a point a if

f (z) 
=a for every f ∈ F and z ∈ D.

THEOREM 8.3.2 (Montel). Suppose that a family F of meromorphic func-
tions in a domain D ⊂ C̄ omits three distinct points a,b, c ∈ C̄. Then F is
normal in D.

Proof. SinceD is coveredbydisks,wemayassumewithout loss of generality
that D is a disk. By applying a Möbius transformation, we may also assume
that a = 0,b = 1, and c = ∞. Let�1 be the unit disk. By the uniformization
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theorem [Ahl73], there is an analytic covering map φ: �1 → (C\{0, 1})(φ is
called themodular function). For every function f : D → (C\{0, 1}) there is a
lift f̃ : D → �1 such that φ ◦ f̃ = f . The family F̃ = { f̃ : f ∈ F} is bounded
and therefore, by Proposition 8.3.1, normal. The normality of F follows
immediately. ��
Exercise 8.3.1. Let f be a meromorphic map defined on a domain D ⊂ C̄,
and let k > 1. Show that the family { f n}n∈N is normal on D if and only if the
family { f kn}n∈N is normal.

8.4 Periodic Points

THEOREM 8.4.1. Let ζ be an attracting fixed point of a meromorphic map
f : C̄ → C̄. Then there is a neighborhoodU � ζ and an analytic map φ: U →
C that conjugates f and z �→λ(ζ )z, i.e., φ( f (z)) = λ(ζ )φ(z) for all z ∈ U.

Proof. Weabbreviateλ(ζ ) = λ. Conjugating by a translation (or by z �→1/z
if ζ = ∞), we replace ζ by 0. Then on any sufficiently small neighborhood
of 0, say�1/2 = {z: |z| < 1/2}, there is aC > 0 such that | f (z)− λz| ≤ C|z|2.
Hence for every ε > 0 there is a neighborhood U of 0 such that | f (z)| <

(|λ| + ε)|z|, for all z ∈ U, and, assuming that |λ| + ε < 1,

| f n(z)| < (|λ| + ε)n|z|.

Set φn(z) = λ−n f n(z). Then, for z ∈ U,

|φn+1(z)− φn(z)| =
∣∣∣∣ f ( f n(z))− λ f n(z)

λn+1

∣∣∣∣ ≤ C(|λ| + ε)2n|z|2
|λ|n+1 ,

and hence the sequence φn converges uniformly in U if (|λ| + ε)2 < |λ|.
By construction, φn( f (z)) = λφn+1(z). Therefore the limit φ = limn→∞ φn

is the required conjugation. ��
COROLLARY 8.4.2. Let ζ be a repelling fixed point of a meromorphic map
f . Then there is a neighborhood U of ζ and an analytic map φ: U → C̄ that
conjugates f and z �→λ(ζ )z in U, i.e., φ( f (z)) = λ(ζ )φ(z) for z ∈ U.

Proof. Apply Theorem 8.4.1 to the branch g of f−1 with g(ζ ) = ζ . ��
PROPOSITION 8.4.3. Let ζ be a fixed point of a meromorphic map f .
Assume that λ = f ′(ζ ) is not 0 and is not a root of 1, and suppose that an
analytic map φ conjugates f and z �→λz. Then φ is unique up to multiplica-
tion by a constant.
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Proof. Again, we assume ζ = 0. If there are two conjugating maps φ and
ψ , then η = φ−1 ◦ ψ conjugates z �→λz with itself, i.e., η(λz) = λη(z). If
η = a1z+ a2z2 + · · · , then anλn = λan and an = 0 for n > 1. ��
LEMMA 8.4.4. Any rationalmap R of degree>1 has infinitelymany periodic
points.

Proof. Observe that the number of solutions of Rn(z)− z = 0 (counted
with multiplicity) tends to ∞ as n → ∞. Therefore, if R has only finitely
many periodic points, their multiplicities cannot be bounded in n.
On the other hand, if ζ is amultiple root of Rn(z)− z = 0, then (Rn)′(ζ ) =

1 and Rn(z) = ζ + (z− ζ )+ a(z− ζ )m + · · · for some a 
=0 and m ≥ 2. By
induction, Rnk(z) = ζ + (z− ζ )+ ka(z− ζ )m + · · · for k ∈ N. Therefore, ζ

has the same multiplicity as a fixed point of Rn and as a fixed point of Rnk.
��

PROPOSITION 8.4.5. Let f be ameromorphic map of C̄. If ζ is an attracting
or superattracting periodic point of f , then the family { f n}n≥0 is normal in
BA(ζ ).

If ζ is a repelling periodic point of f , then the family { f n} is not normal
at ζ .

Proof. Exercise 8.4.1. ��
THEOREM 8.4.6. Let ζ be an attracting periodic point of a rational map R.
Then the immediate basin of attraction BA◦(ζ ) contains a critical point of f .

Proof. Consider first the case when ζ is a fixed point. Suppose that BA◦(ζ )
does not contain a critical point. For a small enough ε > 0, there is a branch
g of R−1 that is defined in the open ε-disk Dε about ζ and satisfies g(ζ ) = ζ .
Themap g: Dε → BA◦(ζ ) is a diffeomorphism onto its image, and therefore
g(Dε) is simply connected and does not contain a critical point. Thus g
extends uniquely to a map on g(Dε). By induction, g extends uniquely to
gn(Dε), which is a simply connected subset of BA◦(ζ ). The sequence {gn} is
normal on Dε , since it omits infinitely many periodic points of R different
from ζ (Lemma 8.4.4). (Note that if R is a polynomial, then {gn} omits a
neighborhood of ∞, and Lemma 8.4.4 is not needed.) On the other hand,
|g ′(ζ )| > 1 and hence (gn)′(ζ ) → ∞ as n → ∞, and therefore the family {gn}
is not normal (Proposition 8.4.5); a contradiction.
If ζ is a periodic point of period n, then the preceding argument shows

that the immediate basin of attraction of ζ for the map Rn contains a critical
point of Rn. Since the components of BA◦(ζ ) are permuted by R, it follows
from the chain rule that one of the components contains a critical point
of R. ��
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COROLLARY 8.4.7. A rational map has at most 2d − 2 attracting and super-
attracting periodic orbits.

Proof. The corollary follows immediately from Theorem 8.4.6 and Propo-
sition 8.1.1. ��
More delicate analysis that is beyond the scope of this book leads to the

following theorem.

THEOREM 8.4.8 (Shishikura [Shi87]). The total number of attracting, super-
attracting, and neutral periodic orbits of a rational map of degree d is at most
2d − 2.

The upper bound 6d − 6 was obtained by P. Fatou.

Exercise 8.4.1. Prove Proposition 8.4.5.

Exercise 8.4.2. Let D ⊂ C̄ be a domain whose complement contains at
least three points, and let f : D → Dbe a meromorphic map with an attract-
ing fixed point z0 ∈ D. Prove that the sequence of iterates f n converges in
D to z0 uniformly on compact sets.

Exercise 8.4.3. Prove that every rational map R 
=Id of degree d ≥ 1 has
d + 1 fixed points in C̄ counted with multiplicity.

8.5 The Julia Set

Recall that the Fatou set F(R) of a rational map R is the set of points z ∈
C̄ such that the family of forward iterates Rn,n ∈ N, is normal at z. The
Julia set J (R) is the complement of F(R). The Julia set of a rational map is
closed by definition, and non-empty by Lemma 8.4.4, Proposition 8.4.5, and
Theorem 8.4.8. If U is a connected component of F(R), then R(U) is also a
connected component of F(R) (Exercise 8.5.1).
SupposeV 
=BA(∞) is a component of BA(∞). Then Rn(V) ⊂ BA◦(∞)

for some n > 0. Moreover, Rn(V) is both open and closed in BA◦(∞), since
Rn(V) = Rn(V ∪ J (R))\J (R). It follows that Rn(V) = BA◦(∞).

PROPOSITION 8.5.1. Let R: C̄ → C̄ be a rationalmap. Then F(R) and J (R)
are completely invariant, i.e., R−1(F(R)) = F(R) and R(J (R)) = J (R), and
similarly for J (R).

Proof. Let ζ = R(ξ). Then Rnk converges in a neighborhood of ζ if and
only if Rnk+1 converges in a neighborhood of ξ . ��
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PROPOSITION 8.5.2. Let R: C̄ → C̄ be a rational map. Then either J (R) =
C̄ or J (R) has no interior.

Proof. Suppose U ⊂ J (R) is non-empty and open in C̄. Then the family
{Rn}n∈N is not normal on U and, in particular, by Theorem 8.3.2,

⋃
n R

n(U)
omits at most two points in C̄. Since J (R) is invariant and closed, J (R) = C̄.

��
Let R: C̄ → C̄ be a rational map, andU an open set such thatU ∩ J (R) 
=

∅. The family of iterates {Rn}n∈N0 is not normal inU, so it omits at most two
points in C̄. The set EU of omitted points is called the exceptional set of R
onU. The exceptional set of R is the set E = ⋃

EU , where the union is over
all open setsU withU ∩ J (R) 
= ∅. A point inE is called an exceptional point
of R.

PROPOSITION 8.5.3. Let R be a rational map of degree greater than 1. Then
the exceptional set of R contains at most two points. If the exceptional set
consists of a single point, then R is conjugate by a Möbius transformation to
a polynomial. If it consists of two points, then R is conjugate by a Möbius
transformation to zm or 1/zm, for some m > 1. The exceptional set is disjoint
from J (R).

Proof. If EU is empty for every U with U ∩ J (R) 
= ∅, there is nothing to
show.
Suppose {Rn}n∈N0 omits two points z0, z1 on U for some open set U with

U ∩ J (R) 
= ∅. Then after conjugating by the rational map φ(z) =
(z− z1)/(z− z0), R becomes a rational map whose family of iterates omits
only 0 and∞on the setφ(U). Thus there are no solutions of R(z) = ∞ except
possibly 0 or∞. If R(0) 
= ∞, thenRhas no poles, so it is a polynomial, and
is therefore equal to zm,m > 0, since R(z) = 0 has no non-zero solutions. If
R(0) = ∞, then R has a unique pole at 0; since there are no finite solutions
of R(z) = 0, it follows that R(z) = 1/zm. We have shown that R is conjugate
to zm, |m| > 1, if the exceptional set of some open set U has two points. In
this case the exceptional set is {0, ∞}.
Suppose that {Rn}n∈N0 omits at most a single point on U for every open

set U with U ∩ J (R) 
= ∅. Fix such a setU with EU 
= ∅, and letz0 be the
omitted point. Replacing R with its conjugate by the rational map φ(z) =
1/(z− z0), we may take z0 = ∞. Since {∞} is omitted, Rhas no poles, and is
therefore a polynomial. Thus R omits ∞ on every open subset U ⊂ C, and
(by hypothesis) omits only a single point on U if U ∩ J (R) 
= ∅, so ∞is the
only exceptional point of R.
In either case, J (R) does not contain any exceptional points. ��
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The followingproposition shows that the Julia set possesses self-similarity,
a characteristic property of fractal sets.

PROPOSITION 8.5.4. Let R : C̄ → C̄ be a rational map of degree >1 with
exceptional set E, and let U be a neighborhood of a point ζ ∈ J (R). Then⋃

n∈N Rn(U) = C̄\E, and J (R) ⊂ Rn(U) for some n ∈ N.

Proof. If E contains two points, then by Proposition 8.5.3, R is conjugate
to zm, |m| > 1, and the proof is left as an exercise (Exercise 8.5.4).
Suppose E is empty or consists of a single point. If the latter, we may

and do assume that the omitted point is ∞ and R is a polynomial. Since
repelling periodic points are dense in J (R), we may choose a neighborhood
V ⊂ U and n > 0 such that Rn(V) ⊃ V. The family {Rnk}k∈N on V does not
omit any points in C, and ∞ is omitted if and only if R is a polynomial, in
which case∞ /∈ J (R). Hence J (R) ⊂ ⋃

n R
n(V). Since J (R) is compact and

Rnk(V) ⊃ Rn(k−1)(V), the proposition follows. ��
COROLLARY 8.5.5. Let R: C̄ → C̄ be a rational map of degree >1. For any
point ζ /∈ E, J (R) is contained in the closure of the set of backward iterates
of ζ . In particular, J (R) is the closure of the set of backward iterates of any
point in J (R).

PROPOSITION 8.5.6. The Julia set of a rational map of degree >1 is perfect,
i.e., it does not have isolated points.

Proof. Exercise 8.5.3. ��
PROPOSITION 8.5.7. Let R: C̄ → C̄ be a rational map of degree >1. Then
J (R) is the closure of the set of repelling periodic points.

Proof. We will show that J (R) is contained in the closure of the set Per(R)
of the periodic points of R. The result will follow, since J (R) is perfect and
there are only finitely many non-repelling periodic points.
Suppose ζ ∈ J (R) has a neighborhoodU that contains no periodic points,

no poles, and no critical values of R. Since the degree of R is >1, there are
distinct branches f and g of R−1 in U, and f (z) 
=g(z), f (z) 
=Rn(z), and
g(z) 
=Rn(z) for all n ≥ 0 and all z ∈ U. Hence the family

hn(z) = Rn(z)− f (z)
Rn(z)− g(z)

· z− g(z)
z− f (z)

, n ∈ N,

omits 0,1, and ∞ in U and therefore is normal by Theorem 8.3.2. Since
Rn can be expressed in terms of hn, the family {Rn} is also normal in U, a
contradiction. Therefore J (R) ⊂ Per(R). ��
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Let P: C̄ → C̄ be a polynomial. Then P(∞) = ∞, and locally near ∞
there are deg P branches of P−1. The complete preimage of any connected
domain containing∞ is connected, since∞ = P−1(∞)must belong to every
connected component of the preimage. Therefore BA(∞) is connected, i.e.,
BA(∞) = BA◦(∞).

LEMMA 8.5.8. Let f : C̄ → C̄ be a meromorphic function, and suppose ζ

is an attracting periodic point. Then every component of BA◦(ζ ) is simply
connected.

Proof. Since f cyclically permutes the components of BA◦(ζ ), we may
replace f by f n, where n is the minimal period of ζ , and assume that ζ is
fixed. After conjugating by a Möbius transformation, we may assume that ζ
is finite.
Let γ be a smooth simple closed curve in BA◦(ζ ), and let Dbe the simply

connected region (in C) that it bounds. Suppose D 
⊆BA◦(ζ ). Let δ be the
distance from ζ to the boundary ofBA◦(ζ ), and letU be the disk of radius δ/2
around ζ . Because ζ is attracting, and γ is a compact subset of BA◦(ζ ), there
is n > 0 such that f n(γ ) ⊂ U. Let g(z) = f n(z)− ζ . Then |g(z)| < δ/2 on γ ,
but |g(z)| > δ for some z ∈ D, since f n(D) 
⊆BA◦(ζ ). This contradicts the
maximum principle for analytic functions. Thus D ⊂ BA◦(ζ ), and BA◦(ζ ) is
simply connected. ��
PROPOSITION 8.5.9. Let R : C̄ → C̄ be a rational map of degree >1. If
U is any completely invariant component of F(R), then J (R) = Ū\U, and
J (R) = ∂U if F(R) is not connected.Everyother component of F(R) is simply
connected. There are at most two completely invariant components. If R is a
polynomial, then BA(∞) is completely invariant.

Proof. Suppose U is a completely invariant component of F(R). Then, by
Corollary 8.5.5, J (R) is contained in the closure ofU, and also of F(R)\U if
the latter is non-empty. This proves the first assertion. Since J (R) ∪U = Ū
is connected, every component of the complement in C̄ is simply connected
(by a basic result of homotopy theory).
Suppose there ismore than one completely invariant component of F(R).

Then, by the preceding paragraph, each must be simply connected. LetU be
such a component. Then R: U → U is a branched covering of degree d, so
there must be d − 1 critical points, counted with multiplicity. Since the total
number of critical points is 2d − 2 (Proposition 8.1.1), this implies that there
are at most two completely invariant components.
If R is a polynomial, then BA(∞) is completely invariant (Exercise 8.5.1).

��
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The postcritical set of a rational map R is the union of the forward orbits
of all critical points of R, and is denoted CL(R).

THEOREM 8.5.10 (Fatou). Let R be a rational map of degree >1. Suppose
that all critical points of R tend to attracting periodic points of R under the
forward iterates of R. Then J (R) is a hyperbolic set for R, i.e., there are a > 1
and n ∈ N such that |(Rn)′(z)| ≥ a for every z ∈ J (R).

Proof. If R has exactly two critical points, then it is conjugate to zd or z−d

(Proposition 8.1.1), and the theorem follows by a direct computation.
We assume then that there are at least three critical points. Let U =

C̄\CL(R); then R−1(U) ⊂ U. By the uniformization theorem [Ahl73], there
is ananalytic coveringmapφ: �1 → U. Let g: �1 → �1 be the lift of a locally
defined branch of R−1, so R ◦ φ ◦ g = φ.
The family {φ ◦ gn} is normal, since it omits CL(R). Let f be the uniform

limit of a sequence φ ◦ gnk. Let z0 ∈ φ−1(J (R)), and let O ⊂ �1 be a neigh-
borhood of z0 such that φ(O) does not contain any attracting periodic points
of R. Since J (R) is invariant (Proposition 8.5.1) and closed, f (z0) ∈ J (R).
If f ′(z0) 
=0, then f (O) contains a neighborhood of f (z0), and hence (by
Proposition 8.5.9) contains a point z1 ∈BA(ξ), where ξ is an attracting peri-
odic point. Since φ ◦ gnk → f , the value z1 is taken on by every φ ◦ gnk with k
large enough. This implies that Rnk(z1) ∈ φ(O) for k sufficiently large, which
contradicts the fact that z1 ∈ BA(ξ) and ξ /∈ φ(O). Therefore, f ′(z0) = 0, so
f is constant on φ−1(J (R)). It follows that (Rnk)′ = 1/(gnk)′ goes to infinity
uniformly on J (P), which proves the theorem. ��
THEOREM8.5.11 (Fatou). Let P: C̄ → C̄beapolynomial such that Pn(c) →
∞ as n → ∞ for every critical point c. Then the Julia set J (P) is totally
disconnected, i.e., J (P) is a Cantor set.

Proof. Let D be a disk centered at 0 that contains J (P), and choose N
large enough that PN carries all critical points outside of D̄. Then for n ≥ N,
branches of P−n are globally defined on D. Fix z0 ∈ J (P), and let gn be the
branch of P−n with gn(Pn(z0)) = z0, for n ≥ N. The family F = {gn}n≥N is
uniformly boundedon D̄, and is therefore normal on D̄. Let f be the uniform
limit of a sequence in F . Since P is hyperbolic on J (P) (Theorem 8.5.10), f
must be constant on J (P), and therefore constant on D̄, since f is analytic
and J (P) has no isolated points. If y 
=z0 is any other point of J (P), then
y /∈ gn(D) for n sufficiently large, since the diameter of gn(D) converges to
zero. The set gn(D) ∩ J (P) is both open and closed in J (P), because ∂D
does not intersect J (P). Thus z0 and y are in different components of J (P),
so J (P) is totally disconnected. ��
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PROPOSITION 8.5.12. Let P: C̄ → C̄ be a polynomial such that no critical
point lies in BA(∞). Then J (P) is connected.

Proof. BA(∞) is simply connected (Lemma 8.5.8) and completely invari-
ant. If F(P) has only one component, then J (P) is the complement in C̄

of BA(∞), and is therefore connected by a fundamental result of algebraic
topology.
Weassume then that F(P) has at least two components.We conjugate by a

Möbius transformation that carries∞ toO, andoneof theother components
of F(P) to a neighborhood of ∞. We obtain a rational map R such that 0
is a superattracting fixed point and BA(0) is a bounded, simply connected,
completely invariant component of F(R) that contains no critical points. Let
gn be the branch of Rn on BA(0) with gn(0) = 0. Let γ be the unit circle.
Then gn(γ ) converges to J (R), so J (R) is connected. ��
There are many other results about the Fatou and Julia sets that are be-

yond the scope of this book. For example, results of Wolff–Denjoy [Wol26],
[Den26] and of Douady–Hubbard [Dou83] show that if a component of the
Fatou set is eventually mapped back to itself, then its closure contains either
an attracting periodic point or a neutral periodic point. A result of Sullivan
[Sul85] shows that the Fatou set has no wandering components, i.e., no orbit
in the set of components is infinite.

Exercise 8.5.1. Show that if U is a connected component of F(R), then
R(U) is also a connected component of F(R). Show that if P is a polynomial,
then BA(∞) is completely invariant.

Exercise 8.5.2. Show that, form> 1, the Julia set of z �→zm is the unit circle
S1,BA(∞) is the exterior of S1, and the α-limit set of every z 
=0 is S1.
Exercise 8.5.3. Prove Proposition 8.5.6.

Exercise 8.5.4. Prove Proposition 8.5.4 for R(z) = zm, |m| > 1.

Exercise 8.5.5. Let P be a polynomial of degree at least 2. Prove that Pn →
∞ on the component of F(P) that contains ∞.

Exercise 8.5.6. Show that if R is a rational map of degree >1, and F(R)
has only finitely many components, then it has either 0, 1, or 2 components.

8.6 The Mandelbrot Set

For a general quadratic function q(z) = αz2 + βz+ γ with α 
=0, the change
of variables ζ = z+ β/2 maps the critical point to 0 and conjugates q with
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Figure 8.3. The Mandelbrot set.

qa(z) = z2 − a. Since the conjugation is unique, the maps qa, a ∈ C, are
in one-to-one correspondence with conjugacy classes of quadratic maps. If
qn
a (0) → ∞, then J (qa) is totally disconnected (see Theorem 8.5.11).
Otherwise, the orbit {qn

a (0)}n∈N is bounded and J (qa) is connected
(Proposition 8.5.12).
The Mandelbrot set M is the set of parameter values a for which the

orbit of 0 is bounded, or equivalently, M = {a ∈ C: 0 /∈ BA(∞) for qa}. The
Mandelbrot set is shown in Figure 8.3.

THEOREM 8.6.1 (Douady–Hubbard [DH82]). M = {a ∈ C: |qn
a (0)| ≤ 2 for

all n ∈ N}. M is closed and simply connected.

Proof. Let |a| > 2. We have |qa(0)| = |a| > 2, |q2a (0)| = |qa(a)| ≥ |a2| − |a| =
|a|(|a| − 1), and |qn

a (0)| ≥ |a|(|a| − 1)n−1 for n ∈ N (Exercise 8.6.1). There-
fore a /∈ M. If |a| ≤ 2 and |qn

a (0)| = 2+ α for some n ∈ N and α > 0, then
|qn+1

a (0)| ≥ (2+ α)2 − 2 > 2+ 4α and |qn+k
a (0)| ≥ 2+ 4kα → ∞ as k → ∞.

Therefore a /∈ M. The first and second statements follow.
If D is a bounded component of C\M, then maxa∈D̄ |qn

a (0)| > 2 for some
n ∈ N, and, by the maximum principle, |qn

a (0)| > 2 for some a ∈ ∂D ⊂ M.
This contradicts the first assertion of the theorem.ThusC\Mhas nobounded
components, hasonlyoneunboundedcomponent containing∞, and is there-
fore connected. Hence M is simply connected. ��
The fixed points ofqa are z±

a = (1± √
1+ 4a)/2withmultipliers λ± = 1±√

1+ 4a. The set {a ∈ C: |1± √
1+ 4a| < 1} is a subset ofM (Exercise 8.6.3)

and is called the main cardioid of M.
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PROPOSITION 8.6.2. Every point in ∂M is an accumulation point of the set
of values of a for which qa has a superattracting cycle.

Proof. Since 0 is the only critical point of qa , a periodic orbit is superattract-
ing if and only if it contains 0. Let D be a disk that intersects ∂M and does
not contain 0, and suppose that 0 is not a periodic point of qa for any a ∈ D.
Then (qn

a (0))
2 
=a for all a ∈ Dand n ∈ N. Let

√
a be a branch of the inverse

of z �→z2 defined on D, and define fn(a) = qn
a (0)/

√
a for n ∈ N and a ∈ D.

Then the family { fn}n∈N omits 0, 1, and ∞ on D, and is therefore normal
in D. On the other hand, since D intersects ∂M, it contains both points a
for which fn(a) is bounded and points a for which fn(a) → ∞, and hence
the family { fn} is not normal on D. Thus 0 must be periodic for qa for some
a ∈ D. ��
Exercise 8.6.1. Prove by induction that if |a| > 2, then |qn

a (0)| ≥
|a|(|a| − 1)n−1 for n ∈ N.

Exercise 8.6.2. Prove that the intersection of M with the real axis is
[−2, 1/4].
Exercise 8.6.3. Prove that the main cardioid is contained in M.

Exercise 8.6.4. Prove that the set of values a in C for which qa has an
attracting periodic point of period 2 is the disk of radius 1/4 centered at −1
(it is tangent to the main cardioid). Prove that this set is contained in M.



CHAPTER NINE

Measure-Theoretic Entropy

In this chapter, we give a short introduction to measure-theoretic entropy,
also called metric entropy, for measure-preserving transformations. This
invariant was introduced by A. Kolmogorov [Kol58], [Kol59] to classify
Bernoulli automorphisms and developed further by Ya. Sinai [Sin59] for
general measure-preserving dynamical systems. The measure-theoretic en-
tropy has deep roots in thermodynamics, statistical mechanics, and informa-
tion theory. We explain the interpretation of entropy from the perspective
of information theory at the end of the first section.

9.1 Entropy of a Partition

Throughout this chapter (X, A, µ) is a Lebesgue space with µ(X) = 1. We
use the notation of Chapter 4. A (finite) partition of X is a finite collection
ζ of essentially disjoint measurable sets Ci (called elements or atoms of ζ )
whose union covers Xmod 0. We say that a partition ζ ′ is a refinement of
ζ and write ζ ≤ ζ ′ (or ζ ′ ≥ ζ ) if every element of ζ ′ is contained mod 0 in
an element of ζ . Partitions ζ and ζ ′ are equivalent if each is a refinement of
the other. We will deal with equivalence classes of partitions. The common
refinement ζ ∨ ζ ′ of partitions ζ and ζ ′ is the partition into intersections
Cα ∩ C′

β , where Cα ∈ ζ and C′
β ∈ ζ ′; it is the smallest partition which is ≥ ζ

and ζ ′. The intersection ζ ∧ ζ ′ is the largest measurable partition which is
≤ζ and ζ ′. The trivial partition consisting of a single element X is denoted
by ν.

Although many definitions and statements in this chapter hold for infinite
partitions, we discuss only finite partitions.

For A, B⊂ X, let A
 B= (A\B) ∪ (B\A). Let ξ = {Ci : 1 ≤ i ≤ m} and
η = {Dj : 1 ≤ j ≤ n} be finite partitions. By adding null sets if necessary, we

208
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may assume that m= n. Define

d(ξ, η) = min
σ∈Sm

m∑
i=1

µ
(
Ci 
Dσ (i)

)
,

where the minimum is taken over all permutations of m elements. The ax-
ioms of distance are satisfied by d (Exercise 9.1.1).

Partitions ζ and ζ ′ are independent, and we write ζ ⊥ ζ ′, if µ(C ∩ C′) =
µ(C) · µ(C′) for all C ∈ ζ and C′ ∈ ζ ′.

For a transformation T and partition ξ = {C1, . . . ,Cm}, let T−1(ξ) =
{T−1(C1), . . . ,T−1(Cm)}.

To motivate the definition of entropy below, consider a Bernoulli auto-
morphism of 
m with probabilities qi > 0,q1 + · · · + qm = 1 (see §4.4). Let
ξ be the partition of 
m into m sets Ci = {ω ∈ 
m: ω0 = i}, µ(Ci ) = qi . Set
ηn = ∨n−1

k=0 σ−k(ξ), and let ηn(ω) denote the element of ηn containing ω. For
ω ∈ 
m, let f ni (ω) be the relative frequency of symbol i in the word ω1. . . ωn.
Since σ is ergodic with respect to µ, by the Birkhoff ergodic theorem 4.5.5,
for every ε > 0 there are N ∈ N and a subset Aε ⊂ 
m with µ(Aε) > 1 − ε

such that | f ni (ω) − qi | < ε for each ω ∈ Aε and n ≥ N. Therefore, if ω ∈ Aε ,
then

µ(ηn(ω)) =
m∏
i=1

q(qi+εi )n
i = 2n

∑m
i=1(qi+εi ) logqi ,

where |εi | < ε, and from now on log denotes logarithm base 2 with 0 log 0 =
0. It follows that for µ-a.e. ω ∈ 
m

lim
n→∞

1
n

log µ(ηn(ω)) =
m∑
i=1

qi logqi ,

and hence the number of elements of ηn with approximately correct
frequency of symbols 1, . . . ,m grows exponentially as 2nh, where h =
− ∑m

i=1 qi logqi .
For a partition ζ = {C1, . . . ,Cn} define the entropy of ζ by

H(ζ ) = −
n∑
i=1

µ(Ci ) logµ(Ci )

(recall that 0 log 0 = 0). Note that −x log x is a strictly concave continuous
function on [0, 1], i.e., if xi ≥ 0, λi ≥ 0, i = 1, . . . ,n, and

∑
i λi = 1, then

−
(

n∑
i=1

λi xi

)
· log

n∑
i=1

λi xi ≥ −
n∑
i=1

λi xi log xi (9.1)
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with equality if and only if all xi s are equal. For x ∈ X, let m(x, ζ ) denote
the measure of the element of ζ containing x. Then

H(ζ ) = −
∫
X

logm(x, ζ )dµ.

PROPOSITION 9.1.1. Let ξ and η be finite partitions. Then
1. H(ξ) ≥ 0, and H(ξ) = 0 if and only if ξ = ν;
2. if ξ ≤ η, then H(ξ) ≤ H(η), and equality holds if and only if ξ = η;
3. if ξ has n elements, then H(ξ) ≤ logn, and equality holds if and only if
each element of ξ has measure 1/n;

4. H(ξ ∨ η) ≤ H(ξ) + H(η) with equality if and only if ξ ⊥ η.

Proof. We leave the first three statements as exercises (Exercise 9.1.2). To
prove the last statement, let µi , ν j , and κi j be the measures of the elements
of ξ, η, and ξ ∨ η, respectively, so that

∑
j κi j = µi and

∑
i κi j = ν j . It follows

from (9.1) that

−ν j log ν j ≥ −
∑
i

µi
κi j

µi
· log

κi j

µi
= −

∑
i

κi j log κi j +
∑
i

κi j log µi ,

and summation over j finishes the proof of the inequality. The equality is
achieved if and only if xi = κi j/µi does not depend on i for each j , which is
equivalent to the independence of ξ and η. ��

The entropy of a partition has a natural interpretation as the “average
information of the elements of the partition.” For example, suppose X
represents the set of all possible outcomes of an experiment, and µ is the
probability distribution of the outcomes. To extract information from the
experiment, we devise a measuring scheme that effectively partitions X into
finitely many observable subsets, or events, C1,C2, . . . ,Cn. We define the
information of an event C to be I(C) = − log µ(C). This is a natural choice
given that the information should have the following properties:

1. The information is a non-negative anddecreasing functionof theprob-
ability of an event; the lower the probability of an event, the greater
the informational content of observing that event.

2. The information of the trivial event X is 0.
3. For independent events C and D, the information is additive, i.e.,
I(C ∩ D) = I(C) + I(D).

Up to a constant, − log µ(C) is the only such function.
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With this definition of information, the entropy of a partition is simply
the average information of the elements of the partition.

Exercise 9.1.1. Prove: (i)d(ξ, η) ≥ 0withequality if andonly if ξ = η mod 0
and (ii) d(ξ, ζ ) ≤ d(ξ, η) + d(η, ζ ).

Exercise 9.1.2. Prove the first three statements of Proposition 9.1.1.

Exercise 9.1.3. For n ∈ N, let Pn be the the space of equivalence classes of
finite partitions with n elements with metric d. Prove that the entropy is a
continuous function on Pn.

9.2 Conditional Entropy

For measurable subsets C,D⊂ Xwith µ(D) > 0, set µ(C|D) = µ(C ∩ D)/
µ(D). Let ξ = {Ci : i ∈ I} and η = {Dj : j ∈ J } be partitions. The conditional
entropy of ξ with respect to η is defined by the formula

H(ξ |η) = −
∑
j∈J

µ(Dj )
∑
i∈I

µ(Ci |Dj ) logµ(Ci |Dj ).

The quantity H(ξ |η) is the average entropy of the partition induced by ξ

on an element of η. If C(x) ∈ ξ and D(x) ∈ η are the elements containing x,
then

H(ξ |η) = −
∫
X

log µ(C(x)|D(x))dµ.

The following proposition gives several simple properties of conditional
entropy.

PROPOSITION 9.2.1. Let ξ, η, and ζ be finite partitions. Then
1. H(ξ |η) ≥ 0 with equality if and only if ξ ≤ η;
2. H(ξ |ν) = H(ξ);
3. if η ≤ ζ , then H(ξ |η) ≥ H(ξ |ζ );
4. if η ≤ ζ , then H(ξ ∨ η|ζ ) = H(ξ |ζ );
5. if ξ ≤ η, then H(ξ |ζ ) ≤ H(η|ζ ) with equality if and only if ξ ∨ ζ =

η ∨ ζ ;
6. H(ξ ∨ η|ζ ) = H(ξ |ζ ) + H(η|ξ ∨ ζ ) and H(ξ ∨ η) = H(ξ) + H(η|ξ);
7. H(ξ |η ∨ ζ ) ≤ H(ξ |ζ );
8. H(ξ |η) ≤ H(ξ) with equality if and only if ξ ⊥ η.
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Proof. To prove part 6, let ξ = {Ai }, η = {Bj }, ζ = {Ck}. Then

H(ξ ∨ η|ζ ) = −
∑
i, j,k

µ(Ai ∩ Bj ∩ Ck) · log
µ(Ai ∩ Bj ∩ Ck)

µ(Ck)

= −
∑
i, j,k

µ(Ai ∩ Bj ∩ Ck) log
µ(Ai ∩ Ck)

µ(Ck)

−
∑
i, j,k

µ(Ai ∩ Bj ∩ Ck) log
µ(Ai ∩ Bj ∩ Ck)

µ(Ai ∩ Ck)
= H(ξ |ζ ) + H(η|ξ ∨ ζ ),

and the first equality follows. The second equality follows from the first one
with ζ = ν.

The remaining statements of Proposition 9.2.1 are left as exercises
(Exercise 9.2.1). ��

For finite partitions ξ and η, define

ρ(ξ, η) = H(ξ |η) + H(η|ξ).

The function ρ, which is called the Rokhlin metric, defines a metric on the
space of equivalence classes of partitions (Exercise 9.2.2).

PROPOSITION 9.2.2. For every ε > 0 and m ∈ N there is δ > 0 such that if
ξ and η are finite partitions with at most m elements and d(ξ, η) < δ, then
ρ(ξ, η) < ε.

Proof ([KH95], Proposition 4.3.5). Let partitions, ξ = {Ci : 1 ≤ i ≤ m}, η =
{Di : 1 ≤ i ≤ m} satisfy d(ξ, η) = ∑m

i=1 µ(Ci 
Di ) = δ. We will estimate
H(η|ξ) in terms of δ and m.

If µ(Ci ) > 0, set αi = µ(Ci\Di )/µ(Ci ). Then

−µ(Ci ∩ Di ) log
µ(Ci ∩ Di )

µ(Ci )
≤ −µ(Ci )(1 − αi ) log(1 − αi )

and, by Proposition 9.1.1(3) applied to the partition of Ci\Di induced by η,

−
∑
j�=i

µ(Ci ∩ Dj ) log
µ(Ci ∩ Dj )

µ(Ci )
≤ −µ(Ci )αi (log αi − log(m− 1)).
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Therefore, since log x is concave,

−
∑
j

µ(Ci ∩ Dj ) log
µ(Ci ∩ Dj )

µ(Ci )

≤ µ(Ci )
(

(1 − αi ) log
1

1 − αi
+ αi log

m− 1
αi

)
≤ µ(Ci ) logm.

It follows that

H(η|ξ) ≤
∑

µ(Ci )<
√

δ

µ(Ci ) logm

+
∑

µ(Ci )≥
√

δ

µ(Ci )(−(1 − αi ) log(1 − αi ) − αi log αi + αi log(m− 1)).

The first term does not exceed
√

δm logm. To estimate the second term,
observe that αiµ(Ci ) ≤ δ. Hence, if µ(Ci ) ≥ √

δ, then αi ≤ √
δ. Since the

function f (x) = −x log x − (1 − x) log(1 − x) is increasing on (0, 1/2), for
small δ the second term does not exceed f (

√
δ) + √

δ log(m− 1), and

H(η|ξ) ≤ f (
√

δ) +
√

δ(m logm+ log(m− 1)).

Since f (x) → 0 as x → 0, the proposition follows. ��
Exercise 9.2.1. Prove the remaining statements of Proposition 9.2.1.

Exercise 9.2.2. Prove that (i) ρ(ξ, η) ≥ 0 with equality if and only if ξ =
η mod 0 and (ii) ρ(ξ, ζ ) ≤ ρ(ξ, η) + ρ(η, ζ ).

9.3 Entropy of a Measure-Preserving Transformation

Let T be a measure-preserving transformation of a measure space (X, A, µ)
and ζ = {Cα : α ∈ I} be a partition of X with finite entropy. For k,n ∈ N,
set T−k(ζ ) = {T−k(Cα): α ∈ I} and

ζ n = ζ ∨ T−1(ζ ) ∨ · · · ∨ T−n+1(ζ ).

Since H(T−k(ζ )) = H(ζ ) and H(ξ ∨ η) ≤ H(ξ) + H(η), we have that
H(ζm+n) ≤ H(ζm) + H(ζ n). By subadditivity (Exercise 2.5.3), the limit

h(T, ζ ) = lim
n→∞

1
n
H(ζ n)

exists, and is called themetric (ormeasure-theoretic) entropy of T relative to
ζ . Note that h(T, ζ ) ≤ H(ζ ).

PROPOSITION 9.3.1. h(T, ζ ) = limn→∞ H(ζ |T−1(ζ n)).
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Proof. Since H(ξ |η) ≥ H(ξ |ζ ) for η ≤ ζ , the sequence H
(
ζ |T−1 (ζ n)

)
is

non-increasing inn. SinceH(T−1ξ) = H(ξ) andH(ξ ∨ η) = H(ξ) + H(η|ξ),
we get

H(ζ n) = H(T−1(ζ n−1) ∨ ζ ) = H(ζ n−1) + H(ζ |T−1(ζ n−1))

= H(ζ n−2) + H(ζ |T−1(ζ n−2)) + H(ζ |T−1(ζ n−1)) = · · ·

= H(ζ ) +
n−1∑
k=1

H(ζ |T−1(ζ k)).

Dividing by n and passing to the limit as n→ ∞ finishes the proof. ��
Proposition 9.3.1 means that h(T, ζ ) is the average information added by

the present state on condition that all past states are known.

PROPOSITION 9.3.2. Let ξ and η be finite partitions. Then
1. h(T,T−1(ξ)) = h(T, ξ); if T is invertible, then h(T,T(ξ)) = h(T, ξ);
2. h(T, ξ) = h(T,

∨n
i=0 T

−i (ξ)) for n ∈ N; if T is invertible, then
h(T, ξ) = h(T,

∨n
i=−n T

−i (ξ)) for n ∈ N;
3. h(T, ξ) ≤ h(T, η) + H(ξ |η); if ξ ≤ η, then h(T, ξ) ≤ h(T, η);
4. |h(T, ξ) − h(T, η)| ≤ ρ(ξ, η) = H(ξ |η) + H(η|ξ) (theRokhlin inequal-
ity);

5. h(T, ξ ∨ η) ≤ h(T, ξ) + h(T, η);

Proof. To prove statement 3 observe that, by the second statement of
Proposition 9.2.1(6), H(ξn) ≤ H(ξn ∨ ηn) = H(ηn) + H(ξn|ηn). We apply
Proposition 9.2.1(6) n times to get

H(ξn|ηn) = H(ξ ∨ T−1(ξn−1)|ηn) = H(ξ |ηn) + H(T−1(ξn−1)|ξ ∨ ηn)

≤ H(ξ |η) + H(T−1(ξn−1)|ηn)
≤ H(ξ |η) + H(T−1(ξ)|T−1(η)) + H(T−2(ξn−2)|ηn)
...
≤ nH(ξ |η).

Therefore

1
n
H(ξn) ≤ 1

n
H(ηn) + H(ξ |η),

and statement 3 follows.
The remaining statements of Proposition 9.3.2 are left as exercises

(Exercise 9.3.2). ��
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The metric (or measure-theoretic) entropy is the supremum of the
entropies h(T, ζ ) over all finite measurable partitions ζ of X.

If two measure-preserving transformations are isomorphic (i.e., if there
exists a measure-preserving conjugacy), then their measure-theoretic en-
tropies are equal. If the entropies are different, the transformations are not
isomorphic.

We will need the following lemma.

LEMMA 9.3.3. Let η be a finite partition, and let ζn be a sequence of finite
partitions such that d(ζn, η) → 0. Then there are finite partitions ξn ≤ ζn such
that H(η|ξn) → 0.

Proof. Let η = {Dj : 1 ≤ j ≤ m}. For each j choose a sequence Cnj ∈ ζn

such that µ(Dj 
Cnj ) → 0. Let ξn consist of Cnj , 1 ≤ j ≤ m, and Cnm+1 =
X\ ⋃m

j+1C
n
j . Then µ(Cnj ) → µ(Dj ) and µ(Cnm+1) → 0. We have

H(η|ξn) = −
m∑
i=1

µ
(
Cni ∩ Di

) · log
µ

(
Cni ∩ Di

)
µ

(
Cni

)
−

m∑
j=1

µ
(
Cnm+1 ∩ Dj

) · log
µ

(
Cnm+1 ∩ Dj

)
µ

(
Cnm+1

)
−

m∑
i=1

∑
j�=i

µ
(
Cni ∩ Dj

) · log
µ

(
Cni ∩ Dj

)
µ

(
Cni

) .

The first sum tends to 0 because µ(Cni ∩ Di ) → µ(Cni ). The second and third
sums tend to 0 because µ(Cni ∩ Dj ) → 0 for j �=i . ��

A sequence (ζn) of finite partitions is called refining if ζn+1 ≥ ζn for n ∈ N.
A sequence (ζn) of finite partitions is called generating if for every finite

partition ξ and every δ > 0 there is n0 ∈ N such that for every n ≥ n0 there
is a partition ξn with ξn ≤ ∨n

i=1 ζi and d(ξn, ξ) < δ, or equivalently if every
measurable set can be approximated by a union of elements of

∨n
i=1 ζi for a

large enough n.
Every Lebesgue space has a generating sequence of finite partitions

(Exercise 9.3.3). If X is a compact metric space with a non-atomic Borel
measure µ, then a sequence of finite partitions ζn is generating if the maxi-
mal diameter of elements of ζn tends to 0 as n→ ∞ (Exercise 9.3.4).

PROPOSITION 9.3.4. If (ζn) is a refining and generating sequence of finite
partitions, then h(T) = limn→∞ h(T, ζn).

Proof. Let ξ be a partition of X with m elements. Fix ε > 0. Since (ζn)
is a refining and generating, for every δ > 0 there is n ∈ N and a partition ξn
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withmelements such that ξn ≤ ∨n
i=1 ζi andd(ξn, ξ) < δ. ByProposition 9.2.2,

ρ(ξ, ζn) = H(ξ |ζn) + H(ζn|ξ) < ε.

By the Rokhlin inequality (Proposition 9.3.2(4)), h(T, ξ) < h(T, ζn) + ε.
��

A (one-sided) generator for a non-invertible measure-preserving trans-
formation T is a finite partition ξ such that the sequence ξn = ∨n

k=0 T
−k(ξ)

is generating. For an invertible T, a (two-sided) generator is a finite parti-
tion ξ such that the sequence

∨n
k=−n T

k(ξ) is generating. Equivalently, ξ is a
generator if for any finite partition η there are partitions ζn ≤ ∨n

k=0 T
−k(ξ)

(or ζn ≤ ∨n
k=−n T

k(ξ)) such that d(ζn, η) → 0.
The following corollary of Proposition 9.3.4 allows one to calculate the

entropy of many measure-preserving transformations.

THEOREM 9.3.5 (Kolmogorov–Sinai). Let ξ be a generator for T. Then
h(T) = h(T, ξ).

Proof. We consider only the non-invertible case. Let η be a finite parti-
tion. Since ξ is a generator, there are partitions ζn ≤ ∨n

i=0 T
−i (ξ) such that

d(ζn, η) → 0. By Lemma 9.3.3 for any δ > 0 there is n ∈ N and a parti-
tion ξn ≤ ζn ≤ ∨n

i=0 T
−i (ξ) with H(ξn|η) < δ. By statements 3, 5, and 2 of

Proposition 9.3.2,

h(T, η) ≤ h(T, ξn) + H(η|ξn) ≤ h
(
T,

n∨
i=0

T−i (ξ)

)
+ δ = h(T, ξ) + δ. ��

PROPOSITION 9.3.6. Let T and S be measure-preserving transformations
of measure spaces (X, A, µ) and (Y, B, ν), respectively.
1. h(Tk) = kh(T) for every k ∈ N; if T is invertible, then h(T−1) = h(T)
and h(Tk) = |k|h(T) for every k ∈ Z.

2. If T is a factor of S, then hµ(T) ≤ hν(S).
3. hµ×ν(T × S) = hµ(T) + hν(S).

Proof. To prove statement 3, consider refining and generating sequences
of partitions ξk and ηk in X and Y, respectively. Then

ζk = (ξk × ν) ∨ (µ × ηk)

is a refining and generating sequence in X× Y. Since

ζ nk = (
ξnk × ν

) ∨ (
µ × ηnk

)
and

(
ξnk × ν

) ⊥ (
µ × ηnk

)
,
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we obtain, by Proposition 9.1.1 and Proposition 9.3.4, that

h(T × S) = lim
k→∞

lim
n→∞

1
n
H

(
ζ nk

)
lim
k→∞

lim
n→∞

1
n

(
H

(
ξnk

) + H(
ηnk

)) = h(T) + h(S).

The first two statements are left as exercises (Exercise 9.3.6). ��
Let T be a measure-preserving transformation of a probability space

(X, A, µ), and ζ a finite partition. As before, let m(x, ζ n) be the measure
of the element of ζ n containing x ∈ X. The amount of information con-
veyed by the fact that x lies in a particular element of ζ n (or that the
points x,T(x), . . . ,Tn−1(x) lie in particular elements of ζ ) is Iζ n(x) = − log
×m(x, ζ n). A proof of the following theorem can be found in [Pet89] or
[Mañ88].

THEOREM 9.3.7 (Shannon–McMillan–Breiman). Let T be an ergodic
measure-preserving transformation of a probability space (X, A, µ), and ζ

a finite partition. Then

lim
n→∞

1
n
Iζ n(x) = h(T, ζ ) for a.e. x ∈ X and in L1(X, A, µ).

Theorem 9.3.7 implies that, for a typical point x ∈ X, the information
Iζ n(x) grows asymptotically as n · h(T, ζ ) and the measure m(x, ζ n) decays
exponentially as e−nh(T,ζ ). The proof of the following corollary is left as an
exercise (Exercise 9.3.8).

COROLLARY 9.3.8. Let T be an ergodic measure-preserving transformation
of a probability space (X, A, µ), and ζ a finite partition. Then for every ε > 0
there is n0 ∈ N and for every n ≥ n0 a subset Sn of the elements of ζ n such
that the total measure of the elements from Sn is≥ 1 − ε and for each element
C ∈ Sn

−n(h(T, ζ ) + ε) < log µ(C) < −n(h(T, ζ ) − ε).

Exercise 9.3.1. Let T be a measure-preserving transformation of a non-
atomic measure space (X, A, µ). For a finite partition ξ and x ∈ X, let ξn(x)
be the element of ξn containing x. Prove that µ(ξn(x)) → 0 as n→ ∞ for a.e.
x and every non-trivial finite partition ξ if and only if all powers Tn,n ∈ N,
are ergodic.

Exercise 9.3.2. Prove the remaining statements of Proposition 9.3.2.

Exercise 9.3.3. Prove that everyLebesgue space has a generating sequence
of partitions.
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Exercise 9.3.4. If ζ is a partition of a finite metric space, then we define
the diameter of ζ to be diam(ζ ) = supC∈ζ diam(C). Prove that a sequence
(ζn) of finite partitions of a compact metric space Xwith a non-atomic Borel
measure µ is generating if the diameter of ζn tends to 0 as n→ ∞.

Exercise 9.3.5. Suppose a measure-preserving transformation T has a gen-
erator with k elements. Prove that h(T) ≤ logk.

Exercise 9.3.6. Prove the first two statements of Proposition 9.3.6.

Exercise 9.3.7. Show that if an invertible transformation T has a one-sided
generator, then h(T) = 0.

Exercise 9.3.8. Prove Corollary 9.3.8.

9.4 Examples of Entropy Calculation

Let (X,d) be a compact metric space, and µ a non-atomic Borel measure on
X. By Exercise 9.3.4, any sequence of finite partitions whose diameter tends
to 0 is generating. We will use this fact repeatedly in computing the metric
entropy of some topological maps.

Rotations of S1. Let λ be the Lebesgue measure on S1. If α is rational,
then Rnα = Id for some n, so hλ(Rα) = (1/n)hλ(Rnα) = (1/n)hλ(Id) = 0. If α

is irrational, let ξN be a partition of S1 into N intervals of equal length. Then
ξnN consists of nN intervals, so H(ξnN) ≤ lognN. Thus h(Rα, ξN) ≤ limn−>∞
(lognN)/n = 0. The collection of partitions ξN, N ∈ N, is clearly generating,
so h(Rα) = 0.

This result can also be deduced from Exercise 9.3.7 by noting that ev-
ery forward semiorbit is dense, so any non-trivial partition is a one-sided
generator for Rα .

Expanding Maps. The partition

ξ = {[0, 1/k), [1/k, 2/k), . . . , [(k− 1)/k, 1)}
is a generator for the expanding map Ek: S1 → S1, since the elements of ξn

are of the form [i/kn, (i + 1)/kn). We have

H(ξn) = −
∑ 1

|k|n log
(

1
|k|n

)
= n log |k|,

so hλ(Ek) = log |k|.
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Shifts. Let σ : 
m → 
m be the one or two-sided shift on m symbols, and
let p = (p1, . . . , pm) be a non-negative vector with

∑m
i=1 pi = 1. The vector

p defines a measure on the alphabet {1, 2, . . . ,m}. The associated product
measure µp on 
m is called a Bernoulli measure. For a cylinder set, we have

µp
(
Cn1,...,nk
j1,..., jk

) =
k∏
i=1

pji .

Let ξ = {C0
j : j = 1, . . . ,m}. Then ξ is a (one- or two-sided) generator

for σ , since diam(
∨m
i=0 σ iξ) → 0 with respect to the metric d(ω, ω′) = 2−l ,

where l = min{|i |: ωi �=ω′
i }. Thus

hµp(σ ) = hµp(σ, ξ) = lim
n→∞

1
n
H

(
m∨
i=0

σ−iξ

)

For i �= j, σ iξ and σ jξ are independent, so

H

(
m∨
i=0

σ−iξ

)
= nH(ξ).

Thus hµp(σ ) = H(ξ) = − ∑
pi log pi .

Recall that the topological entropy of σ is logm. Thus the metric entropy
of σ with respect to any Bernoulli measure is less than or equal to the
topological entropy, and equality holds if and only if p = (1/n, . . . , 1/n).

We next calculate the metric entropy of σ with respect to the Markov
measures defined in §4.4. Let Abe an irreducible m×m stochastic matrix,
and q the unique positive left eigenvector whose entries sum to 1. Recall
that for the measure P = PA,q, the measure of a cylinder set is

P
(
Cn,n+1,...,n+k
j0, j1,..., jk

) = qj0
k−1∏
i=0

Aji ji+1 .

By Proposition 9.3.1, we have hP(σ, ξ) = limn→∞ H(ξ |σ−1(ξn)). By defini-
tion,

H(ξ |σ−1(ξn)) = −
∑

C∈ξ,D∈σ−1(ξn)

P(C ∩ D) log
P(C ∩ D)
P(D)

.

For C = C0
j0 ∈ ξ and D= C1,...,n

j1,..., jn ∈ σ−1(ξn), we have

P(C ∩ D) = qj0
n−1∏
i=0

Aji ji+1 and P(D) = qj1
n−1∏
i=1

Aji ji+1 .
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Thus

H(ξ |σ−1(ξn)) = −
m∑

j0, j1,..., jn=1

qj0
n−1∏
i=1

Aji , ji+1 log
(
qj0Aj0, j1
qj1

)

= −
m∑

j0, j1,..., jn=1

qj0
n−1∏
i=1

Aji , ji+1 (log Aj0, j1 + logqj0 − logqj1 ).

(9.2)

Using the identities
∑n
i=1 qi Ai,k = qk and

∑n
k=1 Ai,k = 1, we find that

∑
j0, j1,..., jn

qj0
n−1∏
i=0

Aji , ji+1 log Aj0, j1 =
∑
j0, j1

qj0Aj0, j1 log Aj0, j1 , (9.3)

∑
j0, j1,..., jn

qj0
n−1∏
i=0

Aji , ji+1 logqj0 =
∑
j0

q0 logqj0 , (9.4)

m∑
j0, j1,..., jn=1

qj0
n−1∏
i=1

Aji , ji+1 logqj1 =
∑
j1

qj1 logqj1 . (9.5)

It follows from (9.2)–(9.5) that

hP(σ ) = −
∑
j0, j1

qj0Aj0, j1 log Aj0, j1 .

There aremanyMarkovmeasures for a given subshift.Wenowconstruct a
special Markov measure, called the Shannon–Parrymeasure, that maximizes
the entropy. By the results of the next section, a Markov measure maximizes
the entropy if and only if the metric entropy with respect to the measure is
the same as the topological entropy of the underlying subshift.

Let B be a primitive matrix of zeros and ones. Let λ be the largest positive
eigenvalue of B, and let q be a positive left eigenvector of Bwith eigenvalue
λ. Let v be a positive right eigenvector of Bwith eigenvalue λ normalized so
that 〈q, v〉 = 1. Let V be the diagonal matrix whose diagonal entries are the
coordinates of v, i.e.,Vi j = δi jv j . Then A= λ−1V−1BV is a stochastic matrix:
all elements of Aare positive, and the rows sum to 1. The elements of A are
Ai j = λ−1v−1

i Bi jv j . Let p = qV = (q1v1, . . . ,qnvn). Then p is a positive left
eigenvector of Awith eigenvalue 1, and

∑n
i=1 pi = 〈q, v〉 = 1.

The Markov measure P = PA,p is called the Shannon–Parry measure for
the subshift σA. Recall that while P is defined on the full shift space 
,
its support is the subspace 
A. Thus hP(σA) = hP(σ ). Using the properties
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qB= λq, 〈q, v〉 = 1, and Bi j log Bi j = 0, we have

hP(σ ) = −
∑
i, j

pi Ai j log Ai j

= −
∑
i, j

qiviλ−1v−1
i Bi jv j log

(
λ−1v−1

i Bi jv j
)

= −
∑
i, j

λ−1qiv j Bi j log
(
λ−1v−1

i Bi jv j
)

=
∑
i, j

λ−1qiv j Bi j log λ +
∑
i, j

λ−1qiv j Bi j (log vi − log Bi jv j )

= log λ +
∑
j

qjv j log v j −
∑
i, j

λ−1qiv j Bi j log v j

−
∑
i, j

λ−1qiv j Bi j log Bi j

= log λ +
∑
j

v j qj log v j −
∑
i

vi qi log vi = log λ.

Thus hP(σA) = log λ, which is the topological entropy of σA (Proposition
3.4.1).

Toral Automorphisms. We consider only the two-dimensional case. Let
A : T2 → T2 be a hyperbolic toral automorphism.TheMarkov partition con-
structed in §5.12 gives a (measurable) semiconjugacy φ: 
A→ T2 between
a subshift of finite type and A. Since the image of the Lebesgue measure
under φ∗ is the Parry measure, the metric entropy of A (with respect to
the Lebesgue measure) is the logarithm of the largest eigenvalue of A
(Exercise 9.4.1).

Exercise 9.4.1. Let Abe a hyperbolic toral automorphism. Prove that the
image of theLebesguemeasure on T2 under the semiconjugacy φ is the Parry
measure, and calculate the metric entropy of A.

9.5 Variational Principle1

In this section, we establish the variational principle for metric entropy
[Din71], [Goo69], which asserts that for a homeomorphism of a compact
metric space, the topological entropy is the supremum of the metric en-
tropies for all invariant probability measures.

1 The proof of the variational principle below follows the argument of M. Misiurewicz [Mis76];
see also [KH95] and [Pet89].
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Let f be a homeomorphism of a compact metric space X, and M the
space of Borel probability measures on X.

LEMMA 9.5.1. Let µ, ν ∈ M and t ∈ (0, 1). Then for any measurable parti-
tion of ξ of X,

tHµ(ξ) + (1 − t)Hν(ξ) ≤ Htµ+(1−t)ν(ξ).

Proof. The proof is a straightforward consequence of the convexity of
x log x (Exercise 9.5.1). ��

For a partition ξ = {A1, . . . , Ak}, define the boundary of ξ to be the set
∂ξ = ⋃k

i=1 ∂Ai , where ∂A= Ā∩ X− A.

LEMMA 9.5.2. Let µ ∈ M. Then:
1. for any x ∈ Xand δ > 0, there is δ′ ∈ (0, δ) such that µ(∂B(x, δ′)) = 0;
2. for any δ > 0, there is a finite measurable partition ξ = {C1, . . . ,Ck}
with diam(Ci ) < δ for all i and µ(∂ξ) = 0;

3. if {µn} ⊂ M is a sequence of probability measures that converges to µ

in the weak∗ topology, and Ais a measurable set with µ(∂A) = 0, then
µ(A) = limn→∞ µn(A).

Proof. Let S(x, δ) = {y ∈ X: d(x, y) = δ}. Then B(x, δ) = ⋃
0≤δ′<δ S(x, δ

′).
This is an uncountable union, so at least one of these must have measure 0.
Since ∂B(x, δ) ⊂ S(x, δ), statement 1 follows.

To prove statement 2, let {B1, . . . , Bk} be an open cover by balls of radius
less than δ/2 and µ(∂Bi ) = 0. Let C1 = B̄1,C2 = B2\B1,Ci = Bi\

⋃i−1
j=1 Bj .

Then ξ = {C1, . . . ,Ck} is a partition, and ∂ξ = ⋃
∂Ci ⊂ ⋃k

i=1 ∂Bi .
To prove statement 3, let A be a measurable set with µ(∂A) = 0. Since

X is a normal topological space, there is a sequence { fk} of non-negative
continuous functions on X such that fk ↘ χĀ. Then, for fixed k,

lim
n→∞ µn(A) ≤ lim

n→∞ µn(Ā) ≤ lim
n→∞ µn( fk) = µ( fk).

Taking the limit as k→ ∞, we obtain

lim
n→∞ µn(A) ≤ lim

k→∞
µ( fk) = µ(Ā) = µ(A).

Similarly,

lim
n→∞ µn(X\A) ≤ µ(X\A),

from which the result follows. ��
Let |E| denote the cardinality of a finite set E.
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LEMMA 9.5.3. Let En be an (n, ε)-separated set, νn = (1/|En|)
∑
x∈En δx, and

µn = 1
n

∑n−1
i=0 f

i
∗νn. If µ is any weak∗ accumulation point of {µn}n∈N, then µ is

f -invariant and

lim
n→∞

1
n

log |En| ≤ hµ( f ).

Proof. Let µ be an accumulation point of {µn}n∈N. Then µ is clearly
f -invariant.

Let ξ be a measurable partition with elements of diameter less than ε and
µ(∂ξ) = 0. If C ∈ ξn, then νn(C) = 0 or 1/|En|, since C contains at most one
element of En. Thus Hνn(ξ

n) = log |En|.
Fix 0 < q < n, and 0 ≤ k< q. Let a(k) = [ n−kq ].
Let S = {k+ rq + i : 0 ≤ r < a(k), 0 ≤ i < q}, and let T be the comple-

ment of S in {0, 1, . . . ,n− 1}. The cardinality of T is at most k+ q − 1 ≤ 2q.
Since

ξn =
n−1∨
i=0

f−iξ =
(
a(k)−1∨
r=0

f−rq−kξq
)

∨
(∨
i∈T
f−iξ

)
,

it follows that

log |En| = Hνn(ξ
n) ≤

a(k)−1∑
r=0

Hνn

(
f−(rq+k)ξq

) +
∑
i∈T
Hνn

(
f−iξ

)

≤
a(k)−1∑
r=0

Hfrq+k∗ νn
(ξq) + 2q log |ξ |.

Summing over k and using Lemma 9.5.1, we get

q
n

log |En| = 1
n

q−1∑
k=0

Hνn(ξ
n) ≤

q−1∑
k=0

(
a(k)−1∑
r=0

1
n
Hfrq+k∗ νn

(ξq)

)
+ 2q2

n
log |ξ |

≤ Hµn(ξ
q) + 2q2

n
log |ξ |

Thus, by Lemma 9.5.2(3), for fixed q,

lim
n→∞

1
n

log |En| ≤ lim
n→∞

1
q
Hµn(ξ

q) = 1
q
Hµ(ξq).

Letting q → ∞, we get limn→∞ 1
n log |En| ≤ hµ( f, ξ). ��

THEOREM 9.5.4 (Variational Principle). Let f be a homeomorphism of a
compact metric space (X,d). Then htop( f ) = sup{hµ( f )|µ ∈ M f }.
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Proof. Lemma 9.5.3 shows that htop( f ) ≤ supµ∈M f
hµ( f ), so we need only

demonstrate the opposite inequality.
Let µ ∈ M f be an f -invariant Borel probability measure on X, and

ξ = {C1, . . . ,Ck} a measurable partition of X. By the regularity of µ and
Lemma 9.3.3, we may choose compact sets Bi ⊂ Ci so that the partition
β = {B0 = X\ ⋃k

i=1 Bi , B1, . . . , Bk} satisfies H(ξ |β) < 1. Thus

hµ( f, ξ) ≤ hµ( f, β) + Hµ(ξ |β) ≤ hµ( f, β) + 1.

The collection B = {B0 ∪ B1, . . . , B0 ∪ Bk} is a covering of X by open
sets. Moreover, |βn| ≤ 2n|Bn|, since each element of Bn intersects at most
two elements of β. Thus

Hµ(βn) ≤ log |βn| ≤ n log 2 + log |Bn|
Let δ0 be the Lebesgue number of B, i.e., the supremum of all δ such that for
all x ∈ X, B(x, δ) is contained in some B0 ∪ Bi . Then δ0 is also the Lebesgue
number of Bn with respect to the metric dn.

No subcollection of B covers X, and the same is true of Bn. Thus each ele-
mentC ∈ B contains a point xC that is not contained in any other element, so
B(xC, δ0,n) ⊂ C. If follows that the collection of all xC is an (n, δ0)-separated
set. Thus sep(n, δ0, f ) ≥ |Bn|, from which it follows that

h( f, δ0) = lim
n→∞

1
n

log(sep(n, δ0, f )) ≥ lim
n→∞

1
n

log |Bn|

≥ lim
n→∞

1
n
(log |βn| − n log 2) ≥ lim

n→∞
1
n
Hµ(βn) − log 2

= hµ( f, β) − log 2 ≥ hµ( f, ξ) − log 2 − 1

We conclude that hµ( f ) = hµ( f n)/n ≤ 1
n(htop( f n) + log 2 + 1) for all

n > 0. Letting n→ ∞, we see that hµ( f ) ≤ htop( f ) for all µ ∈ M, which
proves the theorem. ��
Exercise 9.5.1. Prove Lemma 9.5.1.

Exercise 9.5.2. Let f be an expansive map of a compact metric space with
expansiveness constant δ0. Show that f has a measure of maximal entropy,
i.e., there is µ ∈ M f such that hµ( f ) = htop( f ). (Hint: Start with a measure
supported on an (n, ε)-separated set, where ε ≤ δ0.)
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Math. France, Paris, 1976.
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Diff1(M), 117
d(ξ, η), 209
dn, 37
Es ,Eu, 108
Em, 5
F(R), 193
f -covers, 163
G-extension, 88
H(ξ |η), 211
H(ζ ), 209
He(U), 98
Hw(U), 98
h(T) = hµ(T), 215
h(T, ζ ), 213
h( f ), 37
I(C), 210
I → J , 163
i(x), 170
J (R), 193
k-step SFT, 56
Lp(X, µ), 71
l-modal map, 170
M, 85
MT , 85
N, 1
N0, 1
NW( f ), 29, 114
n-leader, 81
O f (x), 2
P-graph, 165
Q, 1
qµ, 9

231
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R( f ), 29
Rα , 4
R, 1
S1, 4
S∞
f , 87
Snf , 85, 87
Sf (x), 178
supp, 72, 90
UT , 80
Var( f ), 160
Ws(x),Wu(x), 118, 122
Ws

ε (x),W
u
ε (x), 121

Z, 1

a.e., 71
abelian group, 87
absolutely continuous

foliation, 144
measure, 86

adapted metric, 109
address of a point, 170
adjacency matrix, 8, 56
Adler, 135
affine subspace, 51
allowed word, 8
almost every, 71
almost periodic point, 30
almost periodic set, 47
alphabet, 7, 54, 55
analytic function, 191
Anosov diffeomorphism, 108, 130, 141, 142

topological entropy of, 116
Anosov’s shadowing theorem, 113
aperiodic transformation, 96
arithmetic progression, 103
atlas, 138
atom, 71
attracting periodic point, 192
attracting point, 9, 25, 173
attractor, 18, 25

Hénon, 25
hyperbolic, 18
Lorenz, 25
strange, 25

automorphism
Bernoulli, 79, 209
group, 5
of a measure space, 70

average
space, 80, 84
time, 80, 84

Axiom A, 133

backward invariant, set, 2
base-m expansion, 5
basic set, 133
basin of attraction, 25, 173, 192

immediate, 192
Bernoulli

automorphism, 79, 209
measure, 79, 219

bifurcation, 183
codimension-one, 184
flip, 185
fold, 185
generic, 183
period-doubling, 185
saddle–node, 185

Birkhoff ergodic theorem, 82, 93
block code, 55, 67
Borel

σ-algebra, 71
measure, 71, 72

boundary of a partition, 222
bounded distortion, 181
bounded Jacobian, 145
bounded variation, 160
Bowen, 61, 137
branch number, 192
branch point, 192
Breiman, 217

Cantor set, 7, 16, 18, 25, 182, 196,
204

ceiling function, 21
chain, Markov, seeMarkov, chain
chaos, 23
chaotic behavior, 23
chaotic dynamical system, 23
character, 95
circle endomorphism, 23, 35, 36
circle rotation, 4, 35, 45, 95

ergodicity of, 77
irrational, 4, 30, 77, 90

is uniquely ergodic, 87
clock drift, 67
code, 55
color, 51
combinatorial number theory, 48
common refinement, 208
completion of a σ-algebra, 70
composition matrix, 65
conditional density, 144
conditional entropy, 211
conditional measure, 92
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cone
stable, 115
unstable, 115

conformal map, 153
conjugacy, 3

measure-theoretic, 70
topological, 28, 39, 55

conjugate, 3
constant-length substitution, 64
continued fraction, 12, 91
continuous (semi)flow, 28
continuous spectrum, 95, 97
continuous-time dynamical system, 2
convergence in density, 99
convergent, 91
coordinate chart, 137
coordinate system, local, 106
covering map, 153
cov(n, ε, f ), 37
critical point, 192
critical value, 192
cross-ratio, 180
cross-section, of a flow, 22
Curtis, 55
cutting and stacking, 96
Cvitanović–Feigenbaum equation,

189
cylinder, 54
cylinder set, 7, 78

d-lim, 99
deg(R), 193
degree, of a rational map, 193
dendrite, 196
Denjoy, 205

example, 161
theorem, 160

dense
forward orbit, 32
full orbit, 32
orbit, 23, 32

dense, ε-, 4
derivative transformation, 72
deterministic dynamical system,

23
diameter, 37

of a partition, 218
diffeomorphism, 106

Anosov, 130, 141
Axiom A, 133
group, 138
of the circle, 160

differentiable
flow, 107
manifold, 106, 137
map, 107
vector field, 107

differential equation, 19
Diffk(M), 138
Dirac measure, 86
direct product, 3
directed graph, 8, 56, 67
discrete spectrum, 94–97
discrete-time dynamical system, 1
dist, 140
distal

extension, 46
homeomorphism, 45
points, 45

distribution, 139
Hölder-continuous, 143
integrable, 139
stable, 108
unstable, 108

Douady, 205
Douady–Hubbard theorem,

206
doubling operator, 169
dual group, 95
dynamical system, 2

chaotic, 23
continuous-time, 2
deterministic, 23
differentiable, 106
discrete-time, 1
ergodic, 4
hyperbolic, 22, 106
minimal, 4, 29
symbolic, 54
topological, 28
topologically mixing, 33
topologically transitive, 31

dynamics
symbolic, 6, 54
topological, 28

edge shift, 57
elementary strong shift equivalence,

62
embedded submanifold, 139
embedding of a subshift, 55
endomorphism

expanding, 5
group, 5
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entropy
conditional, 211
horseshoe, 125
measure-theoretic, 208, 213, 214
metric, 208, 213, 214
of a partition, 209
of a transformation, 214
topological, 36, 37, 116, 125

of an SFT, 60
equicontinuous

extension, 46
homeomorphism, 45

equivalent partitions, 208
ergodic

dynamical system, 4
hypothesis, 69, 80
measure, 86
theorem, von Neumann, 80
theory, 69
transformation, 73

ergodicity, 73, 75, 77
essentially, 71
essentially invariant

function, 73
set, 73

even system of Weiss, 66
eventually periodic point, 2, 171
exceptional point, 201
exceptional set, 201
expanding endomorphism, 5, 30, 34, 107

is mixing, 77
expanding map, 5

entropy of, 218
expansive

homeomorphism, 35, 40
map, 35
positively, 35

expansiveness constant, 35
exponent

Hölder, 143
Lyapunov, 23

extension, 3, 140
distal, 46
equicontinuous, 46
group, 88
isometric, 41, 46
measure-theoretic, 70

extreme point, 86

factor, 3, 55, 140
factor map, 3

Fatou, 200
Fatou set, 193
Fatou theorem, 204
Feigenbaum constant, 189
Feigenbaum phenomenon, 189
fiber, 140
fiber bundle, 140
first integral, 20, 21
first return map, 22, 72
fixed point, 2
Fix( f ), 60
flip bifurcation, 185
flow, 2, 19

continuous, 28
differentiable, 107
entropy of, 41
gradient, 20
measurable, 70, 74
measure preserving, 70
under a function, 21
weak mixing, 75

fold bifurcation, 185
foliation, 139

absolutely continuous, 144
coordinate chart, 139
leaf of, 139
stable, 14, 130
transversely absolutely continuous,

145
unstable, 14, 130

forbidden word, 8
forward invariant set, 2
Fourier series, 78
fractal, 191, 193, 202
Frobenius theorem, 59
full m-shift, 55
full measure, 69
full one-sided shift, 7, 33
full shift, 35, 36
full two-sided shift, 7, 33
function

analytic, 191
ceiling, 21
essentially invariant, 73
generating, 60
Hamiltonian, 21
Lyapunov, 20
meromorphic, 191
strictly invariant, 74
zeta, 60

Furstenberg, 49, 101–103
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Gauss, 11
measure, 12–13, 90–94
transformation, 11–13, 90–94

generalized eigenspaces, 42
generating function, 60
generating sequence of partitions,

215
generator

one-sided, 216
two-sided, 216

generic bifurcation, 183
generic point, 88
global stable manifold, 122
global unstable manifold, 122
Google,TM 103
gradient flow, 20
graph transform, 119
group

automorphism, 5
dual, 95
endomorphism, 5, 14
extension, 88
of characters, 95
topological, 4, 95
translation, 4, 35, 45, 87

Haar measure, 88
Hadamard, 54
Hadamard–Perron theorem, 118
Halmos, 97
Halmos–von Neumann theorem, 96
Hamiltonian

function, 21
system, 20

Hedlund, 55
Hénon attractor, 25
heteroclinic point, 128
heteroclinically related, 133
higher block presentation, 56, 67
Hölder

constant, 143
continuity, 142, 143
exponent, 143

holonomy map, 145
homeomorphism, 28

distal, 45
equicontinuous, 45
expansive, 35, 40
minimal, 29
of the circle, 153
pointwise almost periodic, 47

homoclinic point, 125
Hopf, 151
Hopf’s argument, 141
horseshoe, 34–36, 108, 124, 125, 128

entropy of, 125
linear, 15, 16
non-linear, 124

Hubbard, 205
hyperbolic

attractor, 18
dynamical system, 15, 106
fixed point, 110
periodic point, 110
set, 108

hyperbolic toral automorphism, 14, 22, 33,
35, 36, 41, 108, 130, 135

is mixing, 77
metric entropy of, 221

Hyperbolicity, 106, 108

immediate basin of attraction, 192
Inclination lemma, 123
independent partitions, 209
induced transformation, 73
information, 210
integrable distribution, 139
integrable foliations, 151
integral hull, 151
Internet, 103
intersection of partitions, 208
intersymbol interference, 67
invariant

kneading, 173
measure, 70, 85
set, 2

IP-system, 49
irrational circle rotation, 4, 33, 77, 87,

90
irrationally neutral periodic point, 192
irreducible

matrix, 57
substitution, 64

isolated fixed point, 10
isometric extension, 41, 46
isometry, 28, 34, 36, 114

entropy of, 38
isomorphism, 3

measure-theoretic, 70
of subshifts, 55
of topological dynamical systems, 28

itinerary, 54, 170
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Jacobian, 145
Julia set, 193, 200

Katok, 111
Kim, 63
kneading invariant, 173
Kolmogorov, 208, 216
Kolmogorov–Sinai theorem, 216
Koopman–von Neumann theorem, 99
Krein–Milman theorem, 86
Krylov–Bogolubov theorem, 85

lag, 63
Lambda lemma, 123
Lanford, 61
lap, 170
leader, 81
leaf, 139
leaf, local, 139
Lebesgue number, 224
Lebesgue space, 71
left translation, 4
lemma

inclination, 123
lambda, 123
Rokhlin–Halmos, 96

length distortion, 180
Li, 164
linear fractional transformation, 180
linear functional, 85
Lipshitz function, 160
local

coordinate system, 106
leaf, 139
product structure, 129
stable manifold, 121
transversal, 139
unstable manifold, 121

locally maximal
hyperbolic set, 128
invariant set, 16

log, 209
Lorenz, 26
Lorenz attractor, 25
Lyapunov

exponent, 23
function, 20
metric, 109

Lyndon, 55

main cardioid, 206
Mandelbrot set, 206

Mañé, 134
manifold

differentiable, 106, 137
Riemannian, 106, 140
stable, 14, 118, 122
unstable, 14, 118, 122

map
covering, 153
expanding, 5
first return, 72
l-modal, 170
measurable, 70
measure preserving, 70
non-singular, 70
piecewise-monotone, 170
Poincaré, 22, 72
quadratic, 9, 35, 171, 176, 178, 179, 182, 205
rational, 191
tent, 176
unimodal, 170

Markov
chain, 78, 104, 105
graph, 164, 165
measure, 57, 78, 104, 105, 219
partition, 134

matrix
adjacency, 56
composition, 65
irreducible, 57
non-negative, 57
positive, 57
primitive, 57, 79
reducible, 57
shift-equivalent, 62
stochastic, see stochastic matrix
strong shift-equivalent, 62

maximal almost periodic set, 47
maximal ergodic theorem, 82
McMillan, 217
measurable

flow, 70, 74
map, 70
set, 70

measure, 69
absolutely continuous, 86
Bernoulli, 79, 219
Borel, 72
conditional, 92
Dirac, 86
ergodic, 86
Gauss, see alsoGauss measure
Haar, 88
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invariant, 70, 85
Markov, 57, 78, see alsoMarkov measure
of maximal entropy, 224
regular, 71
Shannon–Parry, 220
smooth, 151
space, 69
spectral, 98

measure-preserving
flow, 70
transformation, 70

measure-theoretic
entropy, 213, 215
extension, 70
isomorphism, 70

meromorphic function, 191
metric

adapted, 109
entropy, 213, 215
Lyapunov, 109
Riemannian, 106, 139
space, 28

minimal
action of a group, 49
dynamical system, 4, 29
homeomorphism, 29
period, 2
set, 29, 90

minimum principle, 179
mixing, 74, 77

transformation, 74
weak, 75, 100, 152

Möbius transformation, 180, 192
mod 0, 71
modified frequency modulation, 68
modular function, 198
monochromatic, 51
Montel theorem, 197
Morse sequence, 64
multiple recurrence theorem, 103
multiple recurrence, topological, 49
multiplier, 192

negative semiorbit, 2
Newton method, 196
nilmanifold, 130
non-atomic Lebesgue space, 71
non-linear horseshoe, 124
non-negative definite sequence, 97
non-singular map, 70
non-singular transformation, 70
non-wandering point, 29

normal family, 193, 197
at a point, 193

normal number, 84
null set, 69
number theory, 49, 92, 103

omit a point, 197
one-parameter group, 107
one-sided shift, 35
orbit, 2

dense, 23, 32
periodic, 2
uniformly distributed, 23, 89

Parry, 220
partition, 208

boundary of, 222
Markov, 134
of an interval, 164

partitions, independent, 209
pendulum, 19
Per( f ), 114
period, 2
period, minimal, 2
period-doubling bifurcation, 185
periodic

orbit, 2
point, 2, 162, 198

attracting, 10, 192
irrationally neutral, 192
rationally neutral, 192
repelling, 10, 192
superattracting, 192

Perron theorem, 58
Perron–Frobenius theorem, 57
piecewise-monotone map, 170
plaque, 139
Poincaré, 71
map, 22, 72

Poincaré classification theorem,
158

Poincaré recurrence theorem, 72, 103
pointwise almost periodic homeomorphism,

47
polynomial recurrence theorem, 102
Pontryagin duality theorem, 95
positive semiorbit, 2
positive upper density, 101
positively expansive, 35
positively recurrent point, 29
postcritical set, 204
presentation, 67
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primitive
matrix, 57, 79, 104
substitution, 64, 90
transformation, 73

probability
measure, 70
space, 70

product
direct, 3
formula, 60
skew, 3
structure, local, 129

projection, 3, 139, 140
proximal points, 45
pseudo-orbit, 110

quadratic map, 9, 35, 171, 176, 178, 179, 182,
205

quotient, 91

Radon–Nikodym
derivative, 86
theorem, 86

Ramsey, 48
Ramsey theory, 48
random behavior, 23
random variable, 79
rational map, 191

degree of, 193
rationally neutral periodic point, 192
rectangle, 134
recurrence

measure-theoretic, 71
topological, 29, 72

recurrent point, 29, 72
reducible matrix, 57
refinement, 208
refining sequence of partitions, 215
regular measure, 71
relatively dense subset, 30
repelling periodic point, 192
repelling point, 9
return time, 22
Riemann sphere, 191
Riemannian

manifold, 106, 140
metric, 106, 139
volume, 140

Riesz, 80, 85
Riesz representation theorem, 85
right translation, 4

Robbin, 134
Robinson, 134
Rokhlin, 97
Rokhlin metric, 212
Rokhlin–Halmos lemma, 96
rotation number, 154
rotation, entropy of, 218
Roush, 63

saddle–node bifurcation, 184
Sárközy, 103
Schwarzian derivative, 178
search engine, 103
self-similarity, 202
semiconjugacy, 2

topological, 28
semiflow, 2
semiorbit

negative, 2
positive, 2

sensitive dependence on initial conditions,
23, 117

sep(n, ε, f ), 37
separated set, 37
sequence of partitions

generating, 215
refining, 215

SFT, 56
shadowing, 107, 111, 113
Shannon, 220
Shannon–McMillan–Breiman theorem,

217
Shannon–Parry measure, 220
Sharkovsky ordering, 162
Sharkovsky theorem, 163
shift, 5, 7, 54, 60

edge, 57
entropy of, 219
equivalence, 62
full, 7, 35, 36
one-sided, 7
two-sided, 7
vertex, 8, 56

shift equivalence, strong, 62
Shishikura theorem, 200
signed lexicographic ordering, 172
simply transitive, 180, 192
Sinai, 208, 216
Singer theorem, 179
skew product, 3, 140
Smale, 133
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Smale’s spectral decomposition theorem,
133

smooth measure, 151
sofic subshift, 66
solenoid, 18, 35, 36, 44, 45, 108, 128
space average, 84
space, metric, 28
span(n, ε, f ), 37
spanning set, 37
spectral measure, 98
spectrum

continuous, see continuous spectrum
discrete, see discrete spectrum

stable
cone, 115
distribution, 108
foliation, 14, 130
manifold, 14, 118, 122

local, 121
set, 151
subspace, 108

stationary sequence, 79
stochastic matrix, 58, 78, 104
stochastic process, 79
strange attractor, 25
strong mixing transformation, 74
strong transversality condition, 134
structural stability, 108, 117, 131
Structural Stability Theorem, 134
structurally stable diffeomorphism, 117
submanifold, 106, 139

embedded, 139
subshift, 8, 55, 134

entropy of, 219
generating function of, 60
of finite type, 56
one-sided, 55
sofic, 66
topological entropy of, 60
two-sided, 55
zeta function of, 61

substitution, 64
constant length, 64
irreducible, 64
primitive, 64, 90

Sullivan, 205
superattracting periodic point, 192
support, 72
suspension, 21
symbol, 7, 54
symbolic dynamics, 6, 54

symmetric difference, 73
syndetic subset, 30
Szemerédi, 103
Szemerédi theorem, 103

tangent
bundle, 138
map, 138
space, 138
vector, 138

tent map, 114, 176
terminal vertex, 9
theorem

Anosov’s shadowing, 113
Birkhoff ergodic, 82
Bowen–Lanford, 61
Curtis–Lyndon–Hedlund, 55
Denjoy, 160
Douady–Hubbard, 206
Fatou, 204
Frobenius, 59
Furstenberg–Weiss, 49
Hadamard–Perron, 118
Halmos–von Neumann, 96
Kolmogorov–Sinai, 216
Koopman–von Neumann, 99
Krein–Milman, 86
Krylov–Bogolubov, 85
maximal ergodic, 82
Montel, 197
multiple recurrence, 103
Perron, 58
Perron–Frobenius, 57
Poincaré classification, 158
Poincaré recurrence, 72
polynomial recurrence, 102
Pontryagin duality, 95
Riesz representation, 85
Sárközy, 103
Shannon–McMillan–Breiman, 217
Sharkovsky, 163
Shishikura, 200
Singer, 179
Smale’s spectral decomposition, 133
structural stability, 134
Szemerédi, 103
van der Waerden, 49
von Neumann ergodic, 80
Weyl, 89
Williams, 62

time average, 84, 88
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time-t map, 2
times-mmap, 5
topological

conjugacy, 28, 39
dynamical system, 28
dynamics, 28
entropy, 36, 37, 60, 116, 125
group, 4, 95
Markov chain, 56
mixing, 33, 76
properties, 28
recurrence, 29, 72
semiconjugacy, 28
transitivity, 31, 33, 76, 88

topology, Ck, 138
toral automorphism, see hyperbolic toral

automorphism
transformation, 70

aperiodic, 96
derivative, 72
entropy of, 215
ergodic, 73
Gauss, see Gauss transformation
induced, 73
linear fractional, 180
measure-preserving, 70
mixing, 74
Möbius, 180, 192
non-singular, 70
primitive, 73
strong mixing, 74
uniquely ergodic, 87
weak mixing, 75

transition probability, 78
translation, 90

group, 4
left, 4
right, 4

translation-invariant metric, 44
transversal, 139

local, 139
transverse, 139
transverse homoclinic point, 125
transverse submanifolds, 122
transversely absolutely continuous foliation,

145
trapping region, 25
turning point, 170

uniform convergence, 88

uniformly distributed, 89, 90
unimodal map, 170
uniquely ergodic, 87–90
unitary operator, 80
unstable

cone, 115
distribution, 108
foliation, 14, 130
manifold, 14, 118, 122

local, 121
set, 151
subspace, 108

upper density, 99

van der Waerden’s theorem, 49
variational principle for metric entropy, 221
vector

non-negative, 57
positive, 57

vector field, 107, 139
vertex shift, 8, 56

one-sided, 8
two-sided, 8

vertex, terminal, 9
von Neumann, 80
von Neumann ergodic theorem, 80

wandering domain, 205
wandering interval, 173
weak mixing, 75, 97, 100, 152

flow, 75
transformation, 75

weak topology, 97
weak∗ topology, 85
Weiss, 49, 135

even system of, 66
Weyl theorem, 89
Whitney embedding theorem, 111
Wiener lemma, 98
Williams, 63
Wolff, 205
word, 7

allowed, 8, 56
forbidden, 8, 56

Yorke, 164

zeta function, 60
rational, 61
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