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1. AMD BIOS RAID Installation Guide

AMD BIOS RAID Installation Guide is an instruction for you to configure RAID functions by using the onboard
FastBuild BIOS utility under BIOS environment. After you make a SATA driver diskette, press <F2> or <Del> to enter
BIOS setup to set the option to RAID mode by following the detailed instruction of the “User Manual” in our support CD,

then you can start to use the onboard RAID Option ROM Utility to configure RAID.

1.1 Introduction to RAID

The term “RAID” stands for “Redundant Array of Independent Disks”, which is a method combining two or more hard
disk drives into one logical unit. For optimal performance, please install identical drives of the same model and

capacity when creating a RAID set.

RAID 0 (Data Striping)
RAID 0 is called data striping that optimizes two identical hard disk drives to read and write data in parallel, interleaved
stacks. It will improve data access and storage since it will double the data transfer rate of a single disk alone while the

two hard disks perform the same work as a single drive but at a sustained data transfer rate.
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WARNING!!
Although RAID 0 function can improve the access performance, it does not provide any fault tolerance. Hot-Plug any HDDs of the

RAID 0 Disk will cause data damage or data loss.

RAID 1 (Data Mirroring)

RAID 1 is called data mirroring that copies and maintains an identical image of data from one drive to a second
drive. It provides data protection and increases fault tolerance to the entire system since the disk array
management software will direct all applications to the surviving drive as it contains a complete copy of the data in

the other drive if one drive fails.



RAID 1
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RAID 5 (Block Striping with Distributed Parity)

RAID 5 stripes data and distributes parity information across the physical drives along with the data blocks. This
organization increases performance by accessing multiple physical drives simultaneously for each operation, as well
as fault tolerance by providing parity data. In the event of a physical drive failure, data can be re-calculated by the
RAID system based on the remaining data and the parity information. RAID 5 makes efficient use of hard drives and is

the most versatile RAID Level. It works well for file, database, application and web servers.
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RAID 10 (Stripe Mirroring)
RAID 0 drives can be mirrored using RAID 1 techniques, resulting in a RAID 10 solution for improved performance
plus resiliency. The controller combines the performance of data striping (RAID 0) and the fault tolerance of disk

mirroring (RAID 1). Data is striped across multiple drives and duplicated on another set of drives.
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1.2 RAID Configurations Precautions

1. Please use two new drives if you are creating a RAID 0 (striping) array for performance. It is recommended
to use two SATA drives of the same size. If you use two drives of different sizes, the smaller capacity hard
disk will be the base storage size for each drive. For example, if one hard disk has an 80GB storage
capacity and the other hard disk has 60GB, the maximum storage capacity for the 80GB-drive becomes

60GB, and the total storage capacity for this RAID 0 set is 120GB.

2. You may use two new drives, or use an existing drive and a new drive to create a RAID 1 (mirroring) array
for data protection (the new drive must be of the same size or larger than the existing drive). If you use two
drives of different sizes, the smaller capacity hard disk will be the base storage size. For example, if one
hard disk has an 80GB storage capacity and the other hard disk has 60GB, the maximum storage capacity

for the RAID 1 set is 60GB.

3. Please verify the status of your hard disks before you set up your new RAID array.

WARNING!
Please backup your data first before you create RAID functions. In the process you create RAID, the system will ask if you
want to “Clear Disk Data” or not. It is recommended to select “Yes”, and then your future data building will operate under a

clean environment.



1.3 Installing windows® OS With RAID Functions
If you want to install Windows® 7 / 7 64-bit / 8 / 8 64-bit / 8.1/ 8.1 64-bit on a RAID disk composed of 2 or more SATA

HDDs with RAID functions, please follow below procedures according to the OS you install.
1.3.1 RAID Functions for AMD A85X, A75, A55 chipsets

Way 1:

Use legacy RAID ROM to create and configure the RAID disk. The RAID disk will be created in MBR mode which the
size of the RAID disk is limited to 2TB. For RAID disk size larger than 2TB, please refer to Way 2 (UEFI Mode for GPT
partition).

STEP 1: Set up UEFI

A. During system boot, press <F2> or <Del> key to enter UEFI setup utility.
B. Go to Advanced-> Storage Configuration.
C. Setthe “SATA Mode” option to <RAID>.

D. Click <F10> to save to exit.

STEP 2: Create and configure the RAID disk
A. During system boot, press <Ctrl+F> to enter legacy RAID ROM utility.
B. Follow the instruction inside the RAID ROM utility to create the target RAID disk.

(Please refer to Section 1.4 in this guide for more details)

STEP 3: Copy RAID driver to a USB flash drive

A. Please install the DVD-ROM into one of the SATA ports 5 ~ 8 which support IDE Combined Mode.

B. During system boot, press <F2> or <Del> key to enter UEFI setup utility.
C. Plug a USB drive into one of the USB port.

D. Insert the Support CD into the DVD-ROM drive.

E. Go to Tools> Easy RAID Installer

F.  Follow instructions to finish the driver copy process.

STEP 4: Windows installation

A. During Windows installation process, when Disk selection page show up, please click <Load Driver>.

B. Click <Browse> to find the driver inside your USB flash drive.

C. For 32bit OS, the driver is under /1386 directory. For 64bit OS, the driver is under /AMD64 directly. Please select
the correct driver for your Windows version (Windows 7/8/8.1).

D. After RAID driver is loaded, the RAID disk will show up.

E. Please follow Windows installation instruction to finish the process.



Way 2: (for Windows® 8 64-bit / 8.1 64-bit only)
Create and configure the RAID disk in GPT mode to support RAID disk size over 2TB and speed up system boot time.
STEP 1: Set up UEFI

A. Enter UEFI SETUP UTILITY — Advanced screen — Storage Configuration.
B. Setthe “SATA Mode” option to <RAID>.

C. Setthe “Onboard RAID 3TB+ Unlocker” option to <UEFI Mode For GPT Partition >.

Advanced Tool H/W Monitor Boot
ration »

Enabled
SATA Mode . : ; RAID Mode
Y —
Onboard RAID 3TEB+ Unlocker UEFI Mode For GPT...
= e,

SATA IDE Combined Mode Enabled

D. Click <F10> to save and exit.

E. Click <F11> to enter boot menu and select “Built-in EFI shell”.

Please select boot device:
UEFI: PIONEER DVD-ROM DVD-231

F. Atthe Shell> prompt, enter the command “drvcfg” and click <Enter>.

Press ESC in 1 seconds to skip startup.ns
sShell> drvcfg
Conf igurable Components

Drv[6B] Ctrl[i0oC] Langleng]

G.  When the following screen appears, enter “dh <Drv number>" and click <Enter>.

sShell> dh 6B
Handle 6B (9F8DBS98)
Image (SFBDAA40) File:Raldx64
ParentHandle..: A1873F18
SystemTable...: AE122F18
DeviceHandle..: A1868998
FilePath.... : FvFile(cd468b382-4550-4909-adS7-2496141b3f4a)
PdbF i leName . : E:\UEFI1.0.0.42\Temp\EDK1\EDK 106\Sample\P lat form\X64\uef 1\ X64\RaidxX64.pdb
ImageBase. . : A1CD9000 - A1D131A0
ImageSize. . : 3A1A0
CodeType. .. : BS_code
DataType : BS_data
ImageDpath (SF8DB218)
Hardware Device Path for Memory Mapped
Memory Type (11: AE4BF004-AF02E003)

Media Device Path for PIWG FV
R:Str: 'Hemnrgnapped(oxb,0xaedbf004,0xaf02&003)/FvF1le(c468b332-4550—4909—ad57—2496141b3fda)

H. Enter “drvcfg(space)-s(space)<Drv number>(space)<Ctrl number>" and click <Enter> to access RAID Utility.



Conf iguration2 (A1DO01EQ)

Shell> drvcfg -s 6B 10C_

I. Enter <Logical Drive Main Menu> to set up RAID Drive.

J.  Choose <Logical Drive Create Menu> to create a RAID Drive.

K. Choose <Usable Physical Drive List> and select the hard drives to be included in the RAID array.

Click <Space> on keyboard to toggle checkbox. Then choose <Basic Setting>.

L. Enter <Ld Name>.

Choose <Ld Size setting> and set <LD Size (GB)> to LD Max Size.

Choose <Start To Create> and click <Enter> on keyboard to create logical drive.

tripe Block (KB)  :
Setcor Size (Bytes)

- Initialization : <Fast>
- Gigabyte Boundary 2 <Disable>
- Read Policy . <Read Ahead

- Hrite Policy <Hrite Back
- Ld Name : asrock

+ Ld Size Setting

- Ld Max Size : 6001.18 GB
- Ld Size (GB) : [6001]

M. Click <Enter> two times.




Are You Sure To Create |
'Enter' Key YES / 'Esc

Successful To Create Logical Drive
'Enter' Key - Continue

N. Click <Esc> to return to the previous page and choose <Logical Drive List Menu> to check the logical drive list.

Press <F10> to save and exit.

+ Logical Drive Main Menu

+ Logical Drive List HMenu
+ Logical Drive Create Menu
+ Logical Drive Delete Menu

RATD Utiiity (o) coie puvanced |

+ Logical Drive List Menu

s | asrock

O. Enter UEFI SETUP UTILITY — Boot to set the “Fast Boot” option to <Ultra Fast>. Press <F10> to save change

and exit.

Fast Boot Ultra Fast
o

STEP 2:  Windows® 8 64-bit / 8.1 64-bit OS installation

Click <F11> to enter boot menu and select “UEFI” DVD-ROM to install OS.
Please select boot device:

UEFI: Built-in EFI Shell

—————EEEEEEE




1.3.2 RAID Functions for AMD A88X, A78 chipsets

Way 1.
Use legacy RAID ROM to create and configure the RAID disk. The RAID disk will be created in MBR mode which the
size of the RAID disk is limited to 2TB. For RAID disk size larger than 2TB, please refer to Way 2 (UEFI Mode for GPT
partition).

STEP 1: Set up UEFI

A. During system boot, press <F2> or <Del> key to enter UEFI setup utility.
B. Go to Advanced-> Storage Configuration.

C. Setthe “SATA Mode” option to <RAID>.
D

Click <F10> to save to exit.

STEP 2: Create and configure the RAID disk
A. During system boot, press <Ctrl+R> to enter legacy RAID ROM uitility.
B. Follow the instruction inside the RAID ROM utility to create the target RAID disk.

(Please refer to Section 1.4 in this guide for more details)

STEP 3: Copy RAID driver to a USB flash drive

A. Please install the DVD-ROM into one of the SATA ports 5 ~ 8 which support IDE Combined Mode.

B. During system boot, press <F2> or <Del> key to enter UEFI setup utility.
C. Plug a USB drive into one of the USB port.

D. Insert the Support CD into the DVD-ROM drive.

E. Go to Tools> Easy RAID Installer

F.  Follow instructions to finish the driver copy process.

STEP 4: Windows installation

A. During Windows installation process, when Disk selection page show up, please click <Load Driver>.

B. Click <Browse> to find the driver inside your USB flash drive.

C. For 32bit OS, the driver is under /1386 directory. For 64bit OS, the driver is under /AMDG64 directly. Please select
the correct driver for your Windows version (Windows 7/8/8.1).

D. After RAID driver is loaded, the RAID disk will show up.

E. Please follow Windows installation instruction to finish the process.

Way 2: (for Windows® 8 64-bit / 8.1 64-bit only)
Create and configure the RAID disk in GPT mode to support RAID disk size over 2TB and speed up system boot time.
STEP 1: Set up UEFI

A. Enter UEFI SETUP UTILITY — Advanced screen — Storage Configuration.

B. Setthe “SATA Mode” option to <RAID>.



C. Setthe “Onboard RAID 3TB+ Unlocker” option to <UEFI Mode For GPT Partition >.

= K K &
e b

~ L

Tool H/W Monitor Boot

SATA Controller : : Enabled
A Mode _ : : RAID Mode
Onhoard RAID 3TEB+ Unlocker UEFI Mode For GPT...

SATA IDE Combined Mode Enahled

D. Click <F10> to save and exit.

E. Click <F11> to enter boot menu and select “Built-in EFI shell”.

Please select boot device:
UEFI:

F. Atthe Shell> prompt, enter the command “rcadm —M —ga” and click <Enter> to show RAID information.

* Please refer to the step 3 of Section 1.3.2 to copy rcadm.efi file to USB flash disk or download the file from ASRock

website http://www.asrock.com.

*See the Appendix section for more information on “rcadm.efi”.

N c ond

.”I-I - _‘* 10 skip stertup.nsh, sny other rey to cont inue

<VERSIONS>
RAIDXpert2: 6.1.0-00117

:
Disk Stete
r
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http://www.asrock.com/

G. When the following screen appears, enter “rcadm -M -id -d<list>" and click <Enter> to initialize disk.

shell> rcadm -M -id -d 0 1

initializing disk 0

H. Enter “rcadm -C <raid_type> -d <list>" and click <Enter> to create RAID disk.
RAID Types:

--volume, -v Single disk or concatenation of disks (JBOD)

--raidable, -ra Single disk, RAIDAble

--raido, -r0 Stripe of two or more disks

--raidl, -rl Mirror of two disks

--raid10, -r10 Stripe set of mirror sets

--raid>5, -r5 Stripe set with parity, three to sixteen disks

Shell> rcadm -C -r0 -d 0 1

created successfully

I. Enter UEFI SETUP UTILITY — Boot to set the “Fast Boot” option to <Ultra Fast>. Press <F10> to save change

and exit.

Fast Boot Ultra Fast
o

STEP 2:  Windows® 8 64-bit / 8.1 64-bit OS installation

Click <F11> to enter boot menu and select “UEFI” DVD-ROM to install OS.
Please select boot device:

UEFI: Built-in EFI Shell

11



1.4 Create Disk Array
Power on your system. If this is the first time you have booted with the disk drives installed, the AMD onboard RAID

Option ROM Utility will display the following screen.

RAID Option ROM Version 3.0.1540.xx
(c) 2008 Advanced Micro Devices, Inc. All rights reserved.

o] MODE LD SIZE TRACK-MAPPING STATUS
01 1x2 RAID 1 9604/255/63 Functional
Port Device Name

WDC WD360GD-00FNAO
Maxtor 6B300S0

Press <Ctrl-F> to enter RAID Option ROM Utility...

The RAID Option ROM includes a Utility with tools to set up your physical drives as RAID logical drives. The RAID
Option ROM Utility can perform these functions:

- Monitoring RAID status

- Viewing physical drive assignments

- Secure erasing of all data on physical drives

- Creating RAID logical drives

- Creating multiple logical drives using the same physical drives

- Deleting RAID logical drives

- Diagnosing critical and offline RAID logical drives

- Displaying the IRQ and base address (for system diagnosis)

1.4.1 Configuring RAID Option ROM For AMD A85X/A75/A55 Chipsets

During the POST process, press <Ctrl+F> keys, then the RAID Option ROM Utility Main Menu appears.

Dption ROM Utility (c) 2812 Advanced Micro Devices, Inc.

Uiew Drive Assignments
LD View ~ LD Define Menu
Delete LD Menu ....

Controller Configuration

[ Keys Available ]

Press 1..4 to Select Option LESCIExit

12



Press 2 on the Main Menu screen to display the Define LD Menu. Press <Ctrl+C> to create a RAID array.

fption RON Utility (c) 2812 Advanced Micro Devices, Inc.

— ew Menu . -

< There is no any LD >

[ Keys Available 1
alUp/PaDn] Switch Page [Ctrl+C] Define LD
[Ctri+V] View Single Disk [ESC] Exit

Press the arrow keys to highlight an option. Press the spacebar to cycle through logical drive types, including RAID 0,
RAID 1, RAID 5 and RAID 10.

Pption ROM Utility (c) 2812 Advanced Micro Devices, Inc.

LD No LD Name RAID Mode Drv
LD 1 Logical Drive 1 m 2]

Stripe Block NA Initialization Fast
Cigabyte Boundary ON Sector Size 512 B
Read Policy Read Ahead Write Policy WriteBack

==[ I'l 1ves ”'v'.l‘lllml'll" ]

Port:ID Drive Model Capabilities Capacity(CB) Assignment
81:81 WD2BEARK-22PASBO SATA 6C 20680.39 N
82:81 WD2BEARK-22PASBO SATA 6C 20808.39 N

[ Keys Available

Up/PaDn] Switch Page [Sp

WARNING!!
While you are allowed to use any available RAID level for your bootable logical drive, it is recommended to use RAID 1 for most

applications.

Press the arrow key to move to Disk Assignments. Press the spacebar to toggle between N and Y for each available
drive. Y means this disk drive will be assigned to the logical drive. Assign the appropriate number of disk drives to your
logical drive. Then press <Ctrl-Y> to save your logical drive configuration.

————————— SS1GIMENLS
Port:ID Drive Model Capabilities Capacity(GB) Assignment

01:81 WD2BEARK-22PASED SATA 66 2000.39 Y
82:01 WD2BEARK-22PASBO SATA 66 2000.39

13



Press <Ctrl-Y> to input the LD Name.

pr————————————— Dy ives Assignments ]
Port:ID Drive Model Capabilities Capacity(GB) Assignment
01:81 WD2BEARX-22PASBO SATA 6C 2000 Y
02 P —_—— —_— Y

Press Ctrl-Y to Modify Array Capacity or press any
other key to use maximum capacity... |

Choose one of the following actions:
1. Use the full capacity of the disk drives for a single logical drive: Please read “One Logical Drive” below.

2. Split the disk drives among two logical drives: Please read “Two Logical Drives” below.

One Logical Drive

After selecting the logical drive in Disk Assignments as the above-mentioned procedures, press any key (except for
<Ctrl-Y>) to use the full portion of the logical drive for one logical drive. Then please follow the steps below:

1. Press <Esc> to exit to the Main Menu.

2. Press <Esc> again to exit the Utility.

3. Press <Y> to restart your computer.

You have successfully created a new RAID logical drive. Please install the operating system to your computer by

following the detailed instruction of the “User Manual” in our support CD.
Two Logical Drives

After selecting the logical drive in Disk Assignments as the above-mentioned procedures, press <Ctrl-Y>to allocate a

portion of the disk drives to the first logical drive. Then please follow the steps below.

14



Pption ROM Utility (c) 2812 Advanced

LD No LD Name
LD 81 Logical Drive 1

Stripe Block
Gigabyte Boundary
Read Policy

NA
ON
Read Ahead

Micro Devices, Inc.

RAID Mode Drv
RAID 1 2

Capacity(GB)
2800 .39

Initialization
Sector Size
Write Policy

Fast
512 B
WriteBack

[ Drives Assignments 1

Capabilities Capacity(GB) Assignment
01:801 WD2BEARX-22PASBO SATA 6C 2800.39 s
82:801 Wh2y — -

— — — Y
Enter array capacity (in here

Port:ID Drive Model

[ Keys Available 1
[t Up [4] Down [PalUp/PaDn] Switch Page [Spacel Change Option
[8-9] Input Capacity [Enter] Save [BackSpacel Delete [ESC] Exit

1. Enter the desired capacity for the first logical drive and press <Enter>. The Define LD Menu displays again.

Pption ROM Utility (c) 2812 Advanced Micro Devices, Inc.

RAID Mode Capacity(GB) Status

RAID 1 1999.99 Functional

[ Keys Available 1
[PaUp/PaDn] Switch Page [Ctrl+C] Define LD
[Ctri+V] View Single Disk [ESC] Exit

[t] Up [4] Down
[Enter] View LD

2. Press <Esc> to exit to the Main Menu. Press <Esc> again to exit the Utility.
3. Press <Y> to restart the computer.
You have successfully created a new RAID logical drive. Please install the operating system to your computer by

following the detailed instruction of the “User Manual” in our support CD.

1.4.2 Configuring Legacy RAID ROM For AMD A88X/A78 Chipset

When the appropriate prompt appears during POST, press <Ctrl+R> to enter the RAID BIOS setup utility.

IMD-RAID Controller BIOS (6.1.0-88118)
(c)2812-20813 Advanced Micro Devices, Inc.

ress <CTRL-R> to Configure.

To create a new array, press <Enter> on the “Create Array” option.

*Be sure to delete the existing disk arrays before creating a new array.
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[ — AMD-RAID Array Configuration (Build: 6.1.6-80118)
Creates an array from the comnected disks
firrays Disks
6-68,2.0TB ,Ready
1-81,2.67TB ,Ready

Main Menu
Initialize Disk(s)

Manage Hot Spare(s)
View Disk Details

Rescan All Channels
Controller Options
Continue to Boot
<1><1>¢+><+>=Choose, <Esc>=Back
License Level: 58 <Enter>=Select Menu Item

Use the arrow keys to select the hard drives to be included in the RAID array and press <Ins>. The selected hard

drives will be shown in green. To use all of the hard drives, simply press <A> to select all. Then press <Enter>.

AMD-RAID Array Configuration (Build: 6.1.0-00118)
659S5FE23SEEFBC? SATA RW 1.9TB WDC WD2BEARK-22PASB WD-WCAZAB752732
Arrays Disks

1-01,2.07B ,Ready

Create Array
Disks: 0,1

User Input

Available Keys
<1><1><+*><+>=Choose, <Esc>=Back
<Ins>=Select, <A>=All, <Enter>=Done

e —— e —
Use the arrow keys to select a RAID level you want. Press <Enter> to confirm your selection.

AMD-RAID Array Configuration (Build: 6.1.0-00118)
RAID1: Mirror set - puts identical data on each of two disks for protection
Arrays Disks
0-00,2.0TB ,Ready
1-01,2.07TB ,Ready

Create Array
Disks: 8,1

Type: RAID1

User Input
Select Array Type to Create
RAID1GN
RRIDB RAIDIN
] Vo lume Available Keys
RAIDABLE <1><1>¢+>¢+>=Choose, <Esc>=Back
<Enter>=Select Menu Item

16



Use the up/down arrow key or <PAGEUP> /<PAGEDOWN?> to adjust the size and press <Enter>.

AMD-RAID Array Cowfiguration (Build: 6.1.8-80118)

Arrays Disks
-00,2.0TB ,Ready
-01,2.0TB ,Ready

Create Array

Total Size: 2.1TB

User Input
Choose Size to Make Array

Size Chosen: 2TB Limit

pOS Size: 1.9TB Available Keys

Exactly: 2,199,000 ,000 000 SPAGEUP>< 1 ><PACEDOWN>< 4 >=Change Size
<Enter>=Complete, <Esc)=Co Back

Select a caching mode and press <Enter> to proceed.

— — AMD-RAID Array Configuration (Build: 6.1.80-80118)
Read and Write-back Caching. (Some data may be lost in a crash)
Arrays Disks
0-00,2.0TB ,Ready
1-81,2.07TB ,Ready

Create Array

Disks: 8,1
Type: RAIDB
Total Size: 3.9TB

Caching Mode: Read/Mrite
User Input
Select Caching Mode

€ Write

Read Only Available Keys

None C1CIX<*)¢+>=Choose, <Esc)>=Back
<Emnter>=Select Menu Item

Press <C> to confirm and then press <Esc> to return to the previous screen.

AMD-RAID Array Configuration (Build: 6.1.8-88118)

fArrays Disks
68-88,2.078 ,Ready
1-81,2.878B ,Ready

Create Array
Disks: 6,1
Type: RAIDB
Total Size: 3.9TB

Caching Mode: ReadWrite
User Input

Confirm Creation of fArray
— Available Keys
<C>=Confirm

<Esc>=Go Back, <M>=Main Memu

17



When completed, you will see the new array on the main screen. Press <Esc> to exit the RAID BIOS utility.

AMD-RAID Array Configuration (Build: 6.1.8-00118)
Continues booting process from where BIOS entered
Arrays Disks
1----RAIDB, 3.9TB, Normal(RW) 6-60,2.8TB,0nline
1-681,2.8TB,0nline

Main Menu

K (
Delete Array(s)

10 Arrays

Hot Spare(s)
View Disk Details
View Array Details
Rescan All Channels
Controller Options
ontinue te ot Available Keys
<1><1><+>¢+>=Choose, <Esc>=Back
License Level: 58 <Enter>=Select Menu Item

2. AMD Windows RAID Installation Guide

AMD Windows RAID Installation Guide is an instruction for you to configure RAID functions by using RAIDXpert RAID
management software under Windows environment. The RAIDXpert software offers local and remote management
and monitoring of all AMD SATA logical drives that exist anywhere on a network. Its browser-based GUI provides
email notification of all major events/alarms, memory cache management, drive event logging, logical drive
maintenance, rebuild, and access to all components in the RAID configuration (server, controller, logical drives,
physical drives, and enclosure). RAIDXpert is designed to work with AMD SATA RAID controllers. Other brands of
RAID controllers are not supported. Please read this guide carefully and follow the instructions below to configure and

manage RAID functions.

2.1 Components of RAIDXpert Installation Software

RAIDXpert installation software will install two major components to your system:

1. RAIDXpert RAID management software: The RAIDXpert software installs on the PC with the AMD SATA RAID
Controller (the “Host PC”).

2. Java Runtime Environment (in a private folder): The RAIDXpert installation program installs a private JRE in
folder _jvm under the same directory where RAIDXpert is installed. RAIDXpert uses this private JRE to avoid

incompatibility issues with any other JREs that may be present on your system.

2.2 Browser Support

On the Host PC with the AMD Controller, where you install RAIDXpert, you must have one of the following browsers:
Internet Explorer 6.0, Mozilla Suite 1.7, Mozilla Firefox 1.0, or Netscape Navigator 7.1.

If you do not have one of the above browsers, install the browser first and make it the default browser. Then install
RAIDXpert. You must use one of the browsers listed above on your networked PC in order to access RAIDXpert over

the network.
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2.3 Installing RAIDXpert

Follow these steps to install RAIDXpert on your Windows-based PC or Server.

1. Boot the PC or server, launch Windows, and log in as the Administrator. If the computer is already running, exit
all programs. If you are not logged in as the Administrator, log out, then log in again as the Administrator.

2. Insert the software CD into your CD-ROM drive.

3. Double-click the Install CD’s icon to open it.

4. Double-click the Installer icon to launch it (right). The first RAIDXpert installation dialog box appears.
5. Follow the prompts in the installation dialog boxes.

6. When the first installation screen appears, choose an installer language from the dropdown menu.

Chouse Setup Languaue E

@ Select the language lar the instellahon from tha chocas balaw
L}

English [United 5iates) =l

Chinese [SinplFizd|
Chineze [Tradbanal]
Caech

D anish

Firnizh
Franch [Fraecs)
Geman |G emaany]

[Fl==
Hunganan
Tialian [kam)
lzpainzze
Korean
M onsegian (B okma]
Palizh
Portuguese [Brazi]
Ruszian
Spanish [Tiadbonal Sor)
Huwedih
Thai
Turkish
7. When the Welcome screen appears, click the Next button.
E
‘Welcome to the InstallShield Wizard for
RAID=pert
The IretalEHeld Wizard wil instal RAIDEpart on wour
compute. Tocontrue, click Mest.
¢ Bach Cancel |
8. When the License Agreement screen appears, click the “I accept the terms of the license agreement” option to

proceed with installation. Then click the Next button to continue.
Note:

If you leave the “I do not accept the terms of the license” option selected, the installation will quit when you click Next.
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DAIDYpart - Inckali€hicld Wizard

Licerwe Agreement

Flease ieed the follomng icense agieement carslully.

Advanced kicio Devices, Inc. -
Sofiwale Licenze Agrasment

IMPORTANT - READ CAREFULLY: Cia niot iosd Brie 5 ofbware uivl pou have canstully
read and agresd bo e ollowing terme and condbizne. Thic is = legal agresmert
["Agieement’| belween pou [ether an individual o anently] [ 'Losnzes”] and Advanced
Micro Devices, Inz ["AMO'). I Leenses does not agies o the terme of the Agreement,
do nol retall or use thiz Scthware ar any pomtion thereal. By loading o using s soflware
thal may inclade associabed media, prinfed Saftware, and crline or electanic
documentation ar any portion theneaf thal = made avalable bo downioad from s server o
CD RO ["Safivearc"]. Licensee agees o al of the larme of tiz Agreement

=
£ §l ACCenn he rerms of the lICenze Aoreemen: Pint

™ | do nat 2ceept the temiz of e loense agreemant

mekalShisc
¢ Back | ﬂext)lE I Cancel |
9. When the Choose Install Folder screen appears, make your selection of a folder for the RAIDXpert applications

you are installing. For example, the Windows default folder is: C:\Program Files\AMD\RAIDXpert
If you want a different folder, type its location or click the Choose... button and select a new location. Click the

Next button when you are finished.

RAIDXpert - InstallShield Wizard i x|

Choose Destination Location
Satect folder where setup wil retall filee.

Setup wil ntall RA DKot in the folawing foider.

T install to this folder, clok Nawl. To mstal lo a differae: folds, click Browes and sakect
another foldsr.

Deztnation Folde:
C:\Program Fies\AMDARA| Diperty Erowsa... |
netalShise

Cancel |

10.  When the Check HTTP SSL screen appears, you can choose External Security. An explanation follows.

External SSL Security — Applies security to all connections involving the Internet or outside your company
firewall. Security options are invisible to authorized users. AMD provides a default certificate for the server as
well as for internal data communication. However, in some cases it is better to install and verify your own
certificate for the webserver. And, if possible, verify your certificate by certificate authority like Verisign or

Thwate. See your MIS Administrator for guidance. Click the Next button when you have made your choice.
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RAIDXpert - InstallShield Wizard N x|

Check HTTPSSL

RAIDRpet has the abiity 1o be rstaled with or without Securz Sockets Layer (S50 support.
The s=tng can be changed & aryiine
Please read the HalUXpert User's Manual lor sd3tonsl intoimation

nstalGhice

¢ Back I ﬂexni I Cancel I

11.  When the Ready to Install screen appears, click the Install button to continue.

RAIDXpert - InstallShield Wizard N X|
Ready to Inztall the Program
Tha weard & r2ad) to begin instalatce,

Click Inztsil to bagn the ratallztion

F yew wa;t o 1eview of change any of your instaliztion setlings, elizk Back. Ciek Cancst fo sxk
the wizard.

netalbhisic

12.

InstallS hield Wizard Complete

Sehp haz finshed instaling RA D=patt an pour compular,

¢ Back Caneel

2.4 Logging into RAIDXpert
Choose RAIDXpert in the Windows Programs menu. Or, log on manually with your browser:
1. Launch the Browser.
2. In the Browser address field, type the entry explained below.
If you did not choose the External Security option during RAIDXpert installation, use the Regular connection.

If you chose the External Security option during RAIDXpert installation, use the Secure connection.
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2.5 Regular Connection

RAIDXpert uses an HTTP connection . .. .. ............... http://

* Enter the Host PC’s IP address .. .......... 127.0.0.1 or localhost
*Enterthe Portnumber .. ............................:25902
*Add tolaunch RAIDXpert. .. ........ ... ... i, /amd

Together, your entry looks like this:

http://127.0.0.1:25902/ati or http://localhost:25902/ati

2.6 Secure Connection

RAIDXpert uses a secure HTTP connection . .. ........... https://

* Enter the Host PC’'s IP address .. .. ........ 127.0.0.1 or localhost
* Enterthe Portnumber............. ... .. ... .........:8443
*AddtolaunchRAIDXpert. .. ....... ... ... ... /amd

Together, your entry looks like this:

https://127.0.0.1:8443/amd or https://localhost:8443/amd

Note that the IP address shown above applies to a log-in at the Host PC. When you log in over a network, enter the
Host PC’s actual IP address or hostname.

Press the Enter key. Then, when the login screen appears, type admin in the Login ID field. Type admin again in the

Password field. The RAIDXpert login and password are case sensitive.

-
Or Cit Yew Fpekes Imb Heb s
Qosk « (3 - < [ 4 ech 7 Favotes €| v )

e P e ]

e e

AMD
HA|D:‘<DEI"'§ Language mghes B contact Us

£l 2 4 sl et

Click the Sign in button. After sign-in, the RAIDXpert opening screen appears.
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http://localhost:25902/ati

3 4D RAIDEpert - Mcrosit interaet Exgleres — il
o Cat pev e Dk e
Db o 2 i Fass £

AMD
RAIDXpert Uingiege EEi ] chowevet  Contact s Logout  Hel

2 & Nl thsret

2.7 Creating a New Logical Drive

A logical drive is a collection of physical drives in a RAID. To create a new logical drive:

1. Click Logical Drive View in Tree View.

2. Click the Create tab in Management View. The Select RAID Level screen appears.

3. Select the option beside the RAID level you want for your logical drive. RAIDXpert displays the RAID levels you

can use with the available physical drives.

Select RAID Level

#RAID O

no data protection

f diivis for data protacton v

®RAID 1
@ RAID 5

# RAID 10

# 180D

4. In the Select Drive Type screen, click the following option:
* Free Drives — Select all Free (unassigned) physical drives

The Select Drives screen appears.

Select Drive Group

@ Free Drive(s)

5. Click the Next button.
6. If you want to split the capacity of your physical drives between two logical drives, enter the capacity for the first
logical drive in the Logical Drive Size field. Or, to use the maximum capacity of the physical drives, check the

Use Maximum Capacity box.
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7.

8.

9.

10.

11.

12.

13.

Logical Drive Size = Eluse Maximum Capacity )

Please salect at least 3 drives for RAID 5.

Click the physical drives to select them. Available drives have a black frame. Selected drives have a red frame.

Select Drives

av!
overall balance of per

e | EETINN ==( M use Maxinum Caparity)

st 3 drives for RAID 5.

on Port 1-81.9 GB

ive on Port 2 - B1.0GB

Click the Next button. The Assign a Name screen appears.

Enter a name for the logical drive in the field provided.

Assign a Name

Assigned Name Logical Drive 1 §

Click the Next button. The Final Settings screen appears.

RAID 0, 5, and 10. Choose a Stripe Block Size from the dropdown menu. The choices are 64 and 128 KB. The

Write Cache policy is None. You cannot change this setting.

RAID 0, 1, and 5. Select a Gigabyte Boundary policy from the dropdown menu.

» GigaByte Boundary — Rounds the size of the logical drive down to the nearest whole gigabyte. This is the
default. For more information.

* None — No Boundary function.

Select an Initialization policy from the dropdown menu.

* Fast Initialization — Erases the reserve and master boot sectors of the physical drives being added to the
logical drive.

« Full Initialization — Erases all sectors of the physical drives being added to the logical drive. RAID 0, 1 and 5
only.

* None — No initialization. This choice is not recommended.
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Final Settings

Confirm your choices. M
Name
RAID Level

Logical Drive Size Maimum Capacity

Giripe Block Size
wite Cache [viite Treocch =]
Gigabyte Boundary
[nitialization

14.  Click the Finish button. If there are physical drives available, the Select RAID Level screen appears
again, where you can create an additional logical drive. Click the Logical Drive in Tree View to see all of the

information about your new logical drive.

I Logical Drive Information

' Information | sertings  Migration

B4 rmation

Assigned Name

RAID Level

Capacity

Status Funcianal
Backgrouind Activity Ids

® Drive on Port 2 - 81.96 GB

ored L0 102
i}

trive 1 [ Becke [lsoere [ vesi

Before you can use your new logical drive, you must partition and format the logical drive using your PC’s operating

system.

2.8 Connecting to RAIDXpert from the Internet

The above instructions cover connections between the Host PC and other PCs using RAIDXpert over your company
network. It is also possible to connect to a Host PC from the Internet.

Your MIS Administrator can tell you how to access your network from outside the firewall. Once you are logged onto
the network, you can access the Host PC using its IP address.

Please note that only the Host PC can read and write data to the logical drives. However, other PCs can monitor the

Host PC from virtually any location.

2.9 Running RAIDXpert without Network Connection
While RAIDXpert was designed to run over a network, you can run RAIDXpert without a network connection but only
from the Host PC. Follow this procedure:

1. Choose RAIDXpert in the Windows Programs menu.Or choose RAIDXpert in the Linux Applications menu.Your
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browser opens and displays a “no connection to the Internet is currently available” message.

2. Click the Work Offline button.

3. In the RAIDXpert login screen, enter your user name and password (if used), then click the Sign in button. A
“webpage unavailable while offline” message will display.

4. Click the Connect button. A “no connection to the Internet is currently available” message will display.

5. Click the Try Again button.

After a few moments, RAIDXpert will display normally in your browser.
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2.10 Using RAIDXpert2 to Create RAID Array in Windows (for AMD A88X/A78 Chipset)

1. When you install the all-in-one driver to your system from ASRock’s support CD, AMD RAIDXpert2 will be

auto-installed as well.

| AMD - Catalyst™ Ins

Welcome Select Components to Install
~Component Selection -
Analyze
Name Version Size o~
c 2 ¥ Microsoft Visual C++201...  10.0.3... 9.0MB
Sl Microsoft Visual C++ 201... 10.0.3... S.0MB
AMD SMBus Driver 5.12.0.... 1.0MB B
Install AMD USB 3.0 Host Control... 1.1.0.0... 1.0MB
AMD USB 3.0 Hub Driver 1.1.0.0... 1.0MB
e AMD AHCI compatible SAT... 6.1.0.0... 1.0MB
Finished ¥/ AMD Steady Video Plugdn  2.06.0... 1.0MB =
v Alﬂ 2 1 RS - n ﬁ

AMD RAIDXpert2
AMD Catalyst Controj Cen...

6.0.0.221 200.0 MB

AMDA Select All Deselect All
i CATALYST" L J
2. Execute RAIDXpert2 in the Windows Programs menu.

@ Default Programs
@/ Desktop Gadget Gallery
@ Internet Explorer (64-bit) RAID
@ Internet Explorer
*.j" Windows DVD Maker Documents
%5 Windows Fax and Scan
£ Windows Media Center Pictures
@ Windows Media Player
& Windows Update
<4 XPS Viewer

. Accessories

. AMD Catalyst Control Center

, AMD-RAID

. RAIDXpert2 Management Suite

Music

Games

Computer

Control Panel

RAIDXpert2
, Games

Devices and Printers

. Maintenance Default Programs
. Startup

Help and Support
Back

=T [P————— (O
Sodcaiidd s ioadihoisal ocrsd ad i | Shutdown [V |
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3. When the login screen appears, type “admin” in the Login ID field. Type “admin” again in the Password field.

i Favorites | g ] Suggested Sites v &) Web S
{& AMD RAIDXpert2

ff
1| @ Intranet settings are now turned off by default. Intranet settings are less secure than Internet settings. Click for options... x

AMD
RAIDXpert’

English(ENU) I forgot my password [ENye

@ Intemet | Protected Mode: On A v R10%

| 5

€ Internet | Protected Mode: On a v ®100% v
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Be sure to delete the existing disk arrays before creating a new array.

i Favorites

B AMD RADKpert2

d &) Soggest

3 o8 v Pages Sdwyv Teckv @+
x

B8 -

418 AMD-RAID
& {§ Array 1 HONE
2 3 vowome | sote fooet seciito, Fmware | Space Avallble | Largest Avalable Features
K 0u' o femC Wbk 120 o) Mo Oune  wocwomemxiom  woweutewsr  suaas  oune 000ttt 4CQ A e east
o Oune | WOCWOREAX 22D WOWCRATSITR TOOTE | A NCQFPONA WIS Beadt
Mo Omwne Wi Woaoeam-aoerss WOWCRAMON0s __S1.osest 1O 4 NcQ FOMA Wi ReadC
ARD RADXpert2 Active Voames
Devcet | parttion Arvay Hame Tye Totat Capacty sute Task Task state Propress o sean cacre
' (= rore Vouuwe 20078 omAL woTkTVE  woTAmvE o 0 "o [
Controter Even Log
2 ome fvent Prccty Text
" 92477013 50827 b W4 efermatons - Artay 2 has been ceeted.
@ Done @ Intenet | Protected Mode: On G Ras -

To create array, Click on Array — Create.

i Favortes | s @) Soggy

1 AMD RADXpert2 Tiv B+ 0 @ v Pagew Seletyv Tockv @+
o APD RAIDKpert2 ik Devices
sk Okt | Capacty | PoType | G5 Stle foel Soril o Femwace | Space Avalible | Larpest Avatable Fostures
Check Consistency + ckteidasa] o0 L0 GMTAMQ Mo Owne  WOCWORENXZ2PAD WOWCRATIGOST 81,0008 oo DO 4R NCQIPOMAWIHEC fendC
Background Array Scan = 02 LT SGLTAMQ Mo Owne  WOCWONEMX29A03 WOWCRATSIR 51,0485 20 TOTE AR NCQEPOMA WG BenaC
oty Cache Svsiegs> o LT GGSUAMCQ Mo Owne  WOCWDMEAKOEFRO0 WOWCMION0S 5104851 20 LOTE  AINCQEPOMAWrIC BeadC
Mircor »
Task~
Hame
tode
Wiy Aray
Prepare to Remowe
R, APD RATDXGert2 Actve Vosmes
Conr bevces  partison Array Name Type TotatCapachy ste Tosk Task stte rrowes o sean Cache
ey ' [ e Vouse 200 »omaL woTkTvE  worAnve o . "o ™
Delete
" Secorm Ersse
Controter v Log
" ome ot ey Text
" 912472003 610827 Mk 104 | informations | - Array 2 has been skt
& @ Intenet | Protected Mode: On G s -
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7. Select the disks to be included in the RAID array.
Select Array Type

Enter Array Name & Array Size. Then click Create to create a RAID array.

3]

i Favorites. | 3 @) Soggested Stes ) Webs Sk

| B AMD RADpen2 el e B0 e B S Tk @e

» x
1§ Rato0
& g ratoo
I Roiskoz
Lgomskos

s Hoaet Seriaio. Pirmware  Space Avafable  Largest Avasable Festures

state
Omne 0 WOCWOIEAX 2294580 WowWCKSTITE 5L 2a0m TOOTE ot NCQ FROMA WIiLeC ReadC
Omne 0 WOCWDNEARXONE) WOWCRAHIOD0E  51.00851 20m LT SR NCQ FROMA WIItEC ReadC

EF 8

Max Capacky: 4193977MB

Capacity. 4153977

Addisional Options:

Cache Options: Read and Wrte Back Cache [v]
| Backgromd Amray Scan

Skip Iniiakize (Not Recommended)

") Leave Existing Data Intact

| Zero Create

@ Done @ Intemet  Protected Mode: On. v Ri0ox v

8. Check if the array is created successfully.

i Favorites. | s @) Soggested Stes ) Webs Skce Golery v

AND-RAID [ETTTr—"
§ Array 1 NONE
2 g voume ookt | ooty | pone || sme o sorat Permare | pace hvatae | Larget Avaatle festres
|
5 00 WM WKUIAMQ e Owe  ICWONORKIDA®  wowcwATeT  Siods oo COME A NCQIONA WG B
2 i ratoo 01 MM AW e Oume  WCWONGRXIIAR® WOWCLWETR  SioWst ook oNe i CQFPOMAWIGC Besck
F@owko2(wocwooearxazoasse) | 03 om  sosmawa e Omme  wcwmmecdmm  wowoowioow  oes coe oME st N IPOMAWReC s
' [ Disk 0 3 (WDC WD20EARX-008FBO)
D A pera Actve Vonmes
Devees | rartion Arcay e | Tamcapmcy sae Tk nsme | mogess .n scan | cune
: [ o vouse L NomA_ hoTKTVE T icve o . o i
T oo o o VoW WOTITVE T ACTIVE ™ 0 o W]
controer tvertLox z
pu o et | oy Text
» or2arisns owaa W04 ecmatont - Arey 2 s been sdotes.
] /2472013 4109:00 MM oy Informationst - Acreate tack has comgleted for Array 2. v
o sr2uz0ns sonn Wb ntrmatons - Acrest ek s resmes oAy .
» ar2urzons conn 1 ntomatons - Acrest s s b it for A 2.
5 oo ok W04 cntonk - Arey 2 s been et
n waurzens v B —
u sraarzens crn e W5 etormatons - Acrest ok has esmesfor ray 2.
» ar2uzens wonn 138 ieformstons - Acreste sk has een it for ey 2. &

@ Intemet Protected Mode: On G- Rioox -
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9. In Disk Management, create partition and initialize the disk as GPT.

File Action View Help

e 16 1E)

A Computer Management (Local [ Volume ["Layout [ Type [ File System | Status [c

4 {f} System Tools s (C) Simple Basic NTFS Healthy (Boot, Page File, Crash Dump, Primary Partition) 7¢
» (® Task Scheduler < (D) Simple Basic NTFS Healthy (Primary Partition) 1 S o
> {2 Event Viewer | System Reserved Simple Basic NTFS Healthy (System, Active, Primary Partition) 1 More Actions

b @] Shared Folders
» & Local Users and Groups
> (& Performance

) Device Manager
&3 Storage
i Disk Management
> B4 Services and Applications

[N

Initialize Disk

You must initialze a disk before Logical Disk Manager can access i.
Select disks
] Disk 1

<[ i ] »

CaDisk 0 Use the following partion syl forthe selected disks:
Basic [system R o ) MBR (Master Boot Record)
18624968 ||100MBN" 178249 GB NTFS PT (GUID Pariiion Table)
Online Healthy (S Healthy (Primary Partition)
Note: The GPT parition sty is notrecognized by al previous versons of
Windows. s recommended for isks larger than 2TE, or disks used on
@isk 1 tanium based computers

Unks > (ox ][ coca ]
L | -

Not Initialized | Unallocated

M Unallocated Ml Primary partition
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Appendix —rcadm.efi information for AMD A88X/A78

rcadm -?

-?,  --help
Displays all primary rcadm commands, or if used after an option, displays
help for that specific option.

-log, --log-file
Print output to a log file as well as standard output. Requires a log file
name argument. Overwrites existing file. Only one occurrence of this
option on the command line is allowed.
Example: rcadm -M -ga -v -log status.txt

-C, --create
Command for creating arrays. Array types include linear (JBOD), volume
(JBOD), RAIDO, RAID1, RAID1n, RAID10, RAID10n, RAID5, RAID50,
RAID6, RAID60, and RAIDAble. Some of the major functions include
assigning spare disks; setting array size; setting the number of disks in
each submember of a RAID10n or RAID50 array; and setting cache
attributes.

-D, --delete
Command for deleting arrays. This mode does not have any optional
arguments.

-M, --manage
Commands for managing and querying controllers, arrays, and disks.
Some of the major functions include querying for information, adding and
removing dedicated and global spare disks, setting cache attributes for
arrays and disks, performing consistency checks on redundant array
types, initializing disks, prioritizing tasks for arrays, scanning arrays and
disks for changes in status, and hiding or unhiding arrays.

rcadm -M
MANAGE
-a, --array
Used with certain options to specify arrays.
-as, --add-spare
Adds a dedicated spare disk to an array. No space is reserved on the disk
selected.
-rs,  --remove-spare
Removes a dedicated spare disk from an array.
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-ras, --remove-all-spares
Removes any spares from an array.
-ags, --add-global-spare
Adds a disk as a global spare. No space is reserved on the disk selected.
-rgs, --remove-global-spare
Removes a global spare disk.
-ca, --cache-array
Sets the cache attributes for an array. Cache attributes include read cache
(), read and write-back cache (rw), write-back cache (w), and no cache
(nc).
-cd, --cache-disk
Sets the cache attributes for a disk. Cache attributes include read cache
(n, read and write-back cache (rw), write-back cache(w), and no cache
(nc).
-d, --disk
A required qualifier used with certain options to specify disks.
-h, --hide
Hides an array from the operating system.
-uh,  --unhide
Unhides an array, making it visible to the operating system.
-id,  --initialize-disk
Initializes a disk. If the disk is new and has not been used, you must
initialize it before you can create arrays.
-n, --name
Identifies an array with a user-supplied name. The name can be up to 30
characters, but only 17 of those characters display in the BIOS.

-p, --priority
Sets an array's task priority from 1-10, with 10 being the highest priority.
-q, --query
Lists information about specific controllers, arrays, and disks.
-ga, --query-all
Lists information about controllers, arrays, and disks.
-V, --verbose

Modifier of the --query and --query-all option. Specifies more detail for
arrays and disks.
-rsc, --rescan
Rescans the serial ATA (SATA) channels for new or removed disks.
-sa, --scan-array <on|off>
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Specifies if background array scan scanning is on or off.
-sp,  --smart-poll

Turns SMART polling on or off for the specified drive(s).
-t, --task

Used to pause, resume, and remove tasks.
-ul,  --unlink

Unlinks two arrays linked through a create copy operation.

SYNTAX and EXAMPLES

ADD SPARE

--add-spare --array <list> --disk <list>

-as -a <list> -d <list>

Examples: rcadm --manage --add-spare --array * --disk 1
rcadm-M-as-al2-d56

REMOVE SPARE
--remove-spare --array <list> --disk <list>
-rs -a <list> -d <list>

Examples: rcadm --manage --remove-spare --array 5 --disk *
rcadm-M -rs-a*-d 5

REMOVE ALL SPARES
--remove-all-spares --array <list>
-ras -a <list>

Examples: rcadm --manage --remove-all-spares --array 5
rcadm -M -ras -a *

ADD GLOBAL SPARE
--add-global-spare --disk <list>
-ags -d <list>

Examples: rcadm --manage --add-global-spare --disk 1 2 3
rcadm -M -ags -d *

REMOVE GLOBAL SPARE
--remove-global-spare --disk <list>
-rgs -d <list>

Examples: rcadm --manage --remove-global-spare --disk *
rcadm -M -rgs -d 5

CACHE SETTINGS FOR ARRAYS
--cache-array <cache_attribute> --array <list>
-ca <cache_attribute> -a <list>

Cache attributes: <r> for read cache
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<rw> for read and write-back cache
<w> for write-back cache
<nc> for no cache
Examples: rcadm --manage --cache-array rw --array *
rcadm-M -canc-al
DISK SETTINGS (Advanced)
Disk cache:
--cache-disk <cache_attribute> --disk <list>
-cd <cache_attribute> -d <list>
Cache attributes: <r> for read cache
<rw> for read and write-back cache
<w> for write-back cache
<nc> for no cache
Examples: rcadm --manage --cache-disk r --disk 1 2 3
rcadm -M -cd w -d *
HIDE ARRAY
--hide --array <list>
-h -a <list>
Examples: rcadm --manage --hide --array 5 6
rcadm -M -h -a 4
UNHIDE ARRAY
--unhide --array <list>
-uh -a <list>
Examples: rcadm --manage --unhide --array *
rcadm -M -uh -a 5
INITIALIZE DISK
--initialize-disk --disk <list>
-id -d <list>
Examples: rcadm --manage --initialize-disk --disk *
rcadm-M-id-d123
NAME ARRAY
--name "name" --array <list>
-n "name" -a <list>
Examples: rcadm --manage --name "System Disk" --array 5
rcadm -M -n "Backup Disk" -a 4
QUERY
--query [--array <list>] [--disk <list>]
[--verbose]
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-q [-a <list>] [-ct <list>] [-d <list>] [-V]
Examples: rcadm --manage --query --array 1 --disk --verbose
rcadm-M-q-al23-d -v
QUERY ALL
--query-all
-ga
Example: rcadm --manage --query-all
RESCAN DISKS
--rescan
-rsc
Example: rcadm --manage --rescan
SCAN ARRAY
--scan-array <on|off> --array <array_number>
-sa <on|off> -a <array_number>
Example: rcadm -M --array 1 --scan-array on
cadm -M -a 1 -sa off
SMART POLL
--smart-poll <on|off> --disk <list>
-sp <on|off> -d <list>
Example: rcadm --manage --smart-poll on --disk
rcadm -M -spoff-d 12 3
TASK CONTROL
--task <task operation> --array <array_number>
-t <task_operation> -a <array_number>
Task Operation
<pause> to temporarily pause a task
<resume> to continue running a task
<remove> to permanently remove a task
Examples: rcadm --manage --task pause --array 5
rcadm -M -t remove -a 4
TASK PRIORITY
--priority <1..10> --array <list>
-p <1..10> -a <list>
Examples: rcadm --manage --priority 5 --array 6
rcadm-M-p1l-a
UNLINK ARRAY
--unlink --array <array_number>
-ul -a <array_number>
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Examples: rcadm --manage --unlink --array 2
rcadm -M -ul -a 5

rcadm -C

CREATE
Long form:
rcadm --create <raid_type> --disk <list> [--size <size_mb>]
[--sub-member <num>] [--spare-disk <list>]
[--no-sync] [--d-spare] [--cache <r,rw,w,nc>]
[--max-size] [--name "name"] [--priority <1..10>]
[--zero][--scan-array]
Short form:
rcadm -C <raid_type> -d <list> [-s <size_mb>] [-sub <num>]
[-sp <list>] [-ns] [-ds] [-ca <r, rw, w, nc>] [-mS]
[-n "name"] [-p <1..10>] [-Z] [-sa] }

RAID Types:

--volume, -v Single disk or concatenation of disks
(JBOD)

--raidable, -ra Single disk, RAIDAble

--raid0, -r0 Stripe of two or more disks

--raidl, -rl Mirror of two disks

--raid10, -rl10 Stripe set of mirror sets

--raidb, -r5 Stripe set with parity, three to sixteen disks
OPTIONS

-sp, --spare-disk

Specifies the dedicated spare disk or disks to assign, with a maximum
of four. No space is reserved on the selected disks.

-s, --size
Specifies the size of the array in MBs. If you do not use this option,
the largest possible size is used by default.
-ns,  --no-sync

Disables background synchronization of redundant types when
creating the array.

-ca, --cache
Specifies a cache setting for the array(s): read cache <r>, read and
write-back cache <rw>,  write-back cache <w>, or no cache <nc>. The
default is read and write-back cache <rw>.
-ms, --max-size
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Prints the maximum possible size for an array without actually
creating an array.
-n, --name
Identifies an array with a user-supplied name. The name can be up to
30 characters, but only 17 of those characters display in the BIOS.
-p, --priority
Sets the background initialization task priority from 1 to 10, with 10
being the highest priority. For redundant array types only.
-led, --leave-existing-data
Leaves the existing data on the disks untouched after the array is
created. This option can be used to try to recover user data when an
array has been accidentally deleted or the configuration information is lost
but the data is still intact. Unless you immediately recreate the array after
deleting it and no other tasks have been performed, the likelihood of
recovering data with this method is very low.
-d, --disk
A required qualifier used with the --create option to specify the disk or
disks to be included in the array.
-sa, --scan-array
Specifies that a background array scan should be continuously run
whenever the array is idle (Default is off).
-Z, --Zero
Zero the array in the foreground. This method is faster than doing a
background consistency verifies if the array is a redundant type. For non
redundant types the zero option can be used to verify all blocks in the
array can be accessed.

EXAMPLES
Example: Create a RAID5 set of the maximum possible size using
all disks.
rcadm -C --raid5 --disk *
Example: Create a RAID1 set of the maximum possible size, with
a spare disk and without a background initialization task.
rcadm -C --raidl --spare-disk 3 --disk 1 2 --no-sync
Example: Print the maximum size a RAID5S array could be using
all disks without actually creating the array.
rcadm -C --raid5 --disk * --max-size
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rcadm -D

DELETE
Long form:
--delete --array <list> [--no-ask]
Short form:
-D -a <list> [-na] [-cg <group number>]

OPTIONS
-na, --no-ask
If the no ask option is specified the array is deleted without
confirmation.

EXAMPLES

Example: Delete arrays 1 and 2.
rcadm -D --array 1 2

Example: Delete all arrays.
rcadm -D --array
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