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PREFACE

Business is one of the major power centers in modern society. The state seeks to
check and channel that power so as to serve broader public policy objectives.
However, if the way in which business is governed is ineffective or over burdensome,
it may become more difficult to achieve desired goals such as economic growth or
higher levels of employment. In a period of international economic crisis, the study
of how business and government relate to each other in different countries is of more
central importance than ever.

These relationships have been studied from a number of different disciplinary
perspectives—business studies, economics, law, and political science—and all of
these are represented in this Handbook. The first part of the book provides an
introduction to the ways in which five different disciplines have approached the
study of business and government. The second part, on the firm and the state, looks
at how these entities interact in different settings, emphasizing such phenomena as
the global firm and varieties of capitalism. The third part examines how business
interacts with government in different parts of the world, including the United
States, the EU, China, Japan, and South America. The fourth part reviews changing
patterns of market governance through a unifying theme of the role of regulation.
Business—government relations can play out in divergent ways in different policy and
the fifth part examines the contrasts between different key arenas such as competi-
tion policy, trade policy, training policy, and environmental policy. The volume
provides an authoritative overview with chapters by leading authorities on the
current state of knowledge of business—government relations, but also points to
ways in which this work might be developed in the future, for example, through a
political theory of the firm.

In preparing this volume, we owe our greatest debt to the contributors. They have
all been superbly professional in delivering drafts and final chapters. We could not
have asked for a more cooperative group of scholars and colleagues. We also owe a
huge debt to David Musson and Mathew Derbyshire at Oxford University Press for
their support and patience in waiting for the final version to arrive. Finally, David
would like to thank the Fulbright Foundation and the Center for Business and
Government at the Kennedy School Harvard University for their support and
providing a home in the final days of editing with Graham in Boston.

The final editing of this volume, like its subject, was a truly global event with
meetings in Boston, Brussels, and London and email exchanges from Australian
airports. Somehow in all this international exchange we managed to coordinate
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thirty-seven leading business government scholars as well as, somewhat harder, the
three of us. Events in “the real” world as the book was nearing completion served to
remind us of both the unpredictability of politics and the importance of the topic.
If anyone in 2006 when we started this project had predicted that President George
W. Bush would have ordered major US banks to sell stock to the government they
would have been thought insane. On the other hand, the real problems that people
were experiencing around the world reminded us of the importance of this topic for
the futures of our children Adam, Alexandria, Sophia, Rosalind, and Amelia and we
dedicate this book to them and our wives Gina, Maggie, and Natasha.
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OVERVIEW

DAVID COEN
WYN GRANT
GRAHAM WILSON

THE relationship between business and government is undeniably important: both
are major forces in our lives. They are locked inextricably in a relationship with each
other, but the nature of that relationship varies over time and between countries,
firms, and sectors of the economy. At a fundamental level, the exercise of power by
business has implications for democracy. Some would see it as a threat to democracy,
while others would regard a successful free market economy as a precondition for the
existence of democracy.

That is an important literature, but our concern here is also with the efficacy of the
relationship between business and government. If it does not work well, desired
economic goals such as growth and employment will not be secured. It also makes it
difficult to tackle global public bads such as climate change. If business is constrained
too much by poorly designed and executed government interventions, the tax base
that funds merit goods such as public health services and education will be under-
mined.

Markets are not naturally occurring phenomena; they need to be embedded in a
structure of laws and rules. Without such a framework, markets cannot function and
deliver net welfare gains. Governments are therefore impelled to make interventions
in markets, although their extent and nature varies over time in response to prevalent
ideological frameworks and the state of the economy. The quality of government
interventions in markets conditions their long-term success in developing such
benefits. Equally, sometimes the state has to intervene to save markets from them-
selves and to guarantee their continued existence, as in the crisis of 2008. Particularly
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in response to such crises, but also at other times, governments, depending in part on
their partisan composition and long-term national perspectives on the legitimacy
and desirability of intervention, may intervene to try to restructure their national
economies. The reproduction of such interventions at an EU level has been advo-
cated and even attempted, but with relatively limited impact.

Business is a key political actor. It dwarfs other interest groups in terms of
resources and political displacement. It touches most areas of public policy. Business
helps to shape policy agendas, formulation, and implementation. The driver of this
involvement is that the costs of doing nothing can be considerable. It may result in
legislation or regulation that has substantial intended or unintended consequences
for business and competitiveness. For its part government has to become involved
with business because left unchecked it can inflict substantial costs on society in
terms of various forms of market failure, for example, anti-competitive behavior that
prevents the benefits of competition being realized and negative externalities such as
pollution. Following Polanyi’s argument that labor cannot be treated as a commodity
without having a dehumanizing effect, there also needs to be a framework of
employment protection for workers and provision for health and safety at work. If
training is simply left to employers, the result is likely to be an undersupply of the
skills needed to maintain an economy’s international competitiveness. A much
broader issue than making the market work effectively is the use of government
taxation and spending to redistribute income. The existence of a much skewed
redistribution, as in Brazil, can affect a nation’s ability to function effectively eco-
nomically, socially, and even politically. There is also a moral case derived from
Rawlsian notions of justice, among other arguments, for redistribution.

The study of business—government relations has grown from a low base point. The
subject area is still undersupplied with theory. Early Marxist accounts of business
power were often crude “reading off” that ignored the subtleties in Marx’s own work.
Later work became more aware of the existence of “fractions of capital,” permitting a
more nuanced account from a Marxist perspective, but still failed to capture the
range and variability of business political activity. Simplistic business accounts of
business as one pressure group among many were challenged by Lindblom’s account
of the structural power of business. The corporatist debate stimulated considerable
empirical research on intermediate structures such as trade associations, but
deflected attention from the growing phenomenon of political action on their own
behalf by large firms. It is in this area of micropolitical activity, exploring the
motivations of firms and the extent and or organization of their political activity,
that the greatest theoretical deficit exists and one that this volume seeks to remedy.

A number of disciplines have contributed to the study of business—government
relations and they are all represented in this volume. Political science has been
interested in how business organizes to operate politically and the opportunity
structures it encounters. Historical institutionalism and its emphasis on path
dependency has been a substantial influence, notably through the Varieties of
Capitalism debate which seeks to identify distinctive national patterns of interaction
that are shaped by the historical form that the state had adopted. How much these
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patterns have been undermined by globalization, the core paradigm of international
political economy, remains a highly contested issue.

Another approach has been to look at the historical development of ideal typical
state forms in which one form supplants another while retaining elements of the
earlier form. Thus the regulatory state has become the increasingly predominant
state form in developed countries, but substantial elements of the preceding form,
the “Keynesian welfare state,” remain in place. Keynes set out a model which enabled
capitalist economies to run at a higher level of employment equilibrium than had
been possible in the depression of the 1930s, although his model was less useful in
coping with the inflation problem that arose when economies were run at a higher
level of employment. However, it was only possible to afford an extensive welfare
state if unemployment levels were not so high that a great deal of expenditure was
spent on benefit to those out of work. The Keynesian model, as developed by his
disciples, ran into considerable difficulty in the 1970s and this was one of the factors
that led many countries to reduce their involvement in the economy. However, where
natural monopolies remained, some sort of regulatory framework was required and
this was one of the factors contributing to the emergence of the regulatory state. The
concept of the regulatory state has been developed in the work of Moran (see his
chapter in this volume). The state has understandably played a central role in
political science analysis, particularly after it was “brought back in,” but this has
arguably produced an imbalance in analysis that has led to an insufficient focus on
the firm as a political actor with the political side of the equation often been
conceived in terms of the intermediaries privileged by the neo-corporatist tradition.
The state sets the rules of the game for business, but the game can be played in
different ways both strategically and tactically.

Economics, and in particular the microeconomic tradition of rational choice that
is concerned with understanding the behavior of utility maximizing agents, has
drawn our attention to rent-seeking behavior by interest groups. By modeling the
firm as a profit maximizing entity, economics has provided us with robust and
testable models of micro-level behavior. These have not been matched in political
science by a political theory of the firm. Economics identifies cases of market failure
that may justify state intervention, but also reminds us that attempts to remedy a
market failure may simply lead to government failure. From economic history we
learn that abstention from intervention, or the wrong interventions, may worsen an
economic slump as in the 1930s.

Business studies have led the analysis of the growing phenomenon of corporate
social responsibility, its motivations and consequences. It has also drawn our
attention to the distinctive characteristics, agendas, and needs of small firms.
Through the use of the case study method it has brought out the complexity and
dynamic nature of the challenges facing the individual firm. A longer term per-
spective on these challenges has been provided by the work of business historians
which has helped us to understand the importance and consequences of changes in
the management structures of firms over time as ownership and control became
separated.
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Legal studies focus on what it means to be a corporation in terms of rights,
responsibilities, and liabilities. What are the political consequences of the legal
personalities of corporations? How are corporate executives constrained by law?
Thus as Shaffer notes in this volume corporations are not naturally occurring
phenomena but are created and structured by laws.

Unfortunately, this work within different disciplines has not been well inte-
grated. Each captures a bit of the reality. Knowing one piece without having any
sense of the whole gives incomplete, even misleading results, such as being
impressed by the poor lobbying performance of US business in the 1950s without
appreciating their more general strength in US society (notably the “military—
industrial complex”) and the global economy could lead to misleading inferences
about their weakness. There have, of course, been cross-disciplinary influences,
notably through Olson’s work on the logic of collective action which has had a
profound impact on the debate in political science about business political
activity.

While there are considerable continuities in business—government relations in
particular countries which have not been swept away by globalization there is also
substantial instability. Some of this is evident in short-term fluctuations. The nature
of the exchange between business and government can change over quite a short time
period, shorter than might be implied by some of the propositions of the Varieties of
Capitalism literature. Fluctuations in the policy cycle and policy outputs will influ-
ence the nature of business—government exchanges. In periods of high legislative
activity, the emphasis is on speedily available informational outputs. In periods of
low legislative output, the focus is more on building downstream relationships and
consultation. This could involve deepening relationships with one set of interests or
it could lead to a process of broadening out to other interests. However, business—
government interactions can also shift in the longer term in response to changes in
market structure and the political system.

In the post-war period the dominant economic model was that of the mixed
economy, a market economy with substantial government involvement. Government
often owned public utilities or at least regulated them very tightly. Many govern-
ments engaged in indicative planning, although such efforts often foundered on the
autonomy of the firm when it came to key investment decisions. This was succeeded
by a period in which the market was seen as the preferred logic of economic activity,
reflected in the preferences of the Thatcher government in the UK and the Reagan
administration in the US and at an international level by the “Washington
consensus.” Neo-liberalism began a long march through the institutions. It should
be emphasized that neo-liberalism was about redesigning markets and restructuring
them, rather than simply relying on the market to deliver desired outcomes. The role
of the state did not diminish as much as was sometimes claimed, but it was seen more
as the servant of the market and of business than its controller. Thus, while regula-
tory frameworks generally remained in place, they were often interpreted in a looser
way or enforced less strictly, although there was considerable variation by country
and in terms of forms of regulation.
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Does the financial crisis of 2008 represent the start of a new era in business—
government relations? It is difficult to believe that it will be “business as usual.” In
particular, regulation of the financial system is likely to be tighter given that it
represents a distinctive and particularly serious form of market failure. Trust in
business, and in particular in banks, has been damaged and will take a long time
to recover. However, there is no viable alternative model to free market capitalism on
offer, even if it is likely to experience a period of state market capitalism. This has
already involved the provision of very substantial sums of government money to bail
out banks and industrial firms, but the US and UK governments have seen these as
temporary interventions from which they have remained at arm’s length. New
formulations may arise, not least in France with its “dirigiste” tradition, but Presi-
dent Sarkozy’s call for a European industrial policy received an unsympathetic
reception from other member states. Governments are eager to disengage from
their involvement in banks and troubled automobile companies, but it is often easier
to get in than get out.

The relationships analyzed in this volume are therefore of fundamental import-
ance. This book reviews the state of the literature across a number of disciplines, but
it also identifies areas for future work. The debate has been going on for over fifty
years, and many insights have accumulated, but there is a sense in which it has only
just begun.
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CHAPTER1

POLITICAL
SCIENCE
PERSPECTIVES ON

BUSINESS AND
GOVERNMENT

DAVID COEN
WYN GRANT
GRAHAM WILSON

WHaaTdoes political science as a discipline contribute to understanding the relationship
between business and government? The field has long been a stepchild within the
discipline with many fewer practitioners than the study of fields such as voting
behavior, political parties, or legislatures. And yet, the relatively small number of
political scientists involved in the field has generated at least four distinct debates on
business and government.

The first debate ironically concerns claims that the study of politics has relatively
little to contribute to understanding business and government. In a highly influential
book published four decades ago, the then prominent American political scientist,
Charles Lindblom, argued that markets constituted a prison that robbed democratic
governments of effective choice (Lindblom 1977). Business controlled investment;
any government that displeased business or that failed to create a favorable business



10 DAVID COEN, WYN GRANT & GRAHAM WILSON

environment would be punished automatically by the rational response of business
executives; they would invest elsewhere, in cities, states, or countries that treated
them more favorably. Lindblom argued memorably that business executives did not
need to pressure, coerce, or bribe politicians to do their bidding. The economic well-
being of their constituents—and politicians’ chances of re-election—were dependent
on pleasing business. Lindblom’s argument appeared on the eve of the era of
globalization and was directed more to dynamics within nations than between
them; the obvious application of his argument was to the constraints on state and
local governments in the US. Within a few years, however, political scientists were
more preoccupied with the international application of Lindblom’s argument. The
near total abolition of tariffs on manufactured goods and the widespread relaxing of
controls on capital movements facilitated the ease of “exit” as a strategy for busi-
nesses displeased with a government’s policies. Ironically, therefore, policy decisions
made by governments on trade and capital movements arguably has the effect of
weakening the power of governments. The impact of these decisions was amplified by
technological changes such as cheap international air travel, low-cost international
phone calls, email, the internet, and the development of containerized shipping—all
of which facilitated the movement of money and goods around the world. When
Lindblom published Politics and Markets it was plausible to argue that city and state
governments were prisoners of the market; two decades later it was commonplace to
argue that national governments had lost autonomy and were doomed to pursue
policies as “competition states” (Cerny 1997). We return to this discussion later in
this chapter. We should note, however, that many political scientists have disagreed
with both Lindblom’s original argument and subsequently with claims that global-
ization had destroyed the power and autonomy of national governments (Ohmae
1995; Strange 1996). Thus the first debate in political science on the relative power of
governments and of market forces continues to be of central importance.

A second debate has focused on whether or not business has enjoyed unfair advan-
tages in politics. Pluralists contended that power was widely distributed among numer-
ous competing and conflicting interests—that, as Madison had intended for the United
States, interest was set against interest and the competition benefited public policy. This
claim has been consistently and energetically challenged by political scientists.
Schattschneider (1960) famously argued when pluralism was at its peak that the trouble
with its vision of heaven was that the choir sang with an upper-class accent. In more
recent times, critics of pluralism have argued that business has been consistently over-
represented and has inbuilt advantages in the political system. As Werner and Wilson
(this volume) note, study after study has concluded that the vast majority of lobbyists in
Washington are employed by business and the majority of campaign contributions
from interest groups come from business (Gray and Lowery 1997; Baumgartner et al.
2009). Even when (as with President Obama) candidates eschew direct contributions
from interest groups, they still receive a very large proportion of their funds from
individuals associated with particular interests including in his case financial institu-
tions such as Goldman Sachs. No group in the United States—certainly not the groups
such as unions or public interest groups—that might be expected to clash with business
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commands anything like equal resources. And yet without claiming that the distribu-
tion of resources is ideal or adequately equal, a number of political scientists have
argued that the resource advantage enjoyed by business is not decisive (Baumgartner
et al. 2009). Indeed, it is when American business is most united and cohesive that it is
most likely to lose politically (Smith 2000). Public interest groups may be short of
money but they have been able to outmaneuver and defeat business on key issues such
as environmental protection (Vogel 1995; Berry 1999: 4). Thus, while nearly all political
scientists agree that business as interest in most democracies enjoys formidable
resources advantages, a vigorous debate persists within political science over the degree
to which this results in disproportionate influence for business over government and
public policy (Culpepper 2009 and this volume).

A third debate within political science has focused on aspects of business—
government relations that result in suboptimal public policy. This can be distinguished
from the preceding debate because suboptimal policy can result from decisions that are
hostile to business as well as from business pressure. Of course venerable tradition in
the discipline has focused on the dangers of the capture of government agencies by
corporations that it might be supposed they exist to control (Bernstein 1955; Kolko
1965). Thus, over half a century ago political scientists such as Huntington and
Bernstein argued that rent-seeking corporations had captured control of regulatory
agencies to ensure that they worked to enhance market stability and profitability for
business, not the interests of consumers. Some decades later economists rediscovered
this argument (generally without acknowledging the earlier work of political scientists)
in discussions of how “rent seeking” by corporations resulted in the exploitation of
government by business to increase profits and reduce competition (Becker 198s;
Austen-Smith 1997; Austen-Smith and Bank 2002). The negative view of regula-
tion—that it is a means of advancing sectional not public interests—contributed to
the development of the “Washington consensus” propagated by the World Bank in the
late twentieth century. Economic success was best achieved through minimizing
government size and intrusion into the economy, lest it facilitate rent-seeking behavior;
a belief that many economic historians think conflicts with the patterns of industrial-
ization in the nineteenth century in countries such as Japan, South Korea, and even
arguably the United States. Again, we shall return to this argument later. A contrasting
position in this debate was to argue that business is the victim of excessive government
zeal. A powerful argument has been made that regulatory officials in the United States
can be so legalistic and adversarial in their approach that they contribute to a
substantial waste of resources in complying with unwise, overly costly, and unnecessary
regulations (Bardach and Kagan 2002). Officials may be motivated by ideology or by
fear of endangering their jobs if any unlikely danger actually materializes; better to stray
on the side of caution. Regulators, therefore, push for the adoption of costly and
inconvenient measures by industry to guard against remote risks thereby reducing not
only business profits but societal welfare (Greaves 2009). Similar fears have been
expressed in the UK and in relation to the regulatory activities of the EU.

The fourth debate has been almost the mirror image of the first. Instead of arguing
that market forces totally control government and politics, “statists” suggest that
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government, or more accurately, the state, is the fundamental determinant. The state
determines the structure of markets and even businesses themselves. Business
corporations themselves are products of the state in that they are organized and
constituted under policies and laws created by the state. Exxon or Siemens are not
products of nature; they are social formations made possible by corporate law. “Free
markets” are also products of state action. Without legal frameworks for trading and
exchange, the means of settling disputes and enforcing payments through the legal
system and the specification of the rights or duties of stockholders, managers,
consumers, and workers, markets would not exist. Belatedly, economists recognized
the centrality of governance—and therefore the state. From the mid-1990s onwards,
the World Bank stressed that an effective and reasonable state—good governance—
was a precondition for economic development. States are not only providers of
frameworks for economic activity but can be purposive actors in steering and
promoting economic growth. We explore below what forms state activity can take
in terms of variation between countries in relation to these forms of state involve-
ment and whether globalization has reduced state autonomy and capacity.

Underlying these debates are analyses of the interrelated motivation and behavior
of firms on the one hand and, on the other hand, the analyses of the context in which
they operate on business associations, governmental institutions, and the broader
structures of the state itself. We might make an analogy with the study of the firm on
the one hand and the study of markets on the other. While everyone knows that the
economic behavior of firms is related to the structure of the markets in which they
operate, it is also the case that we can analyze the actions of the firm as a purposive
actor. In practice, political scientists have been more focused on understanding the
institutional structures and political environments in which firms operate than on
understanding the actions and strategies of firms themselves. There is, however, a
growing literature that approaches the topic from the perspective of the firm and it is
here that we see the greatest opportunity for analytical development. In the next
section we propose a typology for studying the political behavior of the firm before
turning to the more familiar literature on business, intermediary organizations, and
the state.

A PorLiTicAL THEORY OF THE FIrRM

It is a striking feature of this debate that in fact little research exists on when, why, and
how individual businesses become involved in politics (but see Wilson 1990; Coen
1998; Grant 2000). There are in fact substantial differences among businesses—large
as well as small—in terms of how much political activity they undertake and, if they
become involved, the choices they make on how to pursue their objectives. We lack a
micro-theory of business and politics that explains the motivations of individual
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corporations and that explains the choices they make on tactics and strategy. We
attempt to remedy this failing ourselves later in this chapter, as do other contributors
to this volume, especially Hart and Crouch.

The most systematic micropolitical theories of the firm have been developed in the
US institutional setting. Here, traditional profit maximizing models of the firm have
sought to explain political action in terms of rent-seeking activity of business and
power utility maximizing activity of decision-makers (politicians and bureaucrats).
Both the financial and informational aspects of lobbying play an important role in
this body of literature. In such models decision-makers provide policy in exchange
for political resources (be that money, expertise, information) up to the marginal
point when funds and information no longer facilitate political re-election; good
policy or association with such policy mobilizes countervailing interests against the
proposed policy (see Broschied 2006). From the firm perspective such rent-seeking
logic has opened up a huge formal and empirical literature debate in the US about
the costs and effectiveness of political campaign contributions (see Brier and Munger
1986; Grier, Munger, and Roberts 1994; Hansen and Mitchel 2000; Milyo, Primo, and
Groseclose 2000; de Figueiredo 2002; Werner and Wilson this volume); and the risk
of political capture and inefficient allocation of political resources (see Stiglitz 1986;
Grossman and Helpman 1994; Pitelis this volume). This first body of literature has
been US-centric as campaign contributions play such a prominent role in the
American electoral system. American public disclosure laws ensure that data about
interest group and candidate expenditures are more readily available than in the EU
or other Western democracies (see Wilson and Grant, and Werner and Wilson this
volume).

A second literature on corporate political behavior has emerged in game theory
(Austen-Smith and Wright 1992). The general conclusion of those models is that the
interest representatives are indeed able to influence policy by misrepresenting and/or
selectively providing information to decision-makers; while decision-makers min-
imize misinformation by carefully selecting the interest representatives whose infor-
mation they take into account (see Austen-Smith 1997 for the US models; and Potters
and Sloof 1996; Broschied and Coen 2003). These models assumed “that decisions to
lobby are narrowly driven by the pursuit of specific and immediate policy benefits”
(Brasher and Lowery 2006: 2) when in reality the lobbying nexus is a much more
diverse and complex long run game where variables such as reputation and political
goodwill play a role. Relationships between lobbyists and policy-makers are generally
iterative. If we broaden our micro-behavioral model of the firm to assume learning
on the part of business and government, bounded rationality on the part of both
players, and a longer term political horizon, the conventional models of the profit
maximizing firm begin to predict less of the actual political activity by firms.
Moreover, purely profit maximizing activity could incur significant costs, not just
financial costs, but also the potential for reputational damage if the firm took an
unpopular stance or offended politicians who subsequently became powerful. Repu-
tational damage has become an increasingly important consideration for firms as
investment in brands has become a more significant aspect of strategy for many of
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them, particularly those making consumer goods (Klein 2000; Tucker 2008). On the
other hand, the benefits of political activity may be difficult to identify in terms of a
contribution to firms’ profits. This is a practical as well as a theoretical problem.
Government relations or public affairs divisions in firms often find it a challenge to
quantify their contribution to the bottom line and find themselves under pressure
when there is an economic downturn or “sponsors” on the board are replaced.

The literature on the behavioral theory of the firm suggests that firms often behave
in practice rather differently from what theories of profit maximization would
suggest (Cyert and March 1992) and this could also be argued for the political logic
of the firm (Baumgartner and Leech 1998; Lowery 2007). Large firms are complex
organizations and particular components of the firm may pursue objectives that do
not necessarily contribute to profit maximization. For example, those engaged in
marketing may pursue a market share objective which is actually detrimental to
profits. Of course, if profits become too depressed, then the firm will become
vulnerable to takeover or even bankruptcy, so the profit maximization objective
remains a powerful constraint and shaping force. However, there is enough organ-
izational “slack” in big firms to permit activities whose contribution to profit
maximization cannot be readily demonstrated. If that was not the case, corporate
social responsibility would have not developed to the extent that it is evident from
more than one chapter in this volume (see Moon Kang and Gond and Vogel). Finally,
we must also ask how far big business reaches its lobbying rationality threshold when
we consider that for a giant oil firm, the total cost of government relations activities
in one year may amount to no more than fifteen minutes of turnover.

One of the key themes of the behavioral theory of the firm literature is that firms
operate in conditions of bounded rationality, that is they tend to tend to satisfice
(accept a “good enough” solution) rather than maximize. Some economists would
object that satisficing behavior is still optimizing behavior that takes the costs of
acquiring information into account. Most firms would consider that they know
enough about their markets to operate successfully in them: indeed, if they do not,
they are likely to fail. However, in the political sphere they face conditions of
information asymmetry. They are unlikely to have a good understanding of how
the political process operates. Sophisticated and experienced business executives
often make simple errors when they have to operate politically. Businesses also face
an increasingly complex and demanding operating environment as regulation be-
comes the predominant mode of government intervention.

There are two potential consequences to this asymmetry. The first is to reduce
information by pooling information with other firms through a trade or other
business association. This reduces the costs of obtaining relevant information,
reduces uncertainty, and to some extent shares out risks. The association may not,
however, reach a policy position that represents interests of an individual business
adequately, forcing the firm to undertake its own political action. Alternatively, firms
can learn to deal with uncertainty with decision-makers via a process of iterative
exchanges that help the firm identify the relative costs of non-action, outright
opposition, or compliance and transparency. Iterative exchanges may change the
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appropriate strategy for both firms and regulators; deception generally does work as
a strategy in iterative exchanges. Iteration may also change the balance of power
through equalizing information. In early business—agency exchanges, firms may have
an informational advantage over regulators that may result in suboptimal policy
outcomes. However, as the process evolves over time policy-makers can identify
businesses or groups that have misled or failed to disclose appropriate information
and may use their discretion in controlling the policy-making process to exclude
them or treat their arguments as inconsequential. Under such conditions we can
envisage a situation where reverse capture emerges and firms provide additional
information in an attempt to become insiders in the policy process (Willman et al.
2003 for the UK; Coen this volume for the EU; Lowery 2007 for the US).

In the preceding discussion, policy-making took place in a very simplified setting
in which there was business on the one hand and a set of policy-makers on the other
dealing with a single issue. In practice, business is affected by a wide variety of
policies and numerous policy-makers. Not surprisingly, political activity by firms
varies considerably from one to another. Indeed, we suggest that all firms can evolve
through all the categories set out below; as the situation and preferences change,
firms may move from one category to another. We propose five categories.

Denial
Helplessness
Delegation
Insurance
Sophistication

Denial occurs when a firm or entrepreneur denies that government has any relevance
to the activities that the business is undertaking. Given the pervasiveness of the
regulatory state, not least in the United States, there are very few business activities
that are not affected in some way by government. Indeed, one possibility is that
businesses seek to evade government altogether and operate in the black economy.
However, the discussion here is confined to legitimate businesses and does not
consider criminal organizations, even though they are major participants in the
economy.

Denial is a high-risk strategy. It is most likely to work in a sector that is not tightly
regulated and where enforcement of regulations is spasmodic and slipshod or where,
even if there are penalties, they are light. Indeed, for some businesses, the threat of
civil litigation by customers who are dissatisfied is probably a greater risk. For some
businesses operated as franchises, effective quality control may be exercised by the
franchise holder who can ultimately withdraw the license to operate. In general,
however, denial is a calculated gamble. It involves a construction of reality by the
business person which may make their life simpler in the short run but may land
them in trouble in the longer run.

Helplessness is a more typical response, particularly among smaller businesses. In
this case, there is a grudging acceptance that government does affect the operation of
the business, but this is seen as posing a threat rather than an opportunity. Businesses
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may claim that they are overtaxed and over-regulated and that the uncertainty of
their operating environment is increased by apparently capricious decisions by
government (see Greene and Storey this volume). However, they may feel unable
to do anything to counter these forces or at least calculate that the costs of doing so
exceed the likely benefits. This is not a totally unrealistic position, as it is evident that
the growth of the regulatory state is at least in part a response by politicians seeking
electoral popularity to demands from the media or non-governmental organizations.

Delegation is probably the most typical response of businesses to the political
environment. In this instance businesses accept that they are affected by government
decisions. As a single business, they are unlikely to be able to affect such decisions.
However, if they band together with other businesses, most usually on the basis of
product or industry sector, they may be able at least to modify government policy. If
sufficient numbers of them join an association, they will be able to afford to employ
professional staff with an understanding of the political process. The costs for each
business are not likely to be that large in relation to potential turnover or if the
number of firms is relatively small, the slice of the collective good they obtain is likely
to be larger (“privileged groups” in Olson’s terminology). As Olson put it, “A
‘privileged’ group is a group such that each of the members, or some of them, has
an incentive to see that the collective good is provided, even if he has to bear the full
burden of providing it himself” (Olson 1965: 49—50). Hence a characteristic of all
developed economies, and many developing ones, is the presence of a large variety of
associations representing business. Once Communist economies were freed, associ-
ations also developed there. Indeed, in some cases (e.g. Hungary) this happened in
anticipation of the transition process (Grant 1993).

Insurance is differentiated from delegation in that it represents an individual
rather than a collective response. In this case, a firm gives a donation to a political
party (perhaps more than one) or to legislators not in anticipation of corrupt favors
(although that does happen) but as an insurance policy that will give access to
decision-makers if needed. If a firm is a donor, then the legislator or political party
will at least feel obligated to listen to their concerns. An alternative insurance policy
could be large-firm funding and participating in collective trade associations. Unlike
for small firms, the selective benefits are unlikely to motivate large-firm active
membership. When they are able to engage, individual lobbying is always an option.
However, large firms may participate in collective action to gain the long-term
positive externality of “reputation and good will” in the policy process that can be
utilized on a private issues in later policy debates (Coen 1998, 2007). Such a quest for
reputation and goodwill may create a dynamic process as firms respond to political
activity by rivals. That said, as one firm becomes a prominent and respected actor
other firms must develop a similar high profile or lose political advantage (Wilson
1990; Broschied and Coen 2003).

Sophisticated strategies are most typically found in the largest firm, particularly
those operating at an international level and dealing with entities such as the EU. One
general statement can be made: as a generalization, the larger the firm, the greater the
range and sophistication of political activity (Vogel 1989; Wilson 1990; Coen 1997).
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There are of course exceptions; IBM used to act as though it were too grand to need
to use common strategies such as having a political action committee. Nonetheless,
large firms have important opportunities that small firms do not. Managements of
small firms have to multi-task and are less likely to have resources available for
political activity. Their associative activity is more likely to focus on the selective
incentives in the form of support services that an external organization can provide
(Olson 1965; Moe 1980; Grant 2000; Hart 2004; Jordan and Halpin 2004). This does
not mean that small firms cannot have quite a sophisticated appreciation of their
political activities, particularly those run by younger graduate entrepreneurs. For
example, they may use a general small business association for representation and
support services; use a local chamber of commerce for networking to develop business;
and join a trade association to qualify for public procurement contracts. However, the
resources they can devote to such activity are limited. The large firm will develop its
own specialized government relations division but will also be actively involved in a
range of business associations, including in some cases associations of chief executive
officers with membership restricted to those who are invited. In some cases it may use
political consultants or lobbyists to undertake particular work, e.g. if this is thought to
be a more effective way of contacting the legislature or operating at subnational level.
In Washington and Brussels, law firms may play a key role. The exact combination of
influence tactics used will depend on the issue being addressed, but will be influenced
by the overall strategy of the firm. In some cases, it may also be necessary to pursue
internal coordination of government relations activities within the firm as different
divisions may have divergent and even contradictory commercial and political interests
(see Werner and Wilson, and Coen this volume).

What influences the choice of these responses, apart from size of firm? Agency may
play a role: a new chief executive may give greater emphasis to governmental work, in
part to boost his own personal profile. Some established small-business owners may
decide to pursue a career as a “business politician:” there is no lack of offers for
entrepreneurs willing to undertake public roles. However, it is argued that there are
underlying structural factors which shape the choices a firm makes about political
involvement. These are strategies and goals; market setting; the culture of the firm;
the political setting and party systems.

Strategies

If firms were engaged only in short-term profit maximization, we would need to spend
little time discussing strategy. However, reality is more complex. Some firms may
pursue goals such as size or status that are unrelated to short-term profitability and
may be only loosely linked to even a long-term profit maximizing strategy. In at least
some societies, business leaders may pursue social status as well as profits. If we turn to
understanding corporate behavior based on profit maximization, a key question is the
degree to which the firm operates in areas which are dependent on government
decisions such as extractive industries (for example needing mining or exploration
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permits), government contracting, or that are otherwise highly regulated. For example,
utility firms, even if privately owned, are continuously engaged with government
because in practice governments set limits on their behavior in charging and servicing
customers. (See Baldwin and Cave 1999; Besley 2006; Chick this volume). There are
therefore important differences within specific industries. For example, in the enter-
tainment industry, gambling establishments and sports stadia are highly politicized,
theaters and cinemas much less so because of differences in the degree to which they
are regulated. Alcohol and tobacco are the targets of significant regulatory interven-
tions and are therefore among the most politically active firms. In general, the more
regulated the industry, the more politically active are the firms within it (Hart and
Coen this volume). The same can be said of government contracting; the greater the
dependence of a firm on government contracting, the more active the firm politically.
It is very difficult to function successfully in such industries without continuous
engagement with government. While we argue that firms that are highly dependent
on government decisions are more likely to adopt a sophisticated strategy, we would
not make this an iron law as many firms are multi-sectoral and have a range of
subsidiaries (Grier, Munger, and Roberts 1994; Brasher and Lowery 2006).

Strategies and goals involve choices by firms: they can exit some activities and
enter others. Of course, the “sunk costs” and the rewards involved in some sectors
mean that firms are unlikely to leave them, for instance, oil companies are unlikely to
stop extracting oil, even if they invest in renewable energy. A firm that is embedded in
a particular sector encounters a set of market conditions that, in terms of their
regulatory component, are generally fixed in the short term. For example, the market
strategies of airlines are strongly influenced by the rules governing access to “slots” at
an airport. New entry airlines can use spare capacity at less popular airports, but this
shapes the commercial strategy they follow (Lawton 2002). In general, the more
regulated the industry, the more active politically are the firms within it.

Culture

The culture of the firm can be an important intervening variable, sometimes shaped
by a chief executive who has founded the firm. A classic example would be the Irish
airline, Ryanair, which has consistently adopted a confrontational and adversarial
stance towards the European Union and member state governments, possibly to the
detriment of the firm’s interests. In the oil industry, BP and Shell have tended to seek
partnership relationships with governments, admittedly not always successfully,
while Exxon has historically taken a more adversarial stance. Some firms have
stronger corporate and cultural identities than others and most of them base their
political strategies and tactics on a calculation of how their interests can be maxi-
mized. Nevertheless, some firms adopt a more “capitalist aggressive” stance than
others. The importance of the firm’s reputation to its commercial success may be one
key factor that influences how far it needs to safeguard that reputation by adopting a
cooperative stance.
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Political setting

“Political setting” refers to the type of state that a firm encounters. It is these
differences which the “Varieties of Capitalism” literature attempts to capture (Hall
and Soskice 2001; see Hancké and Culpepper this volume). As we discuss later in this
chapter, states vary in the extent to which they intervene in the economy and society
(Schmidt 2006). This is not merely a matter of what percentage of GDP is accounted
for by government expenditure. For example, the United States and Japan dispose of
a relatively low share of GDP in the public sector, in part because the United States
does not have universal health care and Japan has relatively ungenerous social
security provision. However, as we shall see, government is a larger influence than
this figure suggests. Japan has been characterized by what is probably the closest
relationship in the developed world between business, the state, and the usual ruling
party (Johnson 1982; Tiberghien 2007; Hamada this volume). The United States
pioneered the regulatory state as a form of governance and American business is
extensively regulated, not just by the federal government, but also by state and local
governments (Vogel 1995). Similar arguments can be made in Europe where the EU is
often characterized as the regulatory state or a network of regulators (Majone 2005;
Coen and Thatcher 2008; Camerra-Rowe and Egan this volume). As we discuss
below, states also differ in the degree to which interaction between government
and business is based on interaction with individual firms or with business
associations.

Firms also have to adjust to the development of multi-level systems of govern-
ment. This was always a consideration in strong federal systems such as Australia and
Canada, while in the United States attention always had to be paid to the “agenda
setting” role of California (Vogel 1995). Scotland is moving towards a similar role in
the devolved government of the United Kingdom. The development of the EU, and
the increasing importance of international bodies such as the World Trade Organ-
ization (WTO), mean that firms are impelled to develop strategies that can cope with
many different levels of government activity. Political setting is one of the strongest
influences on how firms develop their government relations strategies and activities.

Party structure

Party structure remains an important influence on the choice of political strategy. In
“party states” such as Italy, Greece, and Japan where business can align itself with
factions or groupings within the ruling party, insurance strategies can become
particularly important (see Wilson and Grant, and Iversen and Soskice this volume).
In states which do not display these particular characteristics, a particular party may
be sympathetic to business interests, even if pure “business parties” are relatively rare
because too close an alignment with business may be electorally damaging in a
democracy. This consideration has made the British Conservative Party’s relation-
ship with business more problematic than a superficial analysis might suggest and
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often business has enjoyed a closer working relationship with the Labour Party,
especially New Labour. Schnattschneider, argued (1956) that the biggest advantage
that business can enjoy in the United States is to have the Republicans in power (and
this would appear to have been the case during the George W. Bush administration).

We have attempted to delineate key determinants of firms’ political strategy.
Political strategy is, however, dynamic. As Baumgartner and Jones (1993) describe,
policy issues can be redefined and redescribed, which in turn results in major change
in the political setting and balance of forces involved. As policy questions are refined
and moved to different policy arenas, the appropriate strategy may also change. The
fluidity of policy definition necessarily results in fluidity in successful political
strategies (see Baumgartner et al. 2009 for Washington; and Coen and Richardson
2009 for EU). Increasingly over the last fifty years we have been able to say with
confidence that large businesses are political actors. The extent and form of their
activity is influenced by a range of variables, but the structure of political institutions
is especially important. The study of government—business relations thus becomes a
key task for social scientists as it raises important questions about the effectiveness of
government, about democracy, and about the distribution of power in modern
societies.

A SECOND LEVEL OF ANALYSIS: BUSINESS,
STATES, AND GOVERNMENT

Two fundamental changes in social organization in the last 500 years have been the
rise of the modern state (Tilly 1974; Spruyt 1994) and the emergence of large business
corporations as the dominant force in economic life (Chandler 1962). The relation-
ship between these two developments is obviously central to the study of business
and government and has generated a large literature to which political scientists have
been active contributors in recent decades. Political scientists have focused on three
themes: the structuring role of the state, the directive role of the state, and the
autonomy of the state.

States as structuring agents

Although many think of “free markets” as naturally occurring phenomena, it is
difficult to imagine them operating without some form of state (Polanyi 1944). The
degree of state intervention and the legitimacy of such action have varied over time
and are dependent on the dominant economic paradigms. At the very least, states
provide some protection for property without which theft might displace trade and
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exchange. Moreover, states provide not only currencies that are the means of
exchange but also the legal framework that makes economic activity possible.
Without courts to enforce contracts, capitalism could not exist unless some non-
state actor (such as the Mafia) took over the role of enforcing contracts and
agreements, as does indeed happen in Sicily (Gambetta 1993). However, most
modern activity is not of course conducted between individuals. A particularly
important role for the state is in determining the rules under which economic actors
can combine. The legal innovation of the joint stock company or corporation made
possible modern capitalism. The legal structure that permitted individuals to com-
bine some but not all of their assets to create corporations with defined liability if
they failed was a significant departure from prior law. Indeed, extensive legal changes
were required to create modern capitalism. As Morton Horwitz (1977) has described,
the creation of modern markets in the US required the courts to make major changes
from established understandings of common law. Unless courts had issued decisions
that took away common-law rights such as not having one’s property overshadowed
by a neighboring building or water taken upstream from a river that flows through
one’s property, nineteenth-century entrepreneurs would have faced severe difficulties
in building factories. On the other hand, courts in both the UK and USA used
common law to impede the development of labor unions.

Labor law today is a rich and complex field establishing how workers can be hired
or fired and covering many aspects of working conditions. It illustrates well how the
structuring role of the state is not a neutral process but can be used to favor one
interest over another; the rules of the economic game are deliberately changed in
order to advance or restrain the power of actors. This can be seen in terms of
changing labor laws in the United States which boosted union activity in the New
Deal and later restrained it through the Taft Hartley Act and laws passed under the
Reagan administration. A similar pattern can be observed in the UK.

There are notable differences between states in how this structuring power is used
and the differences between states are more complex than can be captured by calling
some pro-business and others not. Take, for example, the contrasts between France and
the United States. The French state imposes restrictions on the ability of employers to
fire workers while labor market flexibility is much higher in the US. On the other hand,
American legal procedures have long facilitated the pursuit of class action suits against
corporations. This makes corporations more vulnerable to legal challenges from
consumers which can lead to punitive damages. Then again, French corporations are
more constrained in terms of labor law, but are less vulnerable to trial lawyers.
Deciding which state is or more or less pro-business is complicated.

The state does not merely define the relationship between the corporation and
potential opponents such as unions and consumers; it shapes the very nature of the
corporation itself. One of the most important differences within capitalism that has
been linked to the structuring role of the state concerns the degree to which the
managers of major corporations are subject to short-term financial forces. Frequent
reporting to stockholders, and the dominance of the publicly traded stock company
(rather than the privately owned firm) have allegedly made American and British
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managers attentive to short-term results. Poor results would result quickly in them
being fired or the company being subject to hostile takeover bids. In contrast,
German businesses are more likely to be privately owned and be responsive to
local stakeholders such as linder (state) governments, banks, and workers. German
corporations can also focus on longer term investments that may take some years to
generate profits. (Zysman 1983; Porter 1992; Deeg 1999; Deeg 2001). Whether this
results in companies having a better long-term strategy is hotly debated. There would
be general agreement, however, that differences in the types of corporate law created
by states result in the creation of what have been seen as fundamentally different
modes of capitalism—the organized capitalisms of Germany and Japan versus the
liberal market economies of the US and UK (Hall and Soskice 2001).

The directive role of the state

Was there ever a time when states were not significantly involved in the promotion of
their economies? Germany and the United States were avid practitioners of protec-
tionism in the nineteenth century and perhaps only Great Britain truly opened all its
markets to the world. States played a major role in fostering development. States can
also influence the structure of interest groups. The comparative weakness of Ameri-
can trade associations, for example, has been linked to the strong anti-trust laws of
the USA that restrict collaboration between businesses (Lynn and McKeown 1988). At
least indirectly, the structure of the state is reflected in the structure of interest
groups, including employers’ organizations. The deliberate fragmentation of gov-
ernmental power in the United States into overlapping branches of government and
competing institutions makes it unimaginable that there could ever be an effective
policy of compelling businesses to enroll in the monopolistic and hierarchical
structures found in neo-corporatist and developmental states. This, of course is to
invite a further question which is fortunately beyond the scope of this chapter: what
determines variations in the nature of states?

While perhaps all states have played a role in fostering economic development, the
means they have used to do so have varied. States can be placed into one of three
broad groupings that we may array along a continuum of interventionism.

The first consists of those states that have limited their direct involvement in industry
while pursuing macroeconomic policies aimed at maximizing long-term growth and
financial stability. In the thirty years following the Second World War, the dominant
policy approach was Keynesian demand management. In theory, governments would
secure stable long-term growth by boosting demand (through tax cuts or higher
spending) when recession threatened and by reducing demand (through higher taxes
or reduced spending) when inflation threatened. Keynesianism was pronounced dead
in the last decades of the twentieth century. However, when the Great Crash of 2008
occurred, prominent politicians including President George W. Bush responded with
calls for fiscal stimuli in the classic Keynesian mode. Even if Keynesianism had been
unfashionable for a few decades preceding the Great Crash of 2008, however, demand
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management had not. Monetarism as actually practiced—as opposed to its theory—in
the UK and USA was also focused on the fine tuning of the economy usually relying on
variations in interest rates to boost or restrain the economy. The pure monetarist
doctrine that central banks should merely focus on increasing the money supply at a
fixed and stable rate was honored in the theory but not in practice. Even if states have
limited direct and explicit involvement in industry does not mean that they have
avoided it totally. Defence spending has fostered the development of immensely
successful commercial products ranging from the Boeing 747 jumbo jet to the internet,
which was originally intended to maintain government communications after nuclear
attack (see Werner and Wilson this volume). However, government involvement in
industry is indirect and often the product of political pressure for support or spending
rather than outcome of long-range economic planning.

In the second group of states, direct intervention in the economy was also limited
but the state fostered and participated in collaborative partnerships between the
main economic actors such as unions and employers. These are the so called neo-
corporatist states such as the Scandinavian countries, the Netherlands, and Austria
(Katzenstein 1985). Governments avoided detailed intervention in industry but
coordinated economic management with representatives of capital and labor. Gov-
ernment demand management policies were agreed with unions and employers’
organizations. By agreeing to restrain wage increases, unions helped maintain com-
petitiveness in export markets and full employment. Employers committed to
maintaining investment and governments made improvements in welfare state
policies or the social wage with some of the growth that was achieved. Thus, incomes
policies were implemented by the “social partners” not by the state itself. The
allocation of resources within and between industries was emphatically left to market
forces, however, and the state played little role in the allocation of resources or
investment between industries. Neo-corporatist states performed well economically
for some four decades following the Second World War (Schmitter 1974; Streeck 1997;
Martin 2000; Eichengreen 2007) but thereafter many concluded that the model had
outlived its usefulness. It was alleged that a combination of globalization and
centrifugal forces in the ranks of labor unions had made the model obsolete (see
Schmitter in this volume). Class decomposition had made it harder to achieve a
united front among unions as different groups of workers felt that they had less in
common with each other than in the past (Streeck and Schmitter 1991). Globalization
contributed to this fragmentation. Some industries are unable to compete with
overseas producers and workers in those industries lose from globalization. Some
industries are able to compete successfully in world markets and their workers are
winners. Finally, many people work in government or in services so they are largely
unaffected by globalization as workers but benefit as consumers from lower prices for
imports. These seemed powerful factors that would make the continuation of neo-
corporatism unlikely. In practice, however, it seems that there is no simple trend
evident. There is even some evidence that neo-corporatist pacts have become more
common and have evolved rather than disappearing (Regini 2002; but see Schmitter
in this volume).
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The third group of states practiced the most explicit interventionist policies found
in capitalist countries; common examples were Japan, South Korea, and France
(Johnson 1982; Woo-Cumings 1999). These developmental stages generally started
in varying degrees to lag behind the top economies (obviously more the case in Japan
and South Korea than for France). Economic development was a national priority
mandated and led by government. Government agencies such as the Ministry of
International Trade and Industry (MITI) in Japan (Yukihiko Hamada in this vol-
ume) or the Commissariat du Plan in France identified which industries should be
developed and which industries were likely to decline. The obvious danger of this
process being used for political patronage was reduced because it was managed and
controlled primarily by a professional, permanent, and prestigious bureaucracy.
Government-set priorities were reinforced by a variety of measures in different
periods. In Japan in the 1950s and 1960s, the government could enforce its priorities
through controls such as import licenses. One of the most important and consistent
weapons that gave teeth to government planning was the ability to provide favored
industries with lower interest loans from the large state-owned savings banks such as
the Post Office Bank in Japan (Zysman 1983).

The viability of a developmental state strategy has been called into question by
several changes. The very success of developmental states has made the task of
planning for further growth more difficult. When Japan was a comparatively poor
country, it could look to other countries for models of which industries to promote.
Once Japan was a leader, this approach was necessarily impossible. The development
of stronger international institutions such as the WTO or EU to enforce liberal
trading regimes has inhibited the use of traditional tactics of the developmental
state (Pempel 1998). More recent scholarship has argued that that developmental
states adapted successfully to globalization (Wright 2002; Vogel 2006; Tiberghien
2007). Fairly broad brushstrokes are required in characterizing to which groups a
country belongs. States were never totally and consistently in one or other category.
The UK, for example, which is generally characterized as a liberal market economy,
had a lengthy period in which there was extensive government ownership of industry
and largely unsuccessful attempts at national planning. Japan is the model of state-
directed development. And yet if the Japanese government had had its way, Honda
would not be an automobile manufacturer because MITT had intended to limit it to
motorcycle production, leaving cars to Nissan and Toyota. Honda’s success was
achieved through classic entrepreneurship. After the Crash of 2008, a conservative
Republican Administration in the United States took partial ownership of the nine
largest banks and the insurance giant, AIG.

The balance of power between business and the state

Perhaps the classic question about business and the state has been the power relation-
ship between them. Is business dominated and controlled by the state or are states
dominated and controlled by businesses? For some the answer is clear: the capitalist
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class exists to serve the needs of business. Marx’s comment in the Communist Manifesto
that the state is but the committee for the management of the common affairs of the
bourgeoisie is well known but he was not consistent on this point. He was certainly
aware that the Prussian and French states, for example, were more complicated entities
than that slogan suggests. Contemporary Marxists take even more nuanced positions.

For example Bieling’s (2007) description of the state seems compatible with
the approach that has traditionally emphasized the idea that contending groups
struggled to control the state, namely pluralism. Pluralists claim that wide varieties
of groups enjoy some form of political power and are able to influence public policy.
Contrary to what their critics have claimed, pluralists do not necessarily believe, for
example, that all interests have an equal chance of influencing public policy; they are
well aware that inequalities in resources among interest groups have important
consequences for their ability to influence policy. What does perhaps set pluralists
apart from other schools is that they do not believe that there is any fundamental way
in which the democratic state is biased towards business interests. If other interests
such as consumers, workers, and environmentalists mobilize and win politically, they
can harness state power to their purposes. The opposite tendency which we encoun-
tered at the beginning of this chapter, which we might term “structuralism,” holds
that there is a fundamental dependence of the state on business. States need the
resources and revenue that business generates. It is therefore essential for states to
attract and retain business investment (Lindblom 1977). Yet even without embracing
structuralism, it is difficult to regard business as just another interest group.

Although there are important variations on who is consulted, so that it is some-
times leaders of business organizations and sometimes top business executives,
governments do pay far more attention to business leaders than, say, leaders of
environmental groups. There have been very few governments in advanced democ-
racies that have not worried about the “business climate” or have not held meetings
with business representatives to emphasize their commitment to growth. The utter
numerical domination of the interest group scene by representatives of business
(Werner and Wilson in this volume) suggests that even if business is just one interest
among many, it is a very special type of interest group. In some countries, there are
also extensive connections between business and the state in terms of the common
background or careers of business executives and bureaucracy. For example the
“grandes Ecoles” of France nurtured future top civil servants (Schmidt 2006),
politicians, and executives of French companies.

A large number of political appointees in US administrations come from business.
Major positions in some departments such as Treasury and Commerce are nearly
always given to business executives irrespective of whichever party is in power.
Administrations that wish to favor business over other interests such as that of
George W. Bush have also placed business executives in key positions in agencies
charged with environmental and consumer protection. While the quest by scholars
such as C. Wright Mills (1956) in the 1950s to find an elite that ran the country behind
the scenes now seems charmingly naive, it is the case that in some countries officials
and executives have important social linkages.
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Yet structuralist explanations of business power also have their difficulties. First, as
is well known, “business” is a very encompassing label. There are numerous different
types of businesses and their interests diverge. Business interests differ depending on
not only the size but nature of a business. Some industries, such as textiles and
apparel, by and large want simply a low wage workforce and low taxes. High-tech
industries have more complex needs, including highly skilled workers and invest-
ment in research. Some industries are relatively mobile and can indeed shift invest-
ment to locations that offer lower wages and taxes. The mobility of other industries is
limited by the nature of their business or market. Extractive industries must be where
their raw material is found. Service industries generally must be near their customers
although outsourcing overseas (for example to call centers in India) represents an
attempt to escape this constraint. States also differ tremendously in their capacity. In
some third world countries, states have very limited administrative capacity and not
even much physical control over their territory. In the most extreme cases, they
become “failed” states unable even to guarantee the basic infrastructure, a degree of
economic stability, and freedom from random violence that business needs to
function. Even among advanced democracies, state capacity differs in terms of the
degree to which the bureaucracy has detailed knowledge of business, administrative
controls over it (e.g. through licensing requirements) or the ability to influence the
cost or availability of credit.

It is unlikely, therefore, that there can be a single theory of the relationship
between business and the state. Both business and the state differ too much and
can be understood as variables, not constants. The balance of power between a highly
mobile industry (e.g. apparel) and a state with little administrative capacity is
different from the balance between a state with high administrative capacity and
an industry that because of its product or market has limited capacity to relocate.
The balance between finance—which can increasingly be located around the globe—
and the state is not the same as the balance between an extractive industry such as
coal mining and the state. Finally, states differ in terms of what they are trying to
achieve. Not every state wants to have a detailed or directive role in managing the
economy.

Structuralist interpretations of business power received a powerful boost from
concern about globalization (Ohmae 1995; Strange 1996). Most of the claims about
the consequences of globalization were variants on the structuralist argument
discussed above. If, to quote Friedman (2005), “the world is flat,” however,
structural forces can operate more forcefully thereby reducing state autonomy.
The volume of currencies traded daily far outstrips the capacity not only of
individual states but of combinations of states to shape the market. Markets, not
governments, rule.

Globalization itself generates countervailing forces. For example, the freedom that
globalization provides to ship goods around the world may strengthen the desire of
industries to cluster in locations that maximize their productivity because of the
presence there of markets, skilled workers, or raw materials. An interesting empirical
literature has developed that explores whether or not globalization has stripped
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contemporary states of their ability to tax business or business executives without
them relocating to a lower tax environment. If it were necessary to compensate,
theorists suggested, taxes would rise on immobile factors or groups such as less
mobile workers and on consumers. Empirical evidence has not supported these
expectations, however. There has seemed to be a positive not a negative relationship
between globalization and taxation (Garrett 1998). Steinmo (2002) argues that “wage
rates, quality of workforce, infrastructure, access to markets, and a host of other
factors are generally more important factors used when deciding whether to invest
new capital (i.e. whether to “exit” or “enter”). Dreher (2007) argues that globaliza-
tion does indeed lower marginal tax rates on capital while Swank (1998) argues that
lower tax rates on corporations have been accompanied by the abolition of many
incentives and allowances. There are few if any known instances of governments
repealing environmental or consumer protection regulations to attract or retain
businesses. Indeed, as Vogel (1995) notes there are more instances in which global-
ization leads to “trading up” as states that are regulatory leaders seek to insure that
others adopt similar and similarly expensive standards.

Much of the literature on globalization points out that many of its features are not
new (Weiss 1998). Capital movements were freer prior to the First World War than
they were until the late 1990s (Eichengreen 1985). International trade and capital
movements were less restricted prior to the First World War until several decades
after the Second. The US economy was more dependent on foreign trade in 1914 than
it was again until the 1970s. Perhaps the odd period out historically was from the
1930s to the 1960s when state was more autarkic, trade was a lower proportion of
GDP for many states, and there was the most faith in the ability of governments to
steer their economies. States are not mere victims of historical change. States created
the gold standard and free trade; states ended the gold standard and moved in a more
autarkic, protectionist direction in the 1930s. In the late twentieth century, states
moved to liberalize trade by reducing tariffs and creating the WTO. It took conscious
state action to liberalize capital movements. In recent years, there have been fears (or
hopes) that globalization has been slowed or even reversed. Both the terrorist attacks
of 9/11 and the Great Crash of 2008 have resulted in policy changes that impede the
free movement of goods and capital. It seems unlikely, however, that there will be a
full-scale retreat from globalization even if the regulation of the financial sector is
tightened.

How might states be reshaped in responding to the challenges for dealing with
business in a globalized world? There has been increased awareness that states cannot
rely on traditional forms of governance in meeting the challenge. Obvious possible
strategies for states are to merge sovereignty, cooperate loosely, delegate to private
sector organizations, or change in character.

Probably the only clear example of states merging sovereignty to a significant
degree is the European Union. The EU has emerged as a major regulatory force
setting policy in a large number of policy areas of vital concern to business including
environmental policy, the rights of workers, and consumer protection. States may
hope to achieve some of the benefits provided by collaboration within the
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EU without the attendant costs of loss of sovereignty and democracy through looser
forms of coordination. Slaughter (2004) has suggested that less binding forms of
cooperation between states such as benchmarking and peer review may help states
establish meaningful standards to which business can be held. This strategy has even
made some ground within the EU as an alternative to complex and legalistic
regulation (Zeitlin and Trubeck 2003). Finally states might encourage business to
establish meaningful standards itself through self-regulation. Prakash and Potosi
suggest that processes such as the ISO 14001 in which business itself develops and
polices standards resulting in meaningful improvements in business behavior. The
growth of international social movements that can damage the reputation of a
company’s brand in the first world in response to its behavior in the third world
gives businesses a motive to follow this strategy (Biithe and Mattli this volume; but
see Vogel 2006). Only time will tell whether the great hopes for self-regulation can
withstand the downward pressure on corporate profits. More pessimistic perspec-
tives suggest that the more probable responses by states in governing strategies to
globalization is to reorientate themselves domestically. Cerny (1997) noted a devel-
opment of the “competition state” in which states were more concerned with
international economic success than with goals such as social justice. Are states likely
to refocus resources on promoting competitiveness? As Pierson (2002a, 2002b) has
stressed some of the most generous welfare states have been almost immune from
serious criticism or pressure while the weakest (e.g. the American) have been more
vigorously assailed. Certainly alternatives to reliance on the private provision of
welfare by business look less attractive than in the past. While in general public
welfare states have been remarkably resilient, private sector welfare states (e.g.
employer-provided pensions and health insurance) have been subject to major cuts
(Hacker 2002, 2006). The belief that, encouraged by tax incentives, the private sector
will provide adequate levels of protection and security looks less convincing, if
economic crises are to persist. As a result, the financial crises will have unpredictable
consequences for the structure of corporations and may result in an increase in the
regulatory role of the state.

CONCLUSIONS

As the above illustrates, political science has deployed a variety of theoretical per-
spectives and methodologies—both rationalist and constructivist—in the study of
business and government relations, and these have generated some useful insights.
What is evident is that there is a considerable body of empirical material on the
variety of forms of business interaction across countries (see Hall and Soskice 2001;
Hancké, and Culpepper in this volume) and at the EU and international level
(Schmidt 2006; Biithe and Mattli, and Coen in this volume), but what is still lacking,
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given the evident importance of the firm as an actor, is a political theory of the firm.
While the above varieties of capitalism debates move political science on from
Lindblom’s dialogue about business interests and business power to the more fruitful
debate about the definition of business interest (or preferences), we are still strug-
gling with our notions of political influence (Culpepper 2008). While many have
built on Olson’s seminal work to understand the logic of collective action (Moe 1980;
Jordan and Halpin 2004), today political scientists are still left utilizing the economic
profit maximizing rationale for individual political activity (Austen-Smith 1997). It is
hoped that this chapter and others in this volume can expand our understanding of
the firm’s political action beyond the economic and management debates of profit-
ability and competitiveness to provide the foundations for a more political science
theory of the firm.

At the state level we hope to show that although many think of them as over-
whelming forces, both business and corporations, and the state are in fact historically
contingent. States have changed considerably in character as they have adapted to
changed circumstances. In recent decades the challenge of globalization followed by
the challenge of deep recession has prompted considerable experimentation in
governance techniques. We can be reasonably confident that both states and corpor-
ations will look significantly different in the future than today even while it is
impossible to be certain what their future character or the balance between them
will be. The dominant theme of the 1990s was “from governing to governance.” States
would adapt to new circumstances through measures that included contracting out,
relying on indirect policy measures such as tax incentives or rewards schemes and
networks.

Similarly, the nature of corporations and business is changing but in ways that are
much debated. We have noted the increased competitive pressures experienced in
many industries. As capital has become more mobile, pressure on managers to
produce higher short-term rates of return has increased. Corporations adopted
first the techniques such as contracting and outsourcing later urged on governments.
Developments in corporations therefore paralleled those in the state—a movement
towards a less formalized, less hierarchical “post-Fordist” structure (such as the
European Union that has been characterized as a postmodern polity). Whether or
not these trends will continue in either business or government is hard to say. Some
have suggested that a “re-bureaucratization” of the state is likely as the failures of
contracting out become ever more apparent. The privatization and liberalization of
industries such as electricity and energy supply in Europe has been followed by the
creation of complex national specific regulatory systems operated by wholly new
government agencies (Coen and Heritier 2005).

Financial crises may have unpredictable consequences for the structure of corpor-
ations and almost certainly lead to new regulatory governance structures sponsored
by the state. However, the balance between state and market is subject to long-run
cyclical fluctuations. The state advances and the market retreats, only for the market
to advance again, followed in turn by a reinvigoration of state power as awareness
of the deficiencies of the market as a form of social organization is renewed.
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This pendulum effect was anticipated by Polanyi (1944). Hence, even if one wants as
much market as possible, there is no final answer to how much state is necessary. What is
clear is that capitalism is subject to recurrent crises and out of these new forms of
capitalist organization emerge, setting the framework for business—government relations.
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CHAPTER 2

ECONOMICS

ECONOMIC THEORIES OF
THE FIRM, BUSINESS, AND
GOVERNMENT

CHRISTOS N. PITELIS

INTRODUCTION

THE aim of this chapter is to provide a short critical account of extant economic
theory(ies) of the firm, business (and industry organization), and the state and
government. We explore competing perspectives, such as the neoclassical
economics, transaction costs, evolutionary, resource, capabilities, and system-
based as well as Marxist and identify common ground and differences. We also
attempt a limited eclectic synthesis. The task of covering such apparently diverse
topics in the context of a single entry is facilitated by the fact that extant
alternative economic perspectives have implications on all the aforementioned
theories. (However, we do not enter the important issue of public and/or
business policy, due to space considerations). We also try to show that the issues
at hand are central to an appreciation of international organization and system-
wide economic performance.

Structure-wise, the second section discusses alternative theories of the firm,
industry, and business organization; the third section discusses economic theories
of the state; and the fourth explores their interrelationships, commonalities, and
differences, and the scope for an eclectic synthesis. The fifth section concludes.
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ALTERNATIVE PERSPECTIVES ON MARKETS,
FiIrMs, BUSINESS (AND INDUSTRY
ORGANIZATION)

The Market(-Failure)-based Theory (MFT)

The major elements of MFT are expounded in Alfred Marshall’s 1920 Principles of
Economics. While Marshall himself had a rather nuanced approach to firms and their
internal operations and capabilities, subsequent developments in microeconomics
and Industrial Organization (IO) economics focused on the industry as the unit of
analysis.! The main economic question raised by this perspective is how the price-
output decisions (equilibrium) of firms operating in industries (collection of firms
producing similar products, such as cars) impact on the efficient allocation of scarce
resources and therefore on the optimality of the market system as a whole.

The method used to answer this question involves the assumption of “optimizing
behavior” (firms are assumed to maximize profits). Given this objective, all one
needs in order to determine the price-output “equilibrium” in an industry is
knowledge of the cost structure, the demand conditions, and the type of industry
structure. The last mentioned can be perfectly competitive or imperfectly competi-
tive. “Perfect competition” exists when firms are numerous, produce homogeneous
products, and there exists free entry and exit in the industry. Under these assump-
tions firms can only make “normal” (or zero economic) profits, that is they will
simply cover their average costs (defined to include compensation for all factors of
production, including managers and entrepreneurs).

“Imperfect competition” refers to all types of non-perfectly competitive markets,
such as monopoly (a single seller in the industry) or oligopoly (relatively few sellers
whose actions impact on each other—there exists interdependence). A limiting case
of oligopoly is duopoly (two firms in the industry). In the case of imperfect
competition, profit maximizing behavior often leads to prices in excess of the
perfectly competitive ones, therefore to super-normal profits or, in the case of
monopoly, to “monopoly profits.”

Assuming the same cost and demand conditions, the “monopoly profit” repre-
sents an equivalent reduction in the “consumer surplus” (the benefit consumers
receive by not paying the highest possible price they would be willing to pay for lower
quantities as portrayed by their demand curve). This simply represents a redistribu-
tion from consumers to producers and it is not seen as necessarily bad per se (this
depends on how monopolists use their profits). The real problem with monopoly,
however, is that in order to maximize profits, monopolies need to restrict output.
This leads to lower levels of output than are possible under perfect competition,
leading to underutilization (misallocation) of scarce resources. This is the anathema
of neoclassical microeconomics, which explains why in this perspective monopoly is
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bad. It represents a structural market failure and needs to be addressed, through
government intervention (see below).

Monopoly and perfect competition are two extremes; in practice most industries
will tend to be oligopolistic. Analyzing oligopolies is more exciting but not as
straightforward. Given the many possibilities available for the possible behavior of
oligopolies, there exist many oligopoly models. In the original duopoly models
of Bertrand and Cournot, different equilibria follow depending on assumptions of
oligopolistic behavior. Betrand assumed that oligopolies will compete over price and
thus derived competitive pricing behavior, despite oligopolistic market structures.
Cournot instead assumed firms compete over output and derived a positive rela-
tionship between firm numbers and output—the more firms exist the higher the
output will be (see Cabral 2000).

Starting with the classic work of Joe Bain in 1956 on Barriers to New Competition,
modern IO theory built oligopoly models that derive equilibria which range between
perfectly competitive and monopolistic, depending on assumptions of entry and exit.
For example, in the limit pricing model of Modigliani (1958), it is shown that
oligopolies will charge a price above the competitive one (because, and up to the
point where, they are protected from barriers to entry, notably economies of scale),
but below the monopolistic one because of fear of entry and in order to deter it.
Others, notably Cowling and Waterson (1976) argue that firms do not need to reduce
prices; instead they can deter entry through strategy, for example by investing in
excess capacity. If their threat of using this capacity post-entry is credible (in that it
involves pre-entry commitments that make it more profitable for firms to act on
their threats post-entry), entry will not occur and incumbents will be able to charge
prices, which can be as high as the monopoly price (depending also on the degree of
price collusion). In stark contrast to this, Baumol’s (1982) “contestable markets”
theory claims that even oligopolistic industries will behave competitively (charge
competitive prices), if there exists powerful potential competition (other firms that
may be attracted to the industry). Potential competition renders markets contestable,
re-establishing the perfectly competitive ideal even in the presence of oligopolistic
structures.

All the above can be examined using simple game theory (Dixit 1982). Building on
such earlier works, the “new I0” puts emphasis on the conduct of firms (in contrast to
the focus on structure of the industry of the Bain tradition, which in effect posited a
mostly unidirectional causal link from structure to conduct to performance).2 The
emphasis on conduct allows a more realistic approach to the link between structure
and performance that allows for co-determination of structure—conduct performance
links and simultaneity. It can also be mathematically more rigorous. On the minus
side however, game theoretic models of oligopoly have been plagued by the possibility
of “multiple equilibria”—in effect a good mathematician can prove anything he or she
may wish depending on the initial specification of the “game” (see Tirole 1988).
More recently, Sutton (1998) made a very important contribution towards marrying
formal modeling with reality. His “bounds” approach employs stylized facts
and theoretical insights to predict where, within expected bounds, price—output
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equilibrium should lie—and adopts formal modeling to analyze and test for such a
reality-bound range of expected outcomes.

In the absence of perfect competition or perfect contestability, there exists scope
for the government to step in to restore perfectly competitive conditions. A problem
here is that in the absence of perfect competition across all industries in the economy,
intervention in one market is not guaranteed to improve efficiency (the problem of
“second best”) except under rather restrictive assumptions (Gilbert and Newberry
1982). This limits the power of IO to provide useful public prescriptions, which is its
purported aim.3

The above is just one of the problems of the microeconomic and IO approach.
Other related problems include the restrictive assumptions (which include perfect
information/knowledge, optimizing behavior, inter-firm cooperation being seen
only as price collusion and technology/innovations being exogenous). In this context
perfect competition in effect implies the absence of any competition at all. In
addition, the whole focus on efficient allocation of scarce resources ignores the
fundamental issue of resource creation. While changes in resource allocation can
lead to changes in resource creation, it is far from evident that the efficient resource
allocation at any given time is the only way to affect resource creation. Indeed
resource creation is automatically related to intertemporal issues, which poses
another problem for the neoclassical perspective—its focus is on comparative statics,
not on intertemporal efficiency. The last mentioned involves knowledge and innov-
ation, which the neoclassical view considers to be exogenously given.

The difficulties of the IO perspective to deal with knowledge and innovation,
therefore with intertemporal efficiency (the theme of the founding father of eco-
nomics Adam Smith and many leading economists since, such as Joseph Schump-
eter), led 1O scholars such as Baumol (1991; the inventor of contestability theory), to
lament the suboptimal properties or “perfect competition” and “perfect contest-
ability,” as regards innovation, thus dynamic intertemporal economic performance.
A reason, Baumol observed, echoing Schumpeter (1942), is that both these types of
market structure remove any incentive to innovate, which is of course the above-
competitive rates of return.

The usefulness of the neoclassical 10 perspective has been questioned widely, both
from within and from without economics. From within, “managerial theories” drew
on Berle and Means’s (1932) classic statement of separation of ownership from control
to claim that controlling professional managers maximize their own utility, not profits.
This includes sales, discretionary expenditures, growth, and other (see Marris 1996).
Subsequent developments in economics tried to address the resultant problem of
“agency” (for example, Alchian and Demsetz 1972; and Jensen and Meckling 1976).
The emergent “agency” literature gradually became the foundation of the “shareholder
value” approach to corporate governance (see Pitelis 2004 and below).

In contrast to 10, Joseph Schumpeter suggested that competition should be
viewed as a process of creative destruction through innovation, not a type of market
structure. Hayek (1945) pointed to the efficiency of markets, in terms not of allocative
efficiency, attributed to perfectly competitive structures, but instead in terms of their
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ability to address the problem of coordination in the presence of dispersed
knowledge. Cyert and March’s (1963) classic book questioned the ability of firms to
maximize profits, in the presence of uncertainty, and intra-firm conflict. They
suggested “satisficing” as a better objective of firms. Coase (1937) lamented the failure
of mainstream theory to enter the “black box” (the firm), while Penrose (1959)
pointed to the failure of mainstream theory to deal with the issue of firm growth.
Building on Penrose, Richardson (1972) viewed cooperation, not just as a form of
price collusion, but as a mode of organizing production, such as markets and firms,
explicable in terms of firm capabilities relevant to such activities.

From the aforementioned economic theories-critiques, it is only Penrose and
Cyert and March that really entered the “black box” (Coase “merely” tried to explain
its existence). The former, by focusing on intra-firm resources and knowledge
creation; the latter by considering intra-firm decision-making and conflict. It is
therefore hardly surprising that these two economic theories proved to be very
influential to non-economists (Pitelis 2007a), with Penrose claiming motherhood
of the currently influential resource-based view (RBV) and the dynamic capabilities
(DCs) approach (Teece 2007). We explore these theories and their implications on
industry structure in the next subsection.

Given the strength and prominence of its critics and the unrealism of its assump-
tions, a non-economist can be baffled as to what, if any, is the usefulness of the MFT. It
is ironic, perhaps, that many microeconomic textbooks provide extensive treatment of
the “Theory of the Firm,” with little if any reference to what a firm is. In Penrose’s apt
observation, in traditional theory firms are simply points in a cost curve. This seems
clearly unsatisfactory, but it need not be—the main issue is the objective such theories
aim to satisfy, whether they achieve it, and whether the objective is a useful one.

The above is a big debate that cannot be addressed satisfactorily in an entry of this
length. However, some points are worth making. On the realism of assumptions,
Friedman (1967) claimed that it is predictive ability that counts, not the realism or
the assumptions per se. On this basis, traditional theory is claimed to fare well. On
“objectives,” profit maximization has been re-justified in terms of survival of the
fittest arguments and the market for corporate control (takeover of ineffective firms).
Alchian and Demsetz (1972) claimed that markets and firms do not really differ, firms
are simply “internal markets”; the crucial issue for them being incentive alignment
through monitoring and self-monitored “residual claimants” of profits. The view
that even firms (hierarchies) are markets could serve as a pure neoclassical MFT.
However, both Alchian and Demsetz have subsequently conceded that markets and
firms could not be seen as being the same (Pitelis 1991).

Little discussed in the literature are the objectives the traditional theory tried to
serve. These were mainly two. The first was to explain price—output decisions of firms
under different types of industry structures, with an eye to predicting changes by
suitably modifying the assumptions. The second aim was grander—to prove the
efficiency of the market system vis-a-vis alternatives such as central planning, in
terms of allocative efficiency. A major achievement of economic theory was its ability
to prove that under perfect competition a market economy can affect Pareto-efficient
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allocation of scarce resources (a situation where no change can make one person
better off, without making someone else worse off). This is suitably celebrated as the
First Fundamental Theorem of Welfare Economics.

It is arguable that the apparent irrelevance of MFT in terms of explaining firms and
organizations is due to its focus on static allocative efficiency, which renders any relation
to real-life firms, organizations, and the organization of industry very distant indeed.
Real life is, if anything, dynamic and the objective of any agents, be they firms or nations
is to improve their conditions over time (that is intertemporal performance). MFT isiill
suited for this purpose. Considering that issues such as knowledge and innovation are
critical determinants of long-term performance (Pitelis 2009), given that firms, organ-
izations, and the organization of industry can impact crucially on them; and consider-
ing that economic performance over time is certainly an important economic issue
(arguably the important one), one would be forgiven for believing the MFT are patently
useless, even in terms of their own objective. That would be wrong.

The resilience and strength of MFT is quite amazing and needs explaining. First, most
currently popular discussions of organization and strategy, notably transaction costs
economics, the RBV, and corporate governance rely heavily on ideas originally devel-
oped within economics (even as critiques of the mainstream paradigm). Importantly
the very mainstream paradigm still serves as the only available analysis of the role of
industry structure on firms’ price—output decisions, and has led to the first conceptual
framework for the industry-based analyses on firm performance in the context of
Porter’s (1980) five- forces model of competition. Porter’s approach was fully reliant
on the neoclassical IO model of industry structures, where Porter himself had contrib-
uted significantly before turning to business strategy.

Despite its failures to account for firm heterogeneity and the role of the intra-firm
environment (resources, decision-making, conflict, etc.), industry is arguably an
influential concept and an important determinant on performance. It is not surpris-
ing that Penrose (1959) combined her focus on internal resources with the role of the
external environment (which includes the industry), in the context of her concept of
“productive opportunity” (the dynamic interaction between internal resources and
capabilities and the external environment). Evidence shows that with regard to firm
performance, firm-level factors are more important than industry-level ones, but the
latter are still significant (McGahan and Porter 1997).

Other potential purposes of the mainstream approach are that it serves as a
benchmark against which to compare reality. Moreover, in mature industries, char-
acterized by stability, and high knowledge of the environment, the mainstream
model can even help approximate reality (Pitelis 2002). In addition, the model
may help provide a neat, rigorous diagrammatical and mathematical exposition,
which can help facilitate student learning. For others, however, the static, unrealistic
models used by mainstream economists do not lead gradually to a more nuanced
understanding of reality described above, but are often seen as the reality, especially
by younger students. This does not help them be critical and think outside the box.

To conclude, MFT has a long history of distinction (and frustration). Its concepts
and models have proven resilient, influential, and of import to other disciplines.



ECONOMICS 41

Many fundamental ideas have emerged as its criticisms and have helped further the
appreciation of organizations, markets, and economies. To date there exists no
alternative explanation of price—output decisions by firms operating in industries,
of equal generality and rigor. In its Porterian version, MFT has informed manage-
ment theory and managerial practice. Then again, it is important to look at MFT as it
is—an abstraction, potentially dangerous when taken at face value. Last, but not
least, it is not clear whether more or less progress could have been made in economics
and organization scholarship, were the mainstream approach not so dominant.

The search for an alternative perspective, which focuses on organizations, not
markets (as required by reality and proposed by Nobel Laureate Herbert Simon,
1995) yet is rigorous, can explain price—output decisions with a degree of generality,
and have applications to other disciplines, has not been achieved yet. The nearest we
have is arguably Nelson and Winter’s (1982) evolutionary theory (see below). Despite
its significance, however, this has been more influential outside mainstream economics.
The lack of an alternative approach that commands wide recognition by economists
is explicable in part by the input spent on MFT. This has been disproportional (until
at least recently), partly due to its ideological underpinnings and prescriptions (its
reliance on, and defense of, the free market system and ideology). Whether econom-
ics will ever change, remains to be seen. Our guess is not so soon. What now helps the
paradigm going on is the huge sunk investment in education, careers, textbooks, and
lives. Changing this may require generations. However, there are some positive
signs—not least the endogenous growth theory (Romer 1990), North’s (1990) insti-
tutional approach, and more recently the work by Acemoglu, Johnson, and Robinson
(2001) on institutions and intertemporal economic performance. Such works, at the
very least, legitimize the idea that intertemporal economic performance and the
factors that affect it are within the scope of mainstream economics.

TrRANSACTION CosTS, PROPERTY RIGHTS
AND RESOURCE, EVOLUTIONARY AND
SYSTEM-BASED VIEwWS

A major challenge to the mainstream IO approach has been Coase’s (1937) transac-
tion costs perspective. This is still a market-failure-based approach, only now market
failure is “natural” (not structural) and attributable to high market transaction costs.
In addition, the private firm is seen as a device that can solve market failure, by
internalizing market transactions.

In Coase’s (1937) article, the nature of the firm was considered to be the “employ-
ment contract” between an entrepreneur and laborers. While, conceptually, it is always
possible to organize production through the exclusive use of the market mechanism
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(where hierarchical relationships are absent and relative price changes determine the
allocation of resources), Coase observed that the employment contract-firm can have
advantages in terms of transaction costs. These can be the result of fewer transactions,
but also lower average cost of transaction. The former is the case when an entrepreneur
directs resources (notably employees), instead of having to transact with an equal
number of independent contractors (who may also liaise between themselves), and
when a single general longer term contract replaces spot market contracting (which
would involve continuous renegotiations of contractual terms). The latter is the case
when hierarchy (or fiat) leads to less protracted intra-firm negotiations, for example
because of the fear of redundancy by employees. As intra-firm transactions also
involve costs, the internalization of market transactions will take place up to the
point where the transaction costs involved in having a transaction organized by the
market are equal to the (organizational) costs of undertaking this transaction intra-
firm. According to Coase, both horizontal integration and vertical integration can be
explained in terms of this logic (Pitelis and Pseiridis 1999). Accordingly the nature and
boundaries of the firm can be explained in terms of overall market and organizational
costs minimization (Teece 1982; Pitelis 1991).

The development of Coase’s work, mainly by Oliver Williamson (1975, 1985),
focused on asset specificity (assets whose redeployment involves loss of value) as
the driver of integration (in particular vertical) but also through conglomerate
diversification and cross-border (Williamson 1991). Buckley and Casson (1976)
zeroed in on the public good (non-excludability in use) nature of knowledge, to
explain integration (foreign direct investment—FDI) by multinational corporations
(MNCs). Teece (1977) and Kogut and Zander (1993), instead, explained FDI in terms
of differential costs—benefits of transferring tacit knowledge intra- versus inter-firm.
Coase (1991) questioned the importance of asset specificity and even the concept of
rationality (Pitelis 2002). Moreover he has later expressed regret for his almost
exclusive focus on the “employment relationship,” claiming that one should not
just focus on the (Coasean) nature of the firm, but also its essence, which is “running
a business.” In his view, this involves more than the employment contract and
includes the use of human and non-human resources and one’s own time and
capabilities to produce for a profit (Coase 1991; Pitelis 2002).

Despite a very extensive literature on transaction costs, which includes support
and criticisms (see David and Han 2004 for an assessment of the evidence, which is
found to be mixed), Coase’s distinction between the “nature” and the “essence” was
little noticed. Subsequent developments zeroed in on “property rights” (Grossman
and Hart 1986; Hart 1995) and problems of metering and (self-)monitoring (Alchian
and Demsetz 1972), to address the question of the existence and scope of the firm, as
well as the question why does capital employ labor rather than the other way around.
The answer was in terms of the efficiency benefits of property rights, and the need for
(self-)monitoring, in the context of team production respectively; see Kim and
Mahoney (2002), Foss and Foss (2005), and Pitelis (2007a) for more detailed critical
assessments and syntheses. None of these theories attempted to deal with Coase’s
“running a business” challenge.
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Subsequent contributions by Demsetz (1988, 1994) and Kogut and Zander (1996) as
well as the emergence of the resource-based view (RBV) drew on earlier works by Edith
Penrose (1959) and Demsetz (1973) (see among others Teece 1982; Wernerfelt 1984; Bar-
ney 1991; Peteraf 1993), and went some way toward explicating what firms do, thus
addressing in part the problem of the “essence.” A critical concern, for example, of
the strategy literature is to explain how firms aim to acquire sustainable competitive
advantage (SCA) (see for example Lippman and Rumelt 2003; Peteraf and Barney
2003). This involves definitionally issues pertaining to “running a business.” For
example, in the resource-based view (RBV), the diagnosis, building, reconfiguration,
and leveraging of intra-firm resources that are valuable, rare, inimitable, and non-
substitutable (VRIN), may help firms acquire SCAs. This is at least part and parcel of
Coase’s “essence” (Pitelis and Teece 2009).

Early contributions in the RBV did not aim to also explain the nature of the firm
(see Barney 2001; Priem and Butler 2001). For Pitelis and Wahl (1998), the Penrosean
version of the RBV, however, could be interpreted as a theory of the nature of the firm
too. The superiority of firms in terms of knowledge creation, innovation, endogenous
growth, and productivity for production for sale in the market for a profit (attributed
by Penrose to learning by doing and teamwork in the context of the cohesive shell of
the organization) could be seen as an alternative and complementary to Coase’s
efficiency-based explanation of the employment relationship, thus the nature and
boundary of firms. Subsequent literature, summarized in Mahoney (2005) has used
the two theories as partly complementary, partly incompatible. Issues of potential
incompatibility revolved around the question of “opportunism” (self-interested
behavior that also involves guile) and “asset specificity” (Mahoney 2005).

It is arguable that the most relevant recent development on the Coasean “essence”
of the firm is the dynamic capabilities perspective (Teece et al. 1997; Eisenhardt and
Martin 2000; Zollo and Winter 2002; Helfat et al. 2007; Teece 2007). While Penrose
(1959), Richardson (1972), and resource-based scholars used the concept of capabil-
ities to explain the growth, scope, and boundaries of firms, as well as the institutional
division of labor between market, firm, and inter-firm cooperation (Richardson
1972), they have not gone far enough in terms of analyzing how firms can leverage
these resources and capabilities so as to obtain SCA, in the context of uncertainty and
radical change. Additionally there has been limited discussion on the nature and types
of capabilities that can help engender SCA. This has been the agenda of the DCs
perspective. By focusing on DCs as higher order capabilities that help create, reconfi-
gure, and leverage more basic, such as operational (Helfat et al. 2007), organizational
resources and capabilities, and by identifying the sensing and seizing of opportunities,
as well as the need to maintain SCA, as key objective and functions of DCs, the DC
perspective has arguably been the major advance in terms of explicating Coase’s
“essence” of the firm. In addition, Pitelis and Teece (2009) claimed that the Coasean
distinction between the “nature” and the “essence” is suspect and that DCs in market,
value, and price co-creation can help explain both. This claim also questions the
widely popular approach to define the nature of the firm independently of the
objective of its principals or principals-to-be (Pitelis 1991).
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The transaction costs, property rights RBV, and DC-based theories of the firm
have efficiency implications on industry structure; they both explain more concen-
trated industry structures in terms of transaction costs and/or productivity-related
efficiencies. In the transaction costs view, integration strategies can lead to more
concentrated industry structures, but in so doing they reduce transaction costs.
Similarly, firm heterogeneity in the RBV can explain firm-level sustainable competi-
tive advantages (SCA), thus provide a reason why more efficient firms can grow
faster, increasing industry concentration. Despite such similarities, however, the RBV
and DCs and related evolutionary and system-based views (see below), also differ in
many significant respects from both the IO and transaction costs perspectives. In
particular, despite differences, these perspectives share between them the view that
competition is not a type of market structure, and that what is important is not just
the efficient allocation of scarce resources, but also the creation and capture of value
and wealth through innovation. Efficient resource allocation through perfectly com-
petitive market structures, moreover, is not seen as the best way to effect value and
wealth creation and capture. There is a wide belief that firms are very important
contributors to value/wealth creation and capture, and also that each firm is an
individual entity, which differs from other firms primarily in terms of its distinct
resources, capabilities, and knowledge.

The lineage of this perspective can be claimed to include founding fathers in
economics, such as Adam Smith (1776) and Karl Marx (1959). Smith and Marx
focused on wealth creation, not just resource allocation. They both saw competition
as a process, regulating prices and profit rates, not a type of market structure. Smith
described the productivity gains through specialization, the division of labor, the
generation of skills, and inventions within the (pin) factory. Marx also suggested
there is a dialectical relation between monopoly and competition (whereby compe-
tition leads to monopoly and monopoly can only maintain itself through the
competitive struggle) and their impact on technological change, the rate of profit
and the “laws of motion” of capitalism at large. Marx focused in addition to
competition (conflict) within the factory, and at the society at large, between
employers and employees.

Building critically on Marx, Joseph Schumpeter (1942) described competition as a
process of creative destruction through innovations. He saw monopoly as a necessary
and just (yet only temporary) reward for innovations. He attributed firm differential
performance to differential innovativeness and saw concentration to be the result of
such innovativeness.

Penrose’s now classic 1959 book on The Theory of the Growth of the Firm, is arguably a
glue that can bind such contributions together. In her book, firms are seen as bundles of
resources, which interaction generates knowledge, which releases resources. “Excess
resources” are an incentive to management for (endogenous) growth and innovation as
they can be put to use at almost zero marginal cost (since they have already been
employed and their release is hindered by indivisibilities). Differential innovations and
growth lead to concentration, which, however, can also be maintained through mon-
opolistic practices. The world is seen as one of big business competition, where
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competition is god and the devil at the same time. It drives innovativeness, yet it is
through its restrictions that monopoly profit can be maintained.

Building on Penrose, Richardson (1972) observed that firms compete but also
cooperate extensively. Such cooperation is not just price collusion as the neoclassical
theory assumes. It lies between market and hierarchy, and occurs when firm activities
are complementary but dissimilar (require different capabilities).

Nelson and Winter (1982) developed ideas currently of import to the resource-
based view. Notable are those of firm “routines,” which simultaneously encapsulate
firms’ unique package of knowledge, skills, and competences, allow firms to operate
in an evolving environment with a degree of path-dependent institutionalization that
does not necessarily rely on continuous redesign, and pass on the evolving “routines”
to the also evolving organization.

The focus on the evolutionary and resource-based view on change, knowledge,
and innovation, as well as its “systemic” (as opposed to market) perspective, has
arguably facilitated the emergence of a major change in the economics of firms, business,
and industry organization, one that emphasizes the knowledge and innovation-
promoting potential of different institutional configurations. The “national,” re-
gional, and sectoral systems of innovation approach, the literature on clusters of
firms, and the work of Michael Porter (1990) on national competitiveness, as well as
the varieties of capitalism perspective (Hall and Soskice 2001) draw upon, and relate
to, the evolutionary/resource system-based view; see Wignaraja (2003), Edquist
(2005), Lundvall (2007), Pitelis (2009) for various contributions.

There are various other implications of the evolutionary/resource and systems-
based perspective. First, the focus on value and wealth creation suggests a broader
welfare criterion than just the consumer surplus. Second, superior capabilities
provide another efficiency-based reason for concentrated industry structures.
Third, competition as a dynamic process of creative destruction through innovation
implies a need to account for the determinants to innovate, when considering the
effects of “monopoly,” but also more widely, including business organization and
strategy. Fourth, competition with cooperation (co-opetition), as in Richardson,
implies the need to account for the potential productivity benefits of co-opetition,
in devising business strategy and public policies.*

EcoNoMIic THEORIES OF THE STATE

Background: Private and public ownership

The abovementioned theories of the firm, business, and industry organization have
implications on the theory of the state and government intervention. We explore
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these below and draw on them to examine the relationship between firms, markets,
business (and industry organization), and states.

The state is widely acknowledged to be one of the most important institutional
devices for resource allocation and creation along with the market and the firm. In
centrally planned economies, the state has been the primary such device. However, in
market economies, too, the role of the state has been mostly increasing steadily since
the Second World War. In most OECD countries today, government receipts and
outlays as a proportion of GDP are very high, in cases as high as 60 per cent (Mueller
2006). Many theories tried to explain the growth of the public sector in market
economies, the so-called Wagner’s Law, originating from a number of different
perspectives. In brief, neoclassical theories consider such growth as a result of
increasing demand for state services by sovereign consumers, while “public choice”
theorists regard it as a result of state officials, politicians, and bureaucrats’ utility
maximizing policies. In the Marxist tradition, the growth of the state is linked to the
laws of motion of capitalism—increasing concentration and centralization of capital,
and declining profit rates—which generate simultaneous demands by capital and
labor on the state to enhance their relative distributional shares, for example, through
infrastructure provisions and increased welfare services, respectively. There are
variations on these views within each school as well as other views from institutional,
feminist, and post-Keynesian perspectives (see Pressman 2006; Hay, Lister, and
Marsh 2007).

Besides explaining why states increase their economic involvement over time,
many economists in the 1980s focused their attention on why states fail to allocate
resources efficiently and, more particularly, on the relative efficiency properties of
market versus non-market resource allocation. Particularly well known here are the
views of the Chicago School, in particular Friedman (1962) and Stigler (1988).
Friedman emphasized the possibility of states becoming captive to special interests
of powerful organized groups, notably business and trade unions. In addition, Stigler
pointed to often unintentional inefficiencies involved in cases of state intervention.
Examples are redistributional programs by the state which dissipate more resources
(for example in administrative costs) than they redistribute. These reasons and the
tendency generated by utility maximizing bureaucrats and politicians towards
excessive growth and rising and redundant costs, tend to lead to government failure.
Wolf (1979) has a classification of such failures in terms of derived externalities (the
Stigler argument), rising and redundant costs because of officials’ “more is better”
attitude, and distributional inequities, in favor of powerful pressure groups.

On a more general theoretical level, the case for private ownership and
market allocation is based on three well-known theories. First, the property rights
school, which suggests that the communal ownership (the lack of property rights)
will lead to dissipation—the “tragedy of the commons.” Second, Hayek’s (1945)
view of dispersed knowledge, according to which knowledge is widely dispersed in
every society and efficient acquisition and utilization of such knowledge can be
achieved only through price signals provided by markets. Third, Alchian and
Demsetz’s (1972) residual claimant’s theory which suggests, much in line with the
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property rights school, that private ownership of firms is predicated on the need for
a residual claimant of income-generating assets, in the absence of which members
of a coalition, would tend to free ride, thus leading to inefficient utilization of
resources.

There is a large literature on the merits and limitations of these theories (see for
example Eggertson 1990 for a coverage). Some weaknesses have been exposed in each
defense of private ownership and market allocation. Concerning the “tragedy of the
commons,” it has been observed that, historically, communal ownership could have
efficiency enhancing effects (Chang 1994). Hayek’s critique of pure planning loses
some of its force when one considers choices of degree in “mixed economies.” The
residual claimant theory downplays the potential incentive-enhancing attributes of
cooperatives and, moreover, becomes weaker when applied to modern joint-stock
companies run by a controlling management group, as well as to knowledge workers
(Pitelis and Teece 2009).

Other well-known mainstream arguments relating to the problem of government
failure are Bacon and Eltis’s (1976) claim that services, including state services, tend
to be unproductive and Martin Feldstein’s (1974) view that pay-as-you-go social
security schemes reduce aggregate savings-capital accumulation. The reason is that
rational individuals consider their contributions to such schemes as their savings,
and reduce their personal savings accordingly to remain at their optimal consumption-
savings plans. Given, however, that the schemes are pay-as-you-go (contributions are
used by government to finance current benefits), no actual fund is available, so that
individuals’ reduction of personal savings represents an equivalent reduction of
aggregate saving.

Some of the above are in line with Marxist criticism of the role of the state, for
example, the views that the state is captive to capitalists’ interests (Miliband 1969),
and that some state services involve no surplus value-generating labor (Gouph 1979).
This is often linked to the falling tendency of the rate of profits, and the tendency for
government spending under advanced capitalism to exceed government receipts, for
reasons related to demands by both capital and labor on state funds and resistance on
both sides to taxation, which are particularly intensified under conditions of mon-
opoly capitalism (O’Connor 1973).

Concerning more specifically the relative efficiency properties of private sector
versus public sector enterprises, the focus of attention has been on issues of man-
agerial incentives, competitive forces, and differing objectives. It was claimed that
public sector enterprises achieve inferior performance in terms of profits or the
efficient use of resources. While private sector managers are subject to various
constraints leading them to profit maximizing policies, this is not be the case with
public sector managers. Such constraints arise from the market for corporate control
(that is, the possibility of takeover of inefficiently managed firms by ones which are
run more efficiently), the market for managers (that bad managers will be penalized
in their quest for jobs), and the product market, including the idea that consumers
will choose products of efficiently run firms for their better price for given quality
(Pitelis 1994).
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Among other factors which tend to ensure that private sector agents (managers)
behave in conformity with the wishes of the principals (shareholders)—by maximiz-
ing profits in private firms—are the concentration of shares in the hands of financial
institutions; the emergence of the M-form organization which tends to ensure that
divisions operate as profit centers; and the possibility of contestable markets, that is,
markets where competitive forces operate through potential entry by new competi-
tors, as a result of free entry and costless exit. It is assumed that public sector
enterprises are not subject to such forces to the same degree, which implies the
possibility that managerial incentives for efficient use of resources and profit maxi-
mization may be less pressing in public sector firms (Pitelis 1994).

Many of the above factors are linked to competition and competitive forces. The
claim is that public sector enterprises may be more insulated from such forces and
are less likely to pursue efficiency and profit maximization. The latter will also be true
if public sector enterprises do not aim at such policies, for example, because they are
used as redistribution vehicles by the government; and/or for non-economic reasons,
such as the need for electoral support; and/or because they aim at correcting
structural market failure of private sector monopolies. All these tend to establish
the economic-theoretical rationale for the superior efficiency of private firms, and
therefore for privatization. Kay, Mayer, and Thompson (1986), Vickers and Yarrow
(1987), and Rodrik and Hausmann (2006) offer discussions and critiques.

Various limitations can be identified in the case for the superior efficiency of the
private sector. One arises from the possibility that the various constraints on private
sector firms’ managers are not as strong as they are suggested to be. For example,
large size may protect inefficient firms from the threat of takeover, it may be difficult
to tell when a manager has performed well, given the often long-term nature of
managerial decisions; and bounded rational consumers may often fail to tell differ-
ences in the quality of similarly priced products. Concerning competition, a private
sector monopoly is as insulated from it as a public sector monopoly, ceteris paribus
(assuming no difference in the forces of potential competition). Furthermore, the
absence of competition is not per se a reason for privatization: it could well be a
reason for opening up the public sector to competitive forces, for example, through
competitive tendering and franchising (Yarrow 1986). Such considerations led many
commentators to the conclusion that the issue is not so much that of the change in
ownership structures as the nature of competitive forces and of regulatory policies
themselves (Kay and Silberston 1984; Yarrow 1986; Vickers and Yarrow 1987; Clarke
and Pitelis 1993).

An important issue often downplayed by proponents of privatization is that the
very reason for public sector enterprises has often been market, not government,
failure (Rees 1986). The first fundamental of welfare economics shows that markets
can allocate resources efficiently without state intervention, provided that market
failures do not exist. Such failures, however, are widely observed, famous instances of
market failure being the existence of externalities (interdependencies not conveyed
through prices); public goods (goods which are jointly consumed and non-excludable);
and monopolies, which tend to increase prices above the competitive norm.
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The observation, among others, that efficient government itself is a public good, has
led to the idea of pervasive market failure (Dasgupta 1986), which is viewed as the
very raison d’étre of state intervention (Stiglitz 2002). The very reason why public
sector enterprises are run by the state is that they have been seen as natural
monopolies (firms in which the minimum efficient size is equal to the size of the
market as a result of economies of scale, leading to declining costs). If private, it is
assumed that these firms would induce structural market failure in terms of mon-
opoly pricing. The undertaking of the activities of such natural monopolies (often
known as public utilities) by the state could solve the problem through, for example,
the introduction of marginal cost-pricing policies. Although such policies need not
necessarily re-establish a first-best Pareto optimal solution (given imperfections
elsewhere in the economy), they could question the value of the critique that public
utilities do not maximize profits, given that this was not their objective to start with.

Theory and evidence seem to be less clear-cut on the issue of the relative efficiency
properties of different ownership structures than would appear to be the case on
the basis of the privatization drive of the 1980s and 1990s. This is not to say that
ownership does not matter, but rather that the issue of market versus non-
market allocation is far more complex than sometimes acknowledged (Pitelis 2003).

Recent work by Rodrik (2006) and colleagues (e.g. Hausmann et al. 2008) focused
on wider market-failure-related issues (such as information, coordination, and
missing linkages) to defend the need for regulation. Despite progress, such work
remains market-failure based. It is arguable that we need to go beyond this, to
explore the differential capabilities of the public (versus the private) sector. Such a
differential-capabilities-based perspective is adopted below, and is applied to the
private—public interaction at the national but also supra-national levels. This is
because of the currently topical concern with global governance, especially in view
of the current crisis.

FIRMS—BUSINESS—STATE INTERACTIONS
AND SUPRA-NATIONAL ORGANIZATION

The firm, particularly the multinational enterprise (MNE) and the state, most
commonly in the form of a nation state, are today arguably the two major institu-
tional devices of resource allocation and creation globally, along with the market. The
voluminous and fast-growing literature on the market and the hierarchy, particularly
their raisons d’étre, evolution, attributes, and interrelationships, represents a recog-
nition of their importance (see, for example, Mahoney 2005). The relationship
between MNEs and nation states and international organizations such as the WTO
has also received interest in recent years, see Hill (2009).
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As noted already, the neoclassical economic perspective considers the state to be a
result of market failure. In Adam Smith (1776) the state is required mainly for the
provision of justice and public works. More recent accounts point to prisoner’s
dilemma, coordination, asymmetric information, and missing linkages-related mar-
ket failures (Hardin 1997; Rodrik 2004). Coase (1960) and Arrow (1970) generalized
the neoclassical perspective of instances of market failure leading to the state, in
terms of transaction costs. This has been taking up and extended by North (1991) and
Pitelis (1991)—see below.

There is limited detailed discussion in the neoclassical literature of the relationship
between the firm and the state. Coase (1960) briefly refers to the issue, to the effect
that both firm and market transactions have to take place within the general legal
framework imposed by the state. The implication is that firms and markets (the
private sector) are seen as substitutes to the state. This implies a need for an
explanation of the state in terms of private sector (not just market) failure. This
approach still leaves unresolved the question of why states do not substitute (fully)
markets and firms (the private sector); i.e. why market and not planning. An
explanation can be offered in terms of the—nowadays popular—concept of govern-
ment failure, generalized in terms of transaction costs, but also Coase’s claim that in
market economies the optimal mix between market and plan emerges endogenously
and not from the top down (Coase 1960; Pitelis 1991).

Concerning the relationship between nation states and MNEs, the neoclassical
view is that MNEs tend to enhance welfare by increasing global efficiency. The
latter is more evident in the transaction-cost perspective, but it is also true
of proponents of ownership advantage perspective, such as Charles Kindleberger
(e.g. 1984). Here the reasons are not transaction costs but rather technology
diffusion, know-how, employment creation, etc. A problem emerges when the
power of the one actor (the state) is being undermined by that of the other, the
MNE. This, Vernon (1971) observed, is possible as a result of the mobility of MNEs
versus the immobility of the state. The original suggestion was that of “sovereignty
at bay,” qualified, however, ten years later (Vernon 1981) in view of increasing
expropriations of MNE assets by third-world countries, and the increasing resist-
ance (and militancy) of at least some states. Nye (1988) added a new interesting
insight, by pointing to the possible complementarity between MNE and nation
states, each with a comparative advantage: MNEs on production, nation states on
legitimization. This supports the argument favouring complementarity between the
private sector (firm, in this case) and public sector and it is nearer to the
capabilities-based perspective (Pitelis 1991).

The emergence of international state apparatus can, in principle, be explained in
parallel to the development of the state in the neoclassical tradition. Kindleberger
(1986), pointed to the relationship between international public goods (such as
international stability) and international governments, i.e. organizations such as
the UN and WTO. Such goods can, in principle, be provided by hegemonic powers.
For example, the UK, first, and the USA, more recently, played such a role in recent
history. For a multitude of reasons, however, hegemons decline and/or lose their
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appetite for the provision of such goods. International government can be a solution
to this problem.

Kindleberger’s framework is one of international market failure, leading to inter-
national government, in the absence of a sufficiently strong (or interested) national
government-hegemons. The relationship between international government and the
MNE is seen as one of complementarity. An interesting new dimension is added in
terms of the relationship between national states and inter-nation states, which again
is seen as one of complementarity (in the absence of hegemons). Following Nye, it
could be claimed that comparative advantage in the provision of international public
goods and international production, respectively, explain the need for complemen-
tarity between international state apparatus and MNEs. International market failures
morever could in principle also be generalized in terms of transaction costs (Pitelis
1991).

In summary, the neoclassical perspective on the firm, including the MNE, the
nation state, and international organizations can be described as one of both
substitutability and complementarity. This can also be suggested as regards the
private sector (firm and price mechanism), because the transaction-costs perspec-
tive, which views the market and the firm as substitutes, provides no adequate
justification for this view. It is possible therefore to claim that, given also firms’
possible failures (e.g. excessive transaction costs within firms, or management costs
(see Demsetz 1988), after a certain size, as Coase and Williamson suggest), and the
concept of comparative advantage advanced by Nye, this relationship too should be
seen as one of complementarity within the mainstream. If this is accepted, all of
them—the market, the MNE, and state (and international organizations)—should
be seen as complementary institutions of resource allocation, each specializing in
what they can do more efficiently (in terms, for example but not exclusively, of
economizing in transaction costs). This way the prevailing institutional mix can be
attributed to overall efficiency-related factors.

The major alternative to the mainstream tradition is the radical left. Regarding the
raison d’étre of the firm (the factory system), the major contribution here is Marglin’s
(1974). Developed independently of the Williamson perspective on markets and
hierarchies, Marglin’s ideas represent the major alternative to the transaction cost-
efficiency argument. For Marglin, the main reason for the rise of the factory system
from the previously existing putting-out system was the result of capitalist attempts
to increase control over labor. In this sense, the factory system was due to control-
distribution-related reasons. Any efficiency gains resulting from increased control
should be seen as the outcome, but not the driving force.

Coming to the MNE, Stephen Hymer is the leading contributor in the radical left
tradition and arguably the father-figure of the modern theory of the MNE as a whole,
see Dunning and Pitelis (2008). Similar to Ronald Coase, Hymer regarded the market
and the firm as alternative institutional devices for the division of labor. Hymer
focused primarily on the evolution of firms (rather than their existence per se), from
the small family-controlled firm to the joint-stock company, and then through the
multidivisional (M-form) firm to the MNE. He focused on the latter in his now
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classic 1960 PhD thesis (Hymer 1976) and extended his analysis on the MNE and the
multinational corporate capitalist system as a whole in his subsequent writings, some
of the best of which are collected in Cohen et al. (1979).

In brief, Hymer explained the ability of US firms to become MNEs (i.e. to
compete successfully with domestic firms of host countries, despite the latter’s
inherent advantages of knowledge of language, customs, etc.) in terms of mon-
opolistic advantages derived during their process of growth. Such were know-
how, managerial expertise, technology, organization, etc. He then explained the
willingness of US firms to become MNEs in terms of oligopolistic rivalry, in
particular as a defensive attack to guard against the threat of the rising European
and Japanese firms and a means to reduce international rivalry. He also used
transaction-cost-related theorizing to explain FDI vis-a-vis market-based inter-
national activities, for example licensing, and referred to locational factors, and
divide-and-rule (of both labor and nation states) factors. It is for these reasons
that most existing perspectives on the MNE can be seen as developments of
Hymer’s early insights (Dunning and Pitelis 2008).

Although the Marxist tradition explored the issue of internationalization of
production and the MNE, their focus is primarily on the former, rather than on an
explanation of the particular institutional form of the MNE. From a large literature,
the contributions of Baran and Sweezy (1966) and Palloix (1976) are noteworthy. The
latter considered internationalization as a process inherent in the development of
capitalism, itself the result of the process of competition. The former focus on
effective demand problems (of the under-consumptionist type) in order to explain
the need of capital to seek foreign markets.

As already noted, the Marxist theory paid particular attention to the theory of the
state. Views here range from the instrumentalist theory, which sees the state as an
instrument of capital, through the structural-functional perspective for which cap-
italist cohesion is achieved through the state, to the capital logic or state form
derivation debate, where the state is seen as an outcome of the very logic of capital
accumulation, see below.

Variations apart, all Marxist theories view the state’s existence and functions as the
result of a quest and/or need to nurture the class interests of the capitalist class.
Hymer (in Cohen et al. 1979) has an historical justification of this need-quest.
Marxists, most notably O’Connor (1973), also acknowledge the possibility of gov-
ernment (capitalist state) failure, but attribute it to a structural gap between receipts
and outlays. Some of the Marxist perspective can be translated into mainstream
terms, such as government failure. What remains as different is the focus on a
distributional, class-based perspective, as opposed to the efficiency focus of the
mainstream.

Marxist theory also paid attention to the relationship between MNEs and nation
states. However, views here vary greatly. On the general relationship between the
relative power of the state and MNEs, Murray (1971) claimed that the power of MNEs
tends to undermine that of nation states, while Warren (1971) has made the opposite
claim. These and other contributions are collected in Radice (1975). Concerning the
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relationship between MNEss and developing host-states (the hinterland or
periphery), views vary from the Monthly Review school’s perspective of imperialism
(see for example Sweezy 1978) to Warren’s (1973) claim that MNEs are a major factor
contributing to the economic development of the periphery. In between lie the
concepts of unequal exchange, uneven development, and dependent development
(Pitelis 1991).

Stephen Hymer’s perspective on MNEs and nation states is insightful (see Cohen
et al. 1979). On the general relationship, he claimed that MNEs erode the powers of
nation states, but unequally; more so for the weak (typically developing) states and
less so for the strong (developed) ones. The latter possess more leverage against
MNEs, in part by being themselves home-bases to MNEs. Concerning MNEs and
developing host states, he conceded that MNEs can contribute to the economic
development of the periphery, but described the relationship as one of inequality
and self-perpetuating dependency. In part, this was the result of the incentives for
local entrepreneurs to cooperate or sell to rather than compete with MNEs. Observ-
ing a more general tendency of the world’s wealthy to increase the global surplus,
Hymer went on to describe a tendency for global collusion by global firms through
interpenetration of investments.

Globalization of production, for Hymer, also creates the need for international
capital markets and international government (organizations)—the latter in order to
assist the global operations of MNEs. This observation provides a Marxist perspec-
tive on MNEs and international organizations, akin to the more general Marxist
focus on control-distribution (in particular in regarding the dominant classes as the
locomotive of history). Given the influence of this class on the state, too, as already
discussed, one would expect nation states not to oppose the development at least of
some types of international organization, see Dunning and Pitelis (2008) for a critical
assessment.

To summarize, the Marxist perspective considers the firm, the market, and the
state, including MNEs, national states, and international organizations, as comple-
mentary devices, for the exploitation of (the division of) labor. The emphasis,
however, is on sectional (capitalist) interests, not efficiency. The latter could be the
outcome, or the means, but not the driving force. Put differently, efficiency could be
sacrificed for the sake of sectional-class interests.

From the discussion thus far, it could be suggested that there is an emerging
consensus in economic theory to the effect that institutions of capitalism should be
seen as both complementary and substitutes. The exclusive focus on either power
efficiency or capitalist class interests, on the other hand, is, we think, far-fetched.
Efficiency and sectional interests can often go hand in hand, or be different sides of the
same coin. Consider, for example, the view that firms maximize their utility (cultivate
their own interests). If such utility can be enhanced, for example, by increasing market
power and charging monopoly prices, it is not obvious that firms should not do so
(Penrose 1959). Similarly, if profits can be increased by reducing labor costs, this will, if
possible, be done. On the other hand, if profit increases follow from policies
associated with transaction-cost reductions, such policies are likely to be pursued,
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“despite” their benign effects of efficiency. The point is simply that efficiency and
sectional interest can go hand in hand. Interestingly, neoclassical economic historian
Douglass North (1981) suggests that efficiency by state functionaries will tend to be
pursued, provided that their own utility is first maximized. This may point to some
emerging consensus.

The possibility of inefficiencies of state intervention (government failure), owing to
opportunistic (or, more mildly, utility-maximizing) behavior by state functionaries
(bureaucrats, politicians) is explicitly entertained by the public choice and Chicago
perspectives. Here internalities and redundant and rising costs result from state
functionaries’ desire to increase their utility (status, size of bureaus, etc.). Moreover,
even though the state may emerge spontaneously in an attempt by individuals to
raise themselves above the anarchy of the market (Hobbesian state of nature) in this
scenario, states can be captured by organized interest groups which (thus) hinder the
efficient allocation of resources. If so, markets should be left to operate freely, while
the state should limit itself to the provision of stable rules of the game, for example
clear delineation of property rights. The maximization of state functionaries’ utility
and the demands by powerful organized groups of producers and trades unions
which have captured the state, helps to explain, in this scenario, its growth in OECD
countries (see Mueller 2006).

The transaction-cost and new-right perspectives on the state have been brought
together in Douglass North’s (1981) attempt to provide a neoclassical theory of the
state. Here a wealth or utility maximizing ruler trades a group of services
(e.g., protection, justice) for revenue, acting as a discriminating monopolist, by
devising property rights for each so as to maximize state revenue, subject to the
constraint of potential entry by other rulers (other states or parties). The objective is
to maximize rents to the ruler and, subject to that, to reduce transaction costs in
order to foster maximum output, thus the tax revenues accruing to the ruler. The
existing competition from rivals and the transaction costs of state activities typically
tend to produce inefficient property rights: the former, as it implies, favoring
powerful constituents, while transaction costs in metering, policing, and collecting
taxes provide incentives for states to grant monopolies. The existence of the two
constraints gives rise to a conflict between a property rights structure which produces
economic growth and one which maximizes rents to the ruler, and thus accounts for
widespread inefficient property rights. North regards this idea as the neoclassical
variant of the Marxian notion of the contradictions in the mode of production, in
which the ownership structure is incompatible with potential gains from existing
technological opportunities.

The similarities between the public choice and North’s view of the state, on the one
hand, and that of the Marxian school, on the other, do not end here. Marx and his
followers were among the first to contemplate a capture theory, which Marx more-
over considered to be part and parcel of capitalism’s existing inequalities in produc-
tion (capitalists—workers). This inherent inequity, for Marx, implied a bias of the
state in favor of capitalists. This view has been elaborated by latter-day Marxists, who
pointed to instrumental reasons (links of state personnel with capital, see Miliband
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1969) and/or structural reasons (control of capital over investments, see Poulantzas
1969) for this capitalist capture of the state. Marxists explained the autonomous form
of the capitalist state in terms of the control of labor directly by capital in the
production process (thus no need for the state to assume direct control of labor)
and the need of the state to support production (provision of infrastructure, etc.) as a
result of the anarchy of the market (the existence of many capitals), see Holloway and
Picciotto (1978). For the Marxist school, the growth of the state and fiscal crises can
be explained in terms of laws of motion of capitalism, such as the concentration and
centralization of capital, declining profit rates, and thus class struggle over state
expenditures (see, for example, O’Connor 1973).

North’s and the Marxist theories underplay the power of consumers as electors and
as a source of tax revenues. Electoral defeats and reductions in the rents accruing to
the state, resulting from reduced employment levels, are further constraints on the
behavior of state functionaries, whether they try to maximize their own utility or that
of capital. On the other hand, the possibility of capture is an important point of
consensus between the public choice, Marxian and North’s theories. It is not alien to
the conventional neoclassical tradition either (Chang 1994). Last, but not least, the
Marxian focus on the need to reduce production costs (already there in the conven-
tional neoclassical focus on public goods, see Adam Smith 1776) counterbalances the
exclusive reliance of transaction-cost theorists on the exchange side.

The above summary of alternative perspectives on the possibility of capture allows
a generalization of North’s theory. According to this, the state exists because of
excessive private sector transaction and production costs, and aims to reduce
them, so as to increase output and thus, revenue for state functionaries. Increased
output also helps to legitimize any income inequities. A constraint on the state’s
functionaries’ attempt to achieve their objectives arises from the possibility of
capture (inherent for Marxists, but arising ex-post for public choice) which tends
to generate inefficient property rights, which in turn hinder increases in output.
Transaction costs in metering, policing, and enforcing taxes also lead to inefficiency
in terms of states granting monopolies. Moreover, costs of governing put a limit on
the ability of the state to replace the private sector, leading to a need for a plurality of
institutional forms.

It follows that the aim of the state is, or should be, to reduce private sector
transaction and production costs, by removing the constraints which hinder the
realization of this, notably the problem of capture by powerful constituents. This
points towards the need to establish competitive conditions in product and labor
markets. Competition would tend to reduce but not eliminate, if they are inherent
in production the power of such constituents. It would, moreover, tend to reduce
problems with governing costs associated, for example, with powerful opportunist
private sector suppliers of required state services. Competitive conditions, however,
should not be limited to the private sector only, but should be extended to a lesser
extent (so as not to facilitate capture and/or inefficiency due to discontinuities of
state personnel) to the market for government control, so that political positions
should also be contestable. This would provide useful sources of information on
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possible differences in the efficiency of governing. The reduction of private and
public sector transaction and production costs by the state is aimed at providing
the conditions for the efficient production of goods and services by the economy; i.e.
to increase supply-side output and facilitate the realization of this output (its
purchase by consumers, domestic or overseas). This introduces the concept of
national strategy for growth, as the set of state policies intended to reduce production
and transaction costs so as to increase realized output in the form of income. The
internalization of private sector activities by the state should be pursued up to the
point where an additional transaction or production activity would be produced at
equal cost in the private sector. This reinforces the concept of pluralism in institu-
tional forms, i.e. the complementarity between the public and private sectors for the
efficient production and allocation of resources.

The notion of national strategy takes the revenue side as given, i.e. as the preroga-
tive purely of the private sector. However, besides affecting production and transac-
tion costs, a government can also affect the revenue side, if it consciously directs its
production-transaction cost-reducing activities to particular areas, and/or by directly
undertaking production activities. This is particularly important in open economies
with trade. In such a world, growth can be achieved via domestic and foreign
demand, while income-rent will be affected positively through both reductions in
transaction-production costs and increases in revenues through, for example, a focus
on high-return sectors and/or the creation of agglomeration and clusters (Pitelis
2009). It follows that, especially in open economies, national strategy could be
designed to reduce overall production and transaction costs for the economy, but
also influence the revenue side, so as to increase the income accruing to the nation
and (thus) taxes to the state. In this context, the state functionaries could be argued
to act as political entrepreneurs (Yu 1997). This would also tend to endogenize the
public—private nexus and require a theory of political entrepreneurship and its
interaction with economic entrepreneurship. Despite recent progress, economic
theory is still far off such an analysis, which is more akin to political science,
management, and entrepreneurship scholarship (Klein et al. 2009).

CONCLUDING REMARKS

Economic theories of the firm, business (and industry organization), and the
state draw on alternative economic perspectives. Dominant among these is the
market-failure-based one, albeit in more recent years evolutionary, knowledge,
dynamic capabilities, and systems-based views are making significant inroads—
especially on the theory of the firm and business strategy.

Our relatively short account of the extensive literature pointed to commonalities
and remaining differences and provided some scope for syntheses. Moreover, we
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claimed that a truly endogenous evolutionary theory of the above-mentioned issues
would need to go beyond economic approaches to include at the very least an
analysis of political agency-entrepreneurship. Attempts to provide an integrative
framework would also be welcome, especially as they would help inform specific
business and public policy issues. This is beyond the scope of this chapter.

NoTES

1. Indicative 1O texts are Tirole (1988); Scherer and Ross (1990); and Cabral (2000). To
varying degrees of sophistication and detail, they all tend to cover the ground surveyed
in this subsection.

2. Thus Structure, Conduct, Performance (SCP) model, see Scherer and Ross (1990) for an
account.

3. For an account of alternative approaches to competition and competition policy within
and without IO, see Hunt (2000); Pitelis (2007b).

4. Another dimension on competition relates to its strength, and the role of proximity and
location. This links to the work of Richardson, but has been developed by Porter (1990);
Krugman (1991); Audretsch (1998); Dunning (1998); and others. For example, Porter claims
that local competition is more potent than distant (foreign) for example competition. This
may have important implications in devising public policies.
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CHAPTER 3

LAW AND BUSINESS

GREGORY C. SHAFFER"

THis chapter puts business center stage as a means to understand law. Law consists of
systems of rules, standards, and procedures that social institutions create and apply.
These social institutions may be public or private. The rules, standards, and proced-
ures that they create provide a framework in which business strategizes and operates.
Business, in turn, uses law as a resource to advance and defend business aims.2 This
chapter assesses the reciprocal interaction of business and law. Law helps constitute
business by recognizing business organizational forms, and business helps constitute
law.

Business interests may be united or divided vis-a-vis government and the laws
government creates. Regulation provides some businesses with competitive
advantages over others, dividing business and creating incentives for different
public-private alliances (Vogel 1995). Business is divided on account of economic
competition, and public actors are divided on account of political and ideo-
logical competition. Different factions within business thus ally with different
factions within government. Business interests, however, may also converge to
oppose government measures, as when government sides with consumer or
environmental groups at the national level, and business believes it will be
disadvantaged vis-a-vis foreign competition. With the rise of transnational
institutions, businesses can also look to public actors at different levels of social
organization to promote their interests.

Much legal scholarship addresses issues of compliance with law. This chapter
reverses the telescope, addressing what shapes law, and, more particularly, what are
the mechanisms through which business shapes law. To understand the relationship
of business and law, we must look at the following three sets of institutional
interactions: (i) horizontal public institutional interaction among legislative, admin-
istrative, and judicial processes, in each of which business typically plays a critical
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role; (ii) vertical public institutional interaction involving national and transnational
institutional processes, with transnational processes becoming more prominent in
our economically globalized age; and (iii) the interaction among these public insti-
tutional processes and parallel private rule-making, administrative, and dispute
settlement mechanisms that business creates, again at different levels of social
organization. It is these dynamic, reciprocal interactions that constitute the legal
field in which business operates.

This chapter addresses the advantages that business holds in public and
private law-making, and assesses the reciprocal interaction among these public
and private legal systems. First, business has advantages before the different
public institutions that make and apply law, be they legislatures, administrative
bodies, or courts. Second, business creates its own private legal systems, includ-
ing what is traditionally referred to as lex mercatoria (or private merchant law)
and private institutions to enforce it (such as arbitral bodies).? These two
sources of law, publicly and privately made law, interact dynamically. Privately
made law is adopted in response to the public legal system, to preempt public
law’s creation as unnecessary, to internalize public law through creating new
organizational policies and procedures, or to exit from the public legal system
through the development of alternative dispute resolution bodies. Publicly made
law is made in response to developments in the private sphere, sometimes
addressing privately made law’s purported deficiencies, and sometimes codifying
or otherwise taking into account private business law, business custom, and
business institutional developments (such as alternative dispute resolution) in
national statutes, regulations, and institutional practices. The reciprocal inter-
action of public and private legal systems at different levels of social organiza-
tion constitutes the legal field in which economic activity takes place. In short,
to assess the relation of business to law, we need to examine how law is created
and applied through public institutions, how it is created and applied through
private entities, and how these systems interact, including between the national
and the transnational levels.

The first section addresses business’s role in shaping law through public
institutions. The next section addresses business’s creation of private legal
rules and institutions. The third section examines how public and private legal
systems interact, and, in particular, how private business-made law and business
practice affect publicly made law over time. Although these three sections focus
on the relationship of law and business in the United States, the chapter’s aim is
to provide a general framework for analysis which builds from existing empirical
and theoretical work in discrete areas. The fourth section addresses the inter-
action of business and law in comparative and global context. It shows how, on
the one hand, much of international business law has developed in response to
business demands and practices, in the process affecting national law. On the
other hand, it explains why national law and legal practice nonetheless retain
significant variation in reflection of local interests, institutional structures, and
business and legal cultures.
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BusiNEss AND PuBLic LEGAL SYSTEMS

Business and law interact in mutually supportive and mutually constraining ways.
On the one hand, law can significantly constrain business choice so that business
attempts to constrain law’s reach. On the other hand, law not only helps to stabilize
expectations and thus create greater business certainty, it provides legitimacy for
business and business operations, shielding them from fundamental challenge,* and
it can provide competitive advantages for some businesses over others. Business thus
invests in law, both to shape law to support business interests and to legitimize
business conduct, as well as to thwart law’s potential constraints.

Business has a complex relationship with law, which, at a minimum, must appear
autonomous from business or law lacks legitimacy. Yet as Yves Dezalay and Bryant
Garth write, “the autonomy of the law, which is necessary to its legitimacy, is not
inconsistent with serving the needs of political and economic power” (Dezalay and
Garth 1996: 98). There often exists an “unspoken deference of administrations,
legislatures, and the courts to the needs of business” (Lindblom 1977: 179; Galanter
2006: 1399). Moreover, the processes of legitimation go both ways. Business also
legitimates law through passive compliance and active support. This phenomenon is
particularly salient at the transnational level where public institutions are weak and
may seek allies with business, as exemplified by the United Nations’ Global Compact
and its attempt to align business conduct with “universally accepted principles in the
areas of human rights, labour, environment, and anti-corruption.”s

Business and legislation

Legislators may respond to business demands for many reasons, ranging from self-
interest in campaign support, a desire not to harm business in light of business’s
importance for the economy, and persuasion based on information that business
provides. The extent to which they do so depends on “a larger number of factors—
among them the nature of the issue, the nature of the demand, the structure of
political competition, and the distribution of resources” (Schlozman and Tierney
1986: 317; Farber and Frickey 1991). Organized business enjoys significant advantages
in the legislative process over other constituencies because of businesses’ monetary
and organizational resources, arguably facilitated in the United States by a pro-
business ideological orientation (Lindblom 1977; Farnsworth and Holden 2006:
475). They can fund political campaigns, hire well-connected lobbyists, create think
tanks to circulate business-friendly ideas, access the media, and promote the
exchange of their personnel into government positions. Because of these resources,
organized business tends to have preferential access to the political process so that
legislators take account of businesses’ views (Vogel 1983: 29; Farnsworth and Holden
2006: 475-80).

Business interests have long held a preferential position in law-making for struc-
tural reasons. Their importance for investment and employment in capitalist economies
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provides them with a privileged position in dealings with government, since critical
market functions such as jobs, prices, production, growth, standard of living and
economic security depend on business activity (Lindblom 1977: 172). Government
thus has incentives to facilitate business performance by providing business with
benefits, whether tax breaks, subsidies, or business-favorable regulation (Lindblom
1977: 174). The globalization of production arguably “enhances the structural power
of corporate capital” because business can threaten to invest elsewhere if national
regulation is unfavorable (Rodrik 1997; Held et al. 1999: 270).

Political representatives respond to popular concerns regarding business power,
the intensity of which varies over time. In the United States, for example, the
regulatory state grew significantly during the New Deal in the 1930s and in response
to the public interest movement of the 1970s.5 Yet when faced with potentially
constraining regulation, business lobbying can produce compromises that safeguard
business interests, such as the inclusion of exceptions, loopholes, and open-ended
language subject to subsequent interpretation. In some cases, “public interest”
statutes may serve as a facade, providing a symbol of government concern while
masking government inaction (Edelman 1964, 1971).

Business and administration

Statutes often contain language that is sufficiently ambiguous so that their applica-
tion depends on who mobilizes law before administrative agencies to advance their
ends. There is a large literature, including that of public choice in law-and-economics,
debating whether or not agencies are “captured” or “co-opted” by special interests,
and, in particular, business interests (cf. Bernstein 1955; Noll 1971; Posner 1974). While
it is an overstatement to maintain that agencies are simply captured by business
(Wilson 1980), most agree that agencies are subject to significant business pressure
and influence, and that business often occupies a privileged position. Explanations
for business’s influence range from sociological ones, with regulators learning to
think like the regulated through constant interaction with them, to interest-based
ones, where it is in regulators’ interest to accommodate business so as to avoid
adverse consequences, such as contestation before legislative committees and the
courts. Well-organized business groups can sometimes shape the application of
regulation that is nominally to protect a public interest (such as clean air) to suit
producer interests (such as the producers of “dirty coal”) (Ackermann and Hassler
1981). Business groups can also press legislatures to thwart regulation that business
does not like, including through threats to limit agency funding for the relevant
programs (Quirk 1981: 176; Skrzycki 2003: 106-7). Administrative law ultimately can
be viewed as a negotiated legal order in which public officials and private actors must
coordinate if public goals are to be achieved (Freeman 2000).

Representatives of organized interests are in constant contact with agency officials
and the two sides have opportunities to exercise influence over each other. Regula-
tory officials deploy “soft” persuasive mechanisms and threaten “hard” enforcement
to affect business conduct (Hawkins 1983; Kagan, Gunningham, and Thornton 2003).
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Reciprocally, even lower level officials who see their specialized position as techno-
cratic can have their views shaped over time through regular interaction with
business representatives, and the information that business provides (Coglianese,
Zeckhauser, and Parson 2004).

A “revolving door” political culture also furthers business access to administrative
law-making and application. In the United States, business is often able to obtain the
appointment of supportive political appointees to lead government agencies.” More
generally, lawyers and lobbyists in Washington, DC, enhance their résumés by
splashing a few years in public life to subsequently—and lucratively—serve private
commercial clients. As former United States Trade Representative Robert Strauss
observes, lawyers often go to work for the US government because “they know that
[government work] enables them to move on out in a few years and become
associated with a lobbying or law firm [where] their services are in tremendous
demand.”® Whether or not regulators accommodate business to prop their own
career prospects, a “revolving door” political culture forges better understanding
among public and private representatives so that each side better appreciates the
perspectives and needs of the other.

Business and the courts

Law is also driven from below by litigants who initiate and defend cases resulting in
law’s application, interpretation, and elaboration over time (Black 1973; Scheingold
1974).° Even where a statute or administrative regulation does not favor business,
business can attempt to mobilize litigation and dispute settlement resources to build
favorable judicial precedent. Just as in political and administrative processes, well-
resourced actors have advantages. To start, organized businesses tend to have greater
financial resources to attract the best lawyers to gather evidence and put forward legal
arguments, and they benefit from economies of scale because of their experience with
litigation. Corporate in-house counsel can hire leading external law firms employing
scores of legal associates to scour statutes and jurisprudence and develop sophisti-
cated factual and legal arguments.l® Legal counsel can also deploy procedural
mechanisms to draw out litigation and impose costs on less-resourced parties to
induce favorable settlements. Moreover, business can attempt to use soft law pro-
cesses, such as through the American Law Institute which compiles “restatements” of
the existing state of law, where business has been less successful in hard law processes,
such as before legislatures (Rubin 1993; Schwartz and Scott 1995; Elson 1998). In this
way, business can aim to affect subsequent hard law interpretation by courts. These
advantages, however, can be countered, in part, where mechanisms exist—such as
attorney fee awards and class action lawsuits—which incentivize attorneys to bring
lawsuits on behalf of consumers, investors, and other constituencies.!!

Marc Galanter has theorized the limited prospects of social change through
adjudication in his classic work “Why the Haves Come Out Ahead” (Galanter
1974). As Galanter states, certain actors are more likely to be “repeat players” in
litigation. These repeat players do not use the adjudicative process solely for the
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adjudication of single, unrelated cases; they also play for rules. As repeat players, they
are well positioned to settle unfavorable cases and litigate and appeal cases that are
more likely to result in a favorable legal precedent. By selecting which cases to settle
and thus extract them from the adjudicative process, repeat players are better
positioned to reduce the likelihood of adverse precedent affecting their future
operations (Galanter 1974: 103). Even where subsequent legislation overturns a
judicial precedent favorable to a repeat player, such new legislation triggers a new
process of legal interpretation where well-resourced repeat players are favored.

Galanter defines a repeat player as a larger unit “which has had and anticipates
repeated litigation, which has low stakes in the outcome of any one case, and which
has the resources to pursue its long-run interests” (Galanter 1974: 97—8). He defines a
“one-shotter,” in contrast, as a smaller unit whose stakes in a given case are high
relative to the actor’s total worth. One-shotters, as a result, are more likely to focus on
the particular result from settling a dispute rather than the creation of long-term
precedent affecting future operations. Galanter finds that “organizations roughly
correspond to [repeat players],” whether the organizations be a business or govern-
ment actor (Galanter 1974: 97, 113, 1975: 348).

K. T. Albiston has examined how businesses have strategically used litigation to
shape the interpretation of aspects of employment law over time. Applying Galanter’s
framework, she finds that “[e]mployers may settle strong cases likely to produce
adverse decisions, ensuring that these cases never become the basis for a published
judicial opinion,” while they “may dispose of weak cases...through motions to
dismiss or motions for summary judgment, which often do become part of
the judicial interpretation of the law” (Albiston 1999: 894). She finds that “published
judicial determinations of rights...occur primarily when employers win” (902),
which affects understandings of law in subsequent employment disputes. Employees’
successful settlements come “at the price of silence in the historical record of the
common law” (906).

In the United States, businesses have successfully used litigation to be recognized
as “persons” benefiting from constitutional rights, such as involving search and
seizure, free speech, and campaign finance, as opposed to mere instruments of
natural persons. Mayer characterizes Supreme Court decisions recognizing consti-
tutional rights protections for corporations against government action as symbolic of
“the transformation of our constitutional system from one of individual freedoms to
one of organizational prerogatives” (Mayer 1990: 578). In contrast, although there
have been stirrings of some change, corporations have remained relatively “immune
from criminal punishment” since criminal laws are typically designed in contempla-
tion of natural persons (Galanter 1999: 1118).

Negotiating in the shadow of law

Reading statutes, administrative regulations, and judicial decisions tells us little
about law’s operation. As socio-legal scholars have long shown, there is a difference
between the law in the books (whether in statutes or published judicial decisions)
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and the law in practice, what they refer to as the “gap.”12 Only a few disputes are fully
litigated. Most are settled through negotiation. As Galanter reminds us, “the career of
most cases does not lead to full-blown trial and adjudication but consists of nego-
tiation and maneuver in the strategic pursuit of settlement through mobilization of
the court process” (Galanter 2001: 579). Galanter calls this process “litigotiation”
(Galanter 1984).

Two primary aspects of the law exercise shadow effects on bargaining: the law’s
substance, and the law’s procedures. The substance of law, as set forth in statutes and
administrative regulations and as interpreted in case law, can inform and constrain
settlement negotiations conducted in the law’s shadow. As Robert Mnookin and
Lewis Kornhauser (1979: 950) observe in their famous study of divorce law, “the
outcome that the law will impose if no agreement is reached gives each [party]
certain bargaining chips—an endowment of sorts.”!3> Those more legally astute are
more likely to be aware of the bargaining chips that they may deploy in order to use
them strategically to their advantage. Repeat players in dispute settlement who can
“play for rules” may also affect the very nature of the bargaining chips.

The judicial decision itself may be viewed in terms of its “shadow effect” on the
resolution of a dispute. Negotiations may take place in the context of, and be
informed by, a judicial decision. As Stewart Macaulay (2003: 89) writes regarding
contract law, “[w]hat appears to be a final judgment at the trial level may be only a
step toward settlement. The judgment may affect the balance of power between the
parties, but often it will not take effect as written.” Parties can settle the dispute in the
shadow of a potential appeal, or they can settle it in light of their ongoing business
relations with each other and third parties.

In addition, the law’s “shadow” effects include the costs of deploying the law
procedurally. As Herbert Kritzer (1991: 73) states, “the ability to impose costs on the
opponent and the capability of absorbing costs” affect how the law operates. Where
large businesses can absorb high litigation costs by dragging out a case, while
imposing them on weaker complainants, they can seriously constrain a person’s
incentives to initiate a claim, and correspondingly enhance a person’s incentives to
settle a dispute unfavorably (Trubek et al. 1983). Law casts a weaker shadow for
parties that lack the ability to hire and retain skilled lawyers, unless there are
mechanisms, such as attorney fee awards and class actions, which create incentives
for the plaintiff’s bar. When legal resources cannot be mobilized cost-effectively, then
a party’s threat to invoke legal procedures against a business that wields greater legal
resources has less credibility. A party may not even consider the threat of litigation,
knowing the challenges that it faces. It has less of an incentive to even study the
details of law, affecting what is called in socio-legal studies its “legal consciousness”
(Cortese 1966). These aspects of the legal system most adversely affect individuals
with fewer resources.

In sum, businesses have advantages in each of the public institutions discussed above
and can look for allies in each of them when their interests are at stake. At times,
businesses may find the legislature more favorable to their views, at others the
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executive, and at others courts. Businesses can thus search for allies in one public
institution to counter or constrain another. These institutional processes interact over
time, giving rise to the public law system.

THE PRIVATE LEGAL SPHERE: BUSINESS
DISPLACEMENT AND INTERNALIZATION
OF PuBLicLY MADE Law

Law-in-action refers to how law is received, interpreted by, and subsequently given
meaning through practice—what Ehrlich (1936) called “the living law.” Law,
whether formed through statute, administrative regulation, or judicial judgment,
not only must be put into action through practice; it also competes and interacts
with private ordering mechanisms. Business can respond in three ways to publicly
made law. First, it can create its own private legal ordering regimes which, if
accepted as legitimate, can displace the demand for public law (a private law
alternative that is more centralized). Second, it can ignore existing law, even that
in its favor, because of other concerns such as long-term client relations and
reputation (a market-oriented alternative based on business relations and norms
that is more decentralized). Third, it can implement public law requirements
through internal organizational policies and procedures in which it translates and
potentially transforms the meaning of public law (an internal organizational busi-
ness alternative which, in turn, may be diffused through customary practice and
thus lies between the first two alternatives). Through the first and third mechan-
isms, in particular, the corporate organization can act, “to varying extents, as a
legislator, adjudicator, lawyer, and constable,” constituting a private legal system
(Macaulay 1986; Edelman and Suchman 1999: 961).14

Business has long created its own private legal systems, such as to govern com-
mercial transactions under merchant law (or lex mercatoria) (Trakman 1983), or to
govern the listing and trading of securities on stock exchanges (such as the New York
Stock Exchange), although some self-regulatory organizations have become more
regulated. These private business law regimes can be transnational or national in
scope. At the national level, for example, business can create model contracts which
effectively become the law in areas of industry, as has been the case with standards set
by the American Institute of Architects for the design and construction of buildings
(Macaulay 1986: 448). Similarly, Lloyd’s of London syndicates were effectively
responsible for insurance law in the UK, and Lloyd’s power extended internationally
because London was the financial center for international trade (Braithwaite and
Drahos 2000: 113). Business self-regulation plays a central role in international
harmonization today, often under the auspices of the International Chamber of
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Commerce (ICC) as we explore further in the fourth section. To give just one
example, the ICC periodically revises “Incoterms,” which set forth the definitions
of, and interpretative guidance for, sales terms used for the shipment of goods.
Through its creation of new institutions, this alternative is the most centralized of
the privately made variants.

Second, a business can simply disregard law in light of long-term client relations
and reputational concerns. As Macaulay (1963: 61) found in his famous study of
business contracts and the settlement of business disputes, “there is a hesitancy to
speak of legal rights or to threaten to sue in these settlement negotiations.”!5 Tan
Macneil elaborated such insights in terms of “relational contract theory” under
which social norms underpin contractual relations so that individual contracts and
contract disputes are best viewed as “part of a relational web” (Macneil 2001: 18). In
such cases, a business may not even engage with law to determine what legal rights,
claims, or defenses it may have. Non-legal sanctions, such as damaged reputation, are
available if a business does not act in good faith. This alternative which relies on
business relations and social norms is the most decentralized; law (in terms of formal
rules, standards, and procedures) plays the most limited role.

Third, business responds to public law by creating business-internal organizational
policies and procedures which parallel and overlap with public law. Like the external
public legal system, organizations adopt increasingly detailed rules, policies, and
programs, and create new departments and positions to oversee regulatory compli-
ance. In some cases, these new programs and institutions can facilitate other parties’
awareness and activation of the law. In other areas, they can lead to interpretations
and applications of law that neutralize the law’s normative ambitions. In short,
business internalization processes can help both to expand and weaken the law’s
reach.

By internalizing public law, business can further law’s reach by internally incorp-
orating public law norms and principles. Philip Selznick (Selznick, Nonet, and
Vollmer 1969) labeled such internalization “legalization,” arguing that legalization
transforms business organizations into polities that provide substantial “citizenship”
rights for their members. Public law, for example, in spurring the creation of internal
corporate rules, can expand the “rights consciousness” of internal stakeholders, such
as employees, who have reinforced expectations of social justice (Edelman 1990:
1410). Public law can, in parallel, spur the creation of new corporate compliance
personnel within corporations. Company employees in these positions attend con-
ferences on the applicable law, write memoranda on the relevant issues which they
distribute within firms, and generally increase firm awareness of the legal issues in
question. In formulating and overseeing the implementation of company policies,
they affect internal business organizational culture, fostering company compliance
with existing legal requirements and norms even where state enforcement is weak
(Dobbin and Sutton 1998).

Business lawyers who defend their clients against advocates’ claims may aid
advocates’ ends in creating legal compliance procedures to avoid legal challenge.
Even if the risk of restrictions is minute, in-house lawyers can benefit if their clients
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take the law seriously. In-house counsel has an interest in being heard within the
firm’s hierarchy. When consulted by the firm’s business personnel, in-house counsel,
together with employees from the firm’s human resources division, may overstate the
risks to an enterprise from non-compliance by focusing on a legal reading of the law,
its substantive requirements and sanctions, including any draconian risks such as
imprisonment of company executives. Outside law firms and other consultants
likewise distribute to clients and prospective clients memoranda, manuals, and
other private assessments of the law. At symposia, they market contractual and
other precautions which can be drafted and implemented to reduce the risk of
legal intervention.

In the field of wrongful discharge law, for example, Edelman, Abraham, and
Erlanger (1992: 75) note how “employer’s in-house counsel may benefit from
increased demands for their services within the firm and, like personnel profes-
sionals, may attain power by helping to curb the perceived threat of wrongful
discharge lawsuits. .. The threat of wrongful discharge, then, may [also] help prac-
ticing lawyers [of outside firms] in the field of employment law expand the market
for their services.” They conclude that “the personnel profession, with some help
from the legal profession, has constructed the law in a way that significantly over-
states the threat it poses to employers” (1992: 47). Ironically, in providing legal
counsel to their clients on the law’s provisions and risks, in-house and external
business lawyers and internal human resource employees can become unconscious
abettors of the aims of otherwise underfunded and disparate advocates.

Data privacy regulation provides another example of private law regimes that
complement and parallel public law regimes (Shaffer 2000). In the United States,
private privacy seal programs are funded by business to adopt private privacy
codes. This is done in part to ward off public regulation by demonstrating that
business self-regulation is sufficient. Yet these private regimes also interact with
public law regimes. For example, if a business does not comply with the rules it
advertizes, it is subject to challenge by the US Federal Trade Commission for
deceptive practices. Moreover, through the threat of data transfer restrictions
and foreign litigation under European Union (EU) law (the data privacy direct-
ive), the EU helps raise the bar of what US business is willing to sign. Existing
public law and the threat of new public law, in this case domestic and foreign,
stimulate business demand for privacy policies and independent certification of
them.

These professionals serve as carriers and filters of law and the magnitude of law’s
threat, giving rise to a convergence in business practice. Over time, business policies
can become isomorphic in light of these professionals’ interactions, and business
desires to gain legitimacy through the adoption of what is perceived as “fair”
governance procedures (Meyer and Rowan 1977; DiMaggio and Powell 1983). In
this way, business-internal policies affect organizational fields through parallel adop-
tion of policies by individual firms (Edelman and Suchman 1999: 979). For example,
internal US business policies and procedures parallel civil rights laws (Edelman 1990)
and health and safety laws (Bardach and Kagan 1982: 95).
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The creation of internal business practices more than simply reflects and furthers
law’s reach. In creating organizational policies and procedures, business has an
incentive to interpret public law requirements to suit business interests. In some
cases, business may do so to market itself as a good citizen in protecting the environ-
ment or labor rights or otherwise (Prakash 2000; Prakash and Potoski 2006). Busi-
nesses may even require their suppliers to conform to these policies, extending their
effects. In other cases, business may do so in ways designed to limit regulation’s
constraints. Law’s textual ambiguities facilitate their opportunity to do so. In intern-
alizing public law business translates and transforms it. Corporate internal policies
and administrative procedures, for example, mimic central legal principles of due
process, but do so by displacing the intervention of public legal authorities. Adopting
internal rules allows the organization to “symbolize compliance” and borrow the
legitimacy accorded public law, while exercising greater control of its implementation
and, in the process, its meaning (Edelman and Suchman 1999: 961).

Business can attempt to preempt public law by removing disputes from external
controls, such as by including mandatory arbitration provisions in business contracts
(Edelman and Suchman 1999: 963). Businesses have long created dispute settlement
institutions to resolve conflict between them. Lex mercatoria, for example, was
enforced by specialized merchant courts at trade fairs in the middle ages (Milgram,
North, and Weingast 1990; Braithwaite and Drahos 2000: 46). In contemporary
international transactions, businesses still seek to avoid the biases and complexities
of conflicts of law by avoiding adjudication before public courts. National legal
systems recognize and enforce these private arbitration rulings (Leservoisier 2002:
256). The US Federal Arbitration Act even curtails US states’ ability to limit the use
and enforceability of arbitration provisions in contracts with consumers.16 The rise
of the alternative dispute resolution (ADR) movement further facilitates businesses’
ability to resolve disputes outside the public domain (Stipanowich 2004).

The rise of in-house counsel also contributes to the internalization of law by
business. Since the 1970s, the number and status of in-house counsel has grown
dramatically. “Between 1970 and 1980, there was a forty percent increase in the
number of lawyers working in-house; and between 1980 and 1991, there was a
thirty-three percent increase” (Daly 1997: 1059). The use of in-house counsel involves
lawyers at an earlier stage of transactions in strategic planning (Chayes and Chayes
1985: 281). In-house counsel not only helps business manage outside legal counsel,
but also to manage the businesses’ internalization of legal regimes as part of pro-
grammatic prevention policies (Chayes and Chayes 1985). In the process, in-house
counsel can help give law more of a business orientation since in-house counsel tends
to blend both legal and business advice, blurring the distinction between doing law
and doing business (Rosen 1989; Nelson and Nielsen 2000).

By symbolically incorporating public requirements in internal policies, by intern-
alizing administrative control over its routine activities through complaint proced-
ures, and by preempting external intervention through private alternative dispute
resolution, business creates its own legal field which helps to legitimize its practices.
While Galanter earlier explored the ability of repeat players to exploit the judicial
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process, internalizing the legislative and judicial processes circumvents the public law
system. In a reflection piece twenty-five years after his article speculating “why the
haves come out ahead,” Galanter finds that corporate internalization policies represent
a “recoil against law” in response to reduced leeway afforded to business by the public
law system (Galanter 1999: 1116). Internalization policies remove issues from public
rule-making and adjudication. By usurping the role of external legal processes and
supplanting them with internal rules, large organizations can enhance their ability to
limit legal change (Edelman and Suchman 1999: 944). Under these internal systems, the
“haves” are arguably even more advantaged (Edelman and Suchman 1999: 944).

LAw IN THE SHADOW OF BUSINESS
PRACTICE

Rather than being viewed as distinct, public law and business internal policies are
interpenetrated, reciprocally affecting each other (Macaulay 1986: 449). On the private
side, private legal systems do not exist in a vacuum. Even in domains where publicly
made law does not exist and business creates its own private standards, business does
so in the shadow of the public law system’s potential intervention. The public legal
system can also provide default rules around which businesses contract.’? On the
public side, public legal systems can also be viewed as operating in the shadow of
business practice. Legislators and courts have responded to private regimes by codify-
ing and enforcing them. In addition, when business responds to new public regulation
through adopting internal policies and practices, business may reciprocally shape the
understanding of law within public institutions, including courts. While legal inter-
pretation and enforcement affect economic behavior, organizational behavior, includ-
ing business internalization practices, in turn, affects public law (Stryker 2003: 342).

To give an example, national courts have long enforced contracts based on
customary business practices. As Braithwaite and Drahos (2000: 49) write, “the
common law absorbed and adapted the Law Merchant,” such as private business
regimes pertaining to bills of exchange, promissory notes and letters of credit.
“Specialist commercial courts...in England bound themselves to the principle of
recognizing the customary practices of merchants, which in turn helped to produce
and reinforce the Law Merchant” (Braithwaite and Drahos 2000: 65). In civil law
countries, this customary private law was codified in the commercial codes of
Western Europe.8 In the United States, codification took place through the model
Uniform Commercial Code which was subsequently adopted in all US states but one
(Braithwaite and Drahos 2000: 50). These codes and institutional practices then
spread to other parts of the world through colonization and a general “modeling”
of Western commercial law (Braithwaite and Drahos 2000: 49—50).
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Internal business policies and procedures may also shape how public law is
perceived, transforming its meaning. To start, business practices under internal
organizational policies and procedures can affect what individuals perceive to be
the law through everyday social practice, shaping their “legal consciousness.” Cor-
porate compliance officers share their policies and procedures in symposia, work-
shops, electronic list-serves, trade journals, and other fora, leading to similar
institutionalized practices in the field. By “redefining what is seen as normal,
reasonable, rational and compliant in terms of internal business grievance proced-
ures created in response to public law,” internal business law and practice can
colonize public law (Edelman and Suchman 1999: 963). For example, Edelman,
Fuller, and Mara-Drita (2001: 1591) find that managerial discretion in applying civil
rights laws has appropriated legal ideas, transforming how the public views the scope
and application of civil rights laws.1® They (2001: 1599) find that, “as legal ideas move
into managerial and organizational arenas, law tends to become ‘managerialized, or
progressively infused with managerial values.”

These business practices can affect courts’ interpretation and application of
public law. In the civil rights field, internal business grievance procedures are
not required by the laws themselves. Yet they can shape our understandings of the
laws. As Edelman, Uggen, and Erlanger (1999) find in their study of internal
business practices applying the civil rights laws, professionals “promote a particu-
lar compliance strategy, organizations adopt this strategy to reduce costs and
symbolize compliance, and courts adjust judicial constructions of fairness to
include these emerging organizational practices” (406). The authors’ study finds
that “courts have become more likely to defer to organizations’ grievance proced-
ures and to consider them relevant to determinations of liability” (409). These
socio-legal scholars have found that even where disputants ultimately bring their
claims to the public legal system, courts “often defer to the results of internal
hearings,” and “dismiss claims where plaintiffs’ have failed to exhaust their in-
house remedies” (Edelman and Suchman 1999: 964). Judges in overstretched and
underfunded public law systems have incentives to do so (Komesar 2001). In sum,
public law acquires meaning and has effects through the intermediation of busi-
ness practice.

BusiNEss AND LAw IN COMPARATIVE
AND GLOBAL CONTEXT

Legal rules, norms, and institutions have diffused globally through processes of
colonization, economic exchange, and the growth of international and transnational
institutions. This diffusion interacts with national and local legal cultures so that we
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find significant variation in outcomes despite these processes of convergence (Nelken
2007). We first address international developments and then turn to national law in
comparative context.

The international level

Business plays an important role in international law-making, which has spread,
directly or indirectly, to most regulatory areas. As John Braithwaite and Peter Drahos
find in their masterful study of thirteen areas of global business regulation, business
actors frequently play leading roles, whether through exporting their internal stand-
ards globally, through the creation of transnational private orders, or through
“enrolling” states to create public law. They find, for example, that “state regulation
follows industry self-regulatory practice more than the reverse” (481). In some cases,
international standards may simply formalize and legitimize informal practices of
large dominant businesses (492).

Private parties have long engaged in private rule-making to facilitate cross-border
transactions. When law merchant norms are codified by states, conflict-of-law issues
arise between different national variants. Business has responded by trying to
harmonize the law at the international level, giving rise to what is called a “new
Law Merchant” (Trakman 1983).

Among international business organizations, the International Chamber of Com-
merce (ICC) stands apart as the premier lobbying body on behalf of business
interests (Braithwaite and Drahos 2000: 488). The ICC lobbies the full spectrum of
UN organizations, looking “for key loci of decision-making in the globe and build
[ing] a poultice of influence around them” (Braithwaite and Drahos 2000: 488). The
ICC has, for example, been central to international commercial law (70); tax law (and
in particular the creation of model tax treaties to avoid double taxation of business)
(120); telecommunications and e-commerce law (344); and the drafting of environ-
mental treaties (273).

In the field of international trade finance, transnational letters of credit are
governed by a set of rules known as the Uniform Customs and Practice for Docu-
mentary Credit (UCP), written by the ICC. The ICC’s goal is to codify “international
banking practices, as well as to facilitate and standardize developing practices” (Levit
2008: 1171). Most banks will not issue letters-of-credit unless they are subject to the
UCP (Levit 2008: 1177). When exporters and importers identify the UCP as their
choice of law, these rules are applied by national courts that enforce them (Levit 2005:
141). Levit finds that “domestic courts, which are frequently called upon to hear
actual letter-of-credit disputes, apply the UCP 500 even in the face of a domestic
statute designed for related issues” (Levit 2005: 141). The ICC interprets its own rules
through issuing hundreds of “advisory opinions” intended to clarify ambiguities
(Levit 2008: 1174-5).

International private law-making has particularly evolved in the area of technical
standard setting. Within the European Union, the Comité Européen de Normalisa-
tion (CEN) and Comité Européen de Normalisation Electrotechnique (CENELEC)
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play central roles. At the international level, business works through the Geneva-
based International Organization for Standardization (ISO). Practically, businesses
are pressed by market forces to apply those standards, and national courts can
impose tort liability if they fail to do so and someone is harmed (Basedow 2008: 710).

Business also affects international law through enrolling state representatives to
advance business goals. Examples of private international law include international
treaties like the United Nations Convention on Contracts for the International Sale of
Goods (CISG) and the International Convention for the Unification of Certain Rules
of Law relating to Bills of Lading, as well as “soft law” norms such as the UNIDROIT
Principles of International Commercial Contracts and the UNCITRAL Legislative
Guide on Insolvency Law. A common form of regulatory export occurs where
national industry associations shape the law in a dominant state, and this law
becomes the model for other states, including through international regimes.
While such influence varies by industry and country, Braithwaite and Drahos
(2000: 482) find that “US corporations exert more power in the world system than
corporations of other states because they can enroll the support of the most powerful
state in the world.”

Private business also enrolls states to advance its interests through inter-state
litigation. Corporations frequently lie behind the claims that state representatives
bring in international trade litigation. They lobby them, provide them with requisite
background factual information, and hire outside lawyers to help write the legal
briefs. As a result, most litigation before the renowned dispute settlement system of
the World Trade Organization (WTO) involves the formation of partnerships
between state representatives, private business interests, and the lawyers that business
hires (Shaffer 2003; Shaffer, Sanchez, and Rosenberg 2008).

International law of course can also be used against business. Non-business actors
can deploy international law to challenge business conduct, including before national
courts; this again exemplifies how international and national institutions interact.
Human rights activists, for example, have repeatedly brought suits under inter-
national law before US courts to challenge business conduct in third countries,
such as mining in Indonesia, oil exploration in Burma and Nigeria, and aiding and
abetting the apartheid regime in South Africa (Davis 2008; Stephens and Ratner
2008).

Comparative legal context

The relation of business to law varies in comparative national and local context as a
function of the configuration of interests in a regulatory area, institutional structures,
the role of elites, traditions of business—government relations, and differences in
“legal culture” and “business culture.” By legal culture, we refer to attitudes and
behavior as to “when, why and where people look for help to law or to other
institutions, or decide just to ‘lump it’ ” (Friedman 1994; Nelken 2007: 370). By
business culture, we refer to patterns of norms and behavior within which people and
institutions in the business world operate.2® These norms and behaviors vary widely
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between (and within) countries, and they interact with and are shaped by local
institutional structures and political interests. Any assessment thus must be careful
not to reify or essentialize culture, especially without an appreciation of how norms
are channeled by institutional structures which reflect political choices.2!

Robert Kagan’s work, in this respect, depicts how business—government relations
in the United States are often characterized by “adversarial legalism,” which he
defines as “policymaking, policy implementation, and dispute resolution by means
of lawyer-dominated litigation” (Kagan 2001: 3). Kagan finds that both cultural and
institutional factors give rise to adversarial legalism. He maintains that US attitudes
that governmental power should be constrained and that individuals should invoke
the law to protect their rights and achieve their goals further an adversarial legal
culture (Kagan 2001: 15). He likewise maintains that, in the United States, “adversar-
ial legalism arises from the relative absence of institutions that effectively channel
contending parties and groups into less expensive and more efficient ways of
resolving disputes, ensuring accountability, regulating business, and compensating
victims of injury or economic misfortune” (Kagan 2001: 34).

Adversarial legalism is viewed as less prevalent in Europe, although there is
disagreement about the extent to which Europe is changing (cf. Levi-Faur 2005;
Kelemen 2006; Kagan 2007). In a famous article from the 1970s, Rueschemeyer
maintained that attitudes toward law in Germany are affected by more authoritarian
traditions of rule “by an enlightened and supposedly neutral bureaucracy” (Ruesche-
meyer 1996: 274). He contended that lawyers within the German bar retained a
greater “reserve toward the world of business” (Rueschemeyer 1996: 278). In France,
Dyson (1996: 395) found that “state—industry relations remain notably intertwined,”
reflected in “the prevalence of members of the elite grand corps in the top manage-
ment positions of the public and private sectors,” giving rise to “a web of patronage
spanning the public—private sector divide.” Cohen-Tanugi (1996: 270) contended that
French society is “sensitive to the power relations underlying a given legal frame-
work” which leads to a “quasi-exclusive attention to power, whether political or
economic, rather than to law, which is seen as either mere window-dressing or simply
the result of the power relations.” He argued that the French thus manifest “a fair
amount of tolerance for failure to respect the rule of law” (Cohen-Tanugi 1996: 269).
The place of law is changing in Europe, in reflection of global competition, economic
restructuring, the rise of the European Union, and citizen demands. Change none-
theless takes place in the context of institutional path dependencies and different
legacies of government—business relations.

It is commonly touted that people are more reluctant in Asia to use formal legal
processes compared to Western nations, and especially in the United States, and thus
there is less adversarial legalism. The explanation for Japan’s lower litigation rates,
compared to the United States, for example, has sparked debate among those
stressing cultural and institutional factors (Feldman 2007). A focus on culture as
an explanation, such as the importance of “social harmony” and “social consensus”
in Asian countries, sparks charges of Orientalism in scholars’ characterization of
Asian legal systems, which, in themselves, vary significantly. Many scholars today
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stress how political choices determine the availability of formal institutions for
dispute settlement.22 Ginsburg and Hoetker (2006), for example, show how litigation
rates have risen in Japan in response to structural reforms and institutional changes,
including relaxed controls over the licensing of lawyers. Rapid economic develop-
ment, followed by the bursting of the Japanese economic bubble and the 1997 Asian
financial crisis, has significantly affected the role of law for business. China, for
example, has moved dynamically toward a market economy, and has developed “new
structures and processes for resolving disputes,” and, in particular, commercial ones
(Potter 2001: 26; Peerenboom and He 2008). In India, where courts are plagued by a
large backlog of cases, frequent adjournments, and long delays, companies have
increasingly sought to resolve legal disputes through alternative dispute resolution
processes, including arbitration, but these processes also have given rise to delay,
backlog, and frustration (Krishnan 2007). In sum, the articulation of competing
political and economic interests continues to be mediated by different institutional
structures and cultural norms, producing variations in the law-in-action in each
country.

Scholars have used Marc Galanter’s framework to compare patterns of dispute
settlement by repeat players in different countries. A number of empirical studies
have found that Galanter’s general thesis that “repeat player ‘haves’ tend to fare well
and that one-shot litigants lose frequently appear[s] to have considerable cross-
national validation, at least among countries in the English common law tradition”
(Songer, Sheehan, and Haire 1999: 814). In contrast, some studies of courts in other
countries, particularly of higher courts, have come to different conclusions. Once
again, however, we need to be careful to generalize the implications of these studies
since higher court judgments represent only a small part of law and thus law’s
implications for business. In a study of business dispute settlement in Russia,
Hendley, Murrell, and Ryterman (1999: 836—7) found Russian repeat players lack
the impetus to “play for” rules because such efforts are pointless in light of the role of
courts in the Russian legal system. However, they also noted the crisis situation in
Russia at the time, with Russian enterprises “struggling for their very survival,” so
that the business focus was short-term (859). In a study of litigation before the Israeli
High Court of Justice (HCJ), Dotan (1999: 1062—3) found that the “haves” benefit
from only limited advantages over “have nots.” He attributed this situation, in part,
to the accessibility and marginal expense of litigation before the HCJ and, in part, to
the HCJ’s view of itself as a “protector” and “representative of the common citizen.”
Similarly, Haynie (1994) found that, before the Philippine Supreme Court, individ-
uals have higher success rates in court judgments than government or business
litigants, the prototypical repeat players. She postulated that in less-developed
countries generally, courts may tend to favor the “have nots” out of concern for
“their own legitimacy” and domestic social “stability,” while nonetheless balancing
elite concerns (754). Haynie’s study, however, only focused on Supreme Court
decisions which may play a constrained role in practice, especially if repeat players
have a long-term privileged relation with lower court judges, in some cases being able
to buy them off. Moreover, the role of formal courts and law have not held as
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prominent a position in many less developed countries, in part because they have
other political and economic priorities.23

The central point here is not to enter a debate as to which countries are governed
to a greater extent by the “rule of law,” but rather that, in an era of economic and
cultural globalization, even when law is harmonized at the international level, the
impact varies significantly. Carruthers and Halliday’s path-breaking work (2006,
2007) on international harmonization of corporate bankruptcy law provides a
leading example. Their work depicts how bankruptcy law prescribed at the inter-
national level is differentially received in China, Korea, and Indonesia. They examine
the different types of mechanisms used to diffuse international bankruptcy norms,
with coercive measures being relatively more effective in Indonesia (such as IMF loan
conditionality) than in Korea, which is more likely to require persuasion to effect
legal change, or in China, in which change is more likely to occur through Chinese
modeling of reforms based on others’ practices. They address how different interests
and institutional legacies at the national level, and a country’s position of relative
power in global context, affect the implementation of international harmonization
efforts. They show how the indeterminacy of law, internal contradictions within law,
diagnostic struggles over problem definition, and the fact that different actors (and,
in particular, different business interests) participate in struggles over national
implementation result in ongoing national divergences.

CONCLUSION

In sum, to understand the relation of business and law, one must assess business
influence on the formation and application of public law before legislatures, admin-
istrative bodies, and courts, together with business creation and application of
private legal systems, whether to preempt public law, exit from public law, or
internalize and, in the process, translate and transform public law. One next needs
to assess the dynamic and reciprocal interaction of these public and private legal
systems in different national and transnational contexts which constitutes the legal
field in which business operates. Although public and private law-making for most
regulatory fields has spread to the international level, the domestic implementation
of harmonized rules and standards still varies considerably in light of ongoing
differences in the relative power of business, government, and law at the domestic
level, as well as differences in local institutional structures and business and legal
cultures. Thus, the relationship of business and law can be viewed in terms of three
sets of institutional interactions: (i) horizontal public institutional interaction
among legislative, administrative, and judicial processes, in each of which business
can play a critical role; (ii) vertical public institutional interaction involving national
and transnational institutional processes, with transnational processes becoming
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more prominent; and (iii) the interaction among these public institutional processes
and parallel private rule-making, administrative, and dispute settlement mechanisms
that business creates.

NoTES

1. Melvin C. Steen Professor of Law, University of Minnesota Law School. I would like to
thank Fabrizio Cafaggi, Howard Erlanger, Claire Hill, Herbert Krtizer, Brett McDonnell,
Randall Peerenboom, Joachim Savelsberg, and Veronica Taylor for their comments, and
Katie Staba, Carla Kupe, Kyle Shamberg, Ryan Griffin, Mary Rumsey, and Suzanne Thorpe
for their extensive research assistance. All errors, of course, remain my own.

2. By business, we refer to all institutional forms, including peak business trade associations,
sectoral lobbying groups, large corporations, and small proprietorships. Although we have
made clear that the interests of business as regards law are rarely, if ever, monolithic, we will
at times focus on business as a whole in this chapter to simplify analysis. Corporate
organization and state regulation have both grown dramatically in number and complexity
over the last century, with each responding to the other. On the rise and global diffusion of
the corporate form, see Braithwaite and Drahos (2000: 144). On the growing pervasiveness
of law during the latter half of the twentieth century, as reflected in more regulation,
litigation, number of lawyers and other legal actors, and greater diffusion of information
and public awareness about law, see Galanter (1992: 1—2); Friedman (2002).

3. By private legal systems and private law, we mean law made by and through private
bodies, as opposed to traditional contract, property, and family law. Cf. Michaels and
Jansen (2006) (providing conceptual clarifications of private law in light of processes of
globalization and privatization).

4. This is true not only of property and contract law which facilitate and legitimize business
economic activity (Hurst 1970: 61), but of regulatory law more broadly in a capitalist economy.

5. See http://www.unglobalcompact.org/AboutTheGC/index.html, I thank Fabrizio Cafaggi
for our discussion on this point.

6. As Willard Hurst (1970: 59) wrote concerning developments of law affecting business in the
United States, “[b]efore the late nineteenth century questions of legitimacy relating to the
business corporation concerned in the main the legitimacy of the ends and means of
government’s power as it affected corporations, rather than the legitimacy of corporations’
use of the facilities the law provided for them.” While progressive regulation of corpor-
ations grew in the twentieth century, corporate law limits withdrew. From the 1890s to
1930s, “[t]he function of corporation law [in the United States became] to enable busi-
nessmen to act, not to police their action” (Hurst 1970: 70).

7. See Skrzycki (2003: 84; chart noting industry background of regulators in the George
W. Bush administration, taken from the Brookings Institution, Presidential Appointee
Initiative Analysis).

8. Abramson (1998: A1; quoting Strauss).

9. Although this is clearly true in common law systems, it is also arguably the case in civil law
systems where judges and legal scholars refer to judicial decisions as regards the law’s
meaning and give weight to them, which helps to preserve legal certainty and consistency.
See e.g. Cappelletti (1981: 392; “there is no sharp cleavage between the two major legal
traditions, not even to the topic [stare decisis] discussed in this article”).
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These law firms have grown in size, as have litigation expenses, favoring those with greater
resources (Galanter and Palay 1991). Heinz and Laummann (1982: 127) found that legal
“fields serving big business clients” are at the top in ranking of prestige, and “those serving
individual clients. .. at the bottom”.

These attorneys also have their own interests, complicating the assessment of the costs and
benefits of these mechanisms.

See, e.g., Feeley (1979) demonstrating gap between law “on the books” and its implemen-
tation in criminal justice system); Macaulay (1963; documenting differences between written
contracts and actual practices followed by parties); Stryker (2003; institutions generally).
But compare Macaulay (1963) regarding the role of non-legal norms in the settlement of
business disputes.

Edelman and Suchman contend that business organizations have internalized elements of
the public legal system in at least four major ways which interact: “(1) the legalization of
organizational governance [through internal policies and procedures]; (2) the expansion
of private dispute resolution; (3) the rise of in-house counsel; and (4) the re-emergence of
private policing” (Edelman and Suchman 2007: xxv). On the latter point, businesses use
private police forces to patrol their premises and oversee their workforce. It is estimated
that private police outnumber public police by 3:1 (Suchman and Edelman 1999: 958).
See also Bernstein (1992: 115; “The diamond industry has systematically rejected state-
created law. In its place, the sophisticated traders who dominate the industry have
developed an elaborate, internal set of rules, complete with distinctive institutions and
sanctions, to handle disputes among industry members”).

State attempts to protect consumers from mandatory arbitration “have been rendered
irrelevant by [a] series of Supreme Court decisions” (Brunet et al. 2006: 159).

See, for example, the adoption by corporations of Board Audit Committees, which the
New York Stock Exchange required for listing, but which non-listed companies adopted
out of concern that courts in lawsuits claiming director liability might consider the
practice as a standard for responsible conduct (Braithwaite and Drahos 2000: 171).
Moreover, in France, the lowest-level court for commercial matters, the Tribunal de
Commerce, is composed of lay members from the business community. Many German
Linder have created special chambers for commercial matters that include lay judges
(Basedow 2008: 707).

Edelman, Fuller, and Mara-Drita (2001: 1591) suggest that managerial discretion in
implementing civil rights laws within organizations reframe diversity issues to include
not only gender and race, but also issues of personality and cultural lifestyle traits.
Including such issues changes not only the scope of civil rights laws, but transforms the
legal ideals underlying civil rights.

DiMaggio 1994 (within organizational studies, “culture” refers to the “shared cognitions,
values, norms, and expressive symbols” associated with a discrete group).

The literature on pluralist, centralized, and corporatist political systems provides institu-
tional-oriented explanations for national approaches (Wilson 2003).

For assessments of dispute settlement within Japan cf. Kawashima (1963), Haley (1978),
Upham (1987), Ramseyer (1988); within China, Macauley (1998), Peerenboom and He
(2008); within Korea, Choi and Kahei (2007), Yoon (2000); and within Asia generally,
Taylor and Pryles (2003).

Cf. Carruthers and Halliday (2006: 544; noting “historic irrelevance of law and the courts as
institutions of market regulation, and hence the ineptness of current courts and their
vulnerability to corruption”); Henderson (2006; finding judicial corruption in 18 of 23
countries surveyed); and Peerenboom (2004: 26; identifying problems common to Asian
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countries’ judicial systems—impaired access to justice, inefficient and expensive courts,
corruption, and incompetence).
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CHAPTER 4

BUSINESS STUDIES

THE GLOBAL DYNAMICS
OF BUSINESS-STATE
RELATIONS

JONATHAN STORY
THOMAS LAWTON

INTRODUCTION

BusinEss people increasingly ask “how can we make corporate strategy in such a
volatile world?” An answer to the question requires us to take a more holistic
approach to corporate strategy and company policy than we conventionally do
when considering the challenges facing top management teams. Conventional strat-
egy divides conveniently into three parts, like Caesar’s description of Gaul: first, the
development and deployment of resources, competences, and capabilities of the firm;
second, dynamics and shifts in the firm’s market positions caused by customers and
competition and by the goals, policies, and actions of governments; and third, what
both inquiries hold for the firm’s future. What is going on inside the corporation,
within its value chain and its wider business ecosystem and in its existing and
emergent markets, are certainly major drivers of corporate strategy. But corporate
strategies have to be elaborated, and opportunities and risks assessed in full recog-
nition of the dynamics at work in a world undergoing complex transformation. In
this chapter, we take the position that strategy and policy must be seen as complementary
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because they provide a different lens to look on the future as the holism through
which current resources in the firm are developed and allocated. In a static presen-
tation of our theme—and where time is absent—we may say that business leaders
need to develop a deeper understanding of the issues underpinning what we call the
politics, markets, and business triangle. We start with time as the key variable to
consider, and sketch a stylized survey of how corporate strategy thinking has evolved,
with a view to teasing out the key tensions that businesses encounter when operating
in a semi-integrated world market and polity. We then look closer at the relation of
corporate policies to the diversity of states, discuss the evolution of the global state
and market system, and spell out some of the key challenges facing corporate leaders
making strategies and policies to both shape and understand the future. This should
condition their allocation of current scarce resources. The key parameter of risk for
top management is by definition the exigency of dealing with a future about which
little is known, but where some things can be learnt.

THE CoORPORATE Focus

For most of the Twentieth Century, Big Business and Big Government reigned
supreme. Modern industrial organization may be dated from 1913, when Henry
Ford is said to have observed how cattle entered a Chicago slaughterhouse at one
end and exited as steak cuts at the other. Always looking to lower costs of production,
he had moving assembly belts introduced into his plants (Ford and Crowther 1992).
Frederick Winslow Turner had already outlined the Principles of Scientific Manage-
ment, whereby tasks were divided into discrete forms and executed by specialists, in
turn supervised by managers whose job was to control and motivate. Motivation was
ensured through force and fear in the factory, and control over the tiers of managers
required to run the organization was maintained through capital budgeting tech-
niques. As Stalin, a great admirer of Ford and Turner observed, as he prepared to turn
Russia into a giant factory for tractors and tanks, “The combination of the Russian
revolutionary sweep with American efficiency is the essence of Leninism” (Hughes
2004).

There were four enduring features of these earlier experiments with scientific
management. The first, represented in the mind-numbing experience of an industrial
worker’s life as a cog in a huge machine—immortalized in Charlie Chaplin’s Modern
Times—was to generate the human relations movement which, since the 1920s, has
aimed to improve human satisfaction in the workplace (Bruce 2006). The second was
the assumption that as scientific management played an ever greater part in shaping
the fortunes of corporations, the managerial function came to overshadow that of
owners and shareholders (Bearle and Means 1932). The third was the contribution of
the Ford Motor Company, and of “scientific management” to allied victory in both
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world wars, encapsulated in President Roosevelt’s description of Detroit (Ford’s
headquarters) as the “arsenal of democracy.” The fourth was the spread of scientific
principles of management across activities and worldwide, their development in the
1940s and 1950s into operations research, and their renewed salience as the world
economy opened up from the late 1970s onwards, associated with the notoriety of the
“Toyota Production System.”!

New technologies in the 1920s enabled corporations to diversify production into
new markets by linking economies of scale to a wider scope of products. The
emblematic corporation to emerge in this decade, and to overtake the Ford Company
as the world’s largest automobile corporation in terms of yearly units sold, was
General Motors (GM). This position was held for over seven decades. Alfred P.
Sloan became President of GM in 1923, and was associated with the development
of tools to manage a multi-product company, compared to Ford’s focus, at the time,
on the company’s unique Model-T car. Two tools are worth mentioning: one was the
financial metric of return on investment, yielding a figure comparable across product
divisions; the other was a multi-product pricing strategy to keep customers loyal as
their incomes rose. His integrative concept for good management was “decentral-
isation with co-ordinated control” (Sloan 1965), where decentralization encourages
initiative, responsibility, and decisions based on facts, and coordination promotes
efficiencies and economies of scale. The management process, though, depended
heavily on coordination by committee, and also on the availability of consumer
finance to bring the customer to buy. As long as banks in the 1920s arranged for loans
to customers on hire-purchase, the mass consumer markets experienced unpreced-
ented growth.

But the collapse of the money and credit system in 1929, led subsequently to
Roosevelt’s New Deal and the closer association of Big Labor with Big Business. Big
Government came in the 1940s, when the captains of US industry and finance in
effect took over the running of the US war efforts. Federal outlays rose from around
10 per cent in the 1930s, to 42 per cent of GDP by 1945, and have remained around 20
per cent of GDP since. Allied victory paved the way for the spread around the world
of the US experience in technology and science policy (Smith 1990) and the export of
US business practice and experience to Europe (Bjarnar and Kipping 1998), Japan,
and beyond (Maier 1978). US outward investment expanded as world markets slowly
opened up again, generating an extensive literature on the effect of control over
production by internationally invested corporations (multi- or trans-nationals) on
states’ divestment of their sovereign powers (Kindleberger 1969; Vernon 1971; Barnet
and Muller 1974). But the very different reactions of states in the global system to the
oil crises of the 1970s revealed the peculiarities of their domestic structures, and their
continuing autonomy to respond to markets and to their status as home or host
countries for multinationals (Katzenstein 1978). Rather, states and corporations came
to be seen as enmeshed in a web of political and market interdependence. The
conditions for this complex interdependence are provided with the existence of
multiple channels for exchanges between societies. This is complemented by exten-
sive consultative networks, which are indicative of the overlap between domestic and
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foreign policy. This overlap is characteristic of relations between developed industrial
countries (Keohane and Nye 1977). States, in this view, remain the central pillars of
the global system. This was borne out during the global credit crunch of 2008, when
governments around the world stepped in to bolster business and prevent the
collapse of financial markets.

From a corporate perspective, the managerial issues seemed more pertinent.
Running large organizations required senior management to elaborate broad strat-
egies to guide policy over the longer term, and to adapt the organization to changing
conditions and new opportunities. The typical US corporation had initially devel-
oped along functional lines, but this created major problems of coordination
between the purchasing, production, finance, or marketing departments as the
number of products sold multiplied. Some decided, like GM, to centralize authority,
risking “analysis paralysis” among a senior management far removed from the
humbler but vital tasks of production and sales, while others, like 3M, managed to
delegate authority and initiative down the organizational hierarchy. To facilitate
assessment of the profitability of operations, the trend set in to split the organization
into product divisions, with their own functional sub-units. An international div-
ision was added to this as markets developed abroad.

John Stopford and Louis Wells (1972) recorded the problems inherent in such an
arrangement. The usual international division held a mandate to run business within
a geographic area, and competed for home attention with the foreign desks of
product divisions. This led to endless bureaucratic efforts to “coordinate” activities,
prompting corporations to take one of two options. Those firms who sold few
products and were still organized along functional lines tended to opt for worldwide
and regional area structures. Regional structures duplicated the functions back
home, and to a degree were able to respond to local conditions. Multi-product
firms took the other tack, and tended to expand the responsibilities of their product
divisions worldwide. Their strengths played to the demand by consumers for quality
and price competitiveness. Marrying local responsiveness with price competitiveness
could be achieved by having local managers report to two chiefs in a matrix
organization, run on joint regional and product lines.

That was in 1972. Then came the oil shock, and the whirlwind of Japanese
competition across a swathe of industries, notably automobiles and consumer
electronics. President Nixon’s visit to China, and then Washington’s pressure on
US oil multinationals to heed US interests above their commercial instincts, deliv-
ered Japan’s political and business elites a double shock. The impressive response was
to tighten up on consumption, and to make a concerted drive for efficiency in Japan’s
major export industries. Research has shown that Japan’s corporations were the first
to reverse the general trend among developed country corporations to an ever slower
turnover in stocks (Schonburger 1998), and to take the lead in “lean production.” The
method—an elaboration of scientific management—was made famous in the best
selling book, The Machine that Changed the World (Womack, Jones, and Roos 1990),
which recorded how Toyota learnt to combine US lessons on mass production with a
skilled workforce, who were given responsibility for quality control throughout the



BUSINESS STUDIES 93

manufacturing process. Japanese corporations rode to victory in market after market
in the course of the 1970s and 1980s, as Western corporations made desperate efforts
to chase down their cost and experience curves. In 2007, it became the world’s largest
automobile manufacturer.

The corporate strategy fraternity, headquartered at that time in Harvard Business
School, took on the challenge by plunging into the study of all things Japanese. Two
broad schools of thinking emerged over time, one being championed by Harvard’s
Michael Porter, and his studies on corporate and national competitiveness
(Porter 1980, 1990). Porter identifies the national conditions required to promote
competitiveness—a competitive context for firms, demand conditions, related and
supporting industries, created factors of production such as skilled labor, and a
government which promotes competition and excellence. He then examines how
“clusters” of firms in different countries can create enduring competitive advantages
on world markets. For the analysis of firms’ strategies and performance, he intro-
duced neoclassical microeconomics and industrial organization theory. In essence,
he presents firms as competing among each other to make profits by selling products
that consumers value at the going price.

He thereby proposes three broad categories of corporate strategy. The first is that
of cost leadership, where the corporation supplies products and services to the
market that are made at the lowest cost, but also the most attractive quality and
price. This is an update of Henry Ford’s insight. Lower costs may be achieved by
economies of scale, which refers to reducing the cost of each unit through volume
production. The more experience firms have in making or delivering a product or
service, the cheaper they learn to do it (Hall and Howell 1985). An example is a
leading low fare airline like Ryanair or Southwest Airlines. The second category of
strategy emphasizes product differentiation through superior design, quality, or
functionality. This is Sloan’s strategy updated for modern consumption. The impli-
cation is that the corporation invests in its employees, their ideas, and the knowledge
that they accumulate, and that firms permanently search for ways to cut costs while
preserving know-how in the organization. Think of a product like Apple’s iPod and
you can see how successful this approach can be. The third strategy is focus,
understood as a niche strategy, whereby a firm focuses on one or two market
segments, and brings scarce resources to bear to meet specific needs. Suitable for
smaller firms, the suggestion is that firm’s objectives are met by effectiveness, rather
than by efficiency. The firm is sensitive to the particular market’s requirements. Any
good local provider you can think of, from a family-owned restaurant to your
favorite hair stylist employs this type of strategy.

The second school of strategic management thinking took a more political view of
the corporation. Corporations were analyzed as social constructs, rooted in their
home and host country contexts, with their own sources of legitimacy and their own
measures of performance. The distinct tone of this approach is evident in the
definition of Yves Doz and C. K. Prahalad, when they speak of corporate strategy
as “the dominant world view” among senior managers on the nature of competition,
the key success factors in sustaining a competitive advantage, the type of risk
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incurred, and the resource base on which they draw (Pralahad and Doz 1987). This
approach in turn spawned what came to be known as the resource-based view of the
firm, based on an earlier study by Edith Penrose (1995), and emphasizing the internal
learning process of firms as providing the structure within which knowledge is
accumulated and deployed. This differed from the emphasis of Porter and others
on advantage derived from external responsiveness and positioning.

The two dominant schools of corporate strategy thinking have been able to meet
on a significant common terrain. As Prahalad and Doz put it, managers must be able
to “recognise the balance of the forces of global integration and local responsiveness
to which a business is subject” (Pralahad and Doz 1987: 30). The present from which
senior managers start to consider their competitive position is the result of the
inheritance from past policies, structures, and performances. Senior managers
must understand the history which makes their corporations as they are, in order
to anticipate where they may lead them.

The European decentralized federation

European corporations, such as Philips, Unilever, or Nestlé moved abroad in the
early decades of the twentieth century, organizing in worldwide area structures. Local
subsidiaries became highly independent of the parent company. Scale economies for
the corporation as a whole were sacrificed in favor of servicing local tastes, and
establishing sound working relationships with local governments. There was some
sharing between the parent company and its units in terms of flows of information
about research and development, appointments to senior positions, and the transfer
of capital and dividends. Coordination mechanisms between parent and unit took the
form of bureaucratic and budgetary mechanisms of control. Contacts between the
units were limited. Such a structure was eminently suited to Europe’s fragmentation
in discrete national markets well in to the 1980s, but proved highly vulnerable to cost
pressures as markets opened and competition sharpened.

The US coordinated federalist

The post-war years were the era of US dominance, when GM, Ford, IBM, Coca-Cola,
Caterpillar, and Proctor & Gamble became household names. US corporations
operated abroad through relatively autonomous subsidiaries. Their key asset was
the size and opulence of their home market. Overseas subsidiaries exploited products
first developed there. They were not customized to local tastes, but competed on
quality at competitive prices. Senior management kept research and development
facilities in the US, and managed the transfer of skills and technologies through the life
cycle of the product. But there were serious deficiencies in this method. Headquarters
controlled the main resources, and left operations to the locals. Locals met glass
ceilings for promotion to senior positions. Budgetary and bureaucratic controls
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from the center suffered from upward creep, as did demands from local governments.
US corporations also proved highly vulnerable to super-competitors from Japan.

Japanese global strategists

In the 1970s and 1980s, the Japanese competitive onslaught occurred. The strategic
intent of corporations, such as Toyota, NEC, or Matsushita, was to achieve global
dominance in their respective markets in order to fund the switch from competition
on the basis of low labor costs towards high-tech, lean manufacturing systems. Such
corporations treated the world as one market. Knowledge was developed and retained
centrally. Their plants were scaled to produce mass standardized products, which were
sold with aggressive price strategies. Integration between the central product division
and each subsidiary was achieved through top—down strategic plans and controls, the
fostering of a strong corporate identity, and through socialization of personnel.
Subsidiaries were concentrated in a few locations. But such “global strategists” were
vulnerable to trade retaliation, consumer reactions to standardized products, and to
glass ceilings for promotions of locals that were set very low in the organization.

The transnational corporate citizen

A transnational corporation, Bartlett and Ghoshal (1989) maintain, has to achieve all
three virtues of local responsiveness, efficiency, and knowledge management simultan-
eously. Its key feature is that it functions as an integrated network. Local units provide a
source of skills, ideas, and capabilities, and attain global scale by becoming the corpor-
ation’s local champion for a product or service sold worldwide. It adopts flexible
manufacturing techniques and takes optimum choices with regard to pricing, sourcing
of inputs, and product design. This implies a very different role for headquarters, as all
units must develop mechanisms for integration and coordination among themselves.
Transnational corporations speak English as a common language, develop inclusive
management networks, acquire a corporate-wide global scanning capability, and pro-
mote a common culture through incentives, corporate visions, and leadership selection.
In short, they become a learning organization in a permanent process of renewal
(Ghoshal and Bartlett 1997). We shall return to this in our last section.

STATES AND CORPORATE RESPONSIVENESS

In this section, we focus on the corporate—state policy nexus. Despite some advances
(Baron 1996, 1997, 1999; Shaffer and Hillman 2000; Pearce 2001), the corporate
environment remains relatively uncharted territory for both scholars and practitioners
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of strategic management. In particular, “the state,” a subset of the non-market
context, is a largely unexplained and indeterminate variable within companies’
strategic decision-making processes. Although considerable research exists on
state-business relations (Boddewyn 1988, 1993, 1995; Ring, Lenway and Govekar
1990; Lenway and Rehbein 1991; Brewer 1992; Boddewyn and Brewer 1994; Baron
1995; Czinkota and Ronkainen 1997; Rugman and Verbeke 1998) and more specific-
ally, on the influence of firms on public policy formulation (Richardson and Jordan
1979; Streeck and Schmitter 1984; Mazey and Richardson 1993; Green-Cowles 1995;
Coen 1997, 1998; Lawton 1997; Baron 1999), less work has been done on how top
management teams factor the external political environment into their strategic
decisions and actions (Hambrick 1981).

The point of departure for political scientists is states, with their distinct peoples,
public policies, very divergent capabilities, and their relations with other members of
the society of states.2 Learning about them constitutes a central component of the
ability of corporations to act upon what is happening within these territories, and
how they are affected by the forces of global integration—the global efficiency and
local diversity which Doz, Prahalad, and others have written about in the manage-
ment literature. In current usage, “politics” is what happens and is talked about
within states about public policy, and what the public realm should or should not
encompass. A less state-centric view of politics would stress that it is not just what
politicians do, but embraces all undertakings where the wills of two or more people
are harnessed to a particular task (Jouvenel 1957). This broader definition allows for
politics as ubiquitous across organizations, but also allows us to specify more closely
the relations of firms to states.

Corporate strategies have to be implemented in the context of markets which are
fragmented between states. Clearly, corporations prefer to operate within the context
of market-supporting institutions, which ensure that property rights and the rule of
law are respected, people can be trusted to live up to their promises, externalities are
held in check, competition is fostered, and information flows smoothly. In policy
terms, we look at institutional arrangements within a state that are directly involved
in markets: these include the financial system and its regulation; the labor market
institutions and their regulation (trade unions, dispute settlement mechanisms,
training, education); product markets (standards setting, norms); the corporate
sector (ownership types, trade associations; value/supply chain relationships); the
business culture of the country (the legal system; attitudes towards business, as
expressed, for instance, through the tax system; attitudes towards entrepreneurship
and wealth creation). There is a huge literature on this. This literature states that
capitalisms are embedded in cultures and states, and that they differ.

As a step towards presenting the complex linkages between global dynamics and
country-level factors, we turn here to the notion of a national business system, which
we simply define as holding three key, related components (Whitley 1999). First come
the state institutions dealing with financial markets structures and labor market
regulations. Most emerging market countries have bank-based financial systems,
while their financial markets have traditionally been used to allocate financial
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resources authoritatively for use by state corporations (France) or private chaebols
(Korea). Labor market regulations are the product of national social contracts, the
details of which can make all the difference as to whether an investment goes ahead
or not. The second component of a business system relates to the coordination of
economic activities between stakeholders. This yields a spectrum of types from loose
coordination among firms, as in the UK, through highly hierarchical and authorita-
tive structures of business interest representation, such as in Germany and Austria, or
state-centered business representation as in France or China. The third component
relates to the way firm policy is made—its governance—and the organizational
attributes that enable firms to transform resource inputs into product or service
outputs using the skills and knowledge of their employees in codified or tacit
routines. This touches on the level of workforce skills in the short term, the
development of collective competences in the medium term, and, in the long term,
the dynamic capability of innovation (Nelson and Winter 1982; Teece, Pisano, and
Shuen 1997).

Given the variety of business systems in the world, it follows that there is not one,
but many types of capitalism (Crouch and Streeck 1997; Hall and Soskice 2001).
Markets are embedded in social and political institutions, and do not exist inde-
pendently of the rules and institutions that establish them (Zysman 1994). Such
institutional structures foster their own incentives for agents in markets and their
continuation is dependent on particular forms of policy processes (North 1991). They
generate typical strategies, routine approaches to problems, and shared decision rules
that create predictable patterns in the way governments and companies go about
their business in a particular national political economy. Some scholars maintain
that global capitalism’s workings weaken labor and endanger social stability as
domestic norms and institutions are challenged (Rodrick 1997; Burtless et al. 1998);
as globalization deepens, conflicts emerge within and between nations. This may lead
to bad policy, endangering the open trading system on which prosperity is based
(Ruggie 1995). Definitely, it raises the stakes in international negotiations. Govern-
ments tend to project their own demands into these negotiations, which become
political markets for trade-offs on regulations, exemptions, transition periods, and
on a host of details (Story and Walter 1997). The global “competition system” which
results is thus a negotiated construct, which reflects the institutional arrangements—
national, regional or global—from which they emerged (Whitley 1997). Governance
in this global economy is necessarily multi-tiered, as in the middle ages, where nation
states are one class of power in a complex system of power from world to local levels.

It follows that in a context where multiple forces at work in global markets impact
upon national economies differentially, states have very different capabilities to adapt
to changing conditions (Katzenstein 1978; Weiss 1998). Globalization does not force
states to follow a linear path of accommodation to markets. They retain discretion to
choose between options, which are shaped by the cognitive patterns of their leader-
ship, the types of state they govern, or the policy processes that they operate in (Mény
and Thoenig 1989). This process of public policy may be illustrated in the form of a
feedback loop, where the elements in the chain are interactive, and the flow of
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influences and events are in the form of feedback, so that past policies condition the
present situation and future options (Lasswell 1950; Easton 1965; Almond and Powell
1966). Take, for instance, the omnipresence of interventionist governments, operat-
ing as a “megaforce” (Austin 1990) in nationally protected markets. The ostensible
rationale of the multiple actors in the policy process was to reduce dependency on
foreign suppliers, to build up local productive capabilities, or to develop a national
technological base. Public officials controlled financial flows, issued licenses,
deployed procurement, promoted labor “aristocracies,” kept high tariffs or quotas,
and regulated foreign exchange. They supervised competition in domestic markets
among state enterprises, large private businesses, local firms, and multinationals.
Over time, typically, the signs multiplied that all was not well: resource misalloca-
tions, unemployment, inflation, external deficits, devaluations. To escape from these
conditions, each had to start thinking of reform in their own context. Their discrete
policy processes, and the specific features of their political economies, would ensure
that the path towards a more market-oriented regime would remain particular with
regard to the time required to negotiate the transition, the sequencing of reforms,
and their detailed content and impact. Just as Bartlett and Ghoshal depict the
development of corporate strategy paths away from their original configurations,
so the transformation of state institutions and policies can be stylized as different
paths of adaptation in national political and business systems (Rustow 1970; Morlino
1980). Ex ante, the future is open, and the possible outcomes are multiple. It is only ex
post that the path of history can look predetermined. Convergence is not written in
stone.

Different capabilities underpin the hierarchy of wealth and power in the world as it
is. This is the essence of the realist school of thinking about world affairs—the most
widely held view of international politics, as of corporate strategy—which holds that
there exists an unremitting clash between states and competition between corpor-
ations and business networks for wealth and power in world politics and markets
(Morgenthau 1967; Waltz 1979; Porter 1990). In the political domain, states remain
the prime units in world affairs, but capabilities between states are highly unevenly
distributed. The tenet is predicated on the presumption of the separability of the
domestic domain of the territorial state, and the system of states where no authority
is endowed with a monopoly of power and authority, despite periods of hegemony.
The major political issue is how to preserve some minimal order and to prevent or
minimize the risk of conflict between states. Security trumps economic interdepend-
ence, as the lack of trust between states sets some limit to their readiness to depend
on world markets, and draws an invisible ring of defences around their producers.
Global capitalism is the instrument of the powers, their competing interests, and the
way they are articulated through markets, corporate alliances, or in legislation and
international negotiations. States seek alliances in order to supplement their own
limited resources for their own purposes by borrowing the resources of their ally, and
on their own terms as far as possible. But as all allies make the same calculation, who
gets what out of the alliance depends very much on relative bargaining skills and on
the hierarchy of the allies’ priorities in any particular situation. Great powers by
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definition are concerned with a broader canvas of interests than smaller states, and
maximize their returns from alliance by minimizing their commitments as far as
possible to local rivals. They seek to sell their alliance as dearly to local contestants as
the calculations of other great powers permit. Ultimately, the nature of the inter-
national system is shaped by relations among the great powers.

The global market structure is equally built on inherited inequalities, and these are
reflected in international economic relations. This observation lay at the heart of the
major conflict between the capitalist powers and the Soviet Union, over the course of
“the short twentieth century” (Hobsbawm 1994). From a realist perspective, world
affairs after 1945 were played out within a dangerous but predictable system struc-
tured around the competing alliances of the two great powers, their allies, and their
clients. US containment strategy aimed to bottle up communism within the bound-
aries of the Soviet Union, and to contest its expansion abroad. There were two
variants of containment (Gaddis 1982): one was to promote “a working economy
in the world so as to permit the emergence of political and social conditions in which
free institutions can exist.” The other was predicated on global military containment.
The US as a continental island was pre-eminent throughout Latin America and the
Caribbean, with key positions in Germany, Japan, and the Persian Gulf. The US
dominated the world seas and air traffic. US bilateral alliances with Germany and
Japan formed the cornerstone of their domestic and foreign policies. The flow of
provisions in raw materials were ensured through US control of the world sea-lanes,
trade and investments flowed within the boundaries of the Western alliance, Japan,
and the Asia-Pacific states. The communist party-states predicated their mission to
free the world from capitalism on the primacy of class war. Once in power, com-
munist party-states tolerated no alternative to their rule, suspended the market, and
allocated resources by a central plan. They thus erected a monopoly on political
power, on economic resources, and on “truth.” All economic decisions relating to
production and distribution were centralized. Consumers had the limited freedom
not to buy whatever was on offer, and to keep their opinions to themselves. This was
the party-states” Achilles heel: by 1990, America’s affluent alliance, representing 16 per
cent of the world’s population, held 8o per cent of the world’s income and output,
compared to the Soviet Union’s 2 per cent. The Soviet Union’s demise delivered a
mortal blow to the world communist system, but also to US containment strategy.

As the dust lifted slowly from the wreckage of the Soviet Union’s collapse, and the
cold war drifted into history, the contours of the global system appeared in sharp
outline. The US stood without equal, in a world of unprecedented inequalities of
power and wealth. The Soviet collapse also ended the separation of world labor
markets between the advanced industrial countries, the communist party-states, and
the developing countries sheltering behind high tariff barriers. Its most immediate
effect was to precipitate upwards of three billion people on to the world labor market,
from the former Soviet Union, central eastern Europe, China, and India. In addition,
the resolution of the 1980s debt crisis under a plan advanced by US Treasury
Secretary Brady enabled mid-income endebted countries to restructure their debt
to commercial banks through officially supported debt reduction programs tied to
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broad policies of liberalization, stabilization, and privatization. Brady’s debt relief
plan spurred Mexico to negotiate the North American Free Trade Agreement
(NAFTA) accords with the US and Canada, while Brazil and Argentina formed the
Mercosur customs union with Uruguay and Paraguay. By comparison, the “world
market” of the cold war had expanded its total workforce by about 270 million, as
Japan, Spain, Turkey, Korea, and the South East Asian countries moved to industri-
alize. In other words, whereas 1 unit of capital in the 1980s had at its disposal, say, 10
units of labor, after the end of the cold war, one unit of capital had, say, 100 units of
labor. The average cost of labor around the world fell correspondingly. Given the
availability of global finance for corporations, and the development of multinational
corporations during the period of the cold war, the implication for high wage
countries was that their relative wage advance depended on productivity continuing
to outstrip that of cheaper wage locations, to which multinationals were now freer to
move.

There were two competing visions of where the world was heading in the twenty-
first century. Conventional wisdom had the world converging on Western political
norms, Western economic policy, and a market-driven process of world integration
(Fukuyama 1989; Huntingdon 1991). The view was encapsulated in the word “glob-
alization,” depicting a One World driving towards shared prosperity, democracy, and
better living conditions for all. A cascade of new technologies was accelerating the
pace of innovation, combined with an unprecedented opening of all on to world
markets. Western corporations would pour technologies into the poorer regions of
the world, where labor was abundant, cheap, and talented. Global financial markets,
no longer under political lock and key, provided capital, ending the historic capital
shortages of developing countries. All countries which wished to sign up to pros-
perity were advised to end controls on capital flows. Within a couple of decades,
there would arise a huge transnational market for consumers. This drive towards a
more efficient allocation of resources worldwide would promote more educated
populations, encourage the world’s democratization, promote greater security
between states with similar values and regimes, and eventually equalize incomes at
an unprecedented high level of well-being. The world economy’s productivity levels
would likely lift historic growth rates, and within a couple of decades, the great
planetary debate would have opened. The history of the twenty-first century would
be one of a civilization of civilizations, where achievement of a more harmonious
world would require the development of a global governance architecture. That was
the prime contention of the world’s convergence-at-a-high-level-of-wealth story.

The alternative view was that nothing was written in advance, rather the reverse.
The historical world in which we live is one of inherited inequalities, different
capabilities, and very diverse motivations. It is characterized by diversity and diver-
gence, rather than linearity, integration, and convergence. Globalization in this light
was not a dissolvent to old conflicts, so much as a stimulus to old tensions as well as
to new. Other ideals besides liberalism had survived the cold war’s end, such as the
fascist ideals of the supremacy of political will in the ordering of human affairs,
economic nationalism, or the millenary vision of religious prophets. Enduring



BUSINESS STUDIES 101

imbalances in the world economy bore testimony to the propensities of states to
pursue relative or absolute gains over competitors. Far from states following a linear
path of accommodation to markets, states with state-corporate linkages forged in
discrete, historic circumstances (Weiss 1998; Whitley 1999), were bound to adapt to
global changes in their own way and in their own time. The abilities of states to adapt
to changing conditions would continue to diverge, not converge, and because
globalization advanced under a Western, primarily US guise, it was as often as not
experienced as a diktat for non-Western civilizations to align on Western cultural
norms (Huntingdon 1993; Mahbubani 1995). Indeed, globalization was none other
than global capitalism unchained, intent on imposing its own world-view of “market
democracy” on a diverse world. The project was argued to be as unrealizable as was
worldwide communism, and just as likely to end in failure (Goldsmith 1994; Gray
1998; Soros 1998).

In effect, the new world system to emerge in the course of the 1990s came to be
characterized by both convergent and divergent trends, which we can see as comple-
mentary opposites: a diversity of states in a non-homogeneous world, penetrated and
shaped by global markets, operating powerfully to create a more homogeneous world
civilization; alongside aspirations to create a system of global governance out of the
world’s existing institutional framework as the counterpart to a world of relentless
competition between states, corporations, or currencies. At the same time, the
prospects for an increasingly wealthy and inclusive world as global civil society
develops towards a higher civilization are juxtaposed with a world of history where
the forces of globalization operate as a stimulant to divergence, to conflicts, and to a
ruthless competition between peoples, states, and corporations. It is this double
movement between the forces driving towards the prospect of a radiant future and
the world’s very divergent capabilities to adapt that lie at the heart of the new
dialectics in global affairs. Cold war dialectics was structured by the global config-
uration of the international system; the post-cold-war dialectics is a global process
working at the level of cultures, markets, and politics, and where corporations are
often the leading revolutionaries.

GLOBAL DYNAMICS AND
STRUCTURAL POWER

The state-centric view of world affairs, with which we introduced the last section, has
long been criticized as an inadequate lens through which corporate leaders
should incorporate the external political environment—and associated political
uncertainty—into their strategic decisions and actions. We argue that through
adapting and applying Strange’s realist structuralism approach from international
relations, corporate leaders will be better able to understand and respond to what
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Gilpin describes as the reciprocal and dynamic interaction in the world economy
between the pursuit of wealth and the pursuit of power (Gilpin 1975; Strange 1985,
1987, 1988). These twin forces complicate and often confound the decision-making
process of corporate leaders, as they involve variables outside of the control of the
organization and beyond the scope of rational economic actor analysis. As Gilpin
(1987) argues, both economics and political science, as separate, compartmentalized
disciplines are inadequate to explain the state—market nexus: economics does not
integrate power analysis into its explanatory models and political science often treats
economics as exogenous or even dependent on the political setting—the autonomy
of market forces is missing. Strange argues for a structural approach that seeks to
integrate the Marxist concern with production and the realist concern with security
into a wider analysis of the world political economy around a concept of structural
power. The structural power approach is a useful conceptual lens for top manage-
ment teams seeking to make sense of the external political context of their organ-
izations. Understanding power, its main conduits in the world and the forces that
determine it in international business, allows strategic leaders to understand and
account for external political forces in corporate strategy.

The dynamics of change in the second half of the twentieth century, and especially
from the 1960s on, were not located in states and international organizations—the
focus of realist and idealist approaches to the study of international relations—but in
markets and corporations. That is Strange’s central thesis. Most of the string of
“vague and often woolly words” (Strange 1997), such as “globalization,” “interde-
pendence,” or “multinational corporation,” conceived to describe the diffusion of
power in the world economy, are state-centric or plain euphemisms for the export of
American culture and preferences. Yet Strange acknowledges that the US, with its
federal law, huge state sector, large corporations and financial institutions, univer-
sities, publicly and privately funded research laboratories, and vast internal market, is
the epicenter of a world market, reconstituted under US patronage after 1945. What
has happened, Strange maintains, is that “the impersonal forces of world markets,
integrated over the post-war period more by private enterprise in finance, industry
and trade than by the cooperative decisions of governments, are now more powerful
than the states to whom ultimate political authority over society and economy is
supposed to belong” (Strange 1997: 4).

From this flow four propositions central to Strange’s conception of international
political economy. First, war and peace between states is no longer a prime concern,
at least for the materialist citizens of the affluent alliance for whom war with other
major states is too dangerous an option. Because populations want trade and
investment, states are primarily concerned with ensuring that business conditions
within their own jurisdiction are sufficiently attractive to foster wealth-creating
activities and to attract inward investment by multinational corporations. Second,
all states have found their power and authority hollowed out, as they have to share
functions with an ever wider range of interested parties. Their powers are shared with
other governments, firms, or technologies outside the state’s territorial jurisdiction.
The third proposition is that there has been a shift in power from states to markets
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(Strange 1970), generated by two key agents of change. One is the multinational
corporation, and the globalization of production which has been the result of the
corporations’ need to recuperate the cost of investment in new technologies. The
other agent of change is global financial markets, which have expanded on the back
of competition between financial centers, governments’ thirst for funding, and
corporations’ search for cheap financing. Corporations, states, and global financial
markets have become unequal partners. Corporations are establishing transnational
networks of alliances and arrangements with other corporations, and by entering
bargains on a bilateral basis with states. The “new diplomacy” (Stopford and Strange
1991) is characterized by bargains between states and corporations, where control
over outcomes can be negotiated. By contrast, traditional economic diplomacy is
unable to control the outcomes decided by the global financial markets (Strange
1988).

The fourth proposition holds that, after three centuries in which state authority
over society was centralized, we have moved towards a “new medievalism” (Strange
1988) of dispersed power, and competing authorities. There is no Pope, as the world
is materialist, driven by greed and self-interest, while the emperor—the US—is
unwilling or unable to behave responsibly. The best way to describe this world,
Strange says, is through the lens of pluralism, halfway to a world economy and a
world society. The pluralist perspective reduces the significance of the traditional
distinction between domestic and international, and populates the world system with
more authorities than states. This definition presents politics as ubiquitous, and
populates its arena with a broad fauna of organizations and individuals. Following
Easton’s famous definition of politics as “the authoritative allocation of values in the
system” (Easton 1965), Strange defines politics as those processes and structures
through which the mix of values in the system—freedom, equality, security,
justice—are distributed among groups and individuals. She also deploys Lasswell’s
formulation, of politics as who gets what, when, and how (Lasswell 1950), and refers
to Dahl and Lindblom’s concept of “polyarchy”—the power structures of public
officials and societal elites and their ability to define “issue areas” in promotion of
particular interests (Dahl and Lindblom 1953; Lindblom 1977). If these are the
definitions to work with, then any study of politics must examine the sources of
authority, the process and the values by which these “issue areas” are defined. Who
defines the “what”—the contested issues—and how the process is decided is the task
of the political economist (Strange 1994).

The global financial crisis of 2008 indicates that Strange’s assertion of corporate
and even market autonomy from—if not pre-eminence over—the state may have run
its course. The response of governments in the US, Europe, and elsewhere demon-
strates a reassertion and a rebalancing of the global system. But Strange’s ideas,
especially her structural power framework, remain relevant for an understanding of
business—state relations, even in an era of multilateral government intervention in
the workings of the market economy. Strange (1988) advances a framework for
analyzing the who-gets-what of world society based on four basic structures.
In these, power over others and over the mix of values in the system is exercised
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within and across frontiers by those who are in a position to offer security, or to
threaten it; by those who are in a position to offer, or to withhold, credif; by those
who decide what to produce, where and by whom and on what terms and conditions;
and by those who control access to knowledge and information and who are in a
position to define the nature of knowledge (Strange 1996). Of the four kinds of
structural power outlined by Strange, the state takes the lead role in only one—
security—and even there needs the support of other systemic agents. In all the other
structures, non-state authorities—primarily firms—play a large part in determining
the allocation of resources. Strange therefore argues that structural power is the
unevenly distributed systemic ability to define the basic structures of the world
economy: security, credit, production, and knowledge (Strange 1988). All other
elements of the international political economy (e.g. global issues such as trade or
more specific sectoral items such as aerospace or microchips) are secondary struc-
tures, being molded by the four fundamental power structures. Strange further
argues that structural changes in finance, information and communications systems,
defense equipment, and production methods have together played the most import-
ant role in redefining the relationship between authority (government) and market
(firms). To clarify the determinants of change at a systemic level, it is accepted that
the state and the market (through its corporate agents) together comprise the broad
vehicles of transformation (Strange 1991). Each of these systemic players shapes the
nature of the four pillars of structural power.

LEADERSHIP, STRATEGY, PoLICY
AND THE FUTURE

A corporate actor that understands this systemic dynamic and gains first mover
advantage in bringing about structural change can wield considerable power, both
relative to government and to other companies. So let us take the position that the
corporation is the central unit of analysis in the world economy, and that the
corporation cannot survive and prosper unless top management teams incorporate
the lessons they take from these dynamics into their strategic decisions and actions.
Our suggestion is for business leaders to start by distinguishing between corporate
strategy and corporate policy. Strategy is about setting vision, marshaling resources,
selecting markets, and so on. Policy comes both prior to and after strategy. It comes
prior to strategy because policy is crafted by cultivating sensitivity to context—
national cultures, macroeconomic trends, currency fluctuations, social change, and
politics (international/global, regional, national, and local); and it comes after
strategy because policy is also about implementation—delivery of results and adding
value. Corporate policies have to be crafted relating location decision, recruitment
and retention, and marketing and finance—as well as relations between subsidiaries
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and with headquarters—to varied conditions around the world. Similarly corporate
strategies have to be elaborated, and opportunities and risks assessed in full recog-
nition of the external environment in which they take place. It is through this holistic
lens that business leaders may integrate markets and politics into strategic manage-
ment, and it is through policy that corporate strategies are implemented to deliver
results. In this last section, we focus on corporate leadership, identify a typology of
different strategies available to corporate leaderships, introduce the concept of non-
market strategy, and end by sketching out the triangle linking business, to markets
and policy, as a way of summarizing the many domains linking corporate politics and
strategy to the broader context facing corporations.

Corporate leadership

We start with leadership, and the exercise of power in corporations. Here, the
literature from political science and economics may be serviceable. Attempts have
been made by economists such as Frey to explain politics and power through the
prism of rational choice (Frey 1984). But as Strange (1996) argues, this is too clinical
an approach to be serviceable. For instance, an industry leader may choose to forgo
profit to enable price reduction in order to drive new entrants out of the market.
Such action is not rational if we apply the strict economic logic of firm action as
being motivated by profit maximization. Of course the rebuttal to the scenario just
mentioned is that forgoing profit in the short term can result in greater profit in the
long term. However, this is not assured and there is risk associated with such action,
e.g. regulatory authorities may deem such action illegal or the new entrant(s) may
successfully resist predatory behavior and subsequently use it to undermine the
dominant firm’s market position. Witness for instance the clash between British
Airways and Virgin Atlantic in the early 1990s, where British Airways attempted to
undermine Virgin Atlantic’s market entry into the lucrative transatlantic routes by
engaging in price competition and negative advertising. Virgin Atlantic weathered
the storm, won a court ruling against British Airways practices, and subsequently
subverted its arch-rival through appealing to airline customers as the David to
British Airway’s Goliath. Identifying the players is the first step to studying their
motivations and the non-market and market arenas in which they operate.

To explain why organizations act as they do Herbert Simon has advanced the case for
his concept of “bounded rationality,” whereby governments and corporations have
multiple objectives in mind when they take decisions (Simon 1982, 1997). They are not
always seeking the optimal outcome but are looking for a result that satisfies multiple
objectives. As Michael Crozier, the French sociologist, pointed out (Crozier 1971), Max
Weber’s stylization of official decision-making in “rational-legal hierarchies” was mis-
leading. Graham Allison argued in a similar fashion in contesting the then dominant
view in foreign policy analysis using the rational actor model, that it was equally possible
to explain the Cuban missile crisis through an organizational process model and a
bureaucratic politics model. Allison’s revolutionizing of the study of decision-making
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in political science fed into teaching in business schools, alongside studies of power
relations within organizations (French and Raven 1959; Emerson 1962; Hambrick 1981).
Corporate strategies, this literature suggests, may be guided by the concepts, ambitions,
and personality of the leader or their team, as contrasted to the longer term interests
of the corporation. They may also be the result of bureaucratic battles within the
organization fought over ideas and careers, or simply the outcome of organizational
processes. In such conditions, the assumption of static objectives, implicit in the concept
of bounded rationality, may not hold. As Crozier and Friedberg argued, the rationality of
actors may originate from the “game structures” that channel and stabilize power and
bargaining relations between a set of strategically interdependent actors (Crozier and
Friedberg, 1977). New “game structures” may emerge, the personalities engaged change,
markets may rise or fall, and new technologies emerge forth. If static goals are assumed
their content may be informed by deeply held and pre-existing beliefs, which suffuse
collective identities (Smith, 1991), or they may be created as visions by corporate leaders.?
We have to be able to identify the hymns that “a community sings to justify and make
legitimate what it is doing” (Lodge and Vogel 1987).

Leaders, of course, have policy instruments, the most important of which is their
leadership team. Leadership involves choosing the personnel for the top team;
permanently keeping in touch with the details of the organization; knowing as
many of the personnel as one reasonably can; setting priorities; defining and com-
municating the vision to all stakeholders; fostering enthusiasm; ensuring fair process;
promoting and, if necessary, changing the culture of the business. The most success-
ful business leaders invariably, as a matter of habit, give expression to strategic
principles and practices that dramatically increase the possibility of establishing
and retaining a strong market position.* The pursuit of a carefully crafted yet
essentially simple strategy provides the best means for a business leader or entrepre-
neur to maximize corporate value. The optimal strategy, if properly implemented,
bestows industry power on a company, enabling it to change or modify the rules of
competition and increase its supply chain authority. A well-defined and clearly
communicated strategy facilitates the acquisition of new customers while retaining
existing customers. Strategic innovation, practically grounded, confers authority on
the business leader, creating a window of opportunity for the introduction of far-
reaching, transformational change. In the broadest sense, strategic excellence is the
proven key to value creation in modern business, and as such, is of vital importance
to the well-being of shareholders, employees, customers, and society at large.

Unfortunately, strategic excellence is not the norm. A wealth of detail on industry and
market trends often serves as a substitute for more fundamental thinking as to what
makes a product or service appealing, or how that product or service can reliably be
delivered to the customer (Finkelstein, Harvey, and Lawton 2007). As a result, managers
down the line all too often are confronted with the task of implementing strategies they
don’t fully understand, based on strategic thinking that doesn’t always appear to make
sense. It is a painful truth that confused or misapplied strategies continue to blight the
business landscape and up-end companies. The flaws inherent in some of the major
strategic disasters of modern times—Enron, Parmalat, and Vivendi Universal to name
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just three—that are so apparent in retrospect, might well have been recognized much
earlier had corporate leaders approached strategy with the rigor the subject requires.

In an intensely competitive world, business leaders are challenged to demonstrate
the ability to work with strategy to create and take control of the future of their
companies. Whatever its defects and disadvantages, capitalism remains a dynamic
and self-renewing system, populated by companies large and small that are striving
to get on the fast track to business growth and sustained profitability. In this world, it
is corporations that are center stage. It is a world in which change is endemic, and
companies whose positions appear unchallengeable are unseated by nimbler com-
petitors in what Joseph Schumpeter in his book Capitalism, Socialism and Democracy
(1942) termed “creative destruction.” New companies are created, while others
change in form and purpose as they try to survive and prosper. Those that fail to
make the grade are taken over by rivals or are driven out of business. Value creation is
the reward of success; value destruction is the price of failure.

A corporate strategy typology

All practical business strategies are contingent, dependent in form and substance
upon the specific circumstances, internal and external, of the individual company.
However, there are three broad perspectives regarding the realities of strategy and
strategy making in successful companies. The first perspective is that what is amazing
about successful companies is not the sophistication of their approach to strategy,
but rather the brilliance with which they execute a simple strategy. Consider how the
most successful companies lead with a straightforward, easy to understand value
proposition—but one backed up with robust and finely tuned business models.
Successful retailers like Wal-Mart and Tesco illustrate the point perfectly, as do the
best budget airlines like Southwest Airlines and Ryanair. Rather than being con-
strained by overly sophisticated, yet essentially wrong-headed, strategies, high per-
formance companies have found that the most successful strategies are often the
simplest. They adhere to the realistic and comprehensible practices that are at the
heart of winning strategies: creating a workable vision by understanding needs and
aspirations; facing customers with a value proposition that covers all the important
bases; aligning what you do with what the customer really wants; balancing the
people and process sides of business to deliver on your promises; and liberating the
energies of any strategy’s toughest critic—those who work within the business
(Finkelstein, Harvey, and Lawton 2007).

The second broad perspective we offer is that companies that successfully break
out, from whatever starting point, have in place well-thought-out and participative
strategy processes. As might be expected, such processes vary considerably in form
and substance between organizations: there is no evidence of widespread employ-
ment of commonplace methodologies, templates, tools, or techniques. Yet, while
high-growth companies favor the application of organizationally distinctive strategy
routines, these routines are to some extent similar to those found elsewhere. They
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involve, for example, strategy reviews, business planning, formalized setting of
strategic objectives and performance targets, and the establishment and monitoring
of strategic projects and programs. What makes these processes stand out in high-
performance, breakout companies is the careful alignment with strategy, and world-
class execution. Integral to strategy-making in many high-growth companies are
processes for acquisition and assimilation, innovation and new product develop-
ment, business growth, and knowledge management. In the case of a Mexican success
story, CEMEX (a producer of cement, ready-mix concrete and aggregates), for
example, its expansion into emerging markets on a global scale has been made
possible through the application of comprehensive acquisition and assimilation
procedures. The rapid incorporation of acquired businesses into a global framework,
supported by advanced information systems, has enabled tight cost management,
correspondingly high returns on investment, and the generation of high levels of free
cash flow to fund further acquisitions in emerging markets.

The third broad perspective we put forward is that close familiarity with organ-
izational context and industry dynamics are prerequisites for effective strategy-
making. When companies like Marconi are brought to their knees it is most often
because of a monumental failure on the part of the leadership team to recognize and
understand the difficulties of the strategic course embarked upon—in this case
making a significant play in a market already populated by knowledge rich and
dominant enterprises. In contrast to the experience of Marconi, it is conspicuous that
many of the most brilliant corporate success stories of modern times are associated
with CEOs steeped in the realities of their companies, industries, and markets.
Strategic leaders like Terry Leahy of Tesco, Lorenzo Zambrano of CEMEX, Pierre
Bellon of Sodexho, Lindsay Owen Jones of L'Oréal, and Jim Koch of Boston Beer
Company each served their companies for more than two decades and took a deep
personal interest in all aspect of their business, particularly in the experiences and
changing demands of customers. These are CEOs lauded as strategists, as value
creators on a grand scale, yet whenever they are interviewed what impresses most
is their supreme command of operational detail and industry knowledge. It is their
sureness of touch and grasp of market realities that enables them to be confident that
big strategic moves will maintain profitable growth and strengthen their companies
further.

Strategy-making is different from business planning. It is a bigger idea. Sound
planning is necessary for the effective delivery of a strategy, but it should be
conceived as part of a process rather than a discrete activity. Likewise, a business
plan is not a strategy: it is just one of a series of outputs that may emerge from the
strategy process. Planning is valuable when dealing with changes that are relatively
discrete and predictable, defined parts of the jigsaw, whereas strategy deals with the
bigger picture, with fundamentals such as the market space the company is seeking to
occupy and how customers or clients will be won and retained. In this sense, strategy
may usefully be conceived as the mechanism for binding the many parts of an
organization together, expressing unity of purpose, establishing direction, and build-
ing the momentum needed for growth and beneficial change.
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A further defining feature of strategy, as a practical endeavor, is the ongoing
tension that exists between the omnipresent organizational impulses towards con-
tinuity and change. For a strategy to serve its purpose as a mechanism for beneficial
change, it cannot be subject to significant alteration on a frequent basis. Continuity
of purpose is essential to the successful implementation of a strategy, and a strategy
without implementation is not a strategy at all: it is window dressing. At the same
time, however, no organization can completely control its external environment and,
for most companies, markets and competitors regularly deliver shocks to the system,
demanding a series of appropriate responses. Learning and flexibility are therefore
just as essential to strategy as underlying continuity of purpose, and the incorpor-
ation of refinements and changes on a regular and systematic basis is a feature of any
sound strategy process. Small changes at regular intervals, of course, may have a
significant compound effect on business performance.

Non-market strategy

Where state policies and corporate strategies interact to shape international business
outcomes, there is a significant body of literature (Vernon 1971; Boarman and Scholl-
hamer 1975; Doz and Prahalad 1980; Fagre and Wells 1982; Boddewyn 1988; Kim 1988;
Behrman and Grosse 1990; Ring, Lenway, and Govekar 1990; Stopford and Strange
1991; Brewer 1992; Murtha and Lenway 1994; Rugman and Verbeke 1998; Hillman,
Zardkoohi, and Bierman 1999; Ramamurti 2001; Schuler, Rehbein, and Cramer 2002).
International diplomacy regularly associates state institutions with corporations and
non-governmental organizations. Corporations negotiate the terms of their invest-
ments and the distribution of its rents around the world with other firms, through
direct discussions with governments, and more indirectly through government chan-
nels. These channels may be bilateral, for instance China pressuring France to desist
from arms sales to Taiwan by depriving French corporations of mainland Chinese
contracts. They may be multilateral, such as EU negotiations for enlargement to
incorporate the candidate countries of central-eastern Europe. Or they may focus
on global trade negotiations in the World Trade Organization (WTO) on patent
policies and non-tariff barriers. Corporations thus establish transnational networks of
alliances, and enter bilateral bargains with states, where control over outcomes are
negotiated. This is the “new diplomacy” between states and corporations, which
overlays and differs from the bi- or multilateral diplomacy of states (Stopford and
Strange 1991). It has considerable significance for corporations, which have become—
whether they like it or not—political players in what many people around the world
consider a nascent world polity. The three strategic implications of the entrance of
multinational corporations into international diplomacy are:

(1) Managers, like politicians before them, should assess their relative bargaining
power in negotiations with governments, multi-lateral bodies and non-
governmental organizations (Vernon 1977; Kobrin 1979; Fagre and Wells 1982).



110 JONATHAN STORY & THOMAS LAWTON

(2) Managers must negotiate with foresight. The outcome of a negotiation
depends not only on the terms of the final agreement but also on negotiating
skills, as well as on the credibility that such terms will in fact be realized.
However, much of the literature stops short of examining how firms with
knowledge of governments factor this into their decision-making process and
in turn, leverage it into industry authority and market power.

(3) Corporations are not just responsible to shareholders, but should expect to be
held accountable for their actions to a wider world community. In other
words, when determining corporate strategy, it is wise to factor the external,
non-business environment into the decision-making process. Baron (1995: 73)
describes this as consisting of: “the social, political and legal arrangements that
structure interactions among companies and their public.”

For example, the law of contract is an important part of this external environment
that enables companies and their public to contract for the exchange of goods,
services, labor, and capital. Variations in contract law between different countries
and industries impact the strategic choices of firms. These various social, political,
and legal arrangements are collectively referred to as “regulation” In advanced
industrialized nations, regulation pervades the competitive environment within
which firms select and execute their strategies (Shaffer 1995). Trade policy, compe-
tition policy, employment policy, environmental policy, fiscal policy, monetary
policy—government policies in general and the particular regulations to which
they give birth—have the ability to alter the size of markets through government
purchases and regulations affecting substitute and complimentary products; to affect
the structure of markets through entry and exit barriers and antitrust legislation; to
alter the cost structure of firms though various types of legislation pertaining to
multiple factors, such as employment factors and pollution standards (Gale and
Buchholz 1987); to affect the demand for product and services by charging excise
taxes and imposing regulations that affect consumer patterns (Wilson 1990); to affect
access to scarce resources (Boddewyn 1998); and to have an impact on firms’
profitability by increasing costs and restricting markets (Schuler 1996). Conse-
quently, there is substantial interdependence between regulation and the competitive
environment within which firms operate (Porter 1990; Baron 1995; Bonardi, Hillman,
and Keim 2005).

These issues have taken on increasing importance as the regulatory reach of the
state has evolved. Between the end of the Second World War and the end of the 1970s
oil crises, Western governments (particularly in Europe) managed industrial policy
by taking direct ownership of certain of the means of production, i.e. full or partial
nationalization of key firms and industries. But from the early 1980s those govern-
ments eschewed direct ownership, privatized those formerly nationalized industries,
and relied instead on regulation to manage their industrial policies. In particular,
regulation was used to manage the (inappropriately named) process of deregulation:
of creating a framework that encouraged competition amongst firms and addressed
instances of market failure such as price collusion and monopoly. Ironically, deregulation
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significantly increased the influence of regulation on firm strategy, hence the
unexpected phenomenon of “freer markets, more rules” (Vogel 1996). Indeed, the
penetration of business strategy by regulation has become so substantial that
Weidenbaum (1980) argues it has fundamentally altered the relationship between
business and government and that these changes are tantamount to a second
managerial revolution. Weidenbaum contends that the shift of decision-making
away from the firm to government regulators (through increased regulation and
selected deregulation) is as significant for management as the separation of ownership
and control was earlier this century (Bearle and Means 1932).

Firms therefore take an interest in regulation: an interest in minimizing the cost of
existing and proposed regulation upon strategy and business models; an interest in
lobbying for regulations which are consistent with and supportive of preferred
strategy and business models; and an interest in regulation as a source of competitive
advantage. The interest that firms take in regulation is described in management
literature as their “nonmarket strategy.” A nonmarket strategy is defined by Baron
(1995) as that component of a firm’s business strategy that helps it navigate the
nonmarket environment. This is distinct from a firm’s market strategy, which is
understood as that component of a firm’s business strategy that helps it navigate the
competitive environment, which consists of the market choices of competitors,
customers, distributors, and suppliers. The market environment sits within the
nonmarket environment: choices in the former are prescribed (to a greater or lesser
degree) by the latter.

In many industries the success of firms’ nonmarket strategy is no less important
than their broader market strategy. For example, MCD’s initial strategy was political. It
created a market opportunity by influencing regulators to deregulate the US long-
distance telephone market (Yoffie and Bergenstein 1985). Firms also use nonmarket
strategies to ensure competitive advantage or possibly even survival. In the late 1990s,
Pepsi Co. Inc., losing a fierce competitive battle for soft drink market share to rival
Coca-Cola, turned to the governments of Venezuela, France, India, and the US for
help in regaining market share (Light 1998). In a study of the US steel industry, Schuler
(1996) found that domestic steel producers used the government’s control over access
to the US market as a political tool to enjoy stabilized process and profits in a declining
market and to gain temporary relief from downsizing by lobbying for trade protec-
tion. Subsequent to Schuler’s study, in 2002 US steel producers again persuaded the
American government to provide trade protection, but failed to simultaneously
pursue that nonmarket strategy through the WTO, with the effect that the trade
protection was ruled illegal and the political strategy ultimately failed (Lawton and
McGuire 2002). Similarly as the tobacco industry faces serious threats in the US
market, tobacco firms are using nonmarket strategies to ward off similar threats in
the European and Asian markets. Finally, Boeing and Airbus pursue overt and
elaborate political strategies, as each seeks access to the others market (McGuire 1997).

Since regulation increasingly permeates the competitive environment, nonmarket
strategy must be a business priority (Yoffie 1988). The purported objective of firms’
nonmarket strategies is to produce regulatory outcomes that are favorable to their
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continued economic survival and success (Baysinger 1984; Keim and Baysinger 1988).
Firms can use their influence over regulation for a number of strategic ends: to
bolster their economic positions; to hinder both their domestic and foreign com-
petitors’ progress and ability to compete; and to exercise their right to a voice in
government affairs (Keim and Zeithaml 1986; Wood 1986). Through nonmarket
strategy, firms can potentially increase overall market size; gain an advantage related
to industrial competition, thereby reducing the threats of substitutes and entry; and
increase their bargaining power relative to suppliers and customers. However, a
problem persists: how can a top management team gain, leverage, and retain non-
market power?

CONCLUSIONS: SCANNING THE
GroBAL CONTEXT

We suggest the key to this question lies in the concept of the transnational corpor-
ation, wherein Bartlett and Ghoshal argue that their three types of context or
structured corporate strategies—the European, North American, and Japanese—
have to acquire the best characteristics of each in terms of local responsiveness,
efficiency, and knowledge management. The world trend to global markets requires
large, diversified corporations to take the path to becoming transnationals. This
means that the transformation strategies of the first three types involve different
trajectories:

o The loose European federation has to have its units specialize while retaining their
local responsiveness, transform relations between headquarters and local manage-
ment, develop global scanning skills, or recruit skills worldwide.

o The Japanese-type global strategist must develop local responsiveness, decentralize
and export the domestic skills for network relationships to their worldwide
organization, and—the biggest challenge of all—become a multicultural
corporation.

o The US-type centralized federation has to decentralize research and development,
learn to be locally responsive and acquire the skills to manage a networked
organization.

Alongside the other characteristics that the two authors list and that are required
to operate in the global political economy, the feature we wish to identify here as
crucial for a transnational corporation is to acquire a corporate-wide global scanning
capability. Transnational corporations, they argue, have to become learning organ-
izations in a permanent process of renewal (Ghoshal and Bartlett 1997). The model
predicts the growth of highly flexible and competitive transnationals who treat the
world as their oyster. As Bartlett and Ghoshal warn, this is no easy task, and above all
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depends on an in-built corporate capacity to tolerate a high degree of ambiguity in
the organization while retaining vital control over far-flung operations. This entails
senior management moving away from detailed strategies to clearly defining corpor-
ate purposes, to think in terms of managing a process rather than a structure, and to
place people rather than systems center stage. People management lies at the heart of
corporations’ ability to survive and prosper in a highly dynamic world political
economy. It follows that business leaders have to be able to scan the context, ask
probing questions about it, elaborate a strategy, and implement it through policy.

The global context to survey may be presented abstractly as a triangle, linking
business, markets, and politics to the future, as the key prism through which we
suggest corporate leaders link their decisions to allocate resources now in preparation
for a future, in which they can act through strategy, but which is co-shaped by
powerful forces at work in the world, and outside their control. But these forces are
nonetheless amenable to be incorporated into policy. From the perspective of our
business firm, the interactions of businesses, markets, and politics together shape the
future. The first angle is the business perspective—leadership (including organiza-
tional culture, management style, and vision); resources and capabilities (both hard
and soft); and innovation (across business units and functional activities). The
second is the market perspective—diverse systems of capitalism; market structure
(defined perhaps by Porter’s five forces of rivalry, supplier power, barriers to entry,
threat of substitutes, and buyer power); and international economics (trade policy
and performance, foreign direct investment, capital flows, foreign exchange
markets, global bond and equity markets, and media markets). Third is the politics
perspective—states, international organizations, and a multitude of policy regimes
on trade, finance, or on new security issues; the long list of players—such as
multinational corporations, media, the global communications infrastructure,
non-governmental organizations, religions, criminal gangs, terrorists, sports organ-
izations, and so on—which condition the world in which states, markets, and
business evolve, and the interdependence between them. This is the “medieval”
world of multiple authorities over diverse markets, which we have discussed.

In the center of the triangle is a point which represents sometime in the future. We
argue that the salient feature of business is that business people have to deal with a
future they know little about because that is where risk and reward lie. Paradoxically,
the only things we know about the future reside in the past. The past is recorded in
accounts, enduring structures and institutions, or cultures and belief systems. How
we read this past is the clue to how we analyze the future, and act upon it. So let us
drop a line from the business end of the triangle to the point in the triangle center,
representing the future. We may observe that this depicts the domain of activity and
concern which it is within the power of management to influence and to shape
through strategy. Here the future is being created by the activity of the leadership
team, but especially by the business as a collective unit. Let us now drop an imaginary
line from the market angle of the triangle to the future point in the triangle’s center.
The interactions of different, territorially defined market institutions, of global
markets, and of interdependent market structures of different industries also shape
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the future. The business unit and its leadership have little to no influence over the
operations of “markets.” To the extent they do not shape the operations of markets
(as, for instance, IBM did in its heydays of the 1960s, or Microsoft has done since the
mid-1980s), they can only hope to anticipate how they work, or to react in good time
to the signals which markets send out. Interpreting these signals is very controversial,
and depends to a large part on the intellectual prism through which they are
analyzed. Finally, drop a line from the politics angle of the triangle to the future
point in the center. Here again the future is being created by the complex of political
factors at play in the world. The business has little to do, other than to accept its
broad political context as a given, and to work on it for its own benefit.

The interim conclusion is that the future can be segmented into two parts: the
future which business leadership can shape by its own actions; and the future to
which business leadership can be sensitive. For us, strategy is the means by which
leaders create and take control of the future (Finkelstein, Harvey, and Lawton 2007),
whereas policy relates more to organizational structures, processes, and routines that
cumulatively orchestrate and deliver on strategic objectives. Put another way, strategy
is about vision, analysis, and configuration, whereas policy is concerned with
implementation and the delivery of results. Effective corporate policy is heavily
dependent on context—national cultures, macroeconomic trends, currency fluctu-
ations, social change, and politics (international/global, regional, national, and
local). Inherently, environmental uncertainty is not easily described or encapsulated
as a risk parameter in a simple accounting formula but rather interacts with corpor-
ate strategy in global, national, and industrial contexts. The best measure of a
country’s risk level is of little use if managers do not appreciate its strategic impli-
cations and limitations. Peter Wack of Royal Dutch Shell Petroleum explained it best
when he implored managers to recognize that forecasts are typically wrong when you
need them most (Wack 1985). Wack argues that uncertainty should not be merely
measured, but accepted and planned for. In other words, that corporate resources
should be allocated now in the light of the senior management’s view of the future.
Assessing and preparing for the future therefore lies at the heart of corporate strategy,
just as sensitivity to context lies at the heart of corporate policies.

This implies that business leaderships have to “go beyond” conventional business
strategies and policies. They have to use the forces over which they have little control
to complement and enrich their corporate quest into the future as a going concern.
They have to incorporate the “global players” into their policies; they have to know
about different political systems of states, and of relations between states in order to
make sensible corporate policies going forward. They have to be able to use the
interdependencies created by global players and markets as facilitators to their
corporate policy. Further they are advised to carefully study the evolution of market
institutions, as these have a significant impact on competitiveness and business
conditions. This does not mean that business leaders have to know and learn
everything. What they need to know is that these dimensions do bear upon the
business’s future. The conclusion is that business leaders are advised to formulate
their own questions in light of their existing knowledge about the business and its
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context. And as they investigate the future towards which they are moving the
business, they reformulate their original question in light of the evidence and insights
they have won from their consultations with experts. Corporate strategy and policy is
scientific management in action.

Ultimately, transnational corporations flourish if they build trust, the vital com-
plement to inbuilt ambiguities in relations between interdependent units strung out
across the world. Transnationals become pillars of an open world order in which they
have a crucial stake, and on which they depend, but over which they cannot reign.

NoTES

1. There is an abundant literature on the “Toyota system.” See Womack, Jones, and Roos
(1990) and Womack and Jones (2003).

2. The concept of the society of states as contrasted to the state system is developed by Bull
(1980).

3. For instance, the vision of Konosuke Matsushita, who announced on May 5, 1932, the
fourteenth anniversary of the company’s founding, his business philosophy and a 250-year
plan for the company, broken down into ten 25-year segments (Bartlett and Ghoshal 1989).

4. Our perspective on strategy is largely based on Finkelstein, Harvey, and Lawton (2007).
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CHAPTER 5

VARIETIES OF
CAPITALISM AND
BUSINESS

BOB HANCKE

THE 1990s taught students of comparative business two important things: one was
that capitalism was indeed a more effective way of allocating resources in an
economy, the other—slightly paradoxically—that there was no such thing as a
singular mode of capitalist organization. By the late 1990s, several parallel efforts
were under way to map diversity in the advanced capitalist world, which slowly
converged on an understanding of capitalism and especially of firms and business in
capitalism that was very different from the standard neoclassical one that has
dominated training and research in business.

The comparative study of capitalism has a long pedigree in the social sciences. In
some form or other, it was part of the foundation of modern economics (then still
called “political economy”): classical thinkers such as Smith, Ricardo, Mill, and
Marshall were keenly aware that modern capitalism was as much a generic economic
system as a particular one that was embedded in its moral, political, institutional,
and social environment. Similarly, Weber, and (the young) Marx drew our attention
to the non-economic elements of capitalism. By the 1920s, “institutional economics,”
an intellectual current that counted among its practitioners, such names as John
Commons and Thorsten Veblen, had become a respectable field in the then modern
social sciences including economics. But this idea of a capitalist economy embedded
in a broader social, political, and institutional system that influences how economic
activities are organized very early on coexisted uneasily with a different set of
arguments that claimed to have discovered the essential principles of economic
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behavior and, in the Marxist version, the immutable laws of motion of capitalism.
This second but increasingly dominant strand ultimately overshadowed the more
relativist positions. Instead of an embedded economic agent, it posited the homo
economicus; instead of contextualized economic systems, it posited convergence
toward a single capitalist system, usually the one that existed in the UK and the
USA (Bronk 2009). The basic drivers of convergence in these arguments sound
remarkably familiar to today’s ears: technology, trade, finance, and competition.
Technology offers a plateau for efficient production, which spreads as competitors
start to copy the techniques of the market leader. Free trade produces one growing
market, in which competition weeds out old production methods. And smart money,
in turn, invests in companies with the highest return. In some form or other these
arguments have found an expression in practically every generation of thinkers and
scholars since the initial statements by the classical political economists.

Since the mid-1960s, the comparative position has again gained in importance:
capitalism embodies within it different politically and institutionally determined
subspecies. Andrew Shonfield’s (1965) magisterial account of the different capitalist
systems emerging in Europe, and subsequently the debates in the 1970s and 1980s
about the economic performance of neo-corporatism (Schmitter 1981; Cameron
1984), reflected the prevailing unease with the view that capitalist systems would
converge on a single system driven by efficiency, trade and competition.

Today’s generation of comparative capitalism studies, which found its earliest
expressions in Zysman’s (1983) work on the effects of different financial systems,
and Piore and Sabel’s (1984) analysis of the different productive models within
“Fordist” capitalism, builds on these analytical traditions. Three more or less fully
specified approaches to capitalist diversity exist: “national business systems,” typolo-
gies of “social systems of innovation and production,” and “Varieties of Capitalism.”
National business systems (NBS) approaches (Hollingsworth and Boyer 1997;
Whitley 1999; Crouch 2005; Streeck 2009) organize diversity within capitalist systems
along two dimensions: the provision of capital (via direct ownership, banks, or stock
markets, etc.) and the relations between management and workers (cooperation,
dependence, conflict, etc.). Relying on a wide variety of different constellations of
capital provision and employment relations, Whitley (1999: 42) identifies a handful
of business systems, with different capitalist countries being close to different types of
business system: South Korea, for example, is a state-organized business system,
Germany (at least until recently) a collaborative model, and the Third Italy a
coordinated district business system. Amable (2003: 14) examines, in a parallel way,
five spheres in an economy: product market competition, wage setting systems and
labor markets, finance and corporate governance, social protection and the welfare
state, and the educational system. His approach establishes close mutual links
through correlation analysis and then uses principal component analysis to bring
out underlying commonalities that tie the different dimensions into coherent
models. He thus identifies five capitalist models where different spheres are articu-
lated in a complementary way: the market-based, the social-democratic, the contin-
ental European, the Mediterranean, and the Asian models.
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We have learnt a lot from the NBS and SSIP approaches. However, they both alert
us to a problem which consists in trading off analytical sophistication against
empirical coverage. These approaches draw on impressive collections of variables
that allow us to identify types of capitalism in more or less systematic ways. What
they lack, however, is a limited set of organizing principles, theoretically embedded in
a wider literature. Whitley’s characterizations, for example, encompass many more
or—usually—Iless interrelated and diverse spheres in a political economy, but with-
out laying down the rules along which they have been selected. Amable’s analysis
suffers from a parallel problem. His analysis adds dimensions of an economy until
they are mathematically coherent, but without saying much about the organizing
principles that focused our attention on these dimensions in the first place.

“Varieties of Capitalism” approaches the question from a different angle (Hall and
Soskice 2001a), which allows for such a combination of empirical range and analyt-
ical sharpness. Diversity within capitalism follows from the institutional solutions to
the perennial information and coordination problems that firms face. Since such
institutional solutions come in a limited number of discrete blocks, only a handful of
them can be coherent enough to survive. In the balance of this chapter, I will first
present the basic outline and the main criticisms of VoC, and, based on that review
and debate, explore three key dimensions of modern capitalist economies that
influence business—state relations: the nature of business networks, cross-class coali-
tions between labor and capital, and the role of the state. That discussion will lead to
a revised typology of VoC which pays more attention to relations between the state
and different coalitions of producer groups. The final section concludes.

“VARIETIES OF CAPITALISM’: THE BASsics

The VoC approach starts axiomatically with the firm in the center of the analysis. In
contrast to standard economic analyses, however, it treats the firm as a relational
network: the firm, operating in its markets and other aspects of the relevant envir-
onment, is institutionally embedded. These institutional frameworks, in turn, are
mutually attuned in systemic ways, leading to institutional complementarities, in
which the presence of one institution reinforces the positive effects that another one
might have, and confer comparative and competitive advantages to countries, which
are reinforced through specialization in rapidly integrating international markets.
What emerges, in ideal typical form, is two (or more, but at least two) institutional
equilibria, one where coordination takes the form of contractual relations (in LMEs)
and another which relies on strategic forms of coordination (in CMEs).

By placing the firm at the core of the analysis, VoC explores capitalism from the
vantage point of what it considers as its central actor—business. Where other perspec-
tives have focused on descriptive macro-level attributes, and to a large extent have
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regarded the shape of markets and the nature of market participants as a function of
these macro-structures, VoC instead starts with the analytics underlying the coordin-
ation problems that firms face in their strategic environment. That world, according to
VoG, is riddled with information and hold-up problems: for example, how do owners
know that managers maximize their profits, managers that workers perform to the
level of their abilities, and who or what guarantees workers that owners will not fire
them after they have put in their effort? The solution to these potentially debilitating
information asymmetries is offered by the historically given institutional frameworks
within which management finds itself. Firms are permanently exposed to markets—
product markets which structure relations between firms and their customers; labor
markets where workers and management meet; and capital markets which provide
firms with capital—and the organization of these markets takes very different shapes in
different capitalist economies. Labor markets in Germany, Sweden, and other countries
in north-western Europe, for example, are highly structured arrangements, where
strong employers’ associations meet strong trade unions and collectively negotiate
wages. Capital provision has, up until very recently, been organized through banks in
those countries, and even if international investors have made a dramatic and massive
appearance on these capital markets over the last decade, the relations between firms
and banks remain tightly coordinated. Compare this with the dispersed shareholder
systems associated with the City of London and Wall Street, or with the loose hire and
fire labor market regulations in most Anglo-Saxon (but very few continental Euro-
pean) economies, and the differences are clear. Firms in these two types of systems do
not operate in the same labor and capital markets.

This is not a coincidence: it makes little sense to link long-term capital provision
along the lines of what banks usually provide to short-term, deregulated labor
markets or vice versa. Long-term investors are usually very willing to invest in the
provision of specific skills for workers and accept that regulated labor markets are a
useful way of doing so. Nervous institutional investors such as mutual funds, on the
other hand, are loathe to sink capital in a long-term training project with uncertain
(and often long-term) pay-offs, which ties their capital to the effort and skills of
workers. The crucial issue is that once labor and product markets are linked in such
systemic ways, the options for a company in terms of product markets are consid-
erably narrower as well. Building machine tools in a competitive way, for example,
requires that both employer and employee invest in skills that further a deep
knowledge of the technology deployed and of the type of customers that would
want to buy such complex capital goods. Specific skills and long-term capital are
combined, in other words, in ways that produce important competitive advantages in
narrow market niches, where long-term, relationship-specific links between produ-
cers and consumers emerge.

VoC systematizes this insight into a key argument: the presence of several “cor-
rectly calibrated” institutions that govern different markets determines the efficiency
of the overall institutional framework. This argument of “institutional complemen-
tarities” implies that for a framework to have the desired strong effect, the constitu-
ent institutions in the different markets—between labor relations and corporate
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governance, labor relations and the national training system, and corporate
governance and inter-firm relations—reinforce each other. The tightness of the
links between these institutional complementarities between institutional sub-
systems determines the degree to which a political economy is “coordinated.”
Coordinated market economies (CMEs) are characterized by the prevalence of
non-market relations, collaboration, and credible commitments among firms. The
essence of its “liberal market economy” (LME) counterpart is one of arm’s-length,
competitive relations, formal contracting, and supply-and-demand price signalling
(Hall and Soskice 2001b; Hall and Gingerich 2004). VoC argues that these institu-
tional complementarities lead to different kinds of firm behavior and investment
patterns. In LMEs, fluid labor markets fit well with easy access to stock market
capital, producing “radical-innovator” firms in sectors ranging from bio-technology,
semi-conductors, software, and advertising to corporate finance. In CMEs, long-
term employment strategies, rule-bound behavior, and the durable ties between
firms and banks that underpin patient capital provision predispose firms to “incre-
mental innovation” in capital goods industries, machine tools, and equipment of all
kinds. While the logic of LME dynamics is centered on mobile “switchable assets”
whose value can be realized when diverted to multiple purposes, CME logic derives
from “specific or co-specific assets” whose value depends on the active cooperation
of others (Hall and Soskice 2001b; Hall and Gingerich 2004).

The persistence of capitalist diversity is largely attributed to “positive feedbacks”:
the different logics of LMEs and CMEs, each with their own return-on-investment
schedules, create different incentives for economic actors, which, in turn, generate
different politics of economic adjustment. In LMEs, holders of mobile assets (work-
ers with general skills, investors in fluid capital markets) will seek to make markets
still more fluid and accept further deregulatory policies. In CMEs, holders of specific
assets (workers with industry-specific skills and investors in co-specific assets) will
more often oppose greater market competition and form status quo supporting
cross-class coalitions (Hall and Gingerich 2004: 28—9). Globalization reinforces this
logic of divergent adjustment (Hall and Soskice 2001b; Gourevitch and Hawes 2002):
since FDI will flow to locations rich in either specific or co-specific assets, depending
on the sector or firm-specific requirements that investors are searching for, global-
ization will often reinforce comparative institutional advantage. CMEs and LMEs are
therefore likely to be located at different points in international production chains:
high value-added, high skill-dependent, high-productivity activities will tend to
remain in the core CMEs, while lower value-added, lower-skill, price-oriented
production will relocate to lower-cost jurisdictions.

The final step in the argument thus links the development of these coherent
institutional frameworks to the processes of economic integration associated with
globalization and European economic integration. It builds on two key insights in
classical political economy. Ricardo’s theory of comparative advantage suggests that
if two trading nations specialize in what they do relatively better, the overall outcome
will be beneficial. VoC suggests that in today’s world the intricate institutional
frameworks in different capitalist economies confer such comparative advantages.
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Adam Smith’s idea that the division of labor is determined by the extent of the
market—the larger the market, the more market participants specialize—is the
second. Globalization increases the size of the market, and therefore nations in a
global economy will specialize according to their comparative advantages.

VARIETIES OF CAPITALISM: THE DEBATE

This political-economic approach to capitalism, which emphasizes the role of
business in advanced capitalism, has come under fire from many different corners.
The main theoretical criticism has been that it is functionalist, focusing on perman-
ency and path-dependence, and therefore ignores important dynamic elements of
economic change (Streeck and Thelen 2005). VoC thus misunderstands endogenous
sources of change in national business systems and diversity within the systems
(Boyer 2005b; Coates 2005; Crouch 2005; Panitch and Gindin 2005). Others have
criticized VoC’s “institutional determinism” and equilibrium thinking, and its rela-
tive neglect of power, including class, in processes of change, and more generally the
role of politics and the state in the political economy (Schmidt 2002, 2003; Howell
2003; Regini 2003; Thelen and Van Wijnbergen 2003; Watson 2003; Crouch and
Farrell 2004; Coates 2005; Kinderman 200s5; Pontusson 200s5; Jackson and Deeg
2006). The second large set of critiques deals with the methodological approach
underlying VoC. Firms and business are, according to these critiques, institution-
takers rather than autonomous, creative, or disruptive actors (Allen 2004; Crouch
and Farrell 2004; Crouch 2005; Martin 2005), usually found in the relatively small
manufacturing sector (Blyth 2003). National institutional frameworks are treated as
insulated from globalization and whatever forces of cross-national convergence
might reside there (Crouch and Farrell 2004; Martin 2005; Panitch and Gindin
2005; Pontusson 2005). The final set of critiques is that VoC artificially divides the
world into LMEs and CMEs and either tries to shoehorn countries in that typology
or define away less clear-cut cases, neglecting many CME elements which are, have
been, or might be present in LMEs and vice versa. Finally, it ignores most countries
outside north-west Europe, the UK, and the US, where business and labor are not
necessarily organized along carefully constructed industry lines, and the state plays a
considerably larger direct and indirect role in the supply side of the economy
(Schmidt 2002, 2003; Watson 2003; Boyer 2005b; Hay 2005; Pontusson 2005).

Four areas from among these critiques which have a direct bearing on relations
between business and government will be explored in this chapter: the role of
conflicts and coalitions; the link between institutional complementarities and insti-
tutional change; the nature of political economies that fall outside the crisp CME/
LME distinction; and the relation between state and economy in contemporary
advanced capitalism.
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Conflict, shocks, and change

Two important recent developments raise questions for VoC. The first is the attempts
by employers in CMEs to break with long-established commitments to coordination.
The VoC argument suggests that businesses in a CME would be very hesitant to
liberalize their main factor markets, since their product market and profit strategies
are intimately tied to the institutional framework of CMEs. While this appeared to be
the case in the 1980s (Wood 2001), today businesses seem to be pushing a more
competitive, “deregulatory” agenda in both labor and financial markets. In Germany
these changes are making coordination on both the employer and union sides more
difficult and may ultimately threaten the long-term viability of the system (Thelen
and Van Wijnbergen 2003; Kinderman 2005). The second big recent development is
economic and financial internationalization. VoC predicts that competition and the
spread of global production networks will further institutional differences and drive
divergence by exploiting comparative institutional advantages. In this world, multi-
nationals scan different national systems in search of optimal locations for discrete
activities in their value chain, by acquiring dynamic radically innovative companies
in LMEs while keeping development and commercialization in the core CMEs.
However, a subversion of institutional structures and relations in home locations is
another possible result of such processes of economic integration (Berger et al. 1999,
2001; Berger 2000; Lane 2003; Herrigel and Wittke 2005). Both of these recent
developments upset the careful class balance in CMEs, and often pave the way for
new distributional conflicts, which are difficult to handle for VoC (Regini 2003;
Watson 2003). Howell (2003: 122) claims that VoC renders “invisible the exercise of
class power that underlies co-ordination and equilibrium in the political economy,”
while Allen (2004) and Crouch (2005) attribute these weaknesses to the axiomatic
conception of the strategic preferences of firms as endogenous to their environments.
When existing coalitions and alliances are reconfigured, new lines of conflict may
open. Often this process will involve new alliances with external actors such as
multinationals and pension funds, as economies open up to foreign capital (Rhodes
and van Apeldoorn 1998). One of the predictions of VoC (Hall and Soskice 2001b: 64)
is that the response in LMEs will consist of calls for more deregulation, while actors
in CMEs defend strategic interaction and coordination. Yet new coalitions may,
especially in CMEs, disrupt rather than strengthen existing alliances. Contemporary
Germany offers many such instances. In recent years an alliance between domestic
and international investors has formed in favor of a reform of the German financial
system (Deeg 2005b). Conflicts over the shareholder value orientation in German
companies have been crucial in reconfiguring long-standing coalitions between
shareholders, management, and employees (Hopner 2001). Small and medium-
sized firms in Germany are working towards a break with the conventional industrial
relations bargains that mainly reflect the interests of large firms (Berndt 2000). And
even within the large German business associations opposition to the wage bargain-
ing system is growing (Kinderman 2005). This suggests the need for specifying more
clearly when firms will “exit” or exercise “voice” and exploring how exit or voice in
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turn imperil or are shaped by existing systems of coordination and complementar-
ities. In part this comes down to identifying the conditions under which firms will
behave creatively and possibly challenge the prevailing institutional environment by
transforming it (Hancké and Goyer 2005: 5).

Institutional complementarities and change

A strong criticism of VoC has been that by focusing on systemic coherence and
institutional complementarities, it is unable to accommodate contradiction, disjunc-
tion, and politics as a source of both stability and change. The basic idea in VoC is
that “nations with a particular type of co-ordination in one sphere of the economy
should tend to develop complementary practices in other spheres as well” (Hall and
Soskice 2001b: 18). Others, however, reject such a focus on “coherent logics of
ordering,” since it ignores “incongruencies, incoherence and within-system diver-
sities” (Crouch and Farrell 2004: 8—9). Streeck and Thelen (2005), in turn, contrast
VoC’s overemphasis on system stability with other approaches (including their own)
that are more open to the dynamics of institutional innovation and punctuated
equilibria.

Deeg (2005¢) suggests three ways of thinking about the relation between institu-
tional complementarities and change. A useful scenario to start is the one where
change occurs, but where the nature of core complementarities remains stable,
because of the existence of institutional and functional equivalents, and strong
incentives for key actors to preserve the existing system of coordination. Compare
changes in French and German corporate governance (Goyer 2002, 2007). When
firms in both countries were confronted with similar external stimuli or shocks
following a shift in financial regimes, they responded using the tools within their
institutional context, and thus ended up adjusting in very different ways. Similarly,
while formal institutions governing sectors in MMEs such as France or CMEs such as
Germany may at some level begin to emulate their LME counterparts, informal
networks, opportunity structures, and strategies (including those of governments)
may remain very distinct (Thatcher 2007) and thus lead to very different de facto
governance mechanisms and outcomes. Or wage setting in Germany seems to have
been able to adapt quite easily by changing slightly in the way it operates. Whilst its
form, built on strong central employers’ organizations and trade unions, has sur-
vived the (mainly decentralizing) shifts in the wage setting system, it is now more
flexible and responsive to newly emerging forms of cost competition (Hassel and
Rehder 2001; Hassel 2007).

In another scenario, change may be limited to one sub-sector of the economy,
which may find itself significantly transformed, but where the rest of the system
remains intact. In the last decade, for example, and in part as a result of the shifts in
wage setting alluded to above, an increasing degree of dualism in the German labor
market indicates a loosening of coordination in these spheres of the economy;
strategic coordination, however, remains as important as it was in other areas of
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the economy, including the labor market (Hall 2007; Hassel 2007)—for example in
training or standard setting. HOpner’s (2006) insight that some elements in a
political economy may be redundant while appearing complementary helps us
understand these dynamics. Because of their redundant character, their demise
may well have few consequences for the evolution of the overall production regime
as such.

But complementarities, especially of the tightly linked type that we can find in
some of the CMEs, can magnify pressures for change in one sphere of the economy,
thus forcing change in other spheres as well. Shareholder value-driven shifts in
corporate governance change the background parameters of labor relations, which
themselves then come under pressure to comply with these constraints imposed
by shifts in ownership and management. In a similar vein, complementarities
between different fields of corporate governance are also unwinding the ties that
bind the country’s large companies together, threatening strategic coordination
(Hopner 2001; Hopner and Krempel 2003). The key question here is how far
strategic coordination will erode. Will it ultimately collapse, or will firms change
the system while retaining those elements that served them well in the past? Most
evidence points to the latter scenario. Peter Hall (2007), for example, argues that
countries in Europe have indeed adapted their institutions to new domestic
challenges and changing international conditions—yet those changes seem to
have followed tracks laid down by the linkages and performance of previous
institutional frameworks.

Mixed and emerging market economies

A further set of questions concerning the nature of complementarities is raised by
developments in “mid-spectrum,” mixed-market political economies, or MMEs
(Hall and Gingerich 2004). “Mid-spectrum” MMEs (and what we refer to as
EMEs—emerging market economies—in Central and Eastern Europe) mix market
regulation with some elements of coordinated regulation as well as state-compensating
coordination, sustaining sub-systems that are, in the ideal typical concepts that VoC
applies, far from “correctly calibrated” (Molina and Rhodes 2007). These economies,
thus the standard VoC argument, will eventually be forced to transform themselves
into one of the two pure types (Hall and Gingerich 2004). The lack of systemic
efficiency that follows from the incomplete nature of institutional complementarities
will ultimately lead to diminishing returns, and the MMEs and EMEs will adapt and
adopt the institutional features of CMEs or LMEs. Since the capacity for coordin-
ation appears asymmetrically distributed, in the sense that it is far easier to deregulate
and destroy the basis for coordination than it is to build coordinating capacity which
may often have evolved over many decades (Culpepper 2003), change in these
economies will tend to favor liberal market solutions over coordinated ones. Hybrid
capitalist systems, in other words, will either always underperform compared to their
pure cousins, or transform themselves, often into LME-type economies.
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One relevant criticism leveled at this view questions the national homogeneity
assumption. Hopner, for example (2005: 383), suggests that, even if the broad
national institutional contexts lack coherence because of conflicting governance
modes, it is always possible that institutions or clusters of institutions within them
may still be complementary in a functional, mutually reinforcing sense. An example
might be the large firms and the localized industrial districts found in northern Italy.
Such sub-national variation, however, may not be randomly distributed, and pos-
sibly such sectoral or regional “islands” of quasi-coordination are themselves deter-
mined by characteristics of the national system operating in the background.
Another critique of this view questions the functionalist assumptions underlying
the idea that high performance is associated with pure capitalist types. While the
tightly coupled frameworks associated with these pure types may have demonstrated
strong performance during the stable period of mass production of the 1960s and
1970s, that may no longer be the case today. The basic idea is borrowed from biology:
as environments become more unstable, species that combine different strengths
have a competitive advantage over “pure” species, since they can thrive in very
different ecological niches (Boyer 2005a, 2005b; Crouch 2005). Eichengreen (2006)
develops this argument most forcefully in his analysis of the comparative strengths
and weaknesses of European and American capitalism. In his analysis the “extensive
growth” model underlying CMEs, which relied on cooperation between different
actors in the economy to mobilize resources, may be running out of steam now
that gains are obtained from “intensive growth,” which favors production factor
intensity.

The state in capitalist variety

The preoccupation in VoC with economic regimes has led many critics to stress the
role of the state in coordinating and shaping the political economies of many
advanced capitalist countries and to develop alternative typologies in which the
state is a major determining variable. Whitley (2005), for example, argues that the
state plays two crucial roles. The first is to provide regulatory and institutional
frameworks that influence the basic characteristics of the business system; the second
more specifically to induce (or not) employers to cooperate and coordinate. More-
over, direct intervention by the state in the economy through industrial policies,
ownership, or credit may lead to increased diversity with regard to labor relations or
capital provision between targeted firms and sectors and the others in an economy.
Other authors identify separate models of capitalism in which the state is, if not the
dominant economic actor, then at least one on a par with business. Schmidt (2002),
for example, distinguishes “state capitalism” (France) from “managed” and “market
capitalisms” (Germany and Britain). In Amable’s (2003) typology the state plays a
determining role in the European-integration/public social system of innovation and
production alongside three other such systems in Europe (the market-based, meso-
corporatist, and social-democratic) (cf. also Boyer 2005b).
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What remains unclear is the extent to which the role of the state is a defining
characteristic of different capitalist economies. If we start from the idea that inter-
firm coordination defines capitalist varieties, then the emphasis on the state can be
accommodated by seeing it everywhere as providing a broad framework for coord-
ination, and sometimes as one of its key elements in the absence of strong capacity
for business coordination. The state is therefore an element of coordination that can
be found everywhere—in different forms, with different functions, and to varying
degrees. Adding a separate variety of capitalism built on the state seems to add little
analytical value precisely because the state is important everywhere. Schmidt’s (2002)
attempt to build a state-led model based on the experience of France until the 1980s
disregards the different, mostly compensating, role that the state has played in other
Mediterranean economies up until today (Molina and Rhodes 2007). Similarly,
adding dimensions to political economies that build on the state, as Amable (2003)
does, increases the number of varieties of capitalism, but also dilutes the analytical
strength of such typologies.

INTERESTS, COALITIONS, AND
INSTITUTIONAL FRAMEWORKS

Building on the discussion so far allows for these different elements to be brought
together in one analytical framework that is both attuned to the criticisms directed at
VoC and offers a more dynamic way of understanding contemporary capitalism
without losing its analytical power. In what follows (which is largely based on Hancké
et al. 2007) I will concentrate on institutional frameworks as outcomes rather than
causes, and on the ways in which networks and class coalitions evolve (and potentially
also devolve) around “friction points” in relations between institutional subsystems.

Business interests and networks

In their introduction to VoC, Hall and Soskice (2001b) repeatedly refer to different
modes of coordination in terms of business networks, but give less attention to the
ways in which such networks might emerge and operate, essentially reducing that
question to the shared interests between economic actors. A confluence of interests
is, however, an insufficient condition for collective action to ensue—however, locat-
ing the capacity for collective action in the distribution of sanctions and rewards, as
Olson (1965) does, is unsatisfactory because of its implicit functionalism. A historical
perspective on the emergence and reproduction of such networks offers a more
appropriate entry point.
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The character of the social-institutional matrices for coordination is strongly
influenced by pre-existing legal arrangements. As a result, in LMEs strong business
networks find it hard to emerge because the competition regimes in these economies
preclude trusts and “collusion.” In the UK, moreover, business networks have in any
case been fractured by historical divisions between financial and industrial capital.
The origins of post-war German “organized” capitalism, however, can be traced back
to the networks that tied many large firms and banks together in powerful industrial-
financial groups before the Second World War (Hilferding 1910; Gerschenkron 1962;
Herrigel 1996). Even after the break-up of large cartels by the Allies, these groups
reconstituted themselves quickly to become the key organizational structure of the
German political economy (Berghahn 1996). In France, modernizing elites con-
structed such business networks after the Second World War (Kuisel 1981). The
founding of new, and the revamping of old, elite schools (Grandes Ecoles), against
the background of the Treasury’s central role in allocating industrial credit, produced
a state-centered system (Zysman 1983). Italy’s pyramidal ownership structures and
conglomerates with strong horizontal ties, spanning firms and banks, allowed pre-
and post-war elites to create collaborative, defensive, and closed business networks.
And in Central and Eastern Europe, as King (2007) argues, the roots of contemporary
CEE economies lie in their pre-1989 class structure, in which party bureaucrats
wielded power and technocrats managed production. Depending on which of these
sectors gained the upper hand prior to the 1990s transition, the emerging form of
economic governance reflected these relative positions of power—liberal capitalist in
the case of the technocrats; oligarchic in the case of the party bureaucrats.

These business elite networks achieved their centrality because they managed to
control key parts of the economy and state at politically strategic moments: the post-
war governments led by De Gaulle; the reconstruction of the post-war German
economy along “ordo-liberal” lines; the large public sector under the investment
holding IRI in Italy which merged and modernized a scattered small- and medium-
sized industrial sector; and the political and economic chaos of the post-communist
transition. The role and function of the state is important in all these instances, and
contributes to both the structural coherence of economic governance and the
potential for functional complementarities. In the German case it has provided a
strong legal framework for intensive interaction between the core elements of the
corporate governance system—finance, firms, and labor; in France (and other
Mediterranean economies) state intervention has both impeded autonomous inter-
est intermediation and articulation and compensated for the consequent weakness of
business coordination; in the communist countries, the suppression of freely coord-
inating actors has given way to different forms of market governance, depending on
the pre-capitalist balance of power between bureaucrats and technocrats.

The mechanisms that reproduce network structures determine the capacity of
business to coordinate activities. For networks to become and remain building blocks
for coordination, they require both external reproduction (the recruitment of new
members into the network) and internal reproduction (the development of sanction-
ing mechanisms that secure compliance). The Grandes Ecoles in France, family-based,
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holding-type ownership patterns in Italy, the importance of industry associations
built on technical knowledge in Germany, and party membership in the former
Soviet bloc countries have all performed such functions. Internal reproduction
mechanisms run from simple reputation games in France (see Hancké and Soskice
1996; Hancké 2001), via binding sanctions for club members in Germany (Soskice
1999; Wood 2001), to family-dominated, firm—finance linkages in Italy, to political
promotion in the former communist countries.

What does this network-focused analysis of business coordinating capacity imply
for the construction of broader institutional frameworks? The standard VoC answer
to this question is that institutions reflect the needs of business. This conception has
come under criticism: capital may indeed be crucial in capitalist economies, but,
paraphrasing Marx, it does not choose the conditions under which it operates. We
therefore introduce the two other central actors in capitalist economies that influence
these conditions: labor (and especially its relationship with capital) and the state.

Business, labor, and cross-class coalitions

Labor constrains business in two ways: directly, because business needs workers and
their skills to produce goods and services; and indirectly via the constraints of
collective organization. National “settlements” between capital and labor in the
post-war era reflected their relative positions of power, which can be conceptualized
as equilibrium strategies (see also Iversen 2005; and Iversen and Soskice 2006).

If skills are predominantly industry- or firm-specific, labor will prefer CME-type
institutions and policies. As Iversen (2005, 2007) argues, employees in CME coun-
tries who have a high proportion of specific skills will also prefer a higher level of
social insurance (and hence redistributive spending) than employees in LME nations
where the proportion of general skills is higher. But when the predominant skill
profile in an economy is more of a general nature, the choices are more complex.
Employees in the primary segments of the labor market (lawyers, consultants,
investment bankers, etc.) are likely to prefer liberal market institutions and individ-
ual rather than collective action. The rest of the labor market may then be forced to
fall in line and develop strategies to increase their survival in highly competitive
labor markets. As for capital, two equilibrium strategies are available since the nature
of skills is tightly linked to other labor market institutions. Specific skills, plant- and
firm-level workers’ participation, and coordinated wage bargaining all help safe-
guard the high value-added product market strategies of large CME firms, while
general skills, unilateral management, and decentralized wage setting allow for quite
different company strategies in LMEs. Cross-class coalitions in CMEs can be under-
stood as the point where the strategies of labor and capital meet: both have strong
preferences for thick, inclusive, and well-institutionalized frameworks. Because both
benefit, they will therefore fight for their survival. In LMEs, the interests of both
employers and highly skilled employees tend to converge on a less well-regulated
institutional framework.
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Institutional frameworks are thus not simply reflections of the strategic needs of
firms, but express underlying cross-class coalitions, which in turn reflect the relative
power of important sections of capital and labor. In addition, such a class analysis
suggests that coordination is not a function of strategies by the business class as a
whole, but by its dominant sections, primarily those that are found in the large firms
in CMEs and in the labor markets surrounding the leading sectors in LMEs—and
often only after protracted struggles for control of the class agenda. CME-type
institutions are, as Hassel (2007) shows, in the interest of large firms in CMEs,
which may derive significant complementarity-like benefits from the institutional
relationships that underpin the cross-class coalition. It is considerably less evident,
however, that they also reflect the interests of small firms, for whom collectively
bargained labor costs, and other concessions related to the cross-class settlement,
may simply be prohibitively high.

Such cross-class coalitions and their institutional settlements therefore face a
perennial problem: they are permanently subject to defections. Large and small
firms in an economy, for example, do not necessarily have the same interests, nor
do firms that produce primarily for export as compared with those based in domestic
markets. The interests of large firms in the exposed manufacturing sector will diverge
substantially from those of small firms in the sheltered sector, and as employment in
the latter expands, the potential for disruption of the cross-class settlement will
increase (Gourevitch 1986; Rogowski 1989; Frieden 1991; Franzese 2002). Similarly,
workers in small companies do not necessarily share the priorities of workers in large
firms. Intra-class politics, and the codification of institutional arrangements in favor
of the winners who lay down the rules for others, is an important part of the answer
why defections are not more common. Swenson’s (1989) analysis of labor politics in
Sweden and Germany showed how in inter-war Sweden the export sector and the
metalworkers’ union forged a coalition against the interests of firms and their
workers in the sheltered sector to impose a centralized wage bargaining system.
More generally, the post-war settlements in most of Europe primarily reflected the
interests of the fast-growing modern sector—business and workers in large, mass-
producing firms (Piore and Sabel 1984). And even today, collective bargaining
systems frequently use large firms, with standardized job classifications and wage
scales, as their main point of reference.

Yet these struggles were not settled by power alone: side-payments made the
settlement acceptable to those whose interests were inadequately reflected. On the
workers’ side, institutionalized subservience has come with an important benefit: in
most (non-LME) European economies, wages for workers outside the core sectors of
the economy are negotiated in the shadow of the modern large firm-led sector, and
their wages are usually set following the prevailing rules in large industrial firms.
Wages for these workers thus acquired a level of protection, predictability, and
standardization that they would not have had otherwise. Small firms gain from the
arrangement as well, since they are allowed to exploit the benefits of coordination,
including well-developed skill provision and technology transfer systems, standard-
ized wage grids, and social peace, without incurring the costs associated with these
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public goods. In most countries, small firms have choices with regard to the menu
offered by the institutional framework: workers’ representation thresholds exclude
the vast majority of small firms, negotiated wages set a maximum for them (while
frequently providing a de facto minimum for large firms), employment protection
may differ between large and small firms, and escape clauses for small firms have
either been in existence for a while or were recently introduced in the more “rigid”
systems such as Germany.

Organized interests and the state in contemporary capitalism

This brings us to the third neglected issue regarding the nature and origins of
coordination in VoC: the state. The dual equilibrium strategies and stable class
coalitions examined above are obviously ideal types, closely resembling LMEs and
CMEs. But most empirical instances will differ from these ideal types. For example,
business coordination may be underdeveloped, and/or labor representation may be
far from unitary and based on ideological divisions. Under those conditions, stra-
tegic interaction may only occur sporadically and rarely produce stable institutional
settlements (Molina and Rhodes 2007). Since economies with these characteristics
lack the institutional complementarities that allow for the provision of public goods
and thus increase the overall efficiency of the system as a whole, they will, according
to VoC, be permanently outperformed by the pure LMEs and CMEs who can rely on
strategic links between different sub-systems of the economy. However, instead of
facing permanent economic adjustment problems, these economies—France, Italy,
or Spain, for example—appear to be stable as well, and their performance on the
whole does not lag that of CMEs and LMEs. In these mid-spectrum economies, the
state provides that element of stability by compensating for weaknesses elsewhere in
the political economy.

The state is too often regarded as a reflection of the existing mode of coordination
without an autonomous role. Somewhat schematically, in the VoC framework, the
state reflects the key interests of business: if reforms are articulated with the under-
lying interests of business, they work; where they are not, they fail (see Wood 2001 on
Germany). In many advanced capitalist economies, however, the state is considerably
more autonomous and activist (Evans, Rueschmeyer, and Skocpol 1985). In countries
as diverse as France, Japan, Italy, and Korea, the state played a crucial role in defining,
supporting, or organizing the post-war growth model. In later arrivals on the capit-
alist scene, the state’s role has been both more (e.g. in Latin America and southern
Europe) and less (as in Central Europe) than the simple LME/CME dichotomy
suggests. The transition to capitalism involved a dramatic expansion of the state’s
activities in the economy in the former, and a forced reduction in the latter, sometimes
against the immediate interests of a nascent business class at the time (Innes 2005).
The diversity in state—economy relations that persists until today suggests there is a
benefit in establishing the state and the mode of business coordination as analytically
independent categories of any given model of capitalism.
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A revised typology of capitalist varieties

Combining the insights from these discussions on the nature of business, cross-class
coalitions, and the state allows us to rethink the basic typology underlying VoC. The
starting point is provided by the two basic forms that relations between the state and
the (supply side of the) economy can take in advanced capitalism: either the state has
close direct influence over the economy, e.g. as the owner of industries and/or main
provider of industrial credit, or the state is a primarily a regulator operating at arm’s
length. Post-war France and to some extent post-war Italy, as well as some Central
European economies, fall into the first category, while the UK, Sweden, and Germany
fall into the second. Following the discussion on cross-class alliances earlier, class-
based interest organization, in turn, can run from being highly structured to being
highly fragmented (in most countries, the levels of business and labor organization
tend to mirror one another in this respect). In the first (highly structured) category,
individual companies and industry associations or industrial groups balance their
respective strategies and are able to strike bargains with organized labor. In the
second (fragmented) category, collective interest definition above the company
level is more or less absent, either among firms or between their representatives
and (similarly fractured) trade union organizations. Dichotomizing these two con-
tinuums into a matrix (cf. Figure 5.1) leads to the following four ideal types of
coordination.

The first “type” or mode of coordination, étatisme, has traditionally been associ-
ated with post-war France, where the state controlled the strategic levers of the
economy through outright ownership of many companies and control of industrial
credit (Hall 1986: 204). Partly as a result of the state’s dominance and partly due to
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the deep interpenetration of the state and the economic elites, business organization
in France has been weak. In privately owned companies, management and owners
have typically relied on themselves for providing the resources they needed, refusing
to allow external agents, including associations, to play a role in that process.
Similarly, unions have been weakened by ideological fragmentation and their weak
roots in the workplace (outside the public sector), while they lack effective vertical
links between confederal, sectoral, and firm levels. Since both business and unions
were weakly organized, and the state predominant in economic governance, the
capitalist model was built upon the state (Levy 2000). Strategic complementarities,
to the extent that they have existed at all, could be found in state-business linkages in
the large-firm sector, based in the credit-allocation system, and predominantly in
traditional manufacturing and public utilities (see Borsch 2007; Thatcher 2007).
State-protected markets and business in high-technology sectors have, by contrast,
been highly dysfunctional, delivering poor results and high-profile policy failures
(Rhodes 1988). In industrial relations, atomized business finds a parallel in the weak
and ideologically divided labor movement. The result is less a class compromise or
coalition than a permanently contested truce that frequently breaks down into
conflict.

A different constellation can be found where the state is important as an actor in
industrial policy, but where business is also relatively well organized, usually a
result of the nature of ownership structures. Italy exemplifies this type (Molina and
Rhodes 2007). The Italian state organized a large state-controlled business sector
that has provided key basic industrial inputs and compensated for the absence of
autonomous arrangements for capital and labor, primarily through state-funded
wage-compensation schemes during industrial restructuring and a social transfer-
oriented welfare state. Business and labor tend to be better organized, and wage
bargaining more coordinated than in France. But the scope for synergistic, VoC-
type complementarities is limited. Interest organizations are strong enough to
make demands on the state but insufficiently cohesive to provide it with depend-
able bargaining partners. Attempts to build more effective coordination also run
up against collective action problems, including anti-collective behavior on the part
of firms (and employees); an acquiescence in “inefficient inertia,” due to the sunk
costs confronting agents for change; and the capacity, especially of large firms, to
offset the lack of complementarities by seeking competitive advantage by other
means. In Italy, the latter included frequent competitive devaluations, government
subsidies, cheap immobile factors of production, and evasion of taxation and labor
laws.

The third type of state—business relations is the one we usually associate with
LMEs. The state sets detailed legal frameworks, leaving business to operate within
them, and guards the integrity of market operations by closely monitoring
ownership arrangements and market concentration. In part resulting from its
history and ownership structures business is weakly organized, and the regulatory
frameworks set by the state reinforce this by precluding most forms of
deep cooperation. The labor movement, in turn, is decentralized and poorly
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coordinated, contributing to a conflict-ridden form of industrial relations and
strong, endemic weaknesses in employer—employee relations—until submitted,
that is, to the market discipline of a Thatcher—Reagan type re-regulation of
employment law and labor markets. In LMEs, the political strategies of business
are primarily oriented towards influencing the regulatory framework, and consid-
erably less towards finding a compromise with labor (Wood 2001). Some CEE
emerging market economies (e.g., the Baltics) have also rapidly moved towards this
model.

The fourth and final type of coordination is conventionally associated with the
north-west European economies (or CMEs in VoC), of which Germany is the prime
example. The state plays a small direct role in the economy (but organizes a large and
robust welfare state), and offers broad frameworks for companies to operate within.
Business is highly organized and relies on strong industry and employer associations
for the provision of collective goods. The high level of economic regulation is less the
result of state intervention, but follows from voluntary agreements by associations
(including labor unions) to set limits on the behavior of individual companies. In
this model, state policies only appear to have an effect if they are carried out or
sanctioned by these associations.

The state thus plays an important role everywhere, but in different ways. In some
forms of capitalism the state is a central actor in the sense that it provides both a
framework for business activities and a means for pursuing them. In other forms of
capitalism, the state is less a promoter of economic activity than a compensator for
coordination deficits and provider of political consensus and legitimacy. In still
others, the state allows markets to operate within a broad set of regulatory frame-
works and refrains from direct interference.

CONCLUSION

Over the last decade, VoC has dramatically altered our understanding of capital-
ism—both in terms of how to approach it and in terms of how it works. This
chapter has concentrated on one particular area—business—government relations
and their antecedents. Understanding business—government relations from this
particular institutionalist political-economic perspective has two advantages over
competing frameworks. The first is that VoC concentrates on business as economic
actors—i.e. firms—and thus understands capitalism “from within.” Its focus on
coordination problems and on the types of institutional solutions that are on offer
forces us to think of capitalism with capital in mind. But at the same time, such a
comparative historical-institutionalist framework also alerts us to the crucial role
of the state and (organized) labor. Depending on the degree of organization of
labor, often as much a function of the nature of skills deployed in particular
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product market strategies as it is of the institutional power base of trade unions,
and the particular nature of cross-class coalitions between dominant factions of
business and labor, relations between business and the state take different shapes.
In one large set of OECD economies, found in north-western Europe, this relation
is best understood as framework-providing, enabling rather than steering, and on
the whole organized in an arm’s-length way. In economies where business is weakly
organized, such as France, Italy, and other Mediterranean economies, the state
plugs the holes by substituting in whole or in part for the lack of endogenous
capacity of business to coordinate. Finally, in Anglo-Saxon economies the state
fiercely guards the free operation of markets, and limits its intervention on the
whole to what is necessary for a well-functioning supply side. The state and
governments therefore have an important part everywhere in contemporary ad-
vanced capitalism, but the roles they play vary along the different capitalist models.
Making sense of that diversity, which appears to be with us for the long haul,
despite the pervasive influence of neo-liberal ideas and cross-border institutional
and policy borrowing, may well be the most important contribution that VoC has
made to the study of business—government relations.
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CHAPTER 6

THE GLOBAL FIRM

THE PROBLEM OF THE
GIANT FIRM IN
DEMOCRATIC CAPITALISM

COLIN CROUCH

PorrticaL theory has never satisfactorily resolved the ambiguities presented by the
political role of the firm in a capitalist economy and democratic polity. On the one
hand, the rules of the free market require a mutual separation of economy and polity;
on the other, the individuals who constitute the leadership of firms enjoy the
democratic rights of citizens to work for their political interests. They must therefore
be expected to try to mobilize the resources of their firms in order to advance those
interests, whether law tries to limit such practices in various ways or not. There is also
a possibility of conflict among different important interests within firms, which
means that the firm cannot be treated as a simple actor. It is indeed a political
actor in a double sense: first, it may be active within the general polity; second, there
is an internal politics of the firm, which may or may not be relevant to the issue of
the firm’s role in the wider polity. The general issues raised here are discussed
elsewhere in this Handbook (see Hart, this volume). Here our particular concern is
with the “giant” firm.

This in itself vague adjective can be made more scientific by giving it two specific
attributes. A “giant” firm is one that is sufficiently dominant within its markets to be
able to influence the terms of those markets by its own actions, using its organiza-
tional capacity to develop market-dominating strategies. Second, a giant firm will be
active across more than one national jurisdiction. These two attributes intensify the
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general question of the importance to political theory of the role of the firm, as
capacity for market-dominating strategy can include having a political strategy, and
transnational corporations (TNCs) can sometimes play off national governments
against each other. The full implications of both points will become clear during the
following discussion.

First, some clarification is needed of these definitional criteria. In economic
theory, firms respond to price signals from the market; they can develop strategy in
the sense of moving to advantageous positions as indicated by those prices, but they
are always price takers—of prices of stocks and shares, of labor, of supplies, of
products. No one firm can by its sole actions affect a price: prices move in response
to actions by large aggregates of firms and individuals. If this characteristic of the
pure market is lacking, if some firms and individuals acting alone can produce a
change in a price, there is a problem for both economic theory itself and for its
political implications. There is a failure for theory, because the mathematical models
on which economics is based assume large numbers of uncoordinated actors who can
produce effects on prices only in aggregate. The political problem will be considered
in more detail below. In brief, if firms are always dependent on the market, they do
not present a problem of power. Indeed, economics has no use for a concept of power
because it is assumed away in the conditions of the pure market. However, in practice
firms who are able to affect prices by their sole actions do exist. They occupy
monopolistic or oligopolistic positions in markets and therefore do not conform
to the criterion of needing to be part of an uncoordinated aggregate of firms in order
to affect prices. This can happen at very local levels, as in the case of a single shop in
an isolated village, and by itself is not enough to define a giant firm. For this reason
we add the second definitional criterion, that the firm operates over more than one
national jurisdiction, that is, it is trans- or multinational. Such corporations develop
large organizational structures, which they use in order to develop market-changing
strategies.

Both definitional criteria are needed to constitute a “giant” firm: market domin-
ance and multi-national character. There are today many examples of firms that have
branches in a number of countries but which are relatively small within their markets
and subject to the full weight of the laws of supply and demand.

So far emphasis has been placed on the capacity of the giant firm to act alone.
Different issues are raised by the possibility that they may act together. Some of
these issues are particularly important for politics, as is the decision that firms
might make whether to act together or separately. These questions will also be
considered below.

Three potential resolutions exist in the political theory literature to the problem of
how to subject the giant firm to political science analysis. Under pluralist theory, the
existence of high levels of competition in both economy and polity prevent concen-
trations of either economic or political power, and thereby limit or even cancel out
any undue influence exercised by particular firms. Under neo-corporatist theory,
firms exercise their political influence through formally constituted associations.
This both maintains a level playing field among firms, at least within the sectors
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represented by an association, and makes transparent the way in which influence is
exercised. In the theory of international political economy (IPE), the firm is treated
more seriously, but is seen as a simple economic actor maximizing its profits,
exercising political influence only in order to achieve that goal. This last comes
closest to confronting issues of political analysis raised by the giant firm, but does so
by “importing” economic theory into political analysis.

All three approaches have their limitations. It will be argued below that no solution
exists for the analysis of these firms within the political theory of nation state-based
democracy, and that the only way forward requires acceptance that there is a non-
democratic component of politics in advanced capitalism. This acceptance has
important normative implications, but the task of the present article is limited to
considering the analytical issues.

We shall initially consider why the political role of the giant firm presents a
problem for theory. Subsequent sections then consider the solutions presented
respectively by pluralist, neo-corporatist, and IPE theory. A final section explores a
possible analytical solution.

THE PoLITICAL ANALYSIS OF THE FIRM

In the perfectly competitive economy understood by neoclassical theory the indi-
vidual firm does not need to be treated as either an economic or a political actor.
Economically the firm is nothing other than a nexus of markets, a point where
resources in a number of markets come together and are traded off against each
other. The firm’s behavior can be read off from the signals that the market gives to
its decision-makers about the most rational path that it should follow given its
taken for granted goal of profit maximization. Firms that do not maximize ration-
ally in this way will be out-performed by those that do and will disappear from the
market. In fact, the concept of “actor” is not used in economic theory, since human
actors are little other than calculating machines for working out the appropriate
logic of maximization in any given situation. Pure economic theory and indeed
practical commercial law in the Anglo-American tradition treat firms as particular
kinds of individuals, because these schools of thought do not have a concept of an
organization that pays attention to the internal complexities of organization as
such.

As noted above, it is a condition of the perfect market that all individuals
(including firms) are price takers and not price makers: no one individual can by
its actions affect the price of any commodity. Prices result as mathematical properties
from the transactions of masses of individuals. If there is evidence that, say, the
actions of an individual investor have begun to influence the price of a firm’s shares,
then that is evidence that the market is not pure.
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While economic theory does not have much to say about politics, some implica-
tions for political behavior can be read off from this neoclassical model. First, in a
pure market economy there is a strong separation between politics and economics.
All but extreme libertarian forms of neoclassical economics recognize a role for the
state in safeguarding the rules necessary for the market to operate: enforcement of
contracts; maintenance of currency; maintenance of rules of corporate accountabil-
ity and transparency. But this role itself requires that the worlds of economy and
polity do not interfere with each other. Governments should not interfere with
markets, or the mathematical rationality of price setting will be disturbed; individ-
uals active in the market should not use their economic resources to interfere in
politics to get privileged outcomes for themselves, or this too will distort the market.
There is a vulnerable spot in this account, in that, individuals being free to use their
resources as they wish in the democratic polity,! and economic resources being
capable of being used politically, there are no means to prevent individuals from
using their wealth in a way that produces mutual interference by economic and
political forces.

This is the fundamental problem of the political role of the firm: the market
requires the separation of polity and economy, but political and economic resources
can be translated into each other. Wealth can be used to buy political influence, and
political influence can be used to purchase favorable conditions for a firm. This
process is self-reinforcing, which threatens to exempt it from the diminishing returns
to scale that are assumed by economic theory to prevent the long-term reinforcement
of trends.

Neoclassical economics has its own answer to this, which is then paralleled by
analogy in pluralist political theory: in the pure market economy, economic inequal-
ities are limited, and therefore the influence exercised by any one individual will be
quickly canceled out by others. Since in political debate free markets are often
considered to be associated with inequalities, this may seem a surprising statement.
It is therefore important to understand the basic egalitarianism of the pure market.
An essential feature of such a market is that entry barriers to any one activity are low:
if barriers are high, competition is reduced and becomes imperfect and the market is
no longer pure. In a pure market, if larger profits or incomes arise in a particular
sector than are available elsewhere, individuals in other sectors will quickly switch
their resources to the more profitable one until, as a result of competition and the
operation of the law of supply and demand, profit and income levels reach the mean
of other sectors, at which point there is no longer an incentive to shift to it. In the
long run, therefore, a pure market economy is one without sharp inequalities. As a
consequence, no one will be able to use extreme wealth to accumulate political
privileges.2

In practice, actually existing capitalist economies do not conform to the pure
neoclassical model. Barriers to entry can be high and irremediable, as where vast
investment is required for research and development or where extensive distribu-
tion networks have to be developed before a firm can establish itself. Also,
information, a resource fundamental to the operation of market rationality, is
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itself unequally distributed. To operate efficiently in capital markets, for example, it
is necessary to have kinds of information that can be provided only by highly
skilled teams of experts; and it takes a high level of existing resources to be able to
construct such teams in the first place. Therefore, those firms and individuals with
the resources to acquire professional advice are able to make better use of infor-
mation concerning capital markets than those who lack them, leading to a spiraling
exacerbation of inequalities rather than the tendency for them to diminish pre-
dicted by neoclassical theory on the strength of assumptions of low entry barriers.
High entry barriers both create and are created by “giant” firms, according to the
first attribute that we have given such firms of being organizations capable
of strategy and acting beyond the strict constraints of the market (Yoffie and
Bergenstein 1985).

The fact that the firm, particularly the large one, is an organization and not just
a nexus of markets was first recognized in economic theory in the 1930s, in the
theory of the firm developed by Robert Coase (1937). The central idea is most easily
understood through the labor market. When a firm wants to make use of labor, it can
do this by making a contract with some individuals that they will perform certain
tasks in exchange for a set fee; if, when that task is completed, another one is needed,
a new contract is made. This is common practice for tasks that a firm needs only
sporadically, such as formulation of a new advertising strategy. When firms operate
in this way, they can be understood fully by pure market analysis. However, when
they want continuous and repeated performance of a set of tasks for an indefinite
future, they are likely to find it inefficient to keep making new contracts and
introducing new workers to the firm. They therefore usually make general contracts,
known as employment contracts, under which the supplier of labor services is
guaranteed payment for a prolonged period in exchange for placing him- or herself
under the general authority of the employer, carrying out such tasks as the employer
may require. These are the terms under which the majority of people in modern
economies work. The firm here becomes more than a nexus of markets and is an
organization with a hierarchy through which orders are transmitted rather than
contracts made.

The main use that orthodox economics makes of the theory of the firm is in
considering a trade-off that confronts companies. Use of the market enables frequent
testing of prices and quality being offered in the external market, at the expense of
possibly costly market searches and training to induct new employees and suppliers
in the ways of the firm. Operation through hierarchy ensures continuity and reduced
transaction costs at the expense of some inefficiency through neglect of market
testing. Most large firms will reappraise the trade-offs in their use of markets and
hierarchy from time to time in the operation of their businesses. Economics can also
analyze imperfect competition and information asymmetries; it is certainly not
limited to the study of perfectly functioning markets. However, it has been left to
unconventional (“institutional”) economists and organization theorists to consider
some of the wider implications of the idea of the firm as an organization, in
particular the political implications.?
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Within the scope of neoclassical analysis, Oliver Williamson has developed the
original Coasian concepts, and in particular the idea of transaction costs, to
explore a wide range of organizational issues affecting firms (Williamson 1975,
1985; Williamson and Masten 1995). These prominently include the fact that
information, seen in simple neoclassical theory as something which rational actors
necessarily possess, is in reality difficult to acquire. One reason for firms developing
and deploying organizational resources is to be able to acquire information. An
interesting and important example of this concerns the way in which, for example,
staff members of commissioning firms and their contractors, engaged together on
complex tasks, often create informal shared organizational structures bridging their
respective employing organizations. According to neoclassical theory one side is the
principal, the other the agent; they must keep themselves separate and relate only
through the terms of the contract, which will have anticipated everything necessary
for governance of the relationship. In reality, information about the task was always
incomplete, so the contract was also incomplete. The gaps can be filled only by
close, informal collaboration. As we shall see below, this idea is capable of
extension to the study of relations between governments and contractors, with
political implications not particularly anticipated by transaction-cost economics,
but fully compatible with it.

Large firms that have developed the ability to act as organizations, choosing when
to go straight to market and when to use organizational resources, have acquired a
capacity for strategy. They have not liberated themselves fully from the market; they
remain subject to it in order to buy and sell successfully. But they also have some
ability to act proactively, to shape markets, and to determine how they will respond
to them. For example, instead of responding passively to market signals that there is a
demand for a certain product, they will mount aggressive marketing and advertising
campaigns to create demand. This is what entrepreneurship is all about.

Competition law, especially in the USA, has accommodated itself to the inevit-
ability of the domination of large firms and limited competition. Classical US
antitrust law, developed in the first part of the twentieth century, aimed at breaking
up major accumulations of corporate power, so that there was a limit to how far any
one firm or group of firms could go in dominating a particular set of markets. One of
the strongest examples of this was US banking law, which for many decades pre-
vented US banks from having branches outside an individual state. It is no coinci-
dence that US pluralist political theory (see below) developed from exactly this
intellectual environment. It was as essential for democracy as it was for economic
efficiency that there should not be concentrations of power so strong that they faced
no effective competition. To the extent that economic power could be a major source
of political power too, antitrust policy served the purpose of protecting democratic
pluralism as much as it did market competition.

It proved impossible to maintain all markets with low entry barriers and full
competition, and by the late twentieth century American law and political practice
had changed. Economic theorists, principally at the University of Chicago, and
corporate lawyers defending antitrust suits for large corporations developed a new
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set of principles that abandoned earlier perspectives that had insisted on the need for
actual competition and numbers of competitors if the liberal capitalist model was to
work. The doctrine of “consumer welfare” was developed, which argued that, if it
could be shown that economies of scale resulting from the existence of a small
number of firms meant lower prices than if there was a large number of competing
firms, then consumers’ welfare could be considered to be better protected by the
domination of markets by a small number of giant enterprises than by a purer
neoclassical market with many producers (see Bork 1978 and Posner 2001 for leading
expositions of this view). Such arguments were used successfully in cases before the
courts to roll back the antitrust bias of US corporate law (Schmidt and Rittaler 1989).
It can be argued that the strong capacity for judge-made law given by the common
law system in the USA, together with the ability of wealth to secure the services of the
best lawyers, constitutes one of the ways in which giant corporations in that country
exercise a power over law-making (van Waarden 2002).

European Union competition policy, paradoxically trying harder to hold on to the
earlier US model than the US itself, has developed a kind of second-best policy under
which market-dominant firms are required to maintain the possibility of survival for
competitors in some aspects of their operations. This can be seen in such measures as
the EU’s insistence that Microsoft maintain access to its platforms so that competi-
tors can produce software that is compatible with them.

In several countries, particularly the UK, a new regulatory approach to monopoly
has also developed in those industries that had previously been maintained in state
ownership because of the difficulty of maintaining effective competition within
them. Instead of requiring the break-up of monopolies, regulatory agencies develop
mathematical models to work out the prices and practices that would emerge if a
particular industry were competitive, even if in practice it is monopolistic—as for
example with privatized railways and water services.# The agencies would then have
the power to require the monopolist to follow these “as if” competitive approaches.
Unlike EU competition law, which requires the survival of actual competitors, this
approach leaves the monopolist unchallenged as an organization but required to act
as though there were competitors.

It is not our task here to examine the economic efficacy of these different
approaches to grappling with monopoly and imperfect competition, but to assess
their political implications. As noted above, economic and political power can be
translated into each other; this is why it is so difficult in practice to maintain the
separateness alongside interdependence required by liberal capitalism. Because they
do not exist in perfect markets, giant firms generate very high concentrations of
wealth. Not only can they convert this wealth into political influence, but they can
use the capacity for strategy given to them by their organizational hierarchies to
pursue political purposes and to become political actors. Seeing the firm as an
organization and not just as a nexus of markets enables us to perceive the implica-
tions of this for political theory. Doctrines of consumer welfare and the role of
regulatory agencies may check the economic implications of corporate gigantism,
but they cannot address these political implications. To consider this further we need
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to examine the responses that political theory had made to the existing problem of
the firm in general within the democratic polity.

THE RESPONSE OF PLURALIST THEORY

The theory of political pluralism comes from the same intellectual stable as neoclas-
sical economics, though it lacks the elegance of the economic argument, being based
on a large number of empirical possibilities rather than the single theoretical one of
the existence of pure markets. According to this theory, to prevent major inequalities
of political power arising, it is important that power resources are scattered around a
society in autonomous centers, and not aggregated into large blocks. In such a
situation, all decision-making requires the assembly of numbers of these centers.
Different classes, religious faiths, ethnic groups might all constitute the building
blocks of such a system; and different elements of these blocks might separate off and
join with others if they consider that the dominant forces of a currently governing
block are accumulating too much power. As with economic theory, protection
against the abuses that might flow from powerful concentrations of resources is
found in large numbers of separate participants in the system. Also as with economic
theory, a more or less egalitarian economy is one of the conditions for political
pluralism, as a polity in which economic resources were very unequally shared would
be likely to be one in which political power was also concentrated, economic
resources being so easily capable of conversion into political ones.

The rise of giant firms clearly challenges the balance implied here, in ways that
current purely economic regulatory approaches, which leave the “giants” in place, do
not address. Political scientists have not ignored this problem. Thirty years ago two of
the most prominent exponents of both the analytical and normative concepts of
American political pluralism— Charles Lindblom (1977) and Ronald Dahl (1982)—
both warned that the large corporation was becoming a threat to the balance of
democratic pluralism. Lindblom based his analysis, not so much on the implications
of the size of individual firms, as on the absolute dependence of governments for
their popularity and legitimacy on economic success, and their perception that they
depended for that success on the business community. Governments were therefore
likely to listen intently and uncritically to whatever that community said it wanted
from public policy.

Dahl and Lindblom were writing when the current trend towards economic
globalization following the international deregulation of financial markets was just
beginning. This, the second attribute of giant firms established above, has further
enhanced their capacity to translate their economic strength into political power in
two ways. First, they have some capacity to “regime shop,” that is to direct their
investments to countries where they find the most favorable rules. Second, the global
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economy itself constitutes a space where governmental actors are (compared with the
national level within stable nation states) relatively weak, and corporations therefore
have more autonomy. There are many studies of the political implications of these
developments. Some authors have seen it as a benign development, with corpor-
ations being likely to act more rationally and creatively than states (Ohmae 1985).
Others have been highly critical, as had Dahl and Lindblom at national level, seeing a
shift away from democracy to the power of business. There are also many examples of
more analytical studies, concerned to study rather than evaluate the phenomenon.
Baumgartner and Jones (1993) and Baumgartner and Leech (1998) looked generally at
the US economy. Moérth (2006) and Jacobsson and Sahlin-Andersson (2006) studied
the role of “soft” regulation, regulatory forms which depend on voluntary cooper-
ation by the firms being regulated. Botzem and Quack (2006) and Morgan (2006)
examined respectively the power of major Anglo-American accountancy firms and
law firms in determining regulation and standards in the global economy; when we
think of “giant” firms today it is essential to include enterprises of this kind and not
just manufacturers and banks. Engwall (2006) looked generally at the role of giant
firms in global governance.

The first of the arguments here seems straightforward: if firms have a choice
between two countries for maintaining their investments, they should be predicted
to choose that which presents better opportunities for profit maximization, which
will mean lower costs, and therefore lower levels of corporate taxation, lower labor
protection and social standards, lower levels of environmental and other regulation.
In the short run we should therefore expect a shift of investments from the more
costly to the cheaper country. In the longer run the more costly country should be
expected to adjust its own standards downwards in order to be able to compete for
investments with the cheaper country. The result would be a general lowering of
standards to meet the preferences of multinational enterprises—a process often
known as “the race to the bottom.”

In practice matters are not as simple as this. Existing investments in plant,
distribution, and supplier networks, as well as social links, are not so easily moved.
Firms have what are called “sunk costs” in their existing locations, and in order to
move existing investments from one jurisdiction to another they need confidence
that profits in the new location will be sufficient to outweigh these costs (Sutton
1991).> The more likely threat is not so much a transfer of existing investments as a
preference in favor of the cheaper country for future new investments being planned
by the firm. Even here, there is not necessarily a consistent preference among firms
for the cheapest locations. Firms, especially those that are capable of strategy, choose
in which market niches to locate themselves, and this does not always mean a
preference for the lowest costs. Chobanova (2007), in a study of investment by
western European giant food industry firms in Central and Eastern European
countries, found surprising results of this kind. High quality of the good or service
being produced is often a criterion, and this may require highly paid staff with good
working conditions, or a strong social infrastructure, requiring high taxation. It
is therefore not the case that high-wage, high-tax economies have lost out in
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competition for direct inward investment, as the strong performance of the Nordic
countries shows.

Nevertheless, this argument still places the initiative with the firms: it is their
market strategy that determines (or at least strongly affects) whether particular
government policies will be “rewarded” with investment or not. Globalization does
not necessarily means a race to the bottom, but it does increase the power of firms in
setting public policy.

The second argument maintains that, there being no government at global level,
MNCs are left fairly free to make what rules they like, including deals they make
between each other for setting standards or rules of trade. There appears to be no
higher level than deals among firms for making regulations at the global level; and
since this is the level at which there is currently most economic dynamism, this global
level of firm-determined regulation feeds back into national levels, undermining
government authority.

This argument too may be exaggerated, as there clearly are elements, albeit weak,
of a civil society emerging at global level (Djelic and Sahlin-Andersson 2006; Scholte
2007; Levy and Kaplan 2008). Alongside the growth of the global economy has come
a growth of regulatory activity by international agencies whose members comprise
national governments and which therefore constitute delegated governmental
authority. Since the post-war period some (but not much) of the work of the United
Nations, and the activities of the World Bank and International Monetary Fund
(IMF) have had some authority of this kind. The Organization for Economic
Cooperation and Development (OECD), for long mainly a source of data and
statistics on national economies, has gradually acquired more of an international
policy-coordinating role—for example, in the field of corruption in governments’
business deals with MNCs. Most recently, the World Trade Organization has begun
to regulate terms of international trade, though its authority extends more over
governments than over corporations. Finally, at a level between the nation state and
the global level itself there has been a growth of intergovernmental organizations
regulating economic affairs in a more detailed way across world regions: the Euro-
pean Union (EU); the Association of South-East Asian Nations (ASEAN); the North
American Free Trade Area (NAFTA); the organization of South American states
called Mercosur. However, of these only the EU has developed extensive policies
across a wide range of fields.

Global economic space is therefore not entirely without regulation, but individual
giant firms do occupy a more directly regulatory role at this level than at national
level in a number of areas. An important example is standardization (Mattli 2001;
Schepel 2005; Botzem and Quack 2006). The standardization of products and com-
ponents is essential for the conduct of a market economy, as it is a major means for
lowering entry barriers. For example, if individual firms were able to patent the
design of electrical plugs and sockets, dominant firms could ensure that wall sockets
in domestic and commercial premises would accept only the plugs of their patented
design, preventing competition by creating an entry barrier of having the owners of
premises install more than one type of socket if competitors’ plugs were to be used.
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In the case of the example given, standardization has been at the national (or to some
extent EU) level, giving the users of electrical equipment some inconvenience when
they move between countries. In other cases (such as mobile telephones) standard-
ization exists at world-regional level, with some inter-authority cooperation at global
level. The key players here are both giant firms (who produce the equipment
concerned), national standards authorities acting in collaboration, and the Inter-
national Standards Organization (ISO), which comprises representatives of govern-
ments and trade associations.

However, there are important areas of the economy where individual giant firms
set their own standards with little reference to international or national authorities,
and doing so in a manner deliberately intended to raise entry barriers against
competitors. This is particularly likely to happen in high-technology areas where
product innovation is so rapid that there is no time to secure agreement on a
standard among a wide range of different governments. For this reason this form
of standard setting has become accepted, though from a strict neoclassical point of
view it threatens market competition. The frequent disputes between the European
Commission and Microsoft are examples of this issue: Microsoft establishes de facto
standards for computer software because of its global monopoly position; the
Commission regards these corporate standards as erecting excessive market entry
barriers to competitors, and therefore requires Microsoft to facilitate access to its
platforms by other firms.

In other cases, where single firms are not sufficiently powerful to impose global
standards, groups of them may form and together produce standards and regulation.
An outstanding example of this, already referred to above, concerns the recent more
or less global imposition of a system of corporate accounting devised by an associ-
ation of accounting firms (Botzem and Quack 2006). This might look like an
instance of corporatism (see below) at a transnational level. In practice, however,
the association concerned comprises just the “big four” UK and US accountancy
firms.

It is clear that classical pluralist theory cannot cope with these developments.

NEO-CORPORATIST THEORY

When Dahl considered the inability of pluralist theory to deal adequately with the
political role of firms in the modern US economy, he looked for potential solutions
in the organized capitalism of the Nordic economies. Here, firms exercised political
influence mainly through business associations, partly at the sectoral level, but partly
through peak associations representing the whole private sector. Because this repre-
sentation was formal and open, it could be used to impose some kind of collective
social responsibility on member firms in exchange for any success of their lobbying
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activities. In addition, lobbying through associations maintained a level playing
field among firms, at least within a sector, and could not be used to secure anti-
competitive privileges for individual companies.

Dahl was here moving from US pluralist theory to the more European approach of
neo-corporatist analysis. While most often used for the analysis of relations between
organized workers and organized employers (e.g. Crouch 1993; Traxler, Blaschke, and
Kittel 2004), the concept of interest representation through organizations that
simultaneously lobbied and imposed codes of behavior on members could also be
used more generally to describe the politics of business in certain contexts. In
addition to the Nordic countries, it has been mainly applied to Germany, Austria,
the Netherlands, and Japan. While neo-corporatism might avoid some of the polit-
ical problems presented by single-firm political action, it presents a new one that
whole sectors might become privileged at the expense of others, or functional
economic interests privileged over other kinds of interest (for example, the environ-
ment). As Mancur Olson (1982) argued, in a market economy organizations of
particular interests operate by means of rent-seeking behavior: extracting gains for
their members from the general public. They would abstain from this only if their
membership was so extensive within the society concerned (“encompassing” in
Olson’s term) that they must internalize any negative consequences of their action:
there is not enough of the society outside the group’s membership on to which
negative consequences can be dumped. This tended to be the case where neo-
corporatist structures operated most successfully (Crouch 2006a).

Olson’s concept of encompassingness assumes a manageable and definable uni-
verse across which organizations can be said to be encompassing. His theory, and all
others that concern the logic of neo-corporatist stability, hold only to the extent that
there is a relatively bounded universe linking fiscal and monetary policy, and the
scope of firms. Throughout most of the history of industrial societies the nation state
has provided such a universe. Neo-corporatism is therefore severely challenged by the
rise of the global economy and in particular the global firm.

Neo-corporatist organizations can respond positively to this kind of situation by
shifting their point of activity to a higher level, such as the EU, joining forces with
their opposite numbers in other nation states to recapture encompassingness. But
incentives to do this have been rather weak. Governments, trade unions, and smaller
firms remain organized primarily at national levels, and governments and unions
have to respond to national constituencies. MNCs operate at the global level, but
have little incentive to participate, as they can operate alone. It is difficult for any
system of organized interests that is not itself global to achieve encompassingness.

A further problem with neo-corporatism is that, being based on associations
representing existing industries and sectors, it loses effectiveness at times of rapid
economic and technical change. During such times the old, organized sectors of the
economy become less important—or, worse, their organizations try to slow down a
decline that will be inevitable. Meanwhile, new sectors are not yet organized, and may
not even see themselves as sectors. For example, what we now see as a biotechnical
industry existed for several years before its existence as such was noted. Now, it and
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other new industries, such as information technology, have acquired self-awareness
and have developed organizations. But it remains the case that, at any moment
during a period of high change and innovation, old, declining sectors will be better
represented than new, dynamic ones.

A further cause of a decline in associations to the benefit of individual giant firms
has been an unanticipated consequence of neo-liberalism and globalization: a trend
away from self-regulation by business interests to statutory regulation. This happens
because pure markets, particularly transnational ones, require transparent, easily
comparable behavioral rules. National associational regulation cannot provide this,
but statutes formulated to common standards can (Moran 2006). This can be seen
particularly clearly in the financial sector (Liitz 2003). In some cases, particularly
perhaps the UK, a decline in the importance of labor issues, the core of associational
activity in earlier decades, reduced firms’ reliance on collective action (Moran 2006).

In such a situation, individual giant firms, rather than associations, become the
main representatives of business interests—as demonstrated above with the case of
standardization, and as analyzed by a range of perceptive authors (Grant 1981, 1984,
2000; Coen 1997, 1998; Coen and Grant 2006b; Schneider 2006). This fundamentally
important development for both economy and polity reduces the level playing field
among firms, considerably restricting the chances of influence for small ones, who
have often relied on large corporations to bear the main costs of sustaining business
associations. Individual giant firms, in contrast, are given a strong incentive and
possibility to act politically.6 This issue has been particularly important in certain
Western European economies (Austria, Germany, the Netherlands, the Nordic coun-
tries), where associations have historically been important in business politics, and
where major change is now taking place (Coen 1997; Streeck 1997; Schneider 2006).
In the UK, where associations have always been weak, there is now evidence of them
becoming even weaker, again to the advantage of individual giant corporations
(Moran 2006).

The dominance of firm-level over associational types of organization also takes a
further form: regulatory activity itself, normally thought of as a public function, can
be marketized, and firms might offer regulatory services to an industry, firms
essentially buying their own regulation. This is again especially important at the
transnational level, where individual national regulators do not have adequate reach.
This development is seen particularly strongly in the rise of ratings agencies, which
assess the performance of firms and even governments according to various financial
or other indicators (Kerwer 2001; Coen and Thatcher 2005). These agencies are
necessarily themselves giant firms. It might be objected that impartial regulation is
not likely to emerge where the regulated is the customer of the regulator; and indeed,
the ratings agencies came under criticism for not noticing the high risks that banks
were taking in the activities that led to the 2007-8 credit crisis.

There can therefore be no formal guarantees that extremely skewed influence will
be excluded from a democratic political system through either pluralism or neo-
corporatism. Problems of entry barriers blocking access to resources and capacity to
be heard apply to both.
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INTERNATIONAL PoLiTiCcAL ECONOMY

“Political economy” has been a label adopted by a number of different groups of
scholars trying to bridge the gap that exists between neoclassical economics and
political theory—a gap that is particularly damaging to attempts to tackle the
problem being identified in this chapter. They are agreed in taking seriously the
political implications of corporate behavior, and more generally of economic action,
but beyond that there are important divisions. Some come from a background in
mainstream political analysis (e.g. Grant 1981, 1984; Strange 1986, 1996; Strange and
Stopford 1991; Mitchell, Hansen, and Jepsen 1997; Pauly and Reich 1997; Coen 1999;
Parkinson, Kelly, and Gamble 2000), or sociology (Trigilia 1999; Fligstein 2001). They
tend to be critical of the unwillingness of neoclassical economics to embrace variables
adequately complex to tackle these questions, but as a result their work often lacks a
theoretical focus. A further group, which usually adopts the name of international
political economy (IPE), takes the opposite approach, and seeks to solve this problem
through the use of rational choice theory, adopting the theoretical apparatus of
economics, applying it to political issues (in general, Tullock 1980; Becker 1985;
applied specifically to the question of the political role of firms, Mitchell and Munger
1991; Austin-Smith 1994; Grossmann 2001; Broscheid 2006). There is a cost to this
achievement, in that an economics approach requires a simplification of motivation
and of the identity of actors. Firms are therefore conceived as acting politically with
their normal profit-maximization motive, which means that more complex, or more
purely political, actions are usually, though not necessarily, ignored. Also, just as
orthodox economics has some difficulty with the idea of a firm as an internally
complex organization, so IPE authors do not normally treat firms as the sites of
intra-organizational political conflict.

BEYyonND THE ‘“‘LOBBYING’’ MODEL:
TowARDS A NEw APPROACH

From the perspective of pluralist political theory, firms constitute “lobbies”, and the
kind of role that giant firms are able to play in the global economy makes them
disturbingly powerful lobbies, threatening the balance of both democracy and
pluralism. This was the burden of the critique of Dahl and Lindblom, and of a
large number of subsequent critics. The main alternative view is that: (i) provided the
economy remains a market one, these firms are still constrained to accept consumer
sovereignty in their economic activities; (ii) provided the political system is trans-
parent, firms’ lobbying activities will be subject to criticism and public debate; and
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(iii) the activities of firms bring jobs and new consumer products, and so public
welfare is enhanced by even their political lobbying activities.

There are some studies of the politics of individual giant firms seen as lobbies.
Examples are Grant (2007) on the chemicals industry and the challenge of
environmental politics; and Singer (2008) on the role of privately owned military
firms. Not surprisingly, these and similar studies are concentrated among indus-
tries that are politically salient, either (as in the examples cited) because of their
connection with major political issues or national security, or because the industry
(or even the individual companies) are so large within a country that their health
is relevant to the national economy, and therefore to the polity. There is consid-
erable literature on this latter issue from earlier periods, when governments were
concerned to establish “national champion” firms through strategies of “industrial
patriotism” in key sectors (such as ICI Ltd. in the UK in the 1920s (Kennedy 1993:
ch. 3), or French national and European policy until very recently (Hayward 1986,
1995)). The response of governments in both Europe and the USA to the credit
crisis of 2007-8 is likely to lead to a revival of such studies, as considerable state
assistance was given to selected firms, primarily in the banking and automotive
industries.

But this kind of activity cannot really be subsumed under the concepts of either
lobbying or corporatism. The firms are too much insiders to the governmental
process to be called lobbies; and they operate alone and not in associations, as is
necessary for corporatism. To embrace this we need to reconceptualize the large firm
as a political entity, which in turn requires rethinking the scope of the political and its
characteristic institutions.

The standard model of a polity in political science, rational choice theory, consti-
tutional law, and the assumptions of everyday political discussion alike, takes the
following form. At the peak is the sovereign entity, the state. These states recognize
no authority above them: that is what defines them as the units of the global system
and as the peaks of their own sub-systems. It is taken for granted that these states are
“nation states,” that is that they constitute a large area of usually coterminous
territory, both open country and urban centers, with a population that recognizes
that it is joined by certain ties to form a “nation,” even if these are sometimes little
more than being part of the same territorial state. These states do make treaties with
each other, and sometimes these treaties can be very demanding in the terms they
impose and strict in enforcing sanctions in the case of disobedience of the terms. The
treaties may even construct organizations charged with the task of enforcing their
terms and charting the common tasks that should be confronted by the treaty’s
members. These treaties therefore constitute important de facto compromises with
the concept of “sovereignty,” but because they are treaties (contracts among equals)
rather than constitutions (implying subordination within an organizational hier-
archy) they are held not to make de jure compromises. Within each nation state there
will be regional and local levels of political authority; these are subordinate within the
organizational hierarchy of the state and are bound together through its structures,
not through treaties.
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The nation states, the structures produced by treaties among them, and the states’
internal sub-structure of delegated authority constitute the only “political” entities
within society. This does not mean that they can do what they like. Where the state is
defined as being one within the rule of law, the things it may do and the powers it
may take in relation to its citizens or others are carefully prescribed and limited.
Within a liberal polity citizens have opportunities to lobby for, request, demand,
beseech various actions (or abstention from action) by the state; and, as we have seen,
some organizations (in particular, giant firms) can attain such power that govern-
ments have little practical choice than to give in to their demands. But they remain
“lobbies,” as the political power to implement the demands remains in the hands of
government. In the terminology of an earlier age, these lobbies constitute “over
mighty subjects,” but it is still possible to see an important formal difference between
the “subject” making a demand and the constituted authority responding to it.

This framework has become inadequate for analyzing the early twenty-first-century
giant firm for the following reasons:

1. The framework assumes that those engaged in lobbying are members of the
polity of the nation state concerned, or physically within it and therefore subject
to its authority for the time being. This is not the case with MNCs bargaining
over the terms of their investments. International law requires firms to have a
place somewhere on the planet where they have their formal location, but from
that base they can deal with governments all over the world, never putting
themselves into a position of subordination to their authority, unless and until
they set up facilities. During the crucial period of negotiations, where they are
deciding among a number of potential locations for an investment, they remain
external and therefore do not “lobby” for terms, an action implying at least
formal subordination. Their relations are more like those of ambassadors of
other states, but they cannot be assimilated to this concept as it belongs only to
the world of political entities.

2. It is difficult to apply the concept of a lobby to the relationship of large global
firms to a global polity seen as constituted by nation states and organizations
formed by treaties among them. This can perhaps be seen most clearly in that
autonomous role in standard-setting of individual corporations, which is a kind
of legislative activity. They exist out there alongside the international and
transnational agencies, not generally subordinate to them.

3. When large corporations from the advanced countries invest in very poor
countries, there is usually a major imbalance between the institutions of the
corporations and those of the local state (Dixon, Drakakis-Smith, and Watts
1986; Rondinelli 2002; Ite 2004). The former will be well equipped and staffed,
with a high level of resources, and with clear hierarchies and internal procedures.
The local state is likely to have very low levels of resources and poor means of
internal communications and enforcement. In such circumstances it is very
difficult for the local state to live up to the legal fiction that it constitutes an
“authority” and the investing firm a private entity subject to its authority.
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The firm is likely to be able to pick and choose which local laws it obeys and which
ignores, as enforcement and inspection are likely to be poor. The firm becomes
its own law enforcement agency. This imbalance can also work the other way
(Visser 2008). Within the society governed by the local state there may well be
only meager political debate, while the home base of the investing firm may have
lively debate, even over affairs in the country where the firm is investing. For
example, a European firm employing child labor in an African country is likely
to experience more difficulties about the issue at home than it is in the country
where the abuse is occurring. In response to domestic pressure the firm
might become a more vigorous guardian of children’s rights than the African
government. Again, the firm becomes its own law enforcement agency.

. The last example raises the general issue of corporate social responsibility. This

concept refers to the acceptance by firms that their responsibilities as organiza-
tions extend beyond that of immediate profit maximization and that they
should recognize those for the externalities produced by their actions (i.e.,
those effects of their activities that are not represented in the market forces
operating on them, such as pollution caused by production processes) (Crouch
2006b). There is much debate in the literature on whether firms do or should
accept social responsibilities for moral reasons, in order to preempt tougher
government action if they do not act, or because for various reasons social
responsibility will be associated with higher long-run profitability (see Carroll
1999 for a view broadly favorable to the concept; Henderson 2001 for a hostile
one; Crane et al. 2008 and Scherer and Palazzo 2008 for overviews of the entire
field). It is not our present task to try to resolve this debate. We need only note
that firms are here taking on themselves responsibility for defining public
priorities, and deciding and then implementing the actions that seem to be
required by those priorities.

For example, some Western firms operating in African countries have decided
that, because their activities lead to the concentration together of large numbers
of young people as employees, they have some responsibility for education and
medical treatment relating to HIV/AIDS among their workforces, and beyond
in their workers’ local communities (Campbell and Williams 1998, 1999;
Distlerath and Macdonald 2004). This is public policy action going beyond
the immediate remit of the firm as a profit-maximizing concern. The decisions
whether or not to do anything about the issue, and if so what to do, are public
policy actions. The firm may or may not liaise with local government about the
matter; that also is its decision. The example given is from a third-world
country, but CSR issue are also presented within the advanced economies, at
the present time particularly in relation to environmental concerns and climate
changes.

CSR has to be distinguished from charitable activities, or the establishment of
charitable trusts and foundations by firms. These activities are usually governed by
separate bodies of law, recognizing and regulating the existence of a particular
form of publicly oriented activity that is part of neither the state nor profit-making
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activity. CSR is undertaken by firms within the ambit of normal company law,
the firms’ directors and senior management using the capacity for strategy of
their corporate hierarchies to pursue their public policy preferences. In seeking
concepts by which this process might be understood, some authors have devel-
oped the idea of “corporate citizenship.” This can have a banal meaning,
signifying little more than that firms ought to behave like good citizens. But
in the hands of Crane, Matten, and Moon (2008) it has been brought to a higher
pitch of analysis. Strictly speaking, firms cannot “be” citizens as in democracies
this quality belongs solely to the individual human beings who possess the right
to vote. But these authors see firms as administering the general rights of
citizens, in so far as firms enter the field of making corporate-level public policy,
which is what CSR amounts to. The idea remains deeply problematic, as citizens
have no formal capacity to access the corporation (which remains governed by
corporate law, recognizing only the rights of shareholders) in the way that they
can in theory put political pressure on governments. On the other hand, firms
can be responsive to citizens qua customers. An interesting example of this was
seen in the late 1990s when British supermarkets were quicker than the govern-
ment to respond to consumers’ uneasiness over the use of genetically modified
organisms (GMO) in food, and removed such products from their shelves while
government was still supporting the food-producing industry’s insistence that
they should be sold.

. Finally, we need to consider a series of developments that flow from the general
adoption of neo-liberal economic and social policies that has been developing in
many countries since the late 1970s. An important element of this has been the
view that, because they are not subject to competitive pressures in the same way
as firms, the activities of government are likely to be less efficient than those of
firms, and that there would be efficiency gains if governments increasingly
modeled themselves on firms or, better still, delegated the execution of many
of their administrative and service-delivery tasks to firms. The general move-
ment towards policies of this kind is known as New Public Management and has
been adopted officially by many governments, the EU and by the OECD. It has
had a number of implications for the political role of the corporation:

i. The delivery of many public services, from schools to prisons, has been
contracted out to private firms. Strictly speaking, government continues to
make policy and the contractor only provides what has been decided. How-
ever, knowledge of relations between principals and agents in contracting
within the private sector suggests that this is naive. In a contract of any
complexity there is usually lengthy and even post-contractual negotiation
during which the agent proposes amendments to the contract to suit its own
preferences, and these may result in considerable amendment of the con-
tract’s terms. We are reminded here of Williamson’s work (1975, 1985), cited
above, on the way in which employers from both commissioning and con-
tracting firms often come together to form single work teams when working
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iv.

on complex contracts, overriding any precise concepts of differences between
principal and agent. This may also happen between government departments
and contractors, obliterating the formal distinction between policy-making
and implementation, and giving the contractor a role in the latter. Singer
(2008: 236) argues that this can extend to the role of private military
contractors influencing the conduct of wars and invasions.

As Freedland (2001) has shown, privatization of service delivery alters the
relationship between citizen and public authority in a manner analogous to
that identified in relation to CSR by Crane, Matten, and Moon (2008). The
firm’s customer is the public authority that placed the contract; the consumer
has no relationship to the firm. The consumer has a citizenship relationship
to the public authority, but the authority has delegated delivery of the service
to the firm, so the citizenship route cannot be used to express any concerns
over service delivery. Any responsiveness of firms to consumers therefore
stands outside both the public (citizenship) and market (customer) spheres.
Firms being seen as almost inevitably more efficient than governments, the
latter have been encouraged to model their own internal practices on firms as
far as possible, and to bring firms right into government as consultants, even
to the extent of permitting them to recommend the sale of their own services.
This challenges the important criterion of the neoclassical economy discussed
above, that state and market need to be kept separate from each other. This
had, under late nineteenth- and twentieth-century concepts of that separ-
ation, led to public service codes of conduct that kept ministers and civil
servants at arm’s length from representatives of private firms. Under new
public management that arm’s-length relationship came to be seen as a factor
preventing government from learning about efficient private sector practices.
That has however left in confusion ideas about the correct separation that is
needed between government and business for the proper functioning of
markets. Firms that become government insiders must be presumed to
benefit from the existence of entry barriers inevitably faced by competitors
for public contracts who are not insiders, with self-perpetuating conse-
quences. In addition to doubts raised about the long-term efficiency of
competition with high entry barriers, there is a political concern that some
private firms are becoming public policy monopolists.

As governments withdraw in favor of firms from areas of social policy that they
had dominated for much of the twentieth century, firms become the main
policy makers. This happens, for example, in the trend towards company-level
pensions policy and the definition of the rights and responsibilities of different
kinds of employee.

Several of the processes described above have contributed to the construction
of a global economy with high entry barriers in many sectors, a consequence
of which is growing inequality and the emergence of some individuals and
corporations with very high concentrations of wealth. Various “causes”
(welfare, educational, cultural, etc.) which are unable to flourish within the
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market and which therefore depend upon “public” support of various kinds
have turned to these individuals and corporations for financial help. There
has often been a generous response to these appeals, but of course the wealthy
express their personal preferences when deciding to what causes they shall
give. This enables them to use their private wealth to make public decisions.
Governments have sought to encourage this private giving, as it reduces the
pressure on themselves to help support the causes. They do this by allowing
tax remission on money used to make charitable donations, reinforcing the
amount of the gift by the amount of taxation remitted. This therefore
increases the wealthy individual’s effect on public policy, as he or she is
able to affect the destination of public funds in the form of the taxation
foregone. Governments then want to encourage charitable causes to be more
active in seeking donations, in order further to reduce their own burden; they
therefore inform charities that government funding will go disproportion-
ately to those who have successfully raised money from the private sector—
extending further the ability of the wealthy individual to determine the
allocation of public funds. Finally, in a further attempt to bring private sector
efficiencies to the public sector, governments tend to appoint individuals who
have acquired corporate wealth to preside over public bodies, enabling these
individuals to extend their public policy reach even further.

The concept of “powerful lobby” is inadequate to analyze this multifaceted role of
today’s large private firms: they are part of the polity, insiders, not a part of an external
civil society that powerfully lobbies the polity (Schneider 2006). The ideal that the
economic and the political can be mutually separated is nearly always compromised in
practice: their mutual dependence and their capacity to be translated into each other
are too great. As a result political formulae that depend on their separation will be false
and misleading. The consequence of this is that democracy operates in relation to only
part of the actual polity. If an issue arises in relation to a private firm acting in a public
capacity (whether as a sub-contractor, in CSR policy, or its global governance activ-
ities), it can become a political question only if it can be tracked back to government.
This is guaranteed by the character of electoral politics in mass democracies, whereby a
question can acquire political salience only if it can be shown to offer opportunities for
mutual blaming between government and opposition. Even if firms are somehow
implicated in the affair, they are secondary to the democratic politics of the issue.

This raises important normative issues, but our present concerns are analytical.
Despite the risk of compromising the reductionism of modern political theory, we
need to conceptualize firms, at least large ones operating multinationally, as locations
of political power and authority, to be analyzed alongside governments, parties, and
other obviously political actors. They might operate by lobbying, but that is not
always the right way to describe their relations with government; but they also
operate in their own right on the political stage, and not through government.

These firms may also be internally divided; as anticipated above, giant firms, as
organizations often coping with uncertain or inadequate information, are vulnerable
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to internal dispute and should not be taken for granted as unitary players, even if
they are usually better able to keep this secret than democratic governments operat-
ing under the glare of publicity. There are several studies of internal conflicts in firms,
though these are usually concerned with managerial and corporate issues as such,
rather than any relationship between these conflicts and wider politics. Making these
connections is another field where there is considerable scope for research (for
important contributions to such study, see Thompson 1982; Amoore 2000; Fligstein
2001; Martin 2006).

Giant corporations constitute a non-democratic part of the modern polity, in that
they are not formally answerable to a public. On the other hand, they are vulnerable
to campaigning by social movement organizations, particularly when these can
negatively affect a firm’s reputation among its customers. At the international
economic level and in poor countries with undeveloped institutional infrastructure,
they may constitute the most important objects for political study.

NOTES

1. Strictly speaking, it is necessary only to specify a “liberal,” not necessarily a “democratic,”
polity for the problem to occur. By “liberal” is meant a polity in which individuals are able
to use their private property to engage in public and political affairs; by “democratic” is
defined one in which all persons who meet certain criteria of age, nationality, and
(possibly) gender enjoy that right, irrespective of their property status. The political rights
of capitalists are adequately ensured if a polity is liberal, and historically the establishment
of the rules of the capitalist economy took place more easily where liberal rather than
democratic rights were in place. At certain points this distinction becomes very important
to understanding the politics of capitalism. However, for present purposes I shall talk
mainly in terms of democracy, as this is the more usually understood concept.

2. There are many important empirical demonstrations of this. In developing societies the
introduction of free markets into economies previously dominated by non-capitalist elites
is often associated with a reduction in equalities, as new firms enter markets that had been
the preserve of privileged monopolies.

3. The author who has done most to demonstrate the importance of institutions, including
political ones, in studying the market economy is Douglas North (1990). For a general
discussion of institutional economics, including its political implications, see Hodgson
(1993).

4. In several previously publicly owned industries technical or physical characteristics of the
sector made effective competition virtually impossible. This is the case with railways and
water supply. In some others, just as electricity, gas, and most forms of telecommunica-
tions, technological development has made possible the introduction of some true com-
petition.

5. Orthodox economists tend to be skeptical of the importance of sunk costs, arguing that
the rational firm will have discounted the costs of one day liquidizing an investment
when originally deciding to make it. This cannot however help with cases where cheap
new investment locations arise that could not have been expected to exist at the time
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the firm first chose its locations. This has been particularly the case in recent years, as
new, previously unpredicted opportunities have appeared in East Asia and the former
Soviet bloc.

6. Paradoxically, while neoclassical economists normally see neo-corporatism as more hostile
to the free market than a pluralist arrangement, in practice neo-corporatist associational
representation is better able to restrain market distortions stemming from unequal size
among firms than is a pluralist system.
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CHAPTER 7

THE POLITICAL
THEORY OF
THE FIRM'

DAVID M. HART

INTRODUCTION: BEYOND THE
‘“ARTIFICIAL PERSON’’

Ix the late nineteenth century, American courts accepted the counter-intuitive prop-
osition that corporations were, for certain legal purposes, persons (Lamoreaux 2004).
They were therefore endowed with some inalienable rights, although not exactly the
same rights as those to which “natural persons” (as we corporeal beings thus became
known) were entitled by the US Constitution. “Artificial persons” cannot vote in the
US, but, among other things, they can and do “petition the government for a redress of
grievances” and exercise freedom of speech, individual rights that are protected by the
First Amendment. A tangled web of law tries to distinguish between the rights held by
the two kinds of legal persons, but litigation over the exact boundaries is ongoing.

Scholars of business—government relations, too, typically treat firms as if they were
persons. Like consumers in microeconomic theory, firms’ actions are assumed to
manifest individual tastes and preferences. Like states in much of international
relations theory, firms are taken to be unitary, rational decision-makers. As in law,
the concept of corporate personhood can help social science to make sense of a
complex reality. Yet, as the law also recognizes, this simplification, useful as it is, must
sometimes be rejected, lest we misinterpret what we seek to explain and jeopardize
values that we hold dear.
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This chapter argues for balancing corporate personhood—or, more precisely, the
unitary rational actor political theory of the firm, which predominates in the social
science literature—with two other theories of the firm that have not yet been as fully
developed. These alternatives treat the firm as a complex nexus of contracts among
individual rational actors or as a set of organizational routines enacted by individuals
playing roles. Although the three theories sometimes yield conflicting hypotheses, they
more often direct analytical attention to different phenomena. From this perspective,
as I argue at the end of the chapter, they are, at the broadest level, complementary, like
the blind men who feel different parts of the elephant in the Indian folk tale.

Greater scholarly attention to the political theory of the firm is justifiable on both
empirical and normative grounds. The empirical case rests on the ubiquity of firms
in contemporary politics in the advanced industrial nations and, increasingly, in
developing countries as well. US data compiled by Baumgartner and Leech (2001),
for instance, show that individual firms spend more money on Washington lobbying
than all other types of organizations combined, including business associations.
Interest representation in Brussels, too, is dominated by business lobbyists, with
individual firms playing an increasingly important role (John and Schwarzer 2006;
Coen 2007).

If the empirical case is powerful, the normative case is profound. For contempor-
ary capitalism to function, “artificial persons” must exercise substantial power over
“natural persons” in their roles as workers and consumers. In their roles as citizens,
however, the people ought to be able to exert a counterweight (Lindblom 1977).
If they are subject to unnecessary risks when they do their jobs or purchase the
necessities of life, for instance, citizens should be able to “broaden the scope of
conflict” beyond the private sphere (Schattschneider 1960) and invoke the power of
the state to hold firms liable, regulate them, or otherwise mitigate the danger. If firms
hold the reins of public power as well as private power, this recourse is lost and
injustice prevails.

The political theory of the firm provides the conceptual framework for under-
standing what firms are doing and what it means for the polities in which they
operate. This chapter proceeds by explicating each of the three theories—unitary
rational actor, nexus of contracts, and behavioral. Within each of these sections
I offer a brief assessment of the empirical findings and opportunities associated with
the theory at hand and of its limits. I conclude with the synthesis alluded to above.

UNITARY RATIONAL ACTOR THEORY

The concept of corporate personhood is a legal one, but its manifestation in political
science derives primarily from microeconomics. This approach treats the firm “as if”
it is an individual and “as if” it is rational (Becker 1976). This individual knows what
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it wants from the political system, can calculate the cost of getting what it wants, and
acts on the basis of these calculations. These “as if” assumptions may be demon-
strably false, as advocates of the alternative theories like to point out, yet they
nonetheless provide a starting point for empirical research that has yielded signi-
ficant findings.

Each of the assumptions is worth spelling out in a bit more detail. “Natural
persons” want to maximize utility in microeconomic theory, a concept that encom-
passes not just material pleasures but ethereal ones as well. What “artificial persons”
want is less complicated and easier to measure: profits. Profits (and expectations of
them) determine whether a firm grows or shrinks and, ultimately, survives or fails.
Unlike the theory of the rational voter, in which the material payoffs from taking
action are infinitesimal, there is no need in the unitary rational actor theory of the
firm to invoke “psychic benefits” or “duty” (Ferejohn and Fiorina 1974) to explain
behavior.

Another assumption of this theory is that a firm can assess the impact of political
expenditures on its bottom line (Baron 1995). These calculations are comprised of
two interlinked elements. First, a firm must determine the degree to which alternative
policies will benefit it. Second, it must predict how much each political activity that it
might undertake will enhance the probability of the preferred policy being enacted.
The information required to make these calculations is taken to be readily available
in the political environment in combination with the firm’s proprietary knowledge
base.

Finally, the unitary rational actor theory of the firm assumes that there is no “slip
twixt cup and lip,” as the saying goes. If the expected benefit of a political expenditure
is greater than the expected benefits of alternative investments that the firm might
make, the cost is incurred. The firm thus operates on what might be called a “political
possibility frontier” (analogous to the production possibility frontier in economics)
in which its political resources are efficiently invested across policy areas, jurisdic-
tions, and tactics. Innovation in political “technologies” (defined broadly) may shift
the frontier out, allowing the firm to do more with the same resources, just as
technological innovation in production technology shifts out the production possi-
bility frontier.

Mancur Olson’s The Logic of Collective Action (1965) is the locus classicus for the
unitary rational actor theory. Olson’s foray into political science was one of the first
by an economist, and his analytical framework proved to be so attractive that the
American Political Science Association now awards a dissertation prize in his honor
in the field of political economy. Although Olson’s Logic has been applied to
phenomena as diverse as military alliances (Olson and Zeckhauser 1966), state
formation (Levi 1988), and environmental policy (Ostrom 1990) (to name but a
few), he initially intended that it explain the behavior of economic interests, includ-
ing businesses.

Olson deduced that most firms, especially small firms, would choose not to
undertake political activities, especially activities aimed at providing collective
benefits for business as a whole. Such firms would instead free ride on the efforts
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of others or simply accept the consequences of inactivity, because the costs of
political activity at the level of the individual firm outweighed the expected benefits
at that level. This prediction has been confirmed by many studies, such as those
showing that many US firms do not make campaign contributions or lobby (Hansen,
Mitchell, and Drope 2004; Drope and Hansen 2006). Olson’s work overturned the
conventional wisdom in political science, exemplified in David Truman’s (1951) mag-
num opus, The Governmental Process, that action would follow without complication
whenever a political interest emerged.

Olson’s Logic also challenged the view, widely held among left-leaning scholars,
that a unified business class dominates politics in capitalist societies (Mills 1956;
Miliband 1969). Rational calculation by firms, according to Olson, should generally
preclude the formation of a “power elite” or “executive committee of the bour-
geoisie.” Defections from such entities by individual benefit-seekers should be
common when they do form. Research on pluralism and corporatism generally
confirms this expectation; business unity is more likely to be sustained in smaller
countries in which a few firms are able to make credible commitments to one another
and in which the state has the authority to punish defectors (Goldthorpe 1984; Hall
and Soskice 2001). In the US, on the other hand, a big country with a weak state in
this respect, business unity is rare (Vogel 1989).

The unitary rational actor theory of the firm ought to direct attention away from
peak business associations (Smith 2000) that seek collective benefits for all firms and
toward “private goods” that benefit individual firms (Brasher and Lowery 2006).
Godwin and Seldon (2002: 216) provide evidence that private goods dominate the
agendas of large firms. “Airline lobbyists,” they write, “reported spending 75-95
percent of their time on issues affecting only their firm or their firm and one
other” The theory also supplies a lens for reinterpreting the activities of industry
associations, coalitions, and the like. Individual firms may use nominally collective
entities that they actually control to provide “cover” to pursue private goods without
appearing to do so publicly. They may also use these entities to block similar efforts
by rival firms.

Private goods that have a measurable effect on the corporate bottom line and those
that can be divided easily among contending interests are the most likely targets of
business political activity under the unitary rational actor theory of the firm.
Government contracts are an obvious case in point. Substantial empirical research
shows a strong association between dependence of a firm on government contracts
and its political activity, such as lobbying and campaign contributions (Lichtenberg
1989; Hansen and Mitchell 2000). Firm-specific regulatory issues similarly motivate
political activity (de Figueiredo and Tiller 2001). Brady and his colleagues (2007), for
instance, find that regulated broadcasters and energy firms are substantially over-
represented in US lobbying reports.

Taxes and trade protection are easily measurable and divisible, too, and they have
been the subjects of substantial research that rests on the unitary rational actor
theory. A recent study, for instance, finds that the more a firm spends on lobbying
in the US, the lower the effective tax rate it pays (Richter, Samphantharak, and
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Timmons 2008). Similar associations have been found in research on anti-dumping
petitions lodged with US trade authorities (Drope and Hansen 2004).2

Corporate government affairs managers vouch in interviews for the importance of
expending effort on political activities that can be directly linked to the bottom line.
Sometimes, the senior executives to whom these managers report (such as an
executive vice-president with broad oversight responsibilities) only recognize the
value of an activity if it is placed in the familiar terms of monetary return on
investment (ROI). Indeed, firms in which the government affairs function is con-
trolled by executives with this mindset may explicitly impose an ROI framework on
the function when they allocate budgets and headcount each year.

Yet, the same interviews also suggest that such myopia is far from universal. Most
firms with well-developed government affairs functions take the idea of “investment”
seriously. They expect returns over a period of years and recognize that their political
activities comprise a portfolio that will yield payoffs in aggregate, not individually.
This approach is perfectly compatible with the unitary rational actor theory of the
firm (Snyder 1992); in fact, one would expect a sophisticated “person” with a
potentially infinite lifespan to adopt a long time horizon and a probabilistic risk
assessment. Too often, researchers working within this tradition have operationalized
the unitary, rational actor theory of the firm in its most simplistic form.

However, as one’s model of rationality becomes more complex, the information
requirements that the model places on the decision-making process become more
demanding. Over a long time horizon, for instance, major national and world events,
such as wars, economic panics, and electoral upsets, may overturn the political order.
The probability of such events cannot be estimated in any rigorous way and
must therefore be omitted from the model. Similarly, in a complex political
environment—London, Paris, Tokyo, Washington, etc.—the range of tactical choices
available to actors with substantial political resources is quite wide, and the choices of
any individual firm interact with those of all the other players. The marginal effect of
any particular choice is very hard to estimate. The behavioral theory of the firm (see
below) finds analytic purchase in this critique of information and how it is processed
in the unitary rational actor theory.

The nexus of contracts theory, by contrast, largely accepts that rational choices are
possible and instead targets the dominant theory’s assumption that the firm is
unitary. Celebrity CEOs who use corporate resources to indulge a “taste” for politics
(Ansolabehere, de Figueiredo, and Snyder 2003) in order to satisfy their personal
utility functions, for instance, are commonly sighted at the World Economic Forum
in Davos, Switzerland. Similarly, government affairs managers who catch “Potomac
fever” and choose to pursue their personal political ambitions, rather than those of
the firm for which they work, are hardly unheard of, as the existence of such slang
suggests.

George Stigler, one of the great contributors to the development of the unitary
rational actor theory, once offered the perplexing statement that it has become
“essentially inconceivable (but not impossible) that the theory of utility-maximizing
is wrong...Indeed there is no alternative hypothesis” (1975: 140). Stigler and his
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colleagues of the University of Chicago often emphasized that monopolies left
unchallenged quickly become inefficient and reap undeserved rents. The unitary
rational actor theory has achieved something of a monopoly on the political theory
of the firm. The critiques offered in the preceding paragraphs, and the political
theories of the firm to which they lead, are worth pursuing if for no other reason than
to provide plausible alternative hypotheses against which to pit the unitary rational
actor theory. As I argue below, however, I believe the alternatives have more to offer
than this minimal contribution.

NExus OF CONTRACTS THEORY

In reality, if not always in law or social science, firms are not people, but are
rather composed of people. These people may be well coordinated, responding to
a common set of incentives and inspired by a shared framework of values—but,
then again, they may not. If a firm’s employees are “looking out for number one,”
as the best-selling business book of a few years back put it, they may use
corporate resources to advance their own agendas, instead of their employer’s.
The “new institutional economics” (Williamson 2000) which entered the discip-
linary mainstream of economics in recent years and has begun to make its way into
the study of business—government relations as well, takes this possibility very
seriously.

The godfather of this approach is Ronald Coase, who argued in 1937 that firms
exist because hierarchy is sometimes a more efficient way of organizing transactions
than the market (Coase 1937). Workers agree to employment contracts, according to
this line of thought, in part because it would be very costly to have to constantly
re-establish the value of complex labor services through frequent bargaining, as a
spot labor market would require.? Contracts reduce the cost of bargaining by making
it infrequent, while also specifying mutually agreed-upon contingencies that might
otherwise cause the deal to break down. Coase’s insights were generalized and
formalized by Jensen and Meckling (1976), among others, who conceived of the
firm as a “nexus of contracting relationships.”

Scholars in the Coasian tradition are alert to the possibility that the goals of the
contracting parties may be different. To be sure, one function of any contract is to
align these goals, for instance, by imposing penalties for failure to perform as the
contract stipulates. But the theory also assumes that the parties will take full
advantage of any opportunities that may arise within the framework of the contract
and its enforcement mechanisms to advance their interests. If we imagine the
government affairs function of the firm as a nexus of contracts engaging politically
savvy individuals, the goals of those involved may include fame (as in the case of
“Davos man”), election to public office (“Potomac fever”), enactment of policies of
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personal interest, and personal wealth, in addition to improving the collective
fortunes embodied by the firm.

Opportunities to maximize individual self-interest, at the expense of the shared
interests to which the contract is supposed to be directed, are more likely to arise in
complex and uncertain environments. In such environments, according to the nexus
of contracts theory, the information available to the contracting parties is often
asymmetrical, and the party with better information may be able to use the asym-
metry to her advantage. The political environment fits the bill; it is often complex
and uncertain, and opportunism is therefore rife. Like elected officials who exploit
their informational advantage over voters through unwarranted “credit claiming”
and “blame avoidance” (Pierson 1996), the political agents of the firm are well-
situated to favorably interpret (or even to misrepresent) their actions to the princi-
pals who are supposed to oversee them.

The nexus of contracts theory also points toward several “governance mechan-
isms” that could reduce opportunistic behavior of this sort. The most obvious is
more elaborate contracting; more sophisticated criteria for the principal to assess the
performance of the agent, for instance, could be incorporated into the contract
terms. Another possibility is to provide for more active monitoring; site visits
might reduce information asymmetry. A third option is more careful advance
screening; knowledge of the agents’ reputation on the part of the principal ex ante
may limit opportunistic behavior. Finally, the organization could invest in team-
building; shared norms may align goals more tightly. All of these mechanisms might
be employed by a firm that seeks to keep a tighter leash on its interface with the
government.

The nexus of contracts theory points to an agenda for empirical research that is
both deeper and broader than the agenda inspired by the unitary rational actor
theory. One might well see the unitary rational actor theory as a special case of the
nexus of contracts theory, in which goals and incentives of all the political agents
acting on the firm’s behalf happen to be tightly aligned. More commonly, the nexus
of contracts theory suggests, the internal processes of the firm will be worth scrutin-
izing, along with the environment in which the firm operates.

Recent empirical research has challenged one bit of conventional wisdom that is
consistent with the unitary rational actor theory, but not necessarily with the nexus
of contract theory: that corporate lobbyists are faithful agents of their employers
(Heinz et al. 1993). As Dexter (1969: 143) noted nearly forty years ago, “lack of trust
[between the lobbyist and her client] is partly justified.” Kersh (2002) explored this
issue by employing ethnographic methods to follow eleven lobbyists, including
several corporate government affairs managers, around Washington. He concludes
that his subjects had substantial autonomy to act on their own policy preferences,
which were sometimes irrelevant to or even in tension with the stated preferences of
their employers.

Like corporate lobbyists, CEOs may also be quite autonomous in their political
activities, seeking to maximize immediate personal gains in the tax code, for instance,
rather than looking out for the long-term interests of their firms (Englander and
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Kaufman 2004). In the corporate hierarchy, CEOs control so many resources that
their subordinates are unlikely to object to such behavior. Corporate boards of
directors, their nominal principals, may benefit personally from the CEO’s activities
or may not recognize any divergence between the interests of the CEO and those of
the firm.4

Indeed, the nexus of contracts theory leads us to anticipate such failures. As Kersh
writes of his lobbyists’ superiors, “most clients know little of Washington activity and
decisions, in part because of the ambiguous and complex nature of the policy
process” (Kersh 2002: 236). Similar findings might be expected in other large national
capitals and within large firms, which may themselves be complex political environ-
ments. (As one executive in a large multinational company who had also served in
senior positions in the US government told me, politics at corporate headquarters is
just as byzantine as that in Washington and “there’s no Washington Post to tell you
what’s going on.”) On the other hand, in smaller polities and within smaller firms,
the theory suggests that the political environment will be less permissive of oppor-
tunism, because there are fewer players (Lowery and Gray 1995).

We know relatively little about how and with what effect firms try to control their
political agents through human resources practices (hiring, firing, and compensa-
tion), budgeting for the government affairs function, and other governance mech-
anisms. Among government affairs professionals, there has been a lively discourse
about the performance metrics that ought to be applied to the function (Wartick and
Rude 1986; Heath 1995). Goldstein (1999) notes that some firms now include par-
ticipation in government affairs activities in their evaluation of key managers.

Ex ante screening of key hires is perhaps more important as a means of solving the
principal/agent problem than ex post performance assessment in corporate govern-
ment affairs. Large firms such as IBM (Hart 2007) used to transfer personnel from
other corporate functions to their Washington offices, in part to assure their loyalty
to the firm’s goals. However, as the Washington environment became more complex
in the 1980s and 1990s, they shifted to hiring former Congressional staff and other
Washington insiders who come to their jobs with more inside-the-beltway savvy.
This new breed of corporate government affairs manager may be less loyal to the firm
than the “true blue” IBMer of old, but she may be more sensitive to her reputation
for professional competence and responsiveness as perceived by potential employers
the next time she wants to change jobs.

The effectiveness of such governance mechanisms is difficult to assess. My interview-
based research (e.g. Hart 2002) exploring possible tensions within firms was often
blocked by a wall of “spin,” as all parties to the nexus of contracts sought to maintain
the appearance of unity. Kersh’s ethnographic method was more successful, but
requires great skill to implement effectively; he evidently sustained the trust of
subjects who have little to gain and might have much to lose from his study. We
will need more creative and determined efforts along these lines if we are to be able to
judge how often principals and agents diverge in this sensitive domain.

The contracting out of the firm’s political activities, not surprisingly, constitutes
another important area for developing and testing the nexus of contracts theory.
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Oliver Williamson (1971), one of Coase’s most distinguished followers, focused
attention on the “make or buy” decision of firms in general, and some of William-
son’s students have extended his analysis to the political domain. De Figueiredo and
Kim (2004), for instance, explore whether telecommunications firms represent
themselves in the regulatory process or rely on outside entities, such as trade
associations, to do their bidding. The decision hinges, in this analysis, on the
potential for opportunism and information leakage to competitors with respect to
particular issues under regulatory consideration.

The study of contracting out is also fraught with data collection challenges. Clients
and consultants have even stronger incentives to “spin” a positive portrayal of their
relationships with their business counterparts than do their in-house counterparts.
Yet, the enormous growth of the “politics industry,” encompassing public relations,
advertising, “grassroots” management, and many other specialized services, com-
mends this subject to our research agenda nonetheless. Loomis and Struemph (2004)
estimate that this “industry” at the federal level in the US alone has $8 billion annual
turnover and employs about 100,000 people. Whether this represents a triumph of
efficiency, as traditional Coasian logic might suggest, or a cancerous process that
feeds on “fud” (fear, uncertainty, and doubt), as an alternative interpretation of the
nexus of contracts theory might suppose, seems worth trying to discover.

By opening up the “black box” of the firm and directing attention to its “make or
buy” decision, the nexus of contracts theory leads scholars to explore important
issues that emerge when the unitary rational actor theory’s assumption that the firm
is a unitary decision-maker is relaxed. The nexus of contracts theory also diverges
from the unitary rational actor theory by assuming that rationality operates at the
individual, rather than the firm, level. Yet, in the complex environment so ably
identified by the nexus of contracts theory, individuals may well have difficulty
managing all of the information available and calculating all of the factors that are
relevant to their interests, as that theory requires. Rather than operating on the basis
of rational calculation, these individuals may turn to short-cuts that permit them to
reach decisions without overtaxing their cognitive abilities. The decisions that result
from such short-cuts may not be optimal, either for the individual or for the firm.
Instead, they may simply be good enough for the firm and the people who comprise
it to carry on.

BEHAVIORAL THEORY

This premise—that informational short-cuts are required by environmental com-
plexity and the limits of human cognition—points toward the third political theory
of the firm reviewed here, in which the firm is viewed as a bundle of routines (Nelson
and Winter 1982). These routines are enacted by individuals who fill roles within the
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organization (Meyer and Rowan 1977). Organizational routines tend to continue
until environmental stimuli, such as threats to revenue, profits, or freedom to
operate, signal the need for change. When such stimuli are perceived, the firm
experiments with new routines, usually in an incremental fashion, until the threat
is reduced to a tolerable level. This behavioral theory of the firm, as Cyert and March
entitled their path-breaking 1963 book, has led a nascent but fruitful research agenda
in business-government relations that emphasizes institutional and historical analysis
of firms and issues.

Cyert and March built upon earlier work by their Carnegie-Mellon University
colleague Herbert Simon. Simon (1957), who helped to establish the discipline of
computer science as well as make foundational contributions to the social sciences,
argued that rationality is “bounded.” Humans are simply unable to perceive every-
thing going on in their environments that is relevant to their interests. Moreover,
their ability to process the information that they do perceive is restricted by neuro-
biology and by mental habit. These limitations are compounded when such bound-
edly rational individuals must work together to achieve collective objectives in
organizations. Organizational routines and the roles that enact them simplify the
challenges of perception and processing by focusing attention and trimming decision
trees.

The internal structure of the firm may be the most important determinant of the
routines and roles that, in turn, influence which signals the firm receives from the
political environment and how it reacts to them (Fligstein 1990; Schuler 1999). Firms
that maintain specialized units devoted to sensing political threats and that employ
experts who have sophisticated mental models of policy-making, for instance, are
likely to behave differently than those that do not. The behavioral theory acknow-
ledges that the organizational chart is not the only source of roles and routines;
informal norms that constitute the firm’s culture are also pertinent. Thus, the
political behavior of a strongly hierarchical firm will tend to reflect the CEO’s
personal experiences and political ideology more than that of a firm in which
decision-making is more collective and deliberative.

Inertia is a defining motif of the behavioral theory of the firm. Unlike the
opportunists who populate the political world described by nexus of contracts
theorists, the role-enactors of the behavioral theory are not looking for any edge
they can find but rather to get through each day. If the routines that they carry out are
not perceived by anyone in the firm to cause damage, these routines will usually be
maintained (Harris 1997). Failure to “satisfice”—that is, to meet a minimum stand-
ard of adequacy—rather than failure to maximize personal utility or firm profits, as
in the unitary rational actor and nexus of contract theories, is the threshold for
change in the behavioral theory (Miles 1982).

Such failures occur relatively rarely. The political environment may be complex,
but it is generally forgiving, in the view of the behavioral theory. A firm’s inability to
attain its electoral, legislative, or regulatory objectives only rarely threatens its
existence or even makes a noticeable dent in its bottom line. In addition, lack of
knowledge within the firm and the sheer opacity of policy-making make it difficult to
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link specific routines to specific outcomes. As a result, “the inefficiencies of history”
(Cyert and March 1992) tend to cumulate, rather than being continually squeezed out
by the struggle to survive (as would be the case in a harsher environment) or by
optimizing behavior (as postulated by the other two theories).

When an environmental stimulus prompts a change in a firm’s organizational
routines, that change is typically incremental. The “search space” (McKelvey 1997)
that defines the options is dominated by modest variations on existing routines. The
firm may also seek to imitate the routines that are common within the “organiza-
tional field” (DiMaggio and Powell 1983) to which it regularly pays attention. The
organizational field might be comprised of firms within its industry, firms of a
similar size, or organizations of comparable power, any of which key decision-makers
may look to as a model.

The empirical agenda flowing from the behavioral theory thus emphasizes history
more than choice and continuity more than change. “Processes of information and
communication” (Bauer, Pool, and Dexter 1972), both within firms and across their
boundaries, are an important focus, particularly when they involve selective atten-
tion and interpretive flexibility. The research also inquires into the kinds of envir-
onmental turbulence that evoke a search for new routines and the ways that such
searches get resolved.

Martin (2000), for instance, develops the concept of “corporate policy
capacity,” a set of specialized roles and routines devoted to managing the
firm’s interface with government and civil society. She argues that firms that
have substantial policy capacity will take different policy positions and adopt
different political strategies than those without such capacity. In the domain of
US health policy that she studied, such capacity derives in part from the
experiences of human resource managers who must comply with the intricate
regulations of government insurance programs and in part from health policy
“issue managers” within the government affairs function. Martin argues that
coalitions within the firm (March 1962) of these two types of policy experts can
exert a powerful influence on its internal “conversation” about how to position
itself politically. Corporate policy capacity is correlated with firm size, but “the
way size matters” (Martin 2000: 126) here is not the same as the monopoly rents
that are stressed in the Olsonian tradition.

Small firms, family-owned firms, and firms run by their founders, by contrast, are
more likely to have idiosyncratic political routines in which the views of the CEO
drive the political roles of subordinates. Epstein’s (1969) classic work on US business
politics supplies a number of examples of this type, including Henry Ford and his
eponymous automobile company, which supported extremely conservative causes,
far beyond the more pragmatic anti-statism (Vogel 1978) of most of his big business
peers. William McGowan of MCI exemplifies a different type of CEQ, the “corporate
political entrepreneur” (Yoffie and Bergenstein 1985). McGowan was utterly prag-
matic, adopting any available political tactic that would allow him to break the hold
of AT&T over US telecommunications policy, which MCI ultimately did, with
spectacular consequences (Noam 2003).
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Empirical phenomena that excite intense interest among scholars drawing on the
unitary rational actor and nexus of contracts theories, such as organizations for
collective action and campaign contributions, are imbued with different meanings in
the behavioral tradition. Trade association membership is more a matter of habit
than of calculation; its primary value lies in access to information about other
members of the association and about the firm’s broader political environment
(Bauer, Pool, and Dexter 1972), rather than the attainment of specific instrumental
objectives. Campaign contributions may be interpreted as a means to create social
and informational networks as well, rather than as a price for political favors; they are
“gifts” in the anthropological sense, “not bribes” (Clawson, Neustadtl, and Weller
1998: 61; Milyo, Primo, and Groseclose 2000). Ansolabehere, de Figueiredo, and
Snyder (2003: 127), who would prefer to find a rational choice explanation for their
data, conclude to the contrary: there may be “so little money in US politics” simply
because “executives and managers may value being part of the Washington
establishment.”

Thomas Watson, Sr., the founder of IBM, and his son, namesake, and successor as
IBM CEO illustrate some of these points. Both deeply enjoyed their associations with
the global political elite, including a series of US Presidents. To be sure, they pursued
numerous policy objectives of great importance to the firm through these relation-
ships, but they did so obliquely, at times imposing constraints on the firm’s political
activities to avoid the appearance of influence-seeking. Watson, Jr., for instance,
forbade IBM from giving corporate campaign contributions in the 1970s; in 2000,
IBM was one of only nine firms in the Fortune 100 that had neither formed a PAC nor
contributed soft money. Watson Jr’s successors maintained this policy because IBM’s
organizational routines, public reputation, and corporate culture made changing the
policy hard for them to imagine and even harder to effect (Hart 2007).

Inertia does not account for all firm political behavior. Suarez’s (2000) longitu-
dinal case study of the pharmaceutical industry explores what happens when envir-
onmental stimuli prompt incremental change. Large firms in this industry made
significant manufacturing investments in Puerto Rico over several decades in
response to federal tax breaks that favored that location. This policy came under
attack in Congress from time to time, and the industry mobilized to defend it. When
these efforts failed, as they did on a couple of occasions, the firms adjusted their
routines for cooperating with one another, in order to gain an edge in the next battle.
The new routines were innovative only in the narrowest sense. Firms formed
temporary coalitions or committed greater resources to industry associations than
they had in the past.

The political history of Microsoft provides an instance of more dramatic change in
organizational routines in response to an existential threat to the firm. The threat was
a 1998 government antitrust lawsuit; Department of Justice lawyers eventually pro-
posed breaking up the firm. Prior antitrust enforcement efforts had not been taken
seriously by Microsoft, which was perceived in Washington as a “wimp.” Microsoft
CEO Bill Gates’s appearance before a Congressional antitrust committee in 1998
apparently broke through the firm’s organizational and cultural barriers to
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perceiving the threat. Soon, it was acting as a virtual full employment agency for the
city’s lobbying industry. Ironically, this over-reaction failed to stem the threat and
may even have exacerbated it. Only the election of a new Republican president, for
which Microsoft could hardly claim credit, led to a resolution of the suit on favorable
terms (Hart 2003).

These cases bring out the limits of the behavioral theory of the firm as well as its
strengths. Its stress on routines and inertia seems to preclude consideration of
systematic learning across firms and within the community of policy practitioners
and executives. Its emphasis on response to threat means that neither firms nor
individuals within them are seen to seek out opportunities, much less create them.
Agency, in short, is rarely observed in this depiction of the political realm, a realm
that in most other accounts is replete with human creativity and foibles.

Scholars deploying the behavioral theory of the firm in empirical domains other
than politics have sought with some success to address this weakness. More room can
be made for agency relative to structure, and will relative to inertia, without under-
mining the theory’s core concepts. Yet, those concepts do impose constraints; they
must, in order to give definition to the research agenda. So, they must be questioned
and challenged. A robust and constructive discourse among the political theories of
the firm ought to complement efforts to perfect each of them individually.

CoNcLUusiOoN: Or BLIND MEN
AND ELEPHANTS

A single political theory of the firm cannot do justice to the complexity of the
organizations involved, their interactions, and the environments in which they
operate. Scholars of business—government relations have elaborated the three theor-
ies discussed above for good reasons. All serious theories entail simplifying assump-
tions; reality, for better or worse, often violates them. The varied circumstances of
corporate political behavior demand a diversity of perspectives on it.

The unitary rational actor theory of the firm assumes the firm to be a profit-
maximizing machine, in its relations with government as in its relations with
competitors, workers, suppliers, and customers. Evidence that corroborates this
assumption is widespread, across government procurement policy, economic regu-
lation, taxation, and international trade, to name just a few of the most prominent
areas. Yet, there is also plenty of evidence that firms are often confused, ignorant, or
simply wrong about how to maximize profits through their political activities.

The nexus of contracts theory of the firm views the firm as the sum of many
individual parts, each of which seeks to maximize his or her own utility function,
however that function may be constructed. Although less effort has been expended
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compiling evidence consistent with this view (in part due to the difficulty of doing
s0), political agents of firms clearly exploit the informational advantages that they
enjoy and the murkiness of the environment in which they operate from time to
time. Whether they can do so consistently—or whether they would even want to
try—is a matter for further inquiry.

The behavioral theory of the firm postulates satisficing as the governing rule of
behavioral change, and limited attention as the human condition. Anyone who has
participated in politics and policy-making, especially in the specialized domains that
occupy the time of most corporate issue managers, will acknowledge that routine,
inertia, accident, and drift explain much of what happens. But not all: entrepreneur-
ial behavior and even radical change must be incorporated for many narratives of the
policy process to be fully told.

I return then, to the folk tale of the blind men and elephant. We must first describe
this large beast and then explain it. These three theories direct researchers’ attention
to different parts of the animal as well as prompt distinctive interpretations of their
observations. As a field, we should encourage all three (and there may be room for
more?) without expecting any one of them to provide complete understanding.

Moreover, the beast is growing and changing and will keep doing so. The “globally
integrated enterprise” (Palmisano 2007) faces different issues and mobilizes different
capabilities than the multinational corporation that preceded it. Preference forma-
tion and decision-making within networks of specialty firms (Lamoreaux, Raff, and
Temin 2003) differ from those of their vertically integrated forebears. In this dynamic
context, limiting our vision to a single paradigm would be costly. And, as an ever-
larger fraction of the world’s population is drawn into the global market economy
and thus within the impact zone of business-government relations, the costs of
misunderstanding corporate political behavior are rising, too.

NoOTES

1. This chapter builds upon and draws from Hart (2004). Thanks to Lee Drutman for his
advice.

2. I should note, however, that many studies of taxes and trade protection take the industry,
rather than the firm, as the unit of analysis, and, ironically, essentially assume away the
collective action problem. Grossman and Helpman (1994) simply state “we do not at this
point have a theory of lobby formation.”

3. Of course, for relatively simple tasks such as crop harvesting and construction clean-up,
labor may be hired on a daily basis, rather than through longer term contracts. Markets
may be preferred to hierarchies in such instances, according to the new institutional
economics, because bargaining costs are low for homogeneous labor services.

4. The nexus of contracts theory of the firm helped to justify stock option-heavy compensa-
tion packages for many US CEOs during the 1980s and 1990s, ostensibly to align manager-
ial and investor interests. Ironically, these packages created incentives for CEOs to
manipulate stock prices for their personal benefit during the boom of the late 1990s
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(with the complicity of board members who were supposed to represent investors), setting
the stage for the ensuing stock market crash and recession, in which investors were
pummeled.

5. An emerging “entrepreneurial theory of the firm,” which focuses on risk and uncertainty,
for instance, might be adapted to the political arena (Alvarez and Barney 2007).
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CHAPTER 8

BUSINESS AND
POLITICAL
PARTIES

GRAHAM WILSON
WYN GRANT

INTRODUCTION

As numerous contributions to this volume make clear, businesses and business
organizations seek to influence policy through standard techniques of interest
group politics such as lobbying. A powerful tradition in political science urges us
to pay attention not only to lobbying, however, but to the role of business in party
systems. Perhaps the exemplar of this approach is a giant of twentieth-century
American political science, E. E. Schattschneider, who argued that the primary
“political instrument of business” was the Republican Party (Schattschneider 1956:
197). McMenamin and Schoenman (2007: 153) have drawn attention to the fact that
“the political party remains a relatively understudied actor in government-business
relations. Indeed, there is very little systematic literature on the relationship between
two key organisations of capitalism and representative democracy.”

Although it is conventional in political science to distinguish between political
parties and interest groups in practice the distinction is less clear. The conventional
definitions suggest that political parties seek to capture power; interest groups aspire
to influencing public policy. Even the names of political parties make it obvious,
however, that in practice this distinction is not absolute. The linkage in the UK
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between Labour parties and unions is usually clear. In the United States, the
Minnesota branch of the Democratic Party is still called the Democratic Farm
Labor Party. Farmers’ parties used to be fairly common although as in the Swedish
case they have generally adopted labels that are more encompassing such as, to
continue the Swedish example, the Center Party.

Parties do not call themselves “The Business Party” but are often described as
such. What does this mean? On what basis is it reasonable to identify a party as the
business party? There are a number of different indicators that can be used. First a
party may be the business party in the sense that it is openly and explicitly endorsed
by the leading business organization or organizations. Second, we might label a party
the business party because a large majority of business people identify with and vote
for the party so that they constitute the party’s major Course of support. Third, a
party might receive most of its financial support from businesses or business people.
Finally, the party might be seen to be consistently favoring business in its policies and
manifestos. It is not obvious, however, what favoring business means. There are also
very important differences across sectors and across countries in terms of what
business wants. While some are willing to label the German Free Democrats a pro-
business party on the basis of their support for liberal economic policies, it is
abundantly clear that many German employers there have not been enthusiastic
advocates of liberal reforms of the labor market and have often felt more comfortable
with the more collectivist views of the CDU/CSU (Deeg 1999). Similarly in Japan, the
Keidanren in Japan has worked with sympathetic legislators in the Liberal Demo-
cratic Party (LDP) to slow or in some cases prevent the adoption of liberal economic
reforms (Tiberghien 2007). While some academics have conflated support for liberal
economic reforms with support for business interests and wishes, there are many
examples that prove that this is a mistake.

While the programmatic or ideological consequences may vary, in most if not all
democracies, one of the major parties is generally thought of as being the natural
party for business to support. The Conservative Party in the UK and the Republican
Party in the USA are familiar examples. Similarly the Liberal Democratic Party has
been associated with the interests of Japanese corporations. Business relates to
political parties in several ways—financial, ideological, and organizational. Yet pol-
itical parties are coalitions varying in size and complexity but invariably bringing
together varied interests and even viewpoints. To our knowledge there is no political
party in any stable democracy that can be described as simply a business party
dedicated to advancing the interests of business as a whole or of particular types of
business with no other major interest or ideology within its ranks. This is not to
say that business is not an extremely important influence—even a dominating
influence—in some political parties. As we shall see, even when the case for business
dominance of a party seems strongest, there are nearly always competing ideological
and material interests with which business has to be balanced. Finally, almost all
political parties in democracies including those to which business is allied seek to
maximize their vote. This has implications for the degree to which a party can be
explicitly aligned with business. Even in the most pro-business environments, it is
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rarely a successful strategy for a politician to run for office on the claim that he or she
is the most uncritical friend of business.

Iversen and Soskice (this volume) explore the link between electoral systems and
modes of business representation. In this chapter we explore the variations among
parties linked to business in stable democracies and offer some theoretical conclu-
sions. We begin with the familiar and often linked cases of the UK and USA.

THE ANGLO-AMERICAN CASES

As we have noted already, many people identify the Conservative Party in the UK and
the Republican Party in the United States as pro-business parties. In both cases, the
links between business and the parties can be traced back to the late nineteenth century.

The Republican Party had emerged immediately before the Civil War as the party
of free labor (as opposed to slavery) and of the family farmer (as opposed to the
plantation.) Shortly after the Civil War it linked manufacturing interests and labor
through a commitment to a highly protectionist trade policy based on high tariffs. It
also retained a commitment to the family farm and benefited in important regions
such as the upper Midwest from the legacy of being the party of the Union;
Republicans waved “the bloody shirt” of Civil War memories as vigorously in the
North as did Democrats in the South. The alliance between the party and business
was highlighted in the 1890s when the Democrats attempted to co-opt the populists
of the Midwest and South by nominating William Jennings Bryant whose monetary
policies were seen as advantaging farmers at the cost of bankers. Mark Hannah, the
Republican campaign consultant guru of the age, attracted vast contributions from
business in order to defeat Bryant. Yet business was by no means monolithically in
support of the Republicans either then, or even after Franklin Roosevelt’s New Deal.
Regional loyalties, especially in the South where the Democrats retained a virtual
monopoly on power until the 1970s, overwhelmed appeals to business or class
interest (Bensell 1984; Martin 2006; Martin and Swank 2008). Thus, to take a
celebrated example, Lyndon Johnson, although elected as a strong New Dealer,
soon developed a mutually beneficial relationship with the oil industry supply firm
Haliburton (Caro 1982, 2002). Although the more usual error is to assume that all
Southern politicians were conservative on economic and social policy issues, it is also
often forgotten that many of them combined great influence within the Democratic
Party with loyalty to business interests. Even in the modern era, some business people
are very loyal to the Democratic Party: Wall Street contributed generously to
President Obama’s campaign; Goldman Sachs executives were a particularly import-
ant source of money for Obama in the crucial and difficult early stages of the
presidential campaign (“In Race for Wall Street Funds Obama has Early Lead,”
Dealbook New York Times, April 17, 2007).
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The history of the relationship between the Conservative Party and business also
developed in the nineteenth century. Originating as the party of the landed interests,
the Conservatives gradually detached business from what had seemed a more natural
relationship between businessmen and what became the Liberal Party. While the
exact process of this change is the subject of much debate a few key moments can be
identified. The Whigs/Liberals generally took the lead in extending the right to vote
to commercial classes. However, the repeal of agricultural protection (the Corn
Laws) by a Conservative Prime Minister (Peel) in the face of opposition from the
landed gentry showed the willingness of at least some Conservatives to place business
interests ahead of their traditional base. As business became an established interest as
the Industrial Revolution receded into the past, the Liberals’ willingness to play
with radical change—first in relation to Ireland, later (1906—16) in introducing the
beginnings of the welfare state financed by taxes on the wealthy and furthering
democracy—concerned the property-owning classes. A lasting relationship developed
between the Conservatives and certain industries (notably brewing) that had an
uneasy relationship with parts of the Liberal Party’s base. Ironically, the greater
willingness of the Conservatives to abandon free trade in the late nineteenth century
as the competitiveness of British manufacturing industry declined made them
attractive to industrialists who now feared foreign competition. Finally, the displace-
ment of the Liberal Party by a competitor (the Labour Party) ostensibly committed
to socialism and financed by the unions completed the linking of business and the
Conservative Party (Ramsden 1998).

The limited linkage between Republicans and business in the United States is
demonstrated both by the varying levels of support the party receives in the form of
campaign contributions from business and in the prominence of other interests in its
campaign strategies. As Werner and Wilson discuss (this volume), the Democrats
have always received a significant minority of campaign contributions from business.
In general, the business contributions they have received have been in proportion to
their power or prospects for power. It seems that business’s heart has generally been
with the Republicans but its head has sometimes dictated alliances with powerful
Democrats in Congress. The Republicans tended to see this as a betrayal, and during
the period in which they controlled Congress from 1994 to 2006 they launched the
“K Street Project” aimed at forcing corporations to be closer to the party in terms of
both making a higher proportion of campaign contributions and hiring only its
supporters as lobbyists. However, the Republicans’ success in controlling Congress
and the White House was based on appealing to groups very different from the base
among long-established businesses with which it had been associated. The Repub-
licans assiduously cultivated a base among far from privileged voters by showing
sympathy for evangelical Christians, Catholic values on issues such as abortion
rights, gun ownership, and antipathy to increased rights for homosexuals, a com-
bination often known as the Three Gs—God, Guns, and Gays. Even the Republicans’
avid pursuit of tax cuts irrespective of the condition of the government’s budget was
cast in populist terms—allowing ordinary people to keep money that would
otherwise be pilfered by Big Government or transferred to the undeserving. The
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impact of these issues on voting behavior has been much debated, and Bartells (2008)
in particular has criticized that the idea that these issues won the Republicans a
significant working-class base. There can be little debate that the Republicans
followed this strategy whether or not it worked. A recent and complete expression
came in the selection of Governor Sarah Palin to be the Republican vice presidential
candidate in 2008.

British political parties are somewhat less openly coalitional than American but
are certainly not monoliths. The Conservatives, like the Republicans, have generally
tried to project an image of being the more patriotic party at least since their
opposition to devolution for Ireland in the nineteenth century. They would not
have enjoyed the success that they did after the extension of the franchise to all
following the 1918 Representation of the People Act if they had not had significant
working-class support. The swift acceptance of the welfare state by the Conserva-
tives after their defeat in the 1945 election was generally seen as an attempt to keep
a working-class base. The nature of this support in the decades immediately
following the Second World War was much debated, with some arguing that it
reflected deferential attitudes in the British working class and others that this
support was based on rational calculations of economic advantage. The “Thatcher
Project” of the 1980s, as it was often called, involved a determined effort to win
support from skilled workers through measures such as income tax cuts, the sale of
government-owned housing to its occupants, and of stock in government-owned
business to consumers on favorable terms. Meanwhile, Thatcher herself was far
from sympathetic to the main business interest group, the CBI. Relations between
her and the Director General in her early years as Prime Minister were particularly
rocky. The Department of Trade and Industry deliberately weakened links with
trade associations, and a rival group to the CBI, the Institute of Directors, was
promoted.

Thus the Conservative Party has not had a simple, friendly relationship with
business and business interest groups. This has left it free to pursue attempts to
build a wide coalition. Apart from appeals to working-class voters, the Conserva-
tives also continued to be identified in most but not all of Britain as the party of
the farmer and the countryside. Moreover, until Thatcherism came to dominate
the party in the 1980s, there had been a strong tradition in the party of limiting
market forces in order to promote social cohesion and to protect the national
culture. Conservatives were fond of mentioning the fact that some of the first
legislation to protect workers in the nineteenth century had been promoted by
Conservatives. Conservative governments created and sustained the BBC as a
monopoly in its early days lest commercialism lower standards. In the 1930s
Conservatives such as Harold Macmillan pressed for measures to alleviate the
consequences of the Great Depression; in late old age he made clear in the
House of Lords his discomfort with Margaret Thatcher’s embrace of market forces.
The Party was heavily dependent on business financially for much of the modern
era but had the political sense to realize that a wider electoral base was needed. The
attempts by David Cameron to lead the party out of the political wilderness after
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the 2005 election included significant efforts to dissociate it from total loyalty to
market forces and identification with business.

Several factors have limited the closeness of both the Republican and
Conservative Parties and business. Three deserve particular emphasis. First,
both parties have generally followed strategies of widening their electoral base
far beyond business. Both have emphasized issues and traditions that are unre-
lated to business interests and in some cases (such as the Republican alliance
with conservative evangelicals) may even be a source of discomfort to business
supporters. Third, and most importantly, business interests have been eager to
avoid being overly identified as partisans of these parties. Business interests have
been well aware in both countries that Democrats and the Labour Party often
win elections and hold power. Not only groups such as the CBI but individual
corporations have been well aware of the need to be able to lobby successfully
whichever party is in power. Whenever major businesses or the CBI have felt
that there was some conflict between identification with Conservatives on the
one hand and on keeping open the links between them and government depart-
ments during periods of Labour government, they have overwhelmingly favored
the latter. Labour governments in the twentieth century were more consistently
interested in organized links between business and government than were the
Conservatives. The creation of the CBI itself was encouraged by the 1964—70
Labour government. The CBI and major businesses have generally cultivated an
image of non-partisan expertise and when given the chance during the high tide
of neo-corporatism in the UK in the 1960s and 1970s were eager to be full
participants in tripartism.

Does this mean that the Conservative and Republican parties have not been
business parties? If we use most of the criteria at the opening of this chapter, the
answer is clearly negative. Both parties have consistently received the majority of
votes from business executives and their families even though this majority has
declined in the UK in recent times. Similarly, the parties have received the bulk of
financial contributions from business and business executives. Finally, both parties
have advanced policies that are generally seen as being more in line with the interests
and wishes of business. If we tried the thought experiment of imaging what British or
American politics would be like without the Conservative and Republican parties,
the balances struck in public policy would be much less sympathetic to business and
more sympathetic to contending interests (unions, environmentalists, consumers,
etc.). Even when these parties are out of power, Downsian party competition helps to
pull their opponents in a more pro-business direction. It was of course central to
both Clinton and Blair’s political strategies to make their parties seem more sympa-
thetic to business. Business does have its favorite party in both countries. However,
the relationship between business and the parties is complicated by the consequences
of history, ideology, and electoral politics.

Labour governments in Britain have necessarily had to have an effective working
relationship with business because of the extent to which their policies have been
concerned with economic management. The relationship with the Labour Party has
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necessarily been more distant, in part because of the institutional relationship with
the trade unions, in part because relatively few business persons have openly iden-
tified them as Labour supporters and those that have done so have been viewed as
curiosities in business circles.

Nevertheless, the Labour Party has employed a variety of mechanisms to
mobilize the advice and support of such business persons as it has among its
supporters. In 1932, the semi-secret XYZ club was formed to bring together Labour
sympathizers in the City, economist, and a few politicians, with the future Labour
leader Hugh Gaitskell as secretary. Hugh Dalton, a future finance minister, linked
its activities to party policy-making and “much of the financial policy in Labour’s
1934 document, For Labour and Peace, was a product of XYZ deliberations”
(Pimlott 1985: 223). At the end of the Second World War, it contributed to work
on post-war employment policy, but it eventually became little more than a dining
club for Gaitskellites.

Harold Wilson relied on ad hoc links with industrialists he trusted, but a more
formal mechanism was revived with the creation of the Labour Party Finance and
Industry Group in 1972, recruited from long-term Labour supporters. It was not an
affiliated organization, but was eventually registered with the party. In opposition,
the committee offered practical help on the development of policy. However, the
Labour Party’s links with business suffered a blow with the formation of the
breakaway Social Democratic Party. About 30 to 40 per cent of the membership
of the 1972 committee defected to the new party. Another organization that
emerged in the late 1980s was Enterprise for Labour, an organization of young
business persons that met in a Soho wine bar and were known as “Yuppies for
Kinnock.”

However, the real transformation in the Labour Party’s relationship with business
took place with the development of New Labour under the leadership of Tony Blair.
Blair and Gordon Brown embarked on a “prawn cocktail offensive” to win support in
the City of London. Blair made it clear that he wanted Labour to be “the natural
party of business.” One consequence was a substantial increase in the value of
business donations to Labour. However, these fell away as the party’s relationship
with business became more strained, even though Gordon Brown was determined to
maintain a good relationship with business.

Although not normally identified as the natural choice for business, the
Democratic Party has had a somewhat easier time of maintaining links with
business. Unlike the Labour Party before the repeal of Clause IV of its Consti-
tution, the Democrats never had an explicitly anti-capitalist stance. (Of course,
Clause IV never had that much of an impact on the actual behaviour of Labour
governments after 1951, but Clause IV still had symbolic significance.) The
Democratic Party in the United States has also been able take advantage of its
much looser structure to maintain links with business and its opponents
(unions, environmentalists, consumer groups) simultaneously. The fragmented
nature of American institutions helps; one Democratic Representative can be
more pro-business and another assertively environmentalist. However, even
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individual Democratic politicians often find ways of combining support from
business and its critics.

THE LIBERAL DEMOCRATIC PARTY

Experts on Japanese politics agree that the Liberal Democratic Party was an essential
component of the regime that brought about the emergence of Japan as the world’s
second largest economy. The conventional view expressed by Chalmers Johnson (1982)
portrayed the party as essentially the political insulation that allowed the bureaucracy
to make policy. Ramseyer and Rosenbluth (1993) in contrast suggested that the party
was the principal controlling the bureaucracy, its agent. For Johnson in his original
writing, the LDP was almost irrelevant to the governance of Japan; for Ramseyer and
Rosenbluth the LDP was the controlling force behind economic policy—and for that
matter even judicial policy. The Policy Advisory Research Committees (PARCS) of the
Diet determined policy which the bureaucracy merely implemented.

The LDP was formed in 1955 by the merger of two conservative parties. Most LDP
deputies are career politicians, different in background and style from the bureau-
cratic elite. A substantial minority of LDP deputies, however, have been members of
the elite civil service. Interestingly creating a mildly redistributionist influence, the
former bureaucrats tend to represent the more rural and poorer parts of Japan. We
should be careful to note that conservativism in this context does not necessarily
mean support for laissez-faire economics. Indeed as Stephen Vogel notes, there has
never been consistent support—Ilet alone pressure—from the party for economic
liberalization (Vogel 2006). Any public discontent with policies of liberalization was
unlikely to find strong resistance from the Party. Between 1955 and 1994, the LDP had
a system of highly developed factions, something that was generally ascribed to the
consequences of the Single Non Transferable Vote (SNTV) system combined with
multiple member constituencies. In other words, LDP candidates competed against
each other as well as against opposition parties. Thus although the LDP has been the
majority party for all but a brief period in the 1990s, its candidates have operated in a
competitive environment. This competition has fueled the quest for pork barrel
spending, the many bridges (and roads) to nowhere noted by Pempel (1998). LDP
candidates have been eager for the support of many local interests including farmers
and, to take another celebrated example, the operators of post offices. Indeed,
Estevez-Abe (2008) argues that the entire character of the Japanese welfare state
was shaped by the logic of electoral competition created by the multi-member
constituencies and SNTV.

One of the reasons for the sharp difference of opinion that developed between
Chalmers Johnson on the one hand and Ramseyer and Rosenbluth on the other is
that they were writing about different eras in a changing situation. As Maurice
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Wright (1999) has argued, the model of Japanese governance developed by Johnson
in his seminal book was one that was gradually disappearing by the time it was
published. Most authorities, perhaps even Johnson himself, admit that the idea that
Japan was ruled by the bureaucracy in close but dominating partnership with big
business was outdated by the 1980s. Political leaders were becoming more assertive
on policy issues. This change was supposed to be reinforced by the change in the
electoral law, when the SNTV system was abolished in 1994 and was replaced with a
single member system modified by the presence of deputies elected through propor-
tional representation. It was hoped that these changes would produce more policy-
centered politics. Whether the changes have had the desired effect has been debated
(Schaede and Grimes 2003) and the factions have been more resilient than expected.
However, the reforms have increased public confidence in the Party. Estevez-Abe
(2008) argues that the reforms did indeed move Japan towards a more Westminster
style of government with concentrated, centralized power in the hands of the prime
minister. Tiberghien (2007) believes that it was the effective leadership of a prime
minister with effective control over the LDP, Koizumi, that made possible what
structural reforms of both government and business were achieved by Japan’s leaders
in the late 1990s. In preceding decades the LDP had proved incapable of providing
leadership as power within the party was divided among the half-dozen party leaders
and leaders of the four to six factions. However, Tiberghien believes that the period
of effective leadership and reform was brief. There is general agreement that LDP
politicians pushed hard for greater influence in policy-making in the 1990s. They
contributed to the widespread attacks on the honesty and competence of the higher
bureaucracy that Pempel (1998) saw as bringing about the “regime change” ending
bureaucratic dominance of policy-making. While the exact balance of power between
the bureaucracy and the LDP remains unclear, it is generally agreed to have shifted
considerably towards the party in the last decade of the twentieth century. However,
change was not total. Vogel concludes that “The Japanese model is changing but the
change is continuous, not discontinuous” (Vogel 2006: 224). The LDP often acting
on behalf of business interests including the Keidanren has often been a brake on
change towards a liberal market economy (Tiberghien 2007). The Party as such has
not been the motor of change which has been provided by the prime ministers with
enhanced standing and autonomy.

The LDP was never the primary means through which Japanese business sought to
exert influence. Contacts with government departments such as MITI (now METI)
were more important. The LDP was clearly preferred by business to the alternatives,
particularly the Socialist Party. It has received financial and other support from
corporations. However, its behavior and roles have been shaped by a wider variety
of factors including electoral dynamics and shifts in relationships between the
elements of the political system. During the heydays of economic growth, most
scholars saw the primary role of the LDP was being the provider of the political
insulation or casing within which the bureaucracy in partnership with business could
make policy. So low was the standing of LDP ministers that it was their top civil
servants who answered Parliamentary Questions, a task that was thought to be
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beyond ministers’ capacities (Estevez- Abe 2008). In contrast, when Japan was seen to
need fundamental reform in the 1990s, it was hoped that LDP politicians could
provide the necessary impetus for change. The LDP has provided Japan with leaders
such as Prime Minister Koizumi who have sought to make important changes in
Japan’s political economy. However, aided by a surprisingly high institutional
capacity to block government legislation because of the procedural rules of the
Japanese parliament, the LDP has also been a major barrier to more extensive reform
(Tiberghien 2007).

BALANCING OUT INTERESTS:
THE GERMAN CASE

Germany is the prototypical associative state. Associations are seen as having a
crucial and legitimate role in mediating between business and government. This
does not mean that there is not a role for business interaction with political parties.
The Christian Democratic Union (the CDU) and its Bavarian sister party (the
Christian Social Union, CSU) are factionalized parties that seek to balance out
competing interests. Indeed, this balancing out is more generally characteristic of
Germany. The political system in Germany makes reform difficult, a phenomenon
referred to as Reformstau, “reform logjam” (Vogel 2001: 1104). Those who favor
liberal reforms “cannot forge a strong political coalition because the major industry
associations and conservative political parties incorporate both the potential winners
and the potential losers from reform. Thus the associations and the parties must
work out internal compromises between constituent groups before proposing
reforms” (Vogel 2001: 1005). One view of the consequences would be that this creates
a classic case of “Eurosclerosis,” inhibiting the development of a flexible labor market
and incurring high regulatory costs. An alternative view would be that the slow pace
of reform has protected Germany from the worst excesses of neo-liberalism and the
rundown of the manufacturing sector.

One of the distinctive characteristics of the CDU is the strength of the labor wing
within the party. A whole series of proposed reforms have been moderated by the
actions of the labor wing. Arguably an important political cleavage in Germany is
“the one between the labour wing of the CDU on the one hand and the business wing
of the same party and the FDP on the other” (Zohlnhoéfer 1999: 152). There are limits,
however, in the extent to which the FDP can act as a spokesperson for business. It
has placed an increasing emphasis on liberal ideas in recent years, but without
reaping any electoral dividend. Moreover, “The FDP garners considerable support
from small business owners and professionals who themselves benefit from
government regulation, so it has refrained from endorsing unbridled deregulation”
(Vogel 2001: 1116).
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The various factions of the CDU map onto policy domains, institutionalizing
them within the state apparatus. Thus, “ ‘classical’ economic policy. .. is in the hands
of the middle classes’ organisation (MIT), and labour and social policy...is
controlled by the CDA” representing worker interests. Similarly, “The business
wing dominates the ministry of finance and represents the party in the (Parliamen-
tary) committees of finance and economic affairs, while the ministry of social affairs
and the corresponding committee is in the hands of the labour wing” (Zohlnhofer
1999: 154). Although there have been significant changes in Germany, the political
system still has a strong productionist emphasis which encourages the development
of networks between business the CDU/CSU and the FDP. Nevertheless, these links
are not as important as those between business associations and the state.

ITALY AND THE PARTY STATE

In Grant (1989, 1993) an attempt was made to develop a typology of government—
business relations in terms of the predominant form of interaction between government
and business. In the party state, interaction takes place through a political party or, in
particular, through the factions of a dominant political party. This is in contrast to the
associative state where intermediation is through business associations or the company
state where direct contacts between large firms and government are encouraged.

It is argued that over time party states tend to be displaced by associative states or
company states. The associative state sits easily with a social-democratic scenario (which
may be pursued by parties that are not formally social democratic) which “requires
some capacity for collective action and, as a second step, an agreement over the pursuit
of agreed societal objectives through interactive adjustments between political com-
promise and interest intermediation” (Lanza and Lavdas 2000: 203). Similarly, the
company state is compatible with the paradigm of neo-liberalism and globalization.

However, apart from this compatibility with familiar political scenarios enjoyed by
the other forms of interaction, the party state has a more fundamental flaw: it is
incompatible with economic and political modernity. It is typified by patron—client
relationships, the grant of personal favors, privileges awarded on the basis of network
ties, and, in extreme cases, corruption. Decisions about the economy are influenced
by considerations of political favoritism, invariably leading to suboptimal outcomes
that undermine economic efficiency and international competitiveness. Political
skills become more important than technical skills in managers.

Under the formerly prevalent party state arrangement in Italy, “the style of
managers was political, not entrepreneurial, the criterion for evaluating performance
was party allegiance rather than professional achievements, and corporate strategies
were important to political competition than to market competition” (Grant and
Martinelli 1991: 87). Within Italy’s large complex of state holding companies, “Public
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managers started to support political groups, especially within the DC (Christian
Democrats), and these groups started to offer protection to public managers. The
main result was to create a vicious circle for the mutual promotion of politicians and
public managers” (Bianchi 1987: 277). Public funds were wasted and corporate
strategies paralyzed at a time when competitors were restructuring more rapidly.

The Italian case helps us to understand how a party state was created in the first
place and how it eventually came to be displaced: in the case of another party state,
Greece, the process of displacement has been slower and less complete. Post-war
Italy was characterized by a weak state and a strong civil society. However, the later
industrialization of Italy meant that employer organizations were weakly developed
and often territorial in character. The Christian Democrats pursued a conscious
strategy of controlling the main power centers of civil society through party-
connected managers. The Christian Democrats sought “to control sectors of civil
society, and colonize state institutions” (Martinelli and Grant 1991: 278). Their
legitimacy in doing so was reinforced by their links with the Vatican in what was
then a deeply religious society, with Catholic conceptions of an organic and unified
social order having a strong influence. Within this context interest groups were
subordinated to parties:

[It] must be said that colonization of groups by the parties was more widespread than
penetration of parties by the groups. Parties were founding members of many interest groups
and maintained throughout the years a considerable power of appointment within the groups
themselves. (Lanza and Lavdas 2000: 211)

These arrangements probably were more functional in the 1950s when industry was
relatively homogeneous. The business class was still tainted by its association with
Fascism, while the Christian Democrats were the embodiment of the new era,
standing firm in a Cold War context against their main domestic rivals, the Com-
munist Party. Thus, “Throughout the period of the so-called first republic, the
relation between Confindustria and political parties was marked by an early imbal-
ance in favour of the parties” (Lanza and Lavdas 2000: 207). Business interests had
nowhere to turn but the Christian Democrats. Indeed, “the three main political
parties, the Christian Democrats, the Communist Party and the Socialist Party were
in different ways the bearers of an anti-capitalist culture, whose referent social groups
were the petty and middle bourgeoisie and employed workers, rather than the
industrial bourgeoisie” (Lanza and Lavdas 2000: 207). What this produced was a
business class that was lacking in collective political self-confidence and was over-
reliant on its ties with the Christian Democrats.

The very success of industrialization in Italy produced new lines of division. “The
once close link between a unified party and a rather homogeneous business class
became instead a fragmented network of influences in which different party factions
were allied to different centres of economic power” (Martinelli and Treu 1984: 16).
This tended to increase the transaction costs and the dysfunctional character of
the relationships. The consequences can be clearly seen in the case of the
chemical industry. This became “the site of complex political exchanges, combining
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oligopoly competition with political conflict among parties and party fractions.” The
combination of oligopoly and political conflict delayed needed restructuring and
permitted the survival of “an obsolete managerial culture which was too production-
oriented and insufficiently market-oriented, too dependent on government financial
support, too centralised and insufficiently internationalised” (Grant, Martinelli,
and Paterson 1989: 79). The tentacles of the party state extended into the firms
themselves, distorting their decision-making and ossifying their cultures.

A grouping centered around capital intensive firms favored the breakdown of
the relationship with the dominant party, also backed by the so-called “Young
Entrepreneurs” and smaller businesses from the north-east who subsequently
showed some sympathy with the Northern League (a movement that has drawn
on smaller businesses as a significant support base). The “Italian business class
acquired a new legitimacy and business values became more central to Italian
society” (Grant, Martinelli, and Paterson 1989: 82). A more autonomous busi-
ness class reduced its dependency on the Christian Democrats. “After the late
1980s Confindustria sight to abandon its time-old privileged relationship with
the DC” (Lanza and Lavdas 2000: 213). The Christian Democrats were held
responsible for a number of ills in the Italian economy and society. At the
time of the 1992 election “Confindustria replaced its privileged relationship
with the DC with the multiparty appeal to whomever agreed to support indus-
trial proposals” (Lanza and Lavdas 2000: 213). Thus, Confindustria sought to act
like an intermediary organization in any modern democratic regime which is
not to say that the alliance with the DC had not served many industrialists well,
perhaps too well. The collapse of the Christian Democrats created a vacuum that
needed to be filled.

THE BusiNEss FIRM MODEL OF
PARTY ORGANIZATION

The vacuum on the centre-right of Italian politics was filled by Silvio Berlusconi and
his Forza Italia (FI). There is an interesting parallel between Berlusconi and the
former Thai Prime Minister Thaksin Shinawatra and his Thai Rak Tai party. Both are
businessmen who had specific interests to defend, media in the case of Berlusconi,
telecommunications in the case of Thaksin. Both have been subject to allegations that
their conduct in business and political life has not always met the highest standards
of probity. Both set up populist political movements based around their own
charisma which they control on a highly personal basis. Both set themselves up
against the established political class of their countries, Thaksin by appealing to
disenfranchised rural voters.
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However, FI is “probably the most extreme example to date of a new political
party organising as a business firm...the organisation of the party is largely
conditioned by the prior existence of a business firm” (Hopkin and Paolucci
1999: 307). FI was designed to be different from what were seen as failed
traditional political parties in Italy. “The model adopted stemmed from a belief
in the organisational superiority of the private business firm, which in turn
reflected FI’s emphasis on modern entrepreneurialism as an effective substitute
for a discredited political class composed of professional politicians, academics
and lawyers” (Hopkin and Paolucci 1999: 329).

The business firm model does not represent a re-creation of the party state.
Rather it is a distinctive form of the company state in which a company forms
the basis for a political party. The claim is that business success is a form of
legitimacy which can be translated to the democratic sphere. The business
person is free from association with traditional political formations and can
engage in the pragmatic pursuit of the national interest. Berlusconi used what
was effectively a football chant for the name of his party, while Thaksin
managed to insert the word “Thai” twice in his party title which translates as
“Thais love Thais.” At its worst, such an approach to politics can lead to the
appropriation of the state apparatus to serve the interests of particular busi-
nesses. For example, in December 2009 Berlusconi proposed to double the value
added tax charged on pay-TV, a market dominated in Italy by the main rival of
his family company, Sky. The move led to half a million emailed complaints by
Sky subscribers to the Prime Minister’s office (http://www.guardian.co.uk/
media/2008/dec/08/berlusconi-vat-pay-tv accessed 16 January 2009). The busi-
ness form model of party organization hardly represents a step forward for
democratic government with its tendency to political incoherence and the
service of particularistic interests.

CONCLUSIONS

Political parties are complex political institutions that balance ideologies and
interests while seeking to win elections. If the above examples have any single
linking theme, it is that parties cannot reduced to labels that portray them as
representatives of a single interest such as capital or labor. Parties are rarely
policy-framing institutions. Center-right parties that are generally regarded as
being pro-business contain important elements with which business interests
have to share power; the Christian Democratic parties of continental Europe are
perhaps the clearest examples containing as they do labor as well as business
interests. There is as far we know nowhere an example of a party that can be
described simply and exclusively as the party of business. As is true of parties in
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general, the parties generally aligned with business interests rarely make and
articulate specific defined policies. They more typically set the general direction
of policy and articulate the clues that will be expressed in trade-offs such as
equity versus growth, employment versus inflation. Yet even these trade-offs are
very general and mask important internal disagreements over specific policies as
evidenced by the fights between Koizumi and the anti-reformers in the LDP or,
in earlier era, between Thatcher and the “wets” in the Conservative Party in the
UK. Perhaps ironically the most important contribution of pro-business parties
to business—government relations has been somewhat contradictory. On the
one hand, these parties have provided the means through which leaders such as
Thatcher or Koizumi have been selected who have gone on to implement
transformative policy changes. On the other hand, these parties have also been
institutions that have slowed or limited the changes unwelcome to specific
business interests that these leaders have been able to make.

Pro-business political parties have been influenced by two trends. The first has
been the tendency for the influence and power of party organizations to decline.
In most advanced democracies, parties—as opposed to their leaders—are play-
ing a less meaningful role in politics and policy-making. Perhaps the primary
role of parties recently has been to provide a vehicle through which political
entrepreneurs (Blair, Obama, Sarkozy) achieve power (Panebianco 1988). Such
leaders have been determined to prevent their parties from adopting policies
that compromise the image they wish to project to voters. Party politics never
could replace the needs of individual corporations, trade associations, and
business peak organizations to articulate priorities and concerns on detailed
policy issues such as a specific regulation or tax change. A perhaps temporary
exception to this occurs in post-communist countries, where so far business
associations have been weak and informal ties more important. Business inter-
ests have therefore placed greater reliance on often short-lived alliances with
shallowly rooted and somewhat transient political parties (McMenamin and
Schoenman 2007). The reduction in the importance of parties more generally
makes this even truer. Pro-business parties in advanced democracies have also
been influenced and generally weakened by the near disappearance after 1989 of
democratic parties that are theoretically or in practice committed to ending
capitalism. As parties that were once anti-capitalist (socialists, communists) have
declined, disappeared, or changed, the central task of pro-business parties,
namely keeping the left out of office, has become less significant. With varying
speed and enthusiasm, center-left parties have embraced capitalism and their
leaders have been eager to demonstrate their understanding of business’s needs.
Schattschneider’s notion that the Republican Party was the supreme expression
of business politically seems more an echo of a previous era when political
scientists such as Seymour Martin Lipset were tempted to portray elections as
“the democratic form of the class struggle.” Unless the Great Crash of 2008 and
consequent recession revive socialism, the articulation of business interests and
the workings of the party system are likely to be increasingly separated.
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CHAPTER 9

ECONOMIC
INTERESTS AND
POLITICAL
REPRESENTATION
COORDINATION AND
DISTRIBUTIVE CONFLICT

IN HISTORICAL
PERSPECTIVE

TORBEN IVERSEN
DAVID SOSKICE

INTRODUCTION

A long line of research has inquired into the relationship between democratic
institutions and public policy, especially economic policies to reduce inequality.
Much of this research is motivated by a striking empirical puzzle. Contrary to
intuition and one of the most celebrated models in economics by Allen Meltzer
and Scott Richard, democracy does not appear to compensate for market inequality
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through redistribution.! At least for advanced democracies, data consistently show
that equality in market income is associated with high redistribution.2 This “Robin
Hood paradox” is illustrated in Fig. 9.1 for a sample of countries where we have good
data on redistribution from the Luxembourg Income Study. Redistribution is meas-
ured here by the percentage reduction in the poverty rate (left axis) and in the Gini
coefficient (right axis) from before taxes and transfers to after taxes and transfers
(based on income for working age households). Individual market inequality is
measured by ds/d1 and d9/ds earnings ratios for full-time workers. As is clear, the
overall relationship is the reverse of the predicted regardless of the particular measure
we use for either market inequality or government redistribution (we comment
briefly on the “outliers,” especially France and Switzerland, below). In this chapter
we argue that the explanation for this puzzle takes us back to differences in the
organization of capitalist production at the beginning of the twentieth century. These
differences in production regimes shaped the structure of employer and worker
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Sources: OECD Electronic Data Base on Wages (n.d.); Bradley et al. (2003), based on
the Luxembourg Income Study.
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interests and affected how they became represented through democratic institutions.
The structure of political and economic institutions in turn determined distributive
outcomes.

Our argument stands in contrast to power resource theory (PRT), which
explains the clustering of countries on distribution and redistribution as a
function of the organizational strength of the working class. A large literature
in this tradition documents how the size and structure of the welfare state is
related to the historical strength of the political left, mediated by alliances with
the middle classes (Stephens 1979; Korpi 1983, 1989, 2006; Esping-Andersen 1990;
Huber and Stephens 2001). Yet, we see some important limitations in this
approach—especially in its lack of attention to employer interests, the absence
of any systematic account of the origins of left government strength, and the
lack of a credible explanation for capitalist investment in political economies
dominated by the political left.

The alternative explanation that we outline in this chapter not only solves the
Robin Hood puzzle, but explains why some countries are dominated by center-left,
and others by center-right, governments. We also suggest why the former countries
are in fact dominated by exceptionally well-organized and strong employer associ-
ations. In addition our approach explains why the left partisan bias in some
countries has not undermined the incentives of employers to invest in the economy.
Our account builds on work in the varieties of capitalism tradition by Hall and
Soskice (2001), Estevez-Abe, Iversen, and Soskice (2001), Iversen (2005), and Cusack,
Iversen, and Soskice (2007), as well as on employer-centered historical work by
Swenson (2002), Mares (2003), and Martin and Swank (2008), and unlike PRT we
emphasize the complementarities that exist between economic, political, and social
institutions. Our aim is to provide a comprehensive causal explanation for the
contemporary patterns of distribution and redistribution going back to the late
nineteenth century.

Very briefly, our argument is that the economies of the last half century with a
relatively egalitarian distribution of income and high levels of redistribution were
organized economically before industrialization and before the franchise in more
coordinated ways (especially in terms of guilds and rural cooperatives) than
economies with high inequality and little redistribution. And even before the break-
through of democracy these non-liberal countries had (limited) systems of repre-
sentation whose consequences were not too different from current systems of
proportional representation (PR). During the early twentieth century the coupling
between economic coordination and PR became institutionalized under universal
suffrage, and this, we argue, produced the correlation between distribution and
redistribution illustrated in Fig. 9.1. Unions and left parties certainly played a role
in this process, as argued in PRT, but we can only understand this role if we take into
account the organization of the economy and why employers in some cases had an
interest in cross-class collaboration. The strength of the left is in some measure a
function of the institutional choices made by employers and the right in the 1920s
and earlier. More critically from our point of view, institutions that promoted



ECONOMIC INTERESTS AND POLITICAL REPRESENTATION 211

equality in the distribution of wages co-evolved with institutions that promoted
redistribution, thus producing the pattern we observe today.

In developing our argument we begin by explaining the positive relationship
between distributional equality and redistribution. We propose in the second section
that the correlation is indirect: two factors, the electoral system and the degree of
economic coordination, each impact on both distribution and redistribution. Pro-
portional representation (PR) promotes both distributive equality and especially
redistribution; so does coordinated capitalism with an even greater impact on
distribution. PR promotes center-left coalitions; and coordinated capitalism, by
encouraging investment in co-specific skills, reinforces both median voter and
business support for wage compression and strong welfare state insurance.

The positive correlation between distributional equality and redistribution is in
turn explained by a positive correlation between PR and coordinated capitalism.
Using a composite measure of PR3 and two measures of non-market coordination,*
Fig. 9.2 illustrates how countries cluster into a PR-coordinated group and a major-
itarian-uncoordinated group (even if there are some questions about where Ireland
and France, according to one of the measures, belong). Because coordinated capit-
alism and PR determine distribution and redistribution, a full account of the correl-
ation between the two pulls us back into the nineteenth century where these
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institutions became linked up in the process of industrialization and democratization.
We argue that these historical origins, and the process of institutional co-evolution
they set in motion, cannot be understood as a simple function of power resources.
In this chapter we outline a historical explanation of the positive correlation
between PR and coordinated capitalist systems based on Cusack, Iversen, and
Soskice (2007). We then revisit power resource theory and point out that our
explanation is fundamentally different from power resource theory because it is
not the power resources on the left that have caused the institutional differences that
we observe. Employers and the right did not choose PR because they feared the
power of the left, but because of the opportunities this representative system created
for collaborative arrangements with labor. Once in place PR and center-left dom-
inance increased redistribution beyond the ideal point of employers, but it was a
price they were willing to pay to realize the economic potential of their enterprises.
We also discuss the implications of our argument for understanding changes in
inequality and redistribution over time. In particular, we argue that the rise in
inequality starting in the 1980s is due to changes in technology that affect the

bargaining power of low-skilled workers—not to an overall decline in the power
of the left.

THE POSITIVE RELATION BETWEEN
DIiSTRIBUTIONAL EQUALITY AND
REDISTRIBUTION

In this section we argue that the positive correlation between distributional equity
and redistribution is not the result of a direct causal relation (one way or the other).
As noted above, the best-known candidate causal explanation, Meltzer—Richard,
implies a negative correlation.> We suggest instead that two factors, the extent of
consensus in the political system and the degree of non-market economic coordin-
ation, have both impacted in similar ways on both distribution and redistribution. As
we illustrated above, and as Gourevitch has documented in greater detail, political
systems with proportional representation (PR) are strongly correlated with coord-
inated market economies or CMEs (Gourevitch 2003). In the next section we sketch a
historical account of why that should be so. Here the focus is on the relationships
between PR and coordination on the one hand and distribution (D) and redistribu-
tion (R) on the other. These relationships emerged as a result of developments in the
early twentieth century—industrialization in particular—which caused electoral
systems to diverge depending on the organization of economic activities in place
around the turn of the previous century. The argument follows the rough causal
sketch in Fig. 9.3.
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Fig. 9.3 A sketch of the causal argument

Coordinated economies

The more the organization of firms and economic institutions facilitates the coord-
ination of economic activity, especially wage setting and skill formation, the more
likely the political economy is to promote both distributive equality and redistribu-
tion (for detailed evidence see Hicks 2000: chs. 5-6; Swank 2003: ch. 3). We look at
two mechanisms through which this occurs and which have been the subject of
considerable research.

Social policy preferences and redistribution

There is a substantial amount of literature which argues that one of the comparative
advantages of CME:s is that they provide incentives for employees and companies to
invest in industry, occupation, and/or company-specific assets. A key condition for
employee preparedness to make such investments is that there are adequate protec-
tions in the event of company or industry failure. As argued in Estevez-Abe, Iversen,
and Soskice (2001), some combination of three types of protection is directly
involved: First, wage protection is needed to guarantee that relative earnings in the
industry or occupation do not fall; this protection normally takes the institutional
form of coordinated wage bargaining.6 Second, employment protection reduces the
likelihood that companies dismiss employees. Third, unemployment protection in
the form of high replacement rates and conditions on acceptable reemployment is
important, and the more so to the extent that company-level employment protection
is reduced. Of these three protections the third, protection of income in the event of
unemployment, impacts most directly on redistribution and can be conceived more
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broadly as a protection of income, not only when workers are forced into unemploy-
ment but also into jobs where their skills are not fully employable. Any social insurance
system that helps maintain a certain level of expected income regardless of adverse
employment conditions—including health insurance and public pensions—serves
as a protection of specific skills (Iversen 2005).

There is an important contrast here with LMEs, especially in the last thirty years.
The institutional framework in LMEs has not permitted major programs of invest-
ment in specific skills. Vocational training, whether in professional schools (law,
engineering) or community colleges, provides relatively general skills which enable
movement across company and industry boundaries as well as retraining. And while
skill-specificity and consequent long tenure in CMEs can limit mid-career labor
markets, labor markets in LMEs are becoming more flexible over time. Portable skills
mean that employment insecurity is less of a concern, and that more people can use
their market power to gain adequate insurance against illness and old age.

Business social policy preferences and redistribution

Governments decide on replacement rates, and in doing so they respond to pressure
from organized interests. Organized labor will naturally support unemployment
protection. But against widely held views, the pioneering work of Peter Swenson,
Cathie Jo Martin, and Isabela Mares has provided a wealth of historical evidence that
employers are not necessarily advocating a minimal welfare state (Martin 2000;
Swenson 2002; Mares 2003). In CMEs the combination of strong employer organ-
izations and their acceptance of the case for non-minimal replacement rates has
meant that there is a floor to replacement rates as well as duration of benefits. There
may be more than one reason why employers should want non-minimal replacement
rates. An important argument is that they are necessary for persuading employees to
invest in deep specific skills. Of course, actual replacement rates are also influenced
by government partisanship; CMEs tend to have more than average left of center
governments, so business associations in CMEs may well call for reductions in
replacement rates (we will return to this point below). The critical point is that
organized business in CMEs has not engaged, nor had the motivation to engage, in
promoting the wholesale dismantling of the welfare state.

Organized business in LMEs has played a different role.” Concerned to promote
unilateral management control within companies, its interest has been in flexible
labor markets and weak unions. For both reasons, having a minimal welfare state has
been important to it. However, organized business has been weaker in LMEs than in
CMEs. This reflects the lack of business coordinating capacity in LMEs. It also
reflects, as we will see, political systems based on majoritarian elections and single
party governments, which undermine the incentives of parties to cater to business
interests (Martin 2006). Thus, although business has been anti-welfare state in LMEs,
its impact has been blunted by its lack of political power. The exception is the US,
where weak party discipline and power-sharing between executive and legislature
enable business in effect to promote a minimal welfare state agenda through indi-
vidual members of Congress.
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Voters’ social policy preferences and redistribution

Employees with specific skills have an interest in wage and unemployment protec-
tion, and insofar as skills are firm-specific also in employment protection. In Iversen
and Soskice (2001) we show the relatively weak conditions (especially on risk
aversion) that have to be satisfied in order for specific skills workers to vote for
more redistributive spending at given levels of income. Using ISSP comparative
surveys we show that this is indeed the case. Insofar as CMEs encourage investment
in specific skills, therefore, we expect voters in CMEs to prefer higher replacement
rates than voters with the same income level in LMEs. This translates into higher
actual spending and redistribution assuming that political parties are able to commit
to long-term platforms that insure currently employed against future loss of income.
As we argue below, such commitment capacity tends to be greater in PR electoral
systems where, unlike majoritarian systems, winning the next election is not every-
thing, and where parties can ally themselves openly with groups (such as unions) that
promote long-term social spending (see also Iversen 2005: ch. 4). The empirical
correlation between vocational training activity (as a measure of specific skill) and
redistribution through taxes and transfers is illustrated in Fig. 9.4.

80 M Belgium
B Denmark
lFmIan%
NorwayM Netherlands
B Sweden
60
M France

5
£ B Britain W Germany
S B |tal
= B Australia Ay
L 40
Frd
5]
>
o M Canada

20

B United States W Switzerland
0
T T T y
0 20 40 60

Vocational training intensity

Fig. 9.4 Vocational training and redistribution

Notes: Poverty reduction is defined the same way as in Fig. 9.1. Vocational training intensity is the share of an age cohort
in either secondary or post-secondary (ISCED5) vocational training. The data are limited to the countries included in
Bradley et al. (2003).

Sources: UNESCO (1999). The poverty reduction data are from Bradley et al. (2003) based on Luxembourg Income Study.
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Fig. 9.5 Earnings equality and centralization of wage bargaining

Notes: Wage equality is measured as the ratio of gross earnings (including all employer contributions for pensions, social
security, etc.) of a full-time worker at the bottom decile of the earnings distribution relative to the worker at the median
(d1/d5 ratios). Figures are averages for the period 1977-93 computed from OECD (n.d.). Centralization is measured as the
one divided by the number of unions at different bargaining levels weighted by relative union size (“concentration”) and
then transformed into a single number depending on the importance of different bargaining levels (“centralization of
authority”). The index is from Iversen (1999). Centralization data are not available for Australia and New Zealand.

Coordinated/centralized wage bargaining and distribution

Why should coordinated economies be more associated with egalitarian market
distribution of income? The basic argument is that coordinated economies encour-
age collective and coordinated wage bargaining, and that collective, centralized, and
coordinated bargaining leads to more egalitarian outcomes (Freeman 1980; Waller-
stein 1999; Rueda and Pontusson 2000). The relationship is illustrated in Fig. 9.5.

The explanation for coordinated bargaining in CMEs has several components. The
first is well-known and related to the macroeconomic need for a competitive real
exchange rate. The second links to the insurance function of “wage protection” for
employees with deep specific skills at the company and/or industry level. If workers
are to focus their investment in human capital in specific skills they need some
guarantee that their earnings will not drop dramatically relatively to those of other
occupations. Hence the support of skilled unions for wage coordination across
different bargaining units (or for centralized wage bargaining).

The next question is then why coordinated bargaining should lead to a more compact
distribution of earnings. A key reason has to do with the nature of inter-union
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bargaining. Loosely speaking, effective bargaining requires that union threats of action
are credible; this in turn requires that there is wide support within the bargaining unit
for the union’s position; and that in turn implies that the bottom half of the workforce is
not unrewarded. Another way of phrasing this is that unions representing different
income groups have to consent to the bargaining proposal of the union central before it
can be credibly proposed to employers. This gives low wage unions the capacity to
demand their fair share of any agreement, as long as low-skilled labor is a complement
to skilled labor in production (Iversen 1999). The more centralized the wage bargaining
system and the more encompassing the bargaining unit, the more compact the resulting
distributional outcomes (we discuss recent decentralization trends in collective bargain-
ing in the fourth section).

Summary

CMEs have positive effects relative to LMEs on both the extent of redistribution and
the degree of distributional equality. Both voters and business in CMEs have interests
in higher replacement rates on average. And business has a more substantial influ-
ence on government in CMEs via corporatist arrangements. As Moene and Waller-
stein (2003) have emphasized, we need to more pay attention to the insurance
function of the welfare state rather than simply the redistributive function. That is
the argument in “Social policy preferences and redistribution,” above. Because CMEs
have a comparative advantage in the creation of specific skills, there is an insurance
need for high replacement rates,® and these in turn reinforce the comparative
advantage of companies in international competition.

CMEs equally have more centralized and coordinated wage bargaining than
LMEs. An important reason for this is the insurance function which wage protec-
tion offers those with specific skills who get locked into companies or occupations.
Moreover CMEs need effective employee representation at the plant and company
level (Hall and Soskice 2001); but this raises the danger of competitive wage
bargaining in the absence of centralized and/or coordinated unions. And for
reasons explained in “Coordinated/centralized wage bargaining and distribution”,
above, the more centralized is collective bargaining the greater the distributional
equity.

PR political systems

As Gourevitch has pointed out, and as Fig. 9.1 above illustrated, electoral systems
with proportional representation are closely linked statistically to coordinated mar-
ket economies (Gourevitch 2003). It is also related to corporatist forms of interest
representation (Katzenstein 1985). In the third section we seek to explain why that is
the case. In this sub-section we discuss the consequences of PR systems for distribu-
tion and redistribution.

Three linkages from PR to R and D seem of particular importance. In the first
place, PR electoral systems in advanced economies have a bias towards left of center
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Table 9.1 Electoral system and the number of years
with governments farther to the left or to the right
than the median legislator, 1945-98

Electoral Government Proportion of right

system partisanship governments
Left Right

Proportional 291 (9) 171 (0) 0.37

Majoritarian 116 (1) 226 (7) 0.66

Note: Excludes governments coded as centrist on the Castles—-Mair scale.
Source: Cusack and Engelhardt (2002).

governments over the period since the Second World War; this is almost the inverse
of majoritarian systems (see Table 9.1). We sketch in “Electoral systems and redistri-
bution: the PR bias towards center-left,” below, an analytic argument as to why this
may be the case and why it will lead to an increase in redistribution. The second
linkage is via the educational system. Standard microeconomic theory says that the
relative wages of two individuals will be equal to the ratio of their marginal prod-
uctivities, absent any influences which might result from market imperfections,
including collective bargaining. Since the ratio of marginal productivities is closely
related to the human capital ratio, the distribution of educational attainments will
play a large part in determining the underlying distribution of earnings from
employment. We show in “Electoral systems and educational outcomes,” below,
that the electoral system is correlated with the educational attainments of low income
groups and argue that there is a good reason why this should be the case.

Electoral systems and redistribution: the PR bias towards center-left
governments

Table 9.1 shows the data on government partisanship in advanced economies
between 1945 and 1998, derived from Cusack and his associates (Cusack and Engel-
hardt 2002). The scale is a composite index of three expert surveys of the left—right
position of political parties in each country. The partisanship of the government is a
weighted average of the ideological position of each party times its proportional
share of government seats.® Note we compare this measure to the position of the
median legislator (which is defined as the left-right position of the party with the
median legislator). This should take account of any factor that may shift the whole
political spectrum in one direction or another—such as the possibility identified in
“Social policy preferences and redistribution,” above, that the demand for “left”
policies is greater in specific skills countries.

What accounts for this surprising relationship? We sketch out here an argument
developed in detail elsewhere (Iversen and Soskice 2006). There are three income
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groups in an economy, L, M, and H. Under PR there are three parties, L, M, and H,
each representing one of the groups and sharing the respective group’s goals (“rep-
resentative” parties). M is formateur and has to choose a coalition partner. The key
intuition is that a party is less capable of looking after its interest if it is excluded from
the coalition. Since M benefits more from taxing an unprotected H than from taxing
an unprotected L, M will choose L as coalition partner. This can be modeled in a
number of different ways; the only bargaining structure which is excluded is a take-it-
or leave-it offer from M.10 The basic point is that it pays L and M to form a coalition
and take resources from the excluded H party, rather than H and M forming a
coalition to take resources from an excluded L. PR systems therefore tend to privilege
center-left coalitions and such coalitions will redistribute more than center-right
coalitions.

Majoritarian systems operate quite differently. The three parties are replaced by
two, a center-left (LM) and a center-right (MH) party, both competing for M. If both
parties could commit to an M platform, then each would win 50 per cent of the time.
But they cannot: M-voters believe that there is some possibility that an LM govern-
ment will be tempted to move left and an MH government to move right. The
fundamental bias in majoritarian systems arises because, under reasonable assump-
tions, M has less to fear from an MH government moving right than from an LM
government moving left. The former leads to lower benefits going to M but also to
lower taxes on M, while the latter implies higher taxes on M with the proceeds
redistributed to L. Parties will try to deal with this problem by electing strong leaders
who are willing and capable of ignoring the pressures from the party base (“leader-
ship parties”). But as long as platform commitment is incomplete, there will be a
center-right bias.!!

Note that the insights of this model are completely lost in one-dimensional
models such as Meltzer—Richard’s, or indeed power resource theory. The reason is
that these models artificially impose a symmetry on the distributive game where
the interests of M are always equally well aligned with the interests of L and M.
With three parties in a PR system this means that M is equally likely to ally with H
as it is to ally with L. Likewise, in a majoritatian system, any deviation from an M
platform is equally threatening to M whether it comes from the center-left or the
center-right party (e.g., the center-left party is forced to share with M even if L sets
policies).

There is one important qualification to our argument. The center-left bias of PR
systems is less pronounced in countries with large Christian democratic parties.
Among the latter, the proportion of center-left governments, measured as in Table
9.1, reduces to 57 per cent, whereas it is 63 per cent for the sample as a whole. This also
implies that for PR countries without strong CD parties, notably Scandinavia, the
center-left advantage is more pronounced: 71 per cent. The reason for this difference,
we believe, has to do with the cross-class nature of CD parties (Manow and
Kersbergen 2007). Because these parties include constituencies from L, M, as
well as H, differences in distributive preferences between these groups have to be
bargained out within the party. This produces a more center-oriented platform than
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we would usually associate with a center-right party, and this in turn makes CD
parties more attractive coalition partners for “pure” center, or middleclass, parties.
The logic that leads center parties to ally with the left is therefore broken, and in
countries (such as Germany and Italy) where CD and center parties have at times
held a majority of seats, the influence of the left has been reduced. Where such CD-
center majority coalitions have not been feasible, as has often been the case
in Belgium and the Netherlands, we observe frequent coalitions between CD and
left parties, producing a unique blend of policies where transfers are high and
somewhat redistributive, but some of these nevertheless are directed to those with
high incomes (H).

Electoral systems and educational outcomes

The center-left bias in PR systems increases redistribution of income towards lower
income groups, by comparison with majoritarian systems. Using analogous reason-
ing electoral systems will also affect the distribution of educational spending, and
educational outcomes in turn affect the distribution of income.

Center-left governments have an incentive to spend more on L’s education
than do center-right or middle of the road governments in majoritarian coun-
tries. And they have a lesser incentive to spend on H’s education. The model in
Iversen and Soskice (2006) assumes that policies are limited to redistributive
transfers. But a similar argument can be run with the three groups competing
for expenditure on education for their own group (see Iversen and Stephens
2008). Indeed, if H opts for private education, and if there are positive exter-
nalities for M from educational expenditure on L (for example, economies of
scale in school buildings), then M has an increased incentive to opt for an LM
coalition.1?

Ansell (2008) and Busemeyer (2007) have recently documented that left
governments spend relatively more on primary and secondary education than
right governments, which benefits low-income groups more than high-income
groups. Boix (1998) has likewise shown that the left governments spend more on
public education than right governments. Ansell demonstrates that similar
effects can be attributed to PR electoral systems, though Iversen and Stephens
(2008) show that this is less true in PR countries where Christian democratic
parties are strong.

The limitation of these results is that they do not speak directly to the skills
acquired by students, which could vary with the effectiveness of educational
institutions across countries. However, the OECD and Statistics Canada have run
an international adult literacy survey in the years 1995-8 (OECD 2000), which does
consider more directly the level and distribution of skill acquisition. We confine
our attention to the advanced economies included in the survey.!> The survey
conducted three tests, testing writing, comprehension, and quantitative skills.
Figure 9.6 summarizes the results. The top bars (using top scale) show the
percentage of adults who have not completed an upper secondary education but
have high scores on document literacy. The bottom bars (using bottom scale) show
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Fig. 9.6 The percentage of adults with poor literacy scores (bottom scale), and the
percentage of adults with low education and high scores (top scale), thirteen OECD
countries, 1994-8

Notes: The top bars (using top scale) show the percentage of adults who have not completed an upper secondary education
but have high scores on document literacy. The bottom bars (using bottom scale) show the percentage of adults taking the
test who get the lowest score, averaged across three test categories.

Source: OECD/Statistics Canada Literacy study (OECD 2000).

the percentage of adults taking the test who get the lowest score, averaged across
the three test categories.'4

Compared to majoritarian systems at the top of the figure, it can be seen that the
PR countries have far fewer adults who get the lowest scores, and they also tend to
produce higher scores among those with little formal education. There is therefore a
prima facie case that the electoral system is an important determinant of the
compactness of the skill distribution. Since PR and coordination are co-linear, it is
of course also possible that the pattern is related to the prevalence of vocational
training in CMEs. Indeed we argue below that this is likely to be a reinforcing factor
and related to the fact that PR and corporatist representation are linked: in addition
to affecting distributive coalition formation PR also permits consensus bargaining
over regulatory policies—typically through legislative committees closely linked to
bureaucratic agencies with union and employer representation. A key regulatory area
is the structure and curriculum of the school system, which intersects the vocational
training systems directly and indirectly. PR and corporatist bargaining thus provide
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organized interests influence over the educational system and indirectly therefore
also distribution.

PATTERNS OF INDUSTRIALIZATION AND
REPRESENTATION IN THE LATE
NINETEENTH CENTURY

PR systems and CMEs explain at least partially both distributive equality and
redistribution (with the qualification we noted concerning Christian democracy).
In turn, PR systems are strongly positively correlated with CMEs. It is this correlation
that is key to explaining the clustering of countries into relatively egalitarian ones
with high redistribution and relatively inegalitarian ones with low redistribution.
The historical origins of this correlation are the focus of this section.

Specifically, we need to answer the following set of questions. First, what explains
why some countries adopted proportional representation in the early twentieth
century? (As is well known, almost all advanced countries which have PR today
adopted PR early in the twentieth century; before that electoral systems were largely
majoritarian, some with run-offs.) Second, why had the same countries developed at
least proto-coordinated institutions at the national level by the same period?
And third, what explains the different coalitional patterns across these same PR
countries—dividing roughly the Scandinavian from the Continental (or Christian
democratic) welfare states?

In answering these questions we claim that it is economic interests that are the
ultimate drivers. In doing so we go against the accepted wisdom of comparative
political science of the last thirty plus years: Since Rokkan’s analysis of 1970 (Lipset
and Rokkan 1967; Rokkan 1970), Cusack, Iversen, and Soskice (2007) is to our
knowledge the only serious challenge to the view that social cleavages (religious,
territorial, and ethnic) explain PR. And since Esping-Andersen’s analysis in 1990
(Esping-Andersen 1990) it has also been generally accepted that these same cleavages,
in particular the religious, help explain patterns of welfare states—at least between
Scandinavian and continental European countries. We believe that this reflects a
failure of both political scientists and historians to work on the bridge between party
politics and the economic interests that are embedded in production systems; and
also the failure of economists seriously to consider the possibility that systems of
representation are complements to systems of production.

Two of the books on which we most rely to make our argument are Herrigel
(1995)—on decentralized production regions—and Thelen (2004)—on the deve-
lopment of training systems. Yet key though they are neither of them mentions
religion, nor party politics except in passing. Another book which has proved of
great value to us, Manow and van Kersbergen (2007) on religion and the welfare
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state, focuses on the role of political parties and religion, but largely neglects detailed
discussion of production systems. Based on Cusack, Iversen and Soskice (2007), in
this section we attempt to link the development of party politics and electoral
systems with the representation of economic interests. We emphasize its inevitably
tentative nature at this stage, but believe it points to a major historical research
agenda.

Economic interests and systems of representation

We first want to stress the need to analyze PR systems more broadly than has been
customary. There are two quite different analyses of PR in the existing literature:
on the one hand, PR has been analyzed by Huber and Stephens (2001), Iversen
and Soskice (2006), Manow and van Kersbergen (2007), and implicitly by Baron
and Ferejohn (1989), in terms of minimum winning coalitions—an approach
going back to the theoretical work of Riker (1962). By contrast to this exclusionary
view of PR, a quite different inclusionary approach, that of “consensus” bargain-
ing, has been promoted by Lijphart (1984); Crepaz (1998); Powell (2000); and
Colomer (2006); among others. The focus here is on the effectiveness of PR in
enabling Pareto improvements in welfare (Rogowski 1989). Here we follow Cusack,
Iversen, and Soskice (2007) in arguing that PR systems typically embody both
approaches. But they relate to different policy areas: The minimum winning
coalition logic determines distributive outcomes, so that after PR adoption what
matters for the redistributive aspects of the welfare state is the governing coalition.
We argued in the last section that PR will be biased to the center-left, though we
also noted how a centrist coalition involving a Christian democratic party might
exclude the social democrats and thus generate a welfare state with less redistri-
bution. The precise nature of coalitions is discussed further in the third part of
this section.

The consensus aspect of PR is reflected inter alia in the strength of opposition
parties in legislative committees (Powell 2000). This relates to regulatory politics if
there is general agreement that a wider range of interests, represented by government
and opposition parties, should have a role in decision-making. Our basic contention
is that this arises in corporatist-type societies in which associational activities are
widespread and in which investments in co-specific assets are important (Iversen
2005). This is the case, as for example, in major schemes of vocational training, when
many different agents (workers, companies, unions, business associations) make
serious investments which depend upon commonly agreed regulatory frameworks.
Under such circumstances political systems which can systematically exclude par-
ticular interests (as is the case under majoritarian systems) are inimical to the
development of co-specific assets and institutions to regulate these. The last part of
the nineteenth and the first part of the twentieth century was a period of intense
economic institution building at the national level, and these issues were of great
importance for the construction of the political system.
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The core argument of this section takes industrialization as the key independent
variable. Throughout the period we consider local economic networks were developing
into national networks, just as labor was moving into industry from agriculture and
from artisan or unskilled pre-industrial work in the towns.!5 At the same time entre-
preneurs and financers grew up both from the bourgeoisie and perhaps state official-
dom and from small-scale artisan owners and farmers and independent peasants.

The argument rests on the quite different impact industrialization had on econ-
omies depending on two related dimensions of those economies: one that refers to
the organization of production and the organization of the state. Specifically, we
observe the following patterns across these two dimensions:

(i) Pre-industrial rural and urban local economic system—all the states which
subsequently emerged as PR/coordinated states had locally coordinated rural
and urban economies with some mixture of rural cooperatives and regulated
artisan systems; peasants owned or had tenure over their land. We will argue
that both Scandinavian and Continental states apart from France fit into this
description; and that their differences arise from the nature of rural and urban
production systems in the two areas. By contrast, those states which emerged as
majoritarian/liberal had large independent farms and landless agricultural
labor, and/or rural communities with low entry and exit costs, and weakly or
unregulated artisan systems.

(ii) The pre-existing structure of the state—all the states which subsequently
emerge as PR/coordinated states were originally Stindestaaten, with functional
representation of economic interests, while none of the majoritarian/liberal
states were.

We use these two dimensions to explain the origins of liberal, Continental, and
Scandinavian systems of representation, the task of the following three sections. We
stress that the three systems are ideal types in the Weberian sense that they highlight
key differences while ignoring numerous similarities and finer distinctions. In par-
ticular, since all three types blend in elements from others, we implicitly downplay
sectoral differences. Even though the artisan sector in nineteenth-century America
was smaller and less well organized than in most of continental Europe this does not
imply that no company, especially in the Midwest and North-east, was able to draw
on the sector to develop skill-intensive product market strategies. It does imply,
however, that these firms were in a comparative disadvantage in doing so and that
this undermined their capacity to impose their institutional preferences on the rest of
industry. Likewise, there were large continental European companies in the coal and
steel industry (in the Ruhrgebiet especially) which relied heavily on unskilled workers
as in Britain. These firms consequently did not share the concerns of other employers
in developing a cooperative training and industrial relations system, but they did not
have the organizational power to prevent such developments. Our argument implies
sectoral differences in interests, but our account in this brief chapter focuses on those
that were advantaged by the structural and institutional conditions we highlight and
that came to dominate institutional developments.
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Liberal economies and majoritarian political systems

In the liberal case local economies were relatively uncoordinated historically: guild
traditions were weak and their power limited or non-existent; the acquisition of craft
skills was haphazard, formal certification did not exist and the supply of craft skills
was relatively low; equally in agriculture, farming was dominated by large farmers, so
the agricultural labor force was largely a dependent one of landless workers; alter-
natively, in areas such as the American West, small farmers had low entry and exit
costs, making embedded long-run cooperation rare.

The consequence of these local arrangements was twofold. The absence of local
coordination implied an absence of major areas of co-specific assets. Hence as local
economic networks became regional or national, there was no corresponding push to
develop coordinating mechanisms at the national level to manage investment in
co-specific assets by different economic groups.

The second consequence was that the industrial labor force as it developed could
not call on a major pool of craft workers, nor was there an available mechanism for
training. The industrial workforce in these liberal economies was relatively unskilled.
This impacted on the form which unions took: since it was very difficult in this pre-
Fordist world to build effective unions from unskilled workers, unions were largely
craft-based.

Union strategies also depended on the organization of employers. The liberal state
was anti-corporatist and businesses consequently found it difficult to develop strong
self-disciplining associations. This in turn meant that businesses were nervous of
investing heavily in training workers in transferable skills. Because employers’ asso-
ciations could not sanction individual employers who stepped out of line, it was not
possible to force unions into becoming highly disciplined bodies themselves, with
whom they might negotiate on a long-term basis. Instead the interest of craft unions
was to reduce the supply of skills to maximize their bargaining power and to control
job content within companies to prevent dilution of skill needs by substitutions of
unskilled labor. Because union discipline was not easy to maintain, craft unions were
at risk of fragmentation, especially where labor market conditions were heteroge-
neous. This reinforced the political interest of employers in deregulated labor
markets and minimizing welfare and unemployment benefits in order to weaken
the power of unions. To circumvent job control employers, especially in America,
introduced technologies which reduced the need for skilled labor.

There is an important political distinction to be made at this point between the US
and other liberal economies. In the latter with centralized political systems skilled
workers (Disraeli’s “respectable working men”) were median voters and the state
underwrote legal protection for unions. But the decentralized nature of the American
polity, with economic competition between states and labor law at state level, and lack
of Federal or even state control over the means of violence—autonomous local police
forces as well as private companies such as Pinkertons—allowed employers a free
hand to crush unions. But in both environments the consequence of these mutually
reinforcing centrifugal incentive structures between unions and employers during this
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critical formative period for labor market arrangements was to put the liberal econ-
omies firmly onto the zero-sum game, or minimal winning coalition, trajectory.

From the discussion of this subsection, two conclusions emerge. First, the indus-
trialized economy which developed in the nineteenth and early twentieth centuries
was liberal and uncoordinated, without encompassing unions and strong business
associations. Second, there was no pressure for a political system which represented
group interests and which allowed longer term consensus agreements to be made,
hence no pressure for PR. Business had no need for a consensus political system from
which an institutional framework labor market regulation and skill formation might
develop; on the contrary they saw unions as a threat to their autonomy. The split of
interests between skilled workers and unskilled workers meant that the working-class
representation which developed during this period paid no attention to the socialist
notion of a unified working class, still less to expanding skills (by contrast to the
social democratic parties of the continent).

Our central contention, contra Rokkan, is that PR and consensus-based political
systems were chosen when economic interests were organized and when major
societal framework understandings needed to be legally embedded. When that was
not the case, as in the liberal economies, majoritarian systems protected the right and
the middle classes against the left.

Rokkan instead saw the choice of PR as the reflection of deep social cleavages. It is
appropriate to finish this subsection by noting that such deep cleavages were equally
present in the Anglo-Saxon world at this time. There were religious cleavages in
England (between the dissenting churches and the Anglican established church—
with almost equally sized congregations), in the US between Catholics, Anglicans,
and Lutherans, in Australia between Catholics and Anglicans, let alone in Ireland.
Moreover in both New South Wales and Ireland Catholic education had been sharply
attacked. There were major ethnic divisions in the US, Ireland, and Australia. And,
within the right, England was divided socially, religiously, and territorially, between
the dissenting, urban, industrial class and the Anglican, rural, landowners, and
tenant farmers. None of these divisions played a role in hindering the continuation
of majoritarianism.

Continental states: proportional representation and coordination

We now turn to explain the adoption of PR and economic proto-coordination in the
continental states during the period of the late nineteenth and early twentieth
centuries. We also want to explain the post-PR adoption pattern of coalitions: in
these states Christian democratic parties played a major role in most coalitions,
generating a particular welfare state that we discussed earlier—so-called conserva-
tive, Christian democratic, or continental welfare states.16

The first major difference in the starting points from those in the liberal economies
relates to agriculture and urban economic life. Both peasantry and artisans operated
within locally coordinated frameworks. Peasants owned or had strong tenure on their
land, and the artisan urban sector was formally or informally regulated.1” Moreover
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there was substantial skilled artisan and small-scale industrial work in the peasant
countryside. This is also true of the Scandinavian states to be discussed in the next
subsection. Indeed the important common consequence for all these non-liberal
states—Continental and Scandinavian—was that more or less effective and more or
less formalized artisan training systems existed. These implied that a larger propor-
tion of the workforce had craft skills than was the case in the liberal economies. Thus
industrialization in all these economies could draw on a potentially large supply of
skilled workers.

This had in turn, as Thelen (2004) insightfully noted, major implications for the
development of union strategies. For, while unions initially developed along craft lines,
they could not build strategies based on the control of the supply of skills since these
were monopolized by the artisan sector. Nor (given that unions could not control how
craft skills were defined) could they build strategies based on the control of job content.
In both Continental and Scandinavian economies, therefore, union strategies devel-
oped differently from those of craft unions in liberal economies. Over time and not
without considerable conflict unions saw a common interest with industrial employers
in extending the training system and deepening the skills of workers—effectively
breaking the monopoly on training of the artisan sector. But for companies to use
skilled workers effectively required that workers behaved cooperatively and without
costly monitoring; for then skilled workers could be given responsibility, and there
would be no danger to the company of hold-up. Consequently, while most companies
were initially deeply hostile to unions, union strategy gradually evolved into one of
offering cooperation in exchange for collective bargaining rights. This in turn required
that unions were in a position to discipline their members effectively.

Here a second exogenous factor enters the argument. Governance in the Contin-
ental and Scandinavian states derived from a Stindestaat or corporative state trad-
ition in which government operated partially through groups (estates). Although the
original interests represented through the Stinder were pre-capitalist (landowners,
small-holders, guilds, the church, and so on), the Stindestaat can be thought of as at
the institutional origin of neo-corporatist regimes (Crouch 1993). Thus little con-
straint was put on associational activity in developing industries—putting them in
line with the way in which handwork and agriculture was organized. This is in turn
reflected in the different ways in which liberalism was interpreted outside the Anglo-
Saxon world and France in the nineteenth century.

As Swenson has argued, organized industry in these economies put strong pressure
on unions to structure themselves so as to be able to discipline their membership
(Swenson 1991). This was the price which the unions had to pay for representation
and collective bargaining. Thus unions centralized, even if internally they remained
organized across crafts until the 1920s or later (Kocka 1986). Moreover, as skill
formation in industry became part of the industrialization agenda, unions and
industry became the representative partners in massive investment in co-specific
assets. And with such investments came the need and demand for related develop-
ments in the welfare state and employee representation within the company. While
many of these positive-sum issues were primarily negotiated out between industry
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and unions, they were also put into legal frameworks. For this reason business and
the unions were deeply concerned to be represented politically in a consensus-based
regulatory process.

If business could have bargained everything out with the unions through some
form of what Schmitter (1979) has called state corporatism this may have been its
preferred option. But it could not prevent democracy, at least for a while, and then
the right representing business had a strong reason to favor proportional represen-
tation, even if it could see that a majoritarian system would guarantee a focus on the
redistributive needs of the middle classes, thus pushing out the redistributive claims
of low-income groups. Business wanted a sweep of labor market and training reforms
that would help modernize the economy, and it had no guarantee that the median
voter would support these reforms or that the unions would be cooperative in such a
setting.

These developments also had profound implications for the political left which led
social democracy to have different strategic interests to left parties in liberal states.
For social democratic parties in both Continental and Scandinavian countries
represented the whole working class in ways which for example the British Labour
Party did not. This was because they had an interest, as did their social democratic
union counterparts, in extending skills throughout the working class. Yet this
strategy would hardly have been compatible in the long run with a majoritarian
electoral system: for a social democratic party would be unable to pursue an
egalitarian strategy with any hope of capturing middle-class voters. Thus the political
left in non-liberal countries had a double interest in proportional representation: it
could be a part of minimum winning coalitions without having to focus on middle-
class voters, and it allowed the indirect presence of unions—representing co-specific
skilled workers—in a consensus-based regulatory framework.

We want to stress that the adoption of PR did not in our view present a sharp break
with previous forms of representation. When economic interests were locally rooted,
not only was most regulation local, but the single-member district systems that
preceded PR had ensured essentially proportional representation of local interests
at the national level by politicians who had a strong incentive to cater to their own
local constituencies. It was because industrialization threatened the continuation of a
consensus-based negotiation over regulatory issues—threatening, in effect, to turn
locally based SMD systems into majoritarian national-level systems—that PR was
adopted in some countries. This did not require exceptional rational forecasting:
once the move to the national level of industry and politics made it apparent that the
pre-existing majoritarian institutions of representation were producing stark dis-
proportionalities, PR was a natural choice to restore representivity. Contrary to the
impression from the literature, this did not involve intense conflict or position-
taking by organized interests. Political parties representing these interests (both on
the right and the left) for the most part agreed on the move to PR. PR was everywhere
adopted with the support of center-right parties and with near unanimity (Blais,
Dobrzynska, and Indridason 2005). It is possible that the distributive consequences
of PR were not fully understood on the right, but with the exception of France there
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were no reversals of the electoral system even though the center-right everywhere
enjoyed subsequent periods of majorities.

Scandinavian and Continental countries had much in common in their Stindes-
taat and guild backgrounds, but continental countries differed from the Scandi-
navian in one key respect.!® In the Continental countries the peasant-dominated
countryside was more closely integrated into the urban economies than in the
Scandinavian (Hechter and Brustein 1980; Katzenstein 1985; Herrigel 1995). If the
formerly strongly feudalized areas (mentioned in n. 17) are excluded, something like
these patterns seem to be traceable a long way back in history (Katzenstein 1985).
Hechter and Brustein use the term “petty commodity production” areas to describe
the Continental pattern and “sedentary pastoral” the Scandinavian, and they begin
their account in the twelfth century (Hechter and Brustein 1980). While a great deal
more work is needed to pin down the connections, the petty commodity production
areas seem clearly related to the decentralized production regions identified by
Herrigel (1995) in south and west Germany. Herrigel pointed to the most notable
of these districts in Germany, but we can imagine that on smaller scales they were
widespread in the areas of Western Europe where autonomous urban centers had
dominated non-feudal surrounding countrysides.

Guilds were sometimes but not always integrated in these networks, and there was
substantial putting-out of work to small farms; there was also significant develop-
ment of rural artisans; most generally the production process of goods could be
spread over many different locations. Hechter and Brustein (1980) also emphasize the
integration of farms and towns, and they emphasize the dispersion of ownership and
the lack of a rigid class structure. As Herrigel makes clear, these urban—rural networks
are in fact complex co-specific asset groups:

The [producers] are absolutely dependent upon one another...they essentially engage in
highly asset-specific exchanges every time they engage in an exchange...Producers in the
decentralized industrial order are part of a thick network of specialized producers that is much
more than the sum of its parts. The institutions they create to govern their activities. .. con-
stitute important fora to engage in negotiation and to establish understanding regarding. ..
their individual and collective interests. (Herrigel 1995: 29)

We want to argue that the urban—rural networks of the Continental coordinated
economies created in the Catholic Christian democratic parties political coalitions
which tied together lower income groups (largely peasant) with higher income
artisan and small-producer groups. The regions Herrigel identifies are largely in
the south and west of Germany, as are the major areas of Catholicism—though they
were by no means universally Catholic (neither Saxony (pre-1871 Kingdom), nor
North Wurttemberg was Catholic). In Switzerland there were some predominantly
strong rural cooperative cantons, but all were Protestant (Rokkan 1970). Austria and
Belgium were largely Catholic countries. In the Netherlands the Catholic community
was separated economically and socially from the Protestant, and urban-rural
networks characterized both. What is important for our argument is the assumption
that in broad terms many of these networks were confined to Catholic areas.
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This matters for how we understand the support of Christian democratic parties for
PR, as well as their distinct approach to the welfare state.

In the standard Rokkan story, which is used by Esping-Andersen and others to
separate out a distinct welfare state type, Christian democratic parties are a reflec-
tion of the Kulturkampf against the Catholic church, especially over education,
which led to a deep division between Catholics and other social forces on the
right in continental European states. So deep was the distrust by Catholics for
non-Catholics on the right, that though both groups were anti-socialist they were
unable to combine in a single right-wing political movement. Therefore right-wing
parties chose proportional representation, and whenever Christian democrats par-
ticipated in governments they were under the influence of the church to choose a
welfare state that would prevent the rise of socialism and promote Catholic values of
the family.

Yet, while Christian democratic parties did indeed emerge from the Kulturkampf, it
was clearly not a sufficient condition for their creation: Christian democratic parties
did not appear in either France or the then independent self-governing crown colony
of New South Wales in both of which Catholic education was fiercely attacked by their
respective governments. A necessary condition for founding a highly organized
Christian democratic party, we surmise, was that the Catholic adherents were already
members of organized economic groups, which was the case in neither France nor
New South Wales. The Kulturkampf may also have been a necessary condition for the
emergence of Christian democratic parties but not for their persistence since they
remained strong long after the attack on the church had subsided. Indeed, if all that
held Catholics to Christian democratic parties was their priest we might have
expected Christian democratic parties to have remained responsive to their hierarch-
ies. But in fact Christian democratic parties were fighting largely successfully for their
independence from the church by the 1890s (Kalyvas 1996). The idea that they would
have accepted social policies from the church against the interests of their voters is not
persuasive. Nor is it necessary: compellingly, Kalyvas further shows that the different
Christian democratic parties were organizing themselves by the turn of the twentieth
century as representative parties with committees for different economic interests—as
indeed they are still organized. And the Catholic welfare state, with its emphasis on
insurance, fits well as a negotiated outcome between these interest.

The reason that Catholics with different economic interests remain with a party
which is Catholic largely only in name is explained, we submit, by the interdepend-
encies of these economic interests. The rural-urban, peasant—artisan—small
employer—merchant co-specific asset network acted, if our hypothesis is correct, to
create a peasant—Mittelstand constituency which had an incentive to remain within
the Catholic party. Another way of putting this, very consistent with Manow and van
Kersbergen (2007), is to see the Christian democratic party as a negotiating commu-
nity with a range of different economic interests in terms of income levels and hence
redistribution, but a common interest in sharing and managing co-specific assets.
Moreover, as local and regional networks developed in part into national networks,
and as regulations over a wide range of issues germane to these urban—rural networks
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were increasingly set at the national political level as well as regional and local ones,
so the importance of supporting a party capable of representing these co-specific
asset groups grew in significance.

The intra-party Christian democratic compromise played down redistribution
because of its cross-class nature, and focused instead on insurance and agricultural
protection. Yet, as compared to traditional liberal and conservative parties, Christian
democratic parties were clearly much more favorably disposed towards the welfare
state, precisely as we would expect given the structure of economic interests they
represented. As we noted in the second section, this moderate position made
Christian democratic parties attractive coalition partners with more traditional
middle-class, or center, parties. So long as Christian democratic parties could govern
with these parties, redistribution remained moderate. Only when centrist parties
were too weak to ensure a majority, as has been the case during periods in the
Netherlands and Belgium after the Second World War or indeed Weimar, they
formed coalitions with Social Democrats, and then we see more redistribution as a
consequence (though relatively insurance-based compared to the Scandinavian).
This logic is entirely consistent with our coalitional model of redistribution, whereas
for PRT Christian democracy is a residual category with no obvious linkage to power
resources or economic interests.

Scandinavian states: Proportional representation, coordinated
institutions, and agrarian social democratic coalitions

We have already set out much of the argument for the adoption by Scandinavian
economies of PR, since the incentive structures for unions and business developed in
a similar way to those in the Continental economies. This too explains why economic
coordination was important in both groups of economies. Moreover, as in the
Continental economies, the nature of the broad framework agreement as it evolved
through this period reinforced social democratic parties as representing the whole
working class. They believed that skill formation should be universal rather than
seeing themselves as representing de facto skilled workers as was the case for the
major left parties in the liberal economies and in France. Thus social democracy in
Scandinavia as in the Continental countries stood for redistribution by comparison
to counterparts in the liberal economies. Skilled workers remained important in
social democratic parties, nonetheless; and their basic stance was one which favored
income-related benefits rather than universalism.

Our claim is that the major difference with the Continental economies lay in the
nature of the agricultural sector. While Scandinavian peasants owned their own land
and coordinated activities as in the Continental countries, Scandinavian agriculture
did not have the same tight links and dependency upon urban economies. Instead,
the agricultural communities were tightly knit and heavily invested in co-specific
asset relationships within autonomous rural cooperative frameworks. There was thus
not the same logic in Scandinavia to support a peasant—Mittelstand party. Instead
the logic of co-specificity led to agrarian parties from which the occasional large
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landowner was excluded. In these agrarian parties, by contrast to Christian demo-
cratic parties, homogeneous economic interests reinforced co-specific assets. The
economic interests of peasants as discussed above favored redistribution. And
because of the nature of agricultural uncertainty, agrarian parties were more predis-
posed to egalitarianism and universality than the social democratic parties.

Thus the coalitions which emerged after PR linked social democracy with agrarian
parties and hence to both redistribution and universalism.

Recasting the relationship between PR, business,

and the left

Our account of the origins of electoral institutions is very different from the
dominant ones, which, in one form or another, build on work by Stein Rokkan.
Consistent with power resource theory, these accounts suggest that PR emerged as a
result of a strong left. But if one examines the historical data there is in fact no
relationship between the electoral support of the left and the adoption of PR
(Cusack, Iversen, and Soskice 2007). This is also true if one examines the interaction
of left strength and divisions on the right, as in Boix (1999), and it can be easily
illustrated (see Table 9.2). Countries with a dominant right party were no more likely
to retain majoritarian institutions than countries that did not (compare the col-
umns). The table also shows that the countries in bold where support for left parties
was strong before the adoption of PR (or universal male suffrage in cases that

Table 9.2 Type of economy, party dominance on the right, and
electoral system

Organization of Single right party dominance?
production and labor
Yes No
No guilds/cooperatives, United Kingdom, Australia, Canada,
weak employer coordination, United States New Zealand
and craft unions
Guilds/cooperatives, employer Belgium, Denmark, Germany, Norway,
coordination, and industrial Greece, Sweden,
unions Switzerland, Italy the Netherlands
Ambiguous cases France, Japan

Notes: Italicized countries retained majoritarian institutions. Bolded countries had left parties
with above median electoral strength in the last election before the adoption of PR, or, in the
cases where countries remained majoritarian, the first election under universal male suffrage.
Referring to the same elections, single party dominance is measured by the percentage lead of
the largest party over the next largest party. The “right party dominance” cut-off point is the
value that would produce a number of countries with a dominant right party that is equivalent
to the number of countries (7) that actually remained majoritarian.
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remained majoritarian) were as likely to remain majoritarian as were countries
without a strong left.

The critical variable, we maintain, was the organization of production and labor at
the eve of the national industrial revolution (indicated on the left in Table 9.2).
Where guilds and agricultural cooperatives were strong, employers well-organized
and highly coordinated, and unions organized along industry lines, both right and
left parties ended up supporting PR as a political mechanism to protect their mutual
investments in co-specific assets. Where guilds and agricultural cooperatives were
weak, employers poorly organized and coordinated, and unions divided by crafts, the
right opposed PR in order to protect their class interests.

LoNGg-RuN DYNAMICS

We have argued in this chapter that economic and political institutions co-evolved over
long stretches of time, creating a remarkable persistence in the comparative patterns of
inequality and redistribution. The high-equality, high-redistribution economies today
appear to be the same during most of the twentieth century and even earlier. Yet while
the cross-national rankings may not have changed very much there are large changes in
inequality and redistribution over time. The government today plays a much greater
role in redistributing income than at the beginning of the previous century. Likewise
wage dispersion has waxed and waned, falling from the 1930s and then showing a sharp
upturn since the late 1970s. How do we explain these changes?

Our answer focuses on the interaction between the structure of skill investments,
political institutions, and technological change. In this section we provide a brief
sketch of these interactions for the purpose of illustrating the kind of explanations
that our approach invites.

Redistribution over a century

Figure 9.7 shows the trends in social spending as a share of GDP for sixteen advanced
democracies beginning in 1880 (we only include countries that were democracies
during the entire period). Note that before the 1920s the government did not play
much of a role in the provision of social insurance or redistribution. What arrange-
ments existed were largely “private” ones and operated through the guilds, the church,
the burgeoning unions, and the emerging industrial relations system. But with massive
industrialization, urbanization, and expansion of the franchise came demand for
insurance against risks that could no longer be addressed through decentralized,
private arrangements. It is our contention that the role of universal suffrage and left
parties cannot be separated from either the design of democratic institutions (PR vs.
majoritarian institutions) or the structure of production (CME vs LME).
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Fig. 9.7 Social spending in sixteen industrialized democracies, 1880-1990

Notes: Filled circles indicate PR electoral institutions, triangles indicate majoritarian institutions. The figures for 1940 are
estimates using the growth in total general government non-military spending from 1930 to 1940 (the correlation
between general government spending and social spending is 0.92). The observations marked with an x are for France. The
other countries for which data are available are Austria, Australia, Belgium, Britain, Canada, Denmark, Finland, Germany,
Italy, Japan. Netherlands, Norway, Sweden, Switzerland, and United States.

Sources: Data assembled by Thomas Cusack and presented in Cusack and Englehardt (2002) based on Lindert (2004) and
various volumes of the OECD's Economic Outlook and Yearbook of National Accounts.

Seen in this light it is remarkable that starting with the adoption of PR in Western
European countries in the 1920s, the trajectory of social spending began to diverge.
By the end of the Second World War (or at least by the 1950s) there was an almost
complete separation of PR and majoritarian countries with the former spending
notably more than the latter. It is easy to confirm this econometrically using a fixed
effect model with a lagged dependent variable and time dummies. Controlling for the
size of the electorate, the elderly population, and GDP per capita, PR has a strong and
statistically significant effect on spending.!®

Yet the entire gap between PR and majoritarian countries today cannot be attrib-
uted to the accumulated effects of the introduction of PR in the 1920s. Instead, the
string of social reforms introduced since the 1920s can sensibly be seen as conditioned
by electoral institutions, with differences being reinforced through international
specialization. On the first point, since risks tend to be concentrated at the middle
and lower end of the income distribution (Cusack, Iversen, and Soskice 2007), and
because PR favors the center-left, we would expect the response to shocks to be more
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pronounced in PR countries. These “shocks” include major upheavals such as the
industrial revolution, the Great Depression, the Second World War, and so on.
Indeed, if we interact PR with a set of decade dummies representing the (unob-
served) exogenous shocks, the results indicate that PR countries respond much
more aggressively to pressures for protection against social risks.2® This pattern is
probably magnified by cross-national differences in the structure of skills since, as
we have argued, PR countries are associated with specific skills production systems
and high demand for insurance. Here the role of specialization also enters the
story because trade allows countries to specialize in production where they have a
comparative advantage, which implies that differences in skills and their associated
institutions of social protection will grow. In this sense we agree with the literature
that assigns an important role to the international economy in explaining social
welfare regimes.

There is one exception to the general pattern, which is highlighted in Fig. 9.7:
France. France adopted PR after the Second World War but changed back in 1958
under the Fifth Republic. The shift to PR was associated with a jump in spending, but
there was no subsequent reversal. To understand this it must be recalled that France
developed along a distinct path where large companies dominated the skill formation
process and where workers became closely tied to their workplace as a result of highly
firm-specific skills. Even though unions were weak and management enjoyed uni-
lateral control over hiring and firing, and even though most governments in France
have been center-right, the middle class appears to expect and demand high levels of
social insurance from the state. Certainly it is hard to explain the large welfare state in
France by the strength of the left.

Wage compression and (post-)Fordism, 1930s to today

There appears to be a long-run U-shaped evolution in wage, or pre-fisc income,
inequality in a majority of OECD countries: First a decline from 1920s until the
middle of the century followed by a sharp increase starting in the 1970s (Atkinson
2003). It also appears that periods of compression have been characterized by smaller
differences in inequality across countries, while periods of greater dispersion have
been marked by greater differences.

Significant changes in dispersion notwithstanding, the cross-national ranking of
countries appears to have been quite stable, at least in the post-war period. The
correlation between pre-tax ds/d1 ratios for the 1970s and 1990s is .97 for nine
countries where data are available (OECD n.d.), and using evidence for pre-tax
income inequality, the correlation between the 1950s and 1990s is .92 for ten coun-
tries. This persistence is notable because the 1980s and 1990s were decades of
dramatic increases in wage inequality in some countries. In other words, while
inequality changes quite dramatically over time the ranking of countries does not.

This conclusion is much harder to corroborate for the pre-war period where
comparable data are scarce. Tax return data have recently become available for top
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incomes in a number of countries (see Piketty 2005; Piketty and Saez 2006) and there
has been considerable volatility in these over time (Scheve and Stasavage 2007). But
top incomes include a large component of capital income and inequality at the lower
end of the income scale appears to be much more stable (Atkinson 2003). As Roine
and Waldenstrom (2008) conclude based on the Swedish tax data:

The income share going to the lower half of the top decile (P9o—P9s5), which consists mainly of
wages, has been remarkably stable over the entire period [between] 1903 and 2004. (367)

Based on this type of evidence we may conjecture that country rankings were also
relatively stable in the pre-war period. Still, we need to account for the U-shaped
change in the wage distribution over time—a change that appears to have occurred
everywhere to some degree. PRT would point to changes in unionization rates and
the level of centralization of bargaining institutions. Certainly these variables are
correlated with wage compression (see Wallerstein 1999; Rueda and Pontusson 2000).
But why did unions become stronger and more centralized in this period?

Our perspective roots union power in co-specific assets. Changes over time, includ-
ing institutional change, are in large measure a reflection of changes in technology. The
notable move towards centralized bargaining and compression of inter-occupational
wages that occurred across OECD countries from the 1950s until the end of the 1970s
must be understood in the context of the spread of Fordist mass production, which
generated strong complementarities between skilled and semi-skilled workers and gave
the latter a level of bargaining power they heretofore had lacked.

Correspondingly, our explanation for the sharp rise in wage inequality in the 1980s
and 1990s is that the complementarities between skilled and unskilled workers were
undone by the widespread application of the microprocessor as well as the segmen-
tation of the occupational structure caused by deindustrialization. Unlike the old
assembly line, low-skilled workers in the new types of production are not strong
complements to skilled workers and therefore cannot easily extract rents from skilled
workers. In relatively fragmented bargaining systems such as the British this has
meant a loss in power of semi-skilled unions with union membership declining as a
consequence. In some northern European countries with highly centralized systems
the changes have caused skilled workers and their employers (especially in the
engineering sector) to break out of the centralized systems (see Iversen 1996; and
Pontusson; and Swenson 1996 for related accounts).

Yet in all the countries where skilled workers and employers had made major
investments in co-specific assets, wage coordination was re-established at the indus-
try or sectoral levels, with a more marginal position for semi-skilled workers. The
central role that unions continue to play in these counties is explained by the fact
that skilled workers are still co-owners of major production assets that are irreplace-
able for employers. This is less true in countries like Britain and the US and has
resulted in a more widespread collapse of union membership. While this collapse
was furthered by partisan attacks on the organizational foundation of unions, as
PRT would point out, such attacks were made possible by the liberal underpinnings
of the economy.
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Finally, it is important to consider the dimensions of distribution and redistribu-
tion together. It is precisely in liberal countries where the decline of unions was most
severe that a majoritarian political system militated against political coalitions that
could compensate for rising inequality though redistribution. By contrast, in coord-
inated economies with PR systems, especially of the social democratic variety, the rise
in labor market inequality was less dramatic and the political system facilitated the
formation of redistributive coalitions that could compensate losers through the
welfare state and active labor market policies.

CO-EVOLVING SYSTEMS: WELFARE STATES,
VARIETIES OF CAPITALISM, AND
PoLiTICAL INSTITUTIONS

In this concluding section, we draw out the central aspects of our approach to
distribution and redistribution and more generally to welfare states and the analysis
of power and institutions. There are points of contact with Power Resource Theory,
but our work is different in its micro analysis, in its understanding of modern welfare
states, and in its historical account of their origins. At a quite fundamental level we
suggest how the power balance between employers and workers, as well as among
workers, cannot be taken as exogenous but instead reflects differences in the level and
type of investments economic agents have made in the economy. Because PRT takes
power as the starting point, it cannot explain why it varies across time and space. This
is true both in the analysis of economic institutions, such as unions and coordinated
wage bargaining, and in the analysis of political institutions, such as strong left
parties and PR. We have to treat these institutions as endogenous to the structure
of production and investments in economic assets. And these differences in turn
depend on economic, welfare, and political institutions, which themselves depend on
earlier patterns of investment, and so on: varieties of capitalism, welfare states, and
political institutions thus co-evolve.

More specifically, the main elements of our approach can be summarized as
follows:

1. Welfare states as skill insurance systems in varieties of capitalism. Most funda-
mentally, in our perspective welfare states are the insurance systems which accom-
pany the different nature of skill formation in different varieties of capitalism.
The institutions of coordinated economies encourage widespread investment in
deep co-specific skills, where the co-specificity covers companies, sectors, and/or
occupations. Hence, such systems require unemployment insurance and pensions
offering high replacement rates as in Scandinavian or Continental welfare states.
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The institutions of liberal economies encourage by contrast widespread investment
in general or mobile skills. Since reinsertion into employment is relatively easy after
separations or to supplement pensions the need for state-provided insurance is low,
and liberal safety-net welfare states are the consequence. This is an argument about
high horizontal mobility between firms and industries; it does not imply that vertical
mobility between income groups is high. In fact, investment in high general educa-
tion, such as college degrees, is an insurance against permanent income loss and
hence poverty. In such a system, there will be little sense of commonality of interests
between the middle class and the poor. This conclusion is reinforced when we look
beyond insurance and consider the welfare state as a system of redistribution,
discussed below in (4).

2. Wage coordination as regulation of co-specific assets. Union centralization and/or
coordinated wage bargaining plays a major role in our argument—as it does in
Power Resources Theory—in determining the equality of the earnings distribution
(D). But for us this derives from the different nature of skills in different varieties of
capitalism. Groups of workers are strong when they can credibly threaten to hold up
employers. This is a consequence not of employment or skills per se—employers can
in principle replace workers with general skills at low cost—but of skills which are
costly to replace and whose withdrawal is costly to the employer in lost production.
Thus co-specific skills cause particular problems for employers; and for employers to
invest in them, they need the assurance that wages will be set outside the company,
whether across the industry or more widely, hence disciplined unions and industry
or economy-wide bargaining. Clearly, this requires solutions to collective action
problems, and in our account such solutions were only possible in countries which
had initially been organized into strong guilds and Stindestaaten (see (6) below).

Workers with co-specific assets also have an insurance need for strong unions and
coordinated wage bargaining. For they need to know that the return on their
investment in co-specific assets is not going to be eroded by employer hold-up or
more generally by changing demand patterns. Hence we see coordinated wage
bargaining and egalitarian distributions as stemming in part from an insurance
need of co-specific asset investment by both employers and workers in coordinated
economies (Estevez-Abe, Iversen, and Soskice 2001; Iversen 2005).2!

In part wage compression also reflects the relative power of workers with different
skills. When skilled and semi-skilled labor are strong complements in production,
even small groups of workers have the capacity to cause serious interruptions in
production. Semi-skilled workers in that situation in effect become co-owners of a
specific asset (specialized machinery), and they gain bargaining power as a conse-
quence. The most prominent example of this logic is the rise of Fordist mass
production, where interruptions anywhere in the assembly line could shut down
the entire production process. Not surprisingly, this is a period with falling wage
dispersion across countries. Conversely, the end of Fordism in the 1980s was associ-
ated with a rise in wage inequality as the complementarities between semi-skilled and
skilled workers unraveled.
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3. Implications for consensus and majoritarian political systems. We also argue that
the type of political system is central to our analysis. Empirically, coordinated market
economies cluster with strong welfare states and consensus political systems; and
liberal market economies cluster with weak welfare states and majoritarian political
systems. This clustering follows directly from our logic of the set of rules and
understandings governing the production and maintenance of skills and their insur-
ance. Whatever that set of rules and understandings, its framework is underwritten
by the political system. Where skills are co-specific assets, multiple actors—business,
labor, and handwork organizations covering many different sectors of the econ-
omy—will only be prepared to invest in them if they are represented directly, as
well as indirectly via political parties, in their political regulation. Hence a consensus
system of political regulation is necessary for co-specific skill formation to be widely
viable. In practical terms this means proportional representation of different parties
in legislative institutions, especially parliamentary committees, which are themselves
closely integrated with a bureaucracy where major interest groups enjoy direct
representation (“corporatism”).

4. The partisan and redistributional consequences of political systems. Proportional
representation has two aspects which the literature has traditionally kept apart: the
consensus (or inclusive) regulatory politics explained in (3) above, and a minimum
winning coalition (or exclusive) politics of redistribution. As explained in the second
section, the politics of redistribution in PR systems favors the center-left, at least in a
simple three party—Left, Center, Right—Ilegislature. If the Center cannot govern by
itself it will prefer a Center-Left coalition to impose high taxes on an excluded Right.

But this makes the precise pattern of coalition partners centrally important for
understanding redistribution in PR systems. And it points to the critical importance
of understanding parties in terms of the economic interests of the groups they
represent, rather than social cleavages. PR permitted a center-left alliance between
social democrats and independent peasants in Scandinavia, allowing substantial
redistribution as well as insurance. By contrast—we suggest tentatively—the linkage
of the economic interests of independent small-holding peasants, parts of the
handwork sector, and small business was behind the success of Christian democracy
in a range of countries, and this enabled center—Christian-democratic alliances with
insurance but less redistribution.

Our analysis also explains why the relation between redistribution and center-left
governments needs to be mediated by electoral systems. With a majoritarian system,
where a center-left party has to credibly commit to a median voter platform,
center-left governments—such as Blair’'s—will imply low redistribution. This is of
course in addition to the fact that majoritarian systems are less likely to produce
center-left governments.

5. Choosing political systems. The type of capitalism determines national political
systems. In our argument embryonic patterns of capitalist industrialization—the
presence or absence of coordinated co-specific investments at different territorial levels,
and whether or not co-specificity linked town and country—pre-date and explain the
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choice of national political systems. Proportional representation (consensus) as
opposed to the retention of majoritarian systems in the early twentieth century was
adopted by countries with coordinated co-specific investment systems as industrial-
ization pushed the centre of gravity of economic networks to the national level from
the local and regional; it reflected the need for national representation as standard
setting increasingly took place at the national level instead of the local and regional.22

In most cases PR was chosen by the center and right (the left not having a full
franchise). Given the redistributional consequences of PR in (4), its choice implied
that the center and right put the positive representational benefits above the redis-
tributive costs. It mattered for this calculation that redistribution simultaneously
serves insurance purposes, which is a precondition for investment in skills that
employers in coordinated systems rely on (see (1) above). In particular, redistributive
policies that reduce the loss of income in the event of adverse shocks to firms or
industries are at the same time forms of income insurance.

6. Origins. The third section explains the origins of the quite different broad
arrangements which start to emerge at the end of the nineteenth century and build
up over the next decades for the structuring of labor markets and skill formation—
on the one hand, the essentially deregulated systems of the liberal economies, and on
the other the more regulated systems permitting workforce cooperation and system-
atic skill formation in the coordinated economies. In the deregulated liberal case,
there is a zero-sum game between fragmented craft unions and hostile employers,
with neither side strongly organized. In the regulated coordinated case, broad
framework agreements gradually emerge between increasingly centralized business
and union organizations.

The observer in the mid-nineteenth century would not necessarily have predicted
these divergences: embryonic unions were everywhere craft unions, and companies
were almost everywhere hostile to them. Why then this ultimately fundamental
divergence? In our view, which draws heavily on Crouch (1993) and Thelen (2004),
both on the union side and on the employer side there were key differences
between the liberal and the coordinated world: in the liberal world the possibility
of sustained collective action did not exist on either side; that reflected the
dominance of a liberal state tradition and the absence of a serious guild tradition.
In addition, consequence of the absence of guilds and of the demise or non-
existence of a widespread independent but collectively organized peasantry, the
labor force available to meet the demands of industrialization was primarily
unskilled. Thus industrializing companies in the liberal economies built their
operations with a bias towards unskilled and semi-skilled labor. The skilled workers
that employers needed were likely to be craft union members. But neither indi-
vidual businesses nor unions could solve the collective action problems needed for
more regulated labor markets and skill formation systems, and neither side had a
strong incentive to do so: hence business strategies towards skills focused either on
developing technologies which minimized the use of skills or on excluding unions
or on minimizing their power within plants.
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By contrast in the economies which became nationally coordinated, collective
action was encouraged by the background traditions of guilds and Stindestaaten
(Crouch 1993), as well as the coordination in decentralized industrial districts.
While late industrialization may be a part of the story (Gerschenkron 1966),
Herrigel’s (1996) work makes it plain that it is only one part. Given that collective
action is possible, both employers and unions have incentives to develop a coord-
inated solution to specific skill formation and workplace cooperation. In addition in
our argument pre-industrial localized traditions of skill formation are important.
This is because an effective guild system implied that industrializing companies
could call on a ready supply of skilled labor, thus having an incentive to focus on
skill-biased production—at least if they could solve the problems of hold up
associated with skilled workers. An effective guild system also removed the incentive
for embryonic unions to attempt to control the supply of skills or to control their
job content (Thelen 2004). Thus both employers and unions had a joint incentive to
exchange skilled workforce cooperation for collective bargaining, and ultimately for
joint engagement in creating a skill formation system fashioned for the needs of
industry.

In relation to the perspective sketched in this chapter, a view which focuses on left
power as the fundamental exogenous determinant of high redistribution and of
egalitarian distribution of income seems inadequate. We have important points in
common with Power Resources Theory, and see PRT as the catalytic intellectual
development behind welfare state analysis. But in our view business and its political
representation is as important as labor in understanding strong welfare states. Note,
though, that this implies that an approach which is largely “employer-centered,”
highly influential though it has been on our thinking, is also incomplete (Swenson,
Mares, Martin). Although Crouch was looking at the origins of different systems of
industrial relations, his broad conclusion in relation to corporatist systems is echoed
by ours: the advanced countries with strong welfare states today are those in which
economies were locally coordinated a century and a half ago; and whose state
tradition was one of functional representation and limited autonomy of government
to different interests.

ACKNOWLEDGEMENTS

A previous version of this chapter was presented at the annual meeting of the
American Political Science Association, Philadelphia, August 31 — September 3,
2006. We would like to thank Sven Beckert, Suzanne Berger, Tom Cusack, Charles
Maier, Peter Gourevitch, Robert Hancke, Jurgen Kocka, Cathie Jo Martin, Kathleen
Thelen, Daniel Ziblatt, and three anonymous reviewers for many helpful comments.
We are particularly grateful to Peter Hall who gave us detailed comments on all parts
of an early version of this chapter.



242 TORBEN IVERSEN & DAVID SOSKICE

NoOTES

. Meltzer and Richard (1981).
. See Bénabou (1996); Perotti (1996); Lindert (1996); Alesina and Glaeser (2004); Moene and

Wallerstein (2001). Milanovic (2000) finds a positive relationship between inequality and
redistribution to the poor in a sample of countries that includes transition economies.
Milanovic uses inequality in household income, not inequality in earnings, which is the
focus of this chapter. Household income inequality is strongly affected by households
without income and therefore says very little about individual labor market inequality.
Besides, Milanovic is explicit that the results do not confirm the Meltzer and Richard’s
median voter model because the median voter turns out not to benefit more from
redistribution in countries with high household inequality.

. The proportionality of the electoral system measure in the last column is a composite

index of two widely used indices of electoral system. One is Lijphart’s measure of the
effective threshold of representation based on national election laws. It indicates the actual
threshold of electoral support that a party must get in order to secure representation. The
other is Gallagher’s measure of the disproportionality between votes and seats, which is an
indication of the extent to which smaller parties are being represented at their full
strength. The data are from Lijphart (1984).

. One (marked by triangles) is Hall and Gingerich’s (2004) measure of non-market

coordination, based on the existence of coordinating institutions in industrial rela-
tions and the corporate governance system. The other (marked by squares) is Hicks
and Kenworthy’s (1998) index of cooperation, which measures the extent to which
interactions between firms, unions, and the state are cooperative as opposed to
adversarial.

. Moene and Wallerstein (2001) derive a positive relation based on an insurance argument.

But though elegant the implication that there is a positive relationship between income
and preferences for spending in the relevant interval around the median voter is in our
view implausible as a general proposition, and it is inconsistent with evidence presented in
Iversen and Soskice (2001).

6. We shall see that this is not the only use of coordinated wage bargaining.
7. At least in recent decades, though see Swenson for the US in the inter-war period.

10.

11.

12.

13.

14.

. The insurance function operates of course in LMEs as well, but with a greater weight of

general skills less insurance is needed.

. We excluded governments that were coded as centrist by the one expert survey (Castles

and Mair 1984) which explicitly identified parties as such.

If M can make a take-it-or-leave it offer, it can enforce M’s ideal point on either L or H.
But this is not the reality of most coalition formation where counter-offers are invariably
both made and considered.

Note that since the LM party is at an electoral disadvantage it has a greater need and
incentive to elect centrist leaders than the MH party. If this holds, the distribution of
wins and losses will be more even, but the political spectrum will be shifted to the
right. The contrast between the centrist Clinton and the rightist G. W. Bush is a case
in point.

Though note too that this weakens the center-right bias in majoritarian systems, since a
left deviation is less frightening for M.

Flanders has been included for the sake of completeness, but linguistic ability testing in
Flemish and internal migration may account for lower than expected performance.

A more detailed analysis of the literacy data is provided in Iversen and Stephens (2008).



ECONOMIC INTERESTS AND POLITICAL REPRESENTATION 243

15.

16.

17.

18.

19.

20.

21.

22.

Some of the literature on corporatism (especially Katzenstein 1985) and PR (especially
Rogowski 1987) also emphasize the importance of economic openness. Yet openness per se
is not particularly strong correlated with the distinctions we make in this chapter.
Austrialia, New Zealand, and Ireland are small countries which developed liberal eco-
nomic institutions and majoritarian political institutions (with some qualifications in the
case of Ireland). Germany and (northern) Italy, on the other hand, are large countries that
developed coordinated capitalism with PR. However, Katzenstein’s argument may be read
to mean that specialization is important for the development of corporatism, and our
argument is entirely consistent with that view. We also believe that the international
economy reinforces the institutional differences we discuss through the mechanism Hall
and Soskice (2001) call “comparative institutional advantage”—namely the process by
which institutions that are complements to particular types of production are reinforced
as countries can specialize through international trade. We return to this issue below, in
“Co-evolving systems: welfare states, varieties of capitalism and political institutions.”
The French welfare state has much in common with this, but its genesis is quite different.
So it is excluded from this group of states.

There are exceptions on land ownership, including East Prussia and the Mezzogiorno, as
well as the Ruhr region in West Prussia.

No work that we know of has taken this route, so we should both caution, and perhaps
encourage, the reader that more historical research is needed to fill out the argument we
are tentatively putting forward.

The estimated parameter for the PR dummy is 1.213 (s.e. =0.539) and for the lagged
dependent variable 0.855 (s.e.=0.062). The result stands in contrast to a recent paper,
Aidt, Dutta, and Loukoianova (2006), which finds no effect of PR on spending in twelve
European countries 1830-1938. But they only have data for central government spending
and without separating out social spending.

The model is

Yie = A Yit—1 + (Ear -Dy) - (1 +Bl ) PRi) +Bz - PR; + E'Yk ’ Xilft +a; + Eit,

where y refers to social spending, D to the time dummies, and 7 indexes countries, f time,
and k a set of control variables (X;,). The model is estimated using non-linear least
squares. The model described in the previous paragraph sets 8, = o.

Reinforcing this is the fact that in coordinated economies, employers and unions have the
capacity to resolve, and share an interest in resolving, the negative externalities of
uncoordinated bargaining on inflation or competitiveness, because otherwise higher
unemployment is needed to stabilize inflation or the real exchange rate.

Herrigel points in Germany to a similar phenomenon structuring federalist institutions

(1996).
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CHAPTER 1O

BUSINESS AND
NEO-CORPORATISM

PHILIPPE C. SCHMITTER

THE advent of neo-corporatism has been a rare occurrence among advanced capit-
alist liberal democracies—and virtually unheard of elsewhere. Of the twenty or so
original members of that club of rich countries, the OECD, only about one-third
have managed to practice it for any length of time, despite the demonstrable benefits
that this mode of interest intermediation has had for many aspects of macroeco-
nomic performance from the end of the Second World War until the end of the 1970s.
The most pervasive reason for this has been the opposition of organized business
interests. Only under exceptional conditions of a “balance of class forces” between
capital and labor has it emerged and persisted at the national level. Periods of war
and its aftermath, socialist or social democratic party hegemony, or incipient revo-
lutionary threat have contributed to creating such a balance, but under more normal
conditions, the representatives of business have refused to enter into such arrange-
ments or repudiated them when they could do so.

Whether defined as a way of organizing interests or of making policy, modern neo-
corporatism may share its conceptual root with earlier, more compulsory, arrange-
ments for managing conflicts between class, sectoral, and professional interests, but
its contemporary emergence and persistence are contingent upon the voluntary
consent of those organizations that participate in it. Under authoritarian auspices,
its existence depended primarily upon the coercive power of state authority and
neither business nor labor had much choice in the matter. Granted that in retrospect,
the interests of the former in Italy under Mussolini, Spain under Franco, Portugal
under Salazar, and Brazil under Vargas prevailed over those of the latter, this
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“functionally benign” outcome was no proof of causal intent or collective consent by
business.

When the isomorphism between the state and societal versions of corporatism was
discovered in the mid-1970s, analysts (such as myself) made three mistakes: (1) they
focused attention exclusively on the national or macro-level of interest conflict
resolution; (2) they privileged the interaction between capital, labor, and the state
(so-called “Tripartism”); and (3) they assumed that such arrangements were stable
since they seemed to be firmly anchored in both the pattern of interest associability
and public policy-making. Now, almost thirty years later, we know that all three of
these assumptions are dubious. Neo-corporatism can be practiced at multiple levels
of aggregation from the micro- to the meso- to the supra-national; it can involve a
much wider set of organized interests in its negotiations; and it can evolve and shift
relatively quickly, especially in response to changes in political context and policy
content. In short, what we thought was a constant turned out to be a variable—and
we seemed to have first caught that variable at the very moment when it went into
decline (Schmitter 1989: Schmitter and Grote 1997).

Right from the start, the concept of corporatism was “essentially contested.”
Apart from the obvious problem of the historical confusion occasioned by using
the same term to refer to state and societal, authoritarian and democratic versions
of it, there was also the initial distinction between its application to a system of
organized interest intermediation and the contrast between it and pluralist systems
(Schmitter 1974, 1981), and its application to a mode of making public policy by
incorporating interest associations within the process and the contrast between this
and “pressure group” arrangements in which they were excluded and acted upon
the process from outside (Lehmbruch 1982, 1984). Once these conceptual confu-
sions were clarified, attention was focused upon the voluntary relationship between
organizational structure and policy-making (Williamson 1985; Cawson 1986). The
prevailing hypothesis was that the two were closely interrelated, even reciprocally
causal. In order to practice concertation in the making and (often) implementing
of policies, the organizations involved had to be officially recognized, monopolis-
tically organized, and hierarchically structured so that they could cover broad,
class-based, constituencies of interest. It was also presumed that this had to occur
at the national level and that once it had been established between interlocutors
representing capital, labor, and the state, it would persist into the foreseeable
future.

As we have already noted above, these assumptions have proven incorrect. The
ensuing thirty years have witnessed significant transformations both in the partici-
pating organizations and in the purposes to which neo-corporatism has been
applied. Needless to say, these have affected the extent to which business interests
have supported or opposed such an arrangement. Right from the start, it demon-
strated some disturbing trends when seen from this perspective: (1) the longer it
persisted, the greater was the tendency for it to expand its purview by incorporating
new substantive issues in order to satisfy working-class demands; (2) the more
binding and extensive its policy scope, the greater was the tendency toward an
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equalization of income across skill levels, economic sectors, and territorial units;
(3) the wider the scope of issues subject to interorganizational concertation, the more
rigid became the conditions determining the labor contract, especially during down-
turns in the business cycle; (4) the longer neo-corporatist bargaining continued, the
greater increased the influence that business associations could potentially exert over
their member firms; and (5) the more important and encompassing the role of peak
associations of business, the greater the likelihood became that large firms would
have to defer to the interests of small and medium size ones. None of these trends
were particularly welcomed by business—especially by its most prominent units, but
as long as this mode of intermediation produced greater social peace, more stable
exchange rates, predictable wage agreements below productivity increases and,
therefore, enhanced competitive advantage, they could be ignored or tolerated as
the unavoidable side effects of a “second best” solution.

The acceleration of globalization after the 1980s changed that situation (Gobeyn
1993; Walsh 1995). Countries that liberalized trade and, especially, financial flows,
imposed strict monetary discipline, privatized public enterprises, and deregulated
product and service markets seemed to perform better—and the flood of cheap
consumer goods from China and elsewhere made the contention of wage costs in
order to lower inflation rates a much less salient macroeconomic objective. The result
of neo-corporatist negotiations (where they persisted) seemed to impose excessively
rigid constraints on labor practices that interfered with the exciting prospects offered
by new “globalized” markets for products and services. Pluralist bargaining with its
shifting variety of less well-organized actors (and, often, operating at the level of
firms or even individuals) looked much more appealing. Greater “flexibility”
increasingly became the declared objective of business interests and neo-liberal
economic theorists (backed by newly elected conservative politicians such as Mar-
garet Thatcher) identified “corporatism” as the arch-enemy to attaining it. The
business-oriented press made it single-handedly responsible for what was perceived
as the inexorable decline of Europe vis-a-vis the United States (Wolf 2007).

Despite this much less favorable context, neo-corporatism did not completely
disappear from the practice of European interest politics after the 1970s (Kenworthy
2003; Visser 2009). In a few countries, e.g. Austria, Finland, and Norway, it survived
at the macro-level but only by shifting a good deal of bargaining to the meso-level
of economic sectors and even by permitting micro-level arrangements at the level of
individual firms (Traxler 1995; Crouch 2005). It also required increasingly direct
intervention by state authorities, either to reach agreements or to ensure
their implementation (Traxler, Blaschke, and Kittel 2001). The most frequent and
persistent form of neo-corporatism in Europe came to rest on so-called “pattern
bargaining” whereby organizations representing one industrial sector (usually
metalworking) reached an agreement on wages and other issues and this was then
generalized from sector to sector to cover almost the entire economy—without any
need for a formal national accord. Germany, Greece, and Switzerland have long had
such a system; Denmark and Sweden moved in that direction during the 1980s and
1990s. Spain and Portugal practiced it more erratically, reflecting no doubt broader
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political calculations stemming from their recent democratization (Royo 2002).
In one case, Ireland, macro-corporatism made its first appearance during this
period (Hardiman 2002) and in the Netherlands it re-emerged after an absence
of over twenty years, but soon shifted downward to the meso-level (Visser and
Hemerijck 1997). Many advanced capitalist economies have proven immune to the
corporatist temptation, much to the delight of neo-liberal economists who per-
sisted in asserting their belief in the superior performance of pluralist systems or,
even better, in systems where no collective bargaining at all took place. Australia,
Canada, New Zealand, the United Kingdom, and the United States are prominent
examples, although the first experienced brief bouts of national social pacting in
the 1980s. France’s system of bargaining was consistently pluralist during this
period, but only due to a heavy dose of direct state intervention in the process.
Italy stands out as the most extreme example of a national economy that tried
almost every conceivable variety of interest intermediation—from coordinated
national pact-making to completely uncoordinated sectoral agreements—without
institutionalizing any one of them.

In a previous article, Jirgen Grote and I argued that the practice of neo-
corporatism had been following a cyclical pattern since the last third of the
nineteenth century with roughly twenty to twenty-five years between its peaks
and troughs—although we were not able to come up with a convincing hypothesis
to explain this periodicity (Schmitter and Grote 1997). In most cases, the inversion
of trend was triggered by the resistance or outright defection of capitalists, but why
this should be the case remains a mystery (at least, to me). One might consider
invoking the impact of so-called Kondratiev Waves with their fifty-year cycles, but
their very existence is controversial and their causality with regard to the behavior
of capitalists is even more mysterious.

Now, in retrospect, one is entitled to question whether one can legitimately use
neo-corporatism to cover such a lengthy period and such a diversity of practices. In
other words, how far and in how many directions can one stretch a concept before it
snaps? Granted that neo-corporatism always was a “radial” concept that sheltered
many sub-types and covered a wide range of activities, but are there not limits to its
utility?

Consider the following major changes that have transformed many, if not most
contemporary neo-corporatist arrangements:

1. Change in Identity of Actors. The initial specifications assumed that the key
participants were representatives of capital and labor with some occasional and
usually unobtrusive intervention by the state. With the introduction of organ-
izations representing other interests such as the environment, women, con-
sumers, youth, patients e cosi via, can it be the same?

2. Change in the Organization of Actors. The participants were supposed to be
monopolistic, hierarchically structured, broadly comprehensive and officially
recognized organizations; whereas, many of the more recent ones are pluralistic,
autonomous, fragmented, and informally tolerated ones.
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3. Change in Substantive Policy Content. Incomes policy or wage contention
under inflationary pressure generated by full employment used to provide
the core concern; whereas these are no longer so significant and the agenda
has shifted to other issues, some of which have only a marginal relationship to
class conflict.

4. Change in Level of Decision-Making. Setting rules and standards for the entire
national economy was supposed to be the normal practice. This has been
largely replaced by the increased resort to more specialized forums operating
at the meso-level of economic sectors or sub-national regions.

5. Change in the Capacity of Actors. It was assumed that the organizations
entering into neo-corporatist negotiations were capable of subsequently gover-
ning the behavior and, therefore, delivering the compliance of their respective
members. How can that be the case with interest organizations and social
movements that manifestly lack such a capacity and that, at best, can only try
to convince their members to conform to the policies that they have agreed
upon?

6. Change in Decision-Making Rules. Previously, most decisions in these arrange-
ments were supposedly to be produced by the consensus of all participants
and their implementation dependent upon the organizations’ delivering the
compliance of their members. What difference does it make when some
participants refuse to sign the agreement (but do nothing to defeat it) and/or
when state agencies are called upon to ensure eventual compliance by coercive
means?

If “it” is no longer exclusively negotiated between organizations representing
business and workers, if “it” is no longer about incomes policy and containing
inflation, if “it” no longer involves encompassing and self-enforcing agreements at
the national level, is “it” still “it”? Or, are we in the presence of something new that
deserves a substantively different label? There has been no shortage of scholars who
have proposed to replace it with such things as “social pacts or accords,” “governance
arrangements,” “associational orders,” or (my favorite) “systems of political
exchange integrated within policy networks” (Molina and Rhodes 2002). I have
chosen to put “neo-corporatism” in the title of this chapter and will continue to
use it to the very end, but the reader is forewarned that this may be an anachronism.

Certainly the most challenging of these recent transformations involve Items 1 and
2, i.e. changes in the identity and the organizational structures of the actors involved.
Since the 1980s, neo-corporatist bargaining has been taking place without the
presumed covariance between organizational structures that were hierarchical, mon-
opolistic and broadly encompassing and policy-making structures that involved
officially sanctioned but nonetheless private actors in producing a variety of “social
pacts” (Fajertag and Pochet 1997; Rhodes 1998; Hassel 2003). This unanticipated
disjuncture had two effects: (1) It opened up the possibility for neo-corporatism in
countries whose structures of organized interest previously seemed inappropriate
(viz. Italy, Spain, Portugal, and Ireland); and (2) it opened up the possibility for
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concerted policy-making in issue arenas that are dominated by pluralist interest
associations—even very weak and dispersed ones (viz. consumer protection, envir-
onmental standards, health insurance, and public safety). Ergo, the sites and in-
stances of policy concertation over the past thirty years—including those involving
capital and labor—have probably not declined in number (but they may have
become much less binding in nature and more specialized in content). And they
have even increased to cover new policy issues (where actors may be quite differently
organized, if barely organized at all).

The following hypotheses might help to explain this puzzling disjuncture between
organizational structure and decision-making process that was so central to initial
speculation about neo-corporatism:

1. Associations representing the interests of business and workers have become
increasingly “divorced” or, at least, “dissociated” from their respective
“friendly” political parties, along with considerable convergence in the
appeals and programs of these parties which has resulted in an abandonment
of the commitment to full employment by Leftist or Social-Democratic
parties.

2. Globalization has had a disruptive impact upon the “balance of class
forces” between Capital and Labor and this has inhibited both the need
for and the willingness of the former to engage in mutually concerted
policy-making.

3. The ideological hegemony of “neo-liberalism” and the (alleged) greater success
of “Liberal Market Economies” have provoked a process of convergence among
“Coordinated Market Economies” where neo-corporatist practices were most
firmly entrenched and this—along with the prescriptions of international
financial and trade organizations (IMF, IBRD, WTO, etc.)—has discredited
these practices, as well as the Keynesian paradigm that had previously justified
the need for them.

4. European integration and its imposition of an additional layer of policy-making
upon its member states has contributed to “embedding” liberal economic policies
at the supra-national level and this was extended even further by European
Monetary Unification and the autonomous powers arrogated to the European
Central Bank.

5. The decline in working-class collective identity and in the distinctively “soli-
daristic” demands that this implies is due to individuation in the nature of
workplace—combined with the growth of service sector employment where
class relations are more fragmented and ambiguous.

6. The rise in the relative importance of public employment has given its repre-
sentatives a privileged status within a generally shrinking trade union move-
ment at the expense of manual working-class organizations that were more
inclined to favor concertation arrangements.

7. Contemporary liberal democracies have witnessed the emergence of new lines
of political cleavage around issues that cut across and, hence, divide the
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previously overriding cleavage between Capital and Labor, e.g. environmental,
gender equality, gay rights, e cosi via.

8. Political militants, especially youths, have shifted in their effort and attention
from “orthodox” channels of partisan and associational representation to
social movements—many of which have no stable organizational connection
with either parties or interest associations.

9. Countries have to engage in greater competition with each other in order to
attract foreign direct investment and this has undermined the rights of workers
to collective representation and their potential for disrupting production
which in turn has led to a decline in the power of trade unions and the
attractiveness for capitalists of compromising with them.

10. Trade liberalization on a global scale—especially when extended to China and
other low wage countries—has diminished inflationary pressures, even under
conditions of full employment, and this makes containing wage pressures a
much less salient issue than in the past for neo-corporatism.

11. An ageing population has meant that more and more trade union members
are retired and, hence, less concerned with pressing current demands for
wages and working conditions than with protecting future welfare benefits,
and that lies more in the domain of state policy-making than that of social
concertation.

12. The trend toward increasing the political independence of national central
banks and, especially, the European Central Bank has deprived policy con-
certation of one of its most flexible mechanisms, i.e. the ability to make side-
payments in social and/or fiscal policy in exchange for wage and working
condition concessions.

13. The shift in substantive content from moderating wage demands and lowering
inflation to improving international competitiveness by lowering non-wage
costs and containing welfare spending has also detracted from the appeal of
“orthodox” concertation arrangements.

Whatever the validity of each of these hypotheses, there is not a single one of them
that is not welcome from the perspective of business interests and the associations
that defend them. Together, they make a massive presumptive case against the
perpetuation of neo-corporatism—unless, of course, it changes its practices beyond
recognition with the original version.

And yet, e pur si mouve! Neo-corporatism has not completely disappeared from
the policy process, even as practiced between consenting adults representing capital
and labor at the macro-level of aggregation in Europe. According to a recent
systematic survey by Lucio Baccaro (2007), it has actually been on the increase
since 1975. Seen from the perspective of advocacy, ten of the fifteen EU + Norway
governments called for it in 1975 and fourteen were doing so by 2000 (although the
number fell back to eleven by 2003). Seen from the perspective of actual practice, eight
were using some version of it for purposes of negotiating either salaries or welfare
issues in 1975 and eleven were doing so by 2000 (again, with a subsequent decline to
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nine by 2003). Presumably, every time it was practiced, organized capital was a
voluntary participant, since no one has invented a way to apply it without its consent.
Australia tried to do so in the early 1980s, but this collapsed rather quickly. Inversely,
Japan has been quietly, protractedly, and more-or-less effectively been accomplishing
this without the participation of labor.

Why this should be the case when there are so many good reasons why organized
business interests should have definitively rejected neo-corporatism in any form and
at any level is puzzling. “Path dependence” is currently the most fashionable explan-
ation for the persistence of such apparently irrational or improbable outcomes.
Actors persist in their practices simply out of habit or because the short-term costs
of changing them outweigh the longer term benefits. It seems unlikely, however, that
unsentimental marginalist calculators like business executives would remain in such
constraining arrangements unless they generated demonstrable and immediate com-
parative advantage over their more pluralist competitors. As noted above, neo-
corporatism at the national level after the Second World War until the late 1970s
was associated with key aspects of economic performance in the advanced capitalist
democracies of the OECD: greater ruliness of the citizenry, lower strike rates, more
balanced budgets, high fiscal effectiveness, lower rates of inflation, less unemploy-
ment, less income inequality, less instability at the level of political elites, and less of a
tendency to exploit the “political business cycle’—all of which suggested that
countries scoring high on this property were more governable and, hence, attractive
in terms of long-term investment in material goods and human capital (Schmitter
1981). Econometricians such as Calmfors and Driffill (1988) even concluded that
countries with “corporatist bargaining structures” were as capable of economic
success as those following more orthodox neo-liberal and pluralist practices.

Largely on the strength of that endorsement, a substantial literature on “varieties
of capitalism” emerged in which well-entrenched neo-corporatist bargaining was
considered an integral part of a set of institutions labeled as composing “coordinated
market economies” by Hall and Soskice (2001) that performed comparatively as well
as their polar opposite, “liberal market economies.” The defining characteristics of
each variety of capitalism have tended to vary from author to author, but have
included such other institutions as corporate governance, equity markets, regulatory
mechanisms, and even vocational training systems. This approach tends to deny any
particular salience or significance to the system of interest intermediation. Moreover,
it comes accompanied with the hypothesis that whether it is pluralist or corporatist,
its contribution to performance depends on its “complementarity” with the other
institutions. “Hybrid” varieties that combined neo-corporatist bargaining with the
wrong type of corporate governance arrangements are presumed to be less successful.

Subsequent econometric studies with more recent data have called into question
some of the “benevolent” findings regarding the impact of neo-corporatism alone
(Crepaz 1993; Traxler 2000), even in the its heartland of small European social
democracies (Woldendorp 1997). No one has ever been able to show that neo-
corporatist systems have been correlated with persistently higher rates of economic
growth. In the turbulent times at the end of the 1990s and the beginning of this
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century, as we have noted above, policy concertation between social classes, sectors,
and professions shifted away from the contention of wage costs and reduction in
inflationary pressures toward such matters as improving productivity, encouraging
worker flexibility, and reforming welfare systems. At least one major study has
concluded that its impact has been disappointing in these policy arenas—unless
backed up with the coercive intervention of state authority (Brandl and Traxler
2005). The previous assumption that such agreements between business and labor
could be voluntarily enforced by the private contracting “social partners” was shown
to be much more dubious under the new conditions of enhanced global competition.

With the dramatic crash of late 2008, the conditions that have previously pro-
moted or impeded neo-corporatism, tripartism, policy concertation, social pacting,
systems of political exchange, or whatever it should be called, have radically altered.
After years of decline in the balance of forces between capital and labor in favor of the
former, the terms of encounter are no longer the same. The ideological hegemony of
business interests has been seriously undermined by the collapsed credibility of neo-
liberalism, as well as by the revelations of fraud and misconduct by financial interests.
Materially speaking, many enterprises have been devastated in their balance sheets
and recovery to profitability—especially in those that depend heavily on the export
of high-quality products—will require the willful cooperation of a skilled (and still
unionized) labor force. If recovery of demand comes relatively soon and order books
for investment goods fill quickly, then, regular negotiations between employers’
associations and trade unions are likely to follow in many European countries,
although admittedly, given previous trends, this could be satisfied at the meso-level
of industrial sectors or even, in those cases where unions have been especially
weakened, at the micro-level of individual enterprises. “Classical” macro-corporatist
agreements covering the entire economy would not have much to offer—and it is
difficult to imagine a scenario under which rejuvenated labor confederations coupled
with triumphant Social Democratic political parties would be in a position to impose
them. It is even dubious that they would have a joint interest in doing so.

The initial reaction by state authorities to the present crisis—even in governments
dominated by conservative parties—demonstrates that they are not just disposed but
anxious to intervene (previous ideological protestations to the contrary, notwith-
standing). So far, their emergency measures have involved distributing massive
welfare to capitalists and no concertation with labor at any visible level. On the
one hand, there has simply not been sufficient time for tripartite negotiations, but on
the other it is by no means clear what solutions such negotiations would presently be
capable of reaching and delivering. The organizations for collective action by both
capital and labor have been weakened by internal divisions and virtually all consult-
ation has been directly (and clandestinely) between public monetary and budgetary
authorities and large private firms. However, this unprecedented level of subsidiza-
tion of the very enterprises whose decisions produced the present crisis has already
begun to generate a popular backlash. It is not difficult to imagine a scenario in
which governments—of whatever partisan composition—would eventually seek to
divert this criticism by creating various forums for “social partnership” rather than to
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have it spill over into the much less predictable arenas of partisan competition and
legislative process. This combination of factors could well lead to yet another revival
of neo-corporatism, probably at the sectoral level and especially in small, relatively
homogeneous and internationally vulnerable European countries. For those coun-
tries with larger, more heterogeneous and externally sheltered economies that have
had no (or only unsuccessful) experience with such arrangements—and whose
structures of organized interests tend to be much less centralized, monopolistic,
and comprehensive—this prospect is much less likely.

Finally, the worst case scenario should not be excluded. Momentary recession could
turn into protracted depression with mass unemployment reaching levels attained in
the 1930s and aggregate output taking more than a decade to recover. This was
precisely the context in which the initial experiments with macro-corporatist
bargaining emerged voluntarily in Denmark, Norway, Switzerland, and Sweden, but
one should not forget that it was also the context in which state corporatist structures
were imposed on the entire system of interest intermediation by authoritarian
regimes in Italy, Portugal, Spain, and most of Central Europe—not to mention in
National Socialist Germany and its conquered states of Belgium, France, and the
Netherlands.
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THE GENERAL PICTURE

WRITING in 1964, Peter Drucker famously described big business as a leading, if not
the leading, institution of American society. Drucker was writing at the end of a
golden age for US business, when arguably its position in US society was so strong
that it did not need to mobilize vigorously to protect its political interests. Opinion
polls reported great public confidence in major corporations and their leaders. Public
interest groups were more or less absent from the Washington scene and the book
that many credit for reviving environmentalism, Rachel Carson’s Silent Spring, had
only just been published. Political scientists reported that business representation in
Washington was unimpressive, perhaps because not much political effort had been
needed (Bauer, Pool, and Dexter 1963). In the years that followed, American business
experienced greater criticism and a sharp fall in public confidence. Business was less
able to take its position in American society for granted (Wilson 1981; Vogel 1989). Its
political representation increased in quantity and quality in the 1980s and 1990s
though, to the point that there was little doubt forty years later that Drucker’s
comment still applied to politics. However, in the wake of the financial and related
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crises of 2008, it appears that businesses’ efforts in Washington now will be geared
not toward retaining their prominence but, in many ways, toward ensuring their very
survival.

At least numerically, business has towered over the American interest group
scene in recent decades. Businesses employ a high proportion of all the lobbyists in
Washington, DC, and provide a high proportion of the campaign contributions
made by organized interests. Based on a survey they conducted in the early 1980s,
Schlozman and Tierney (1986) concluded that business accounted for nearly three-
quarters (72 per cent) of all organizations represented in Washington. As Baum-
gartner and Leech (1998) summarize, later studies have confirmed this numerical
dominance of the Washington interest group scene by businesses. In a later work
Baumgartner and Leech (2001) found that businesses accounted for 56 per cent of
all of the spending on lobbying, and the Center for Responsive Politics (2003)
reported that by 2000, businesses were spending $1.3 billion to lobby Congress,
fifteen times the total spending of single-interest groups and forty-eight times the
spending of labor groups. Indeed, the number of business representatives in
Washington has been increasing at a fairly rapid rate. Heinz et al. (1993) found
that individual businesses have become more directly involved in DC since the
1970s, supplementing their traditional representation through peak and industry
associations by hiring their own representatives and opening their own offices. The
number of corporations represented increased from 2,500 in 1981 to about 4,000 in
2001, and the number of trade associations represented in DC also increased, from
900 to 1,200 over the same period.

Businesses thus comprise a large proportion of the total interest group system.
This is not necessarily to argue that businesses dominate the interest group system,
let alone the political system as a whole; there are certainly sources of power and
influence other than lobbying and campaign contributions. It is to say nevertheless,
that business is by far the largest component of the interest group system and the DC
policy community.

Several broad generalizations about the nature of business representation in
Washington would command general agreement. First, business representation is
organizationally fragmented and competitive (Berry 1997). In contrast to the
situation in countries such as Japan, Sweden, Germany, or even the UK, there is
no one body or small set of bodies that can plausibly claim to be the authoritative
voice of business. The organization that comes the closest, the Chamber of Com-
merce, is generally identified with small business while the National Association of
Manufacturers (NAM), as its title suggests, represents only part of business. The
Business Roundtable represents very large firms, and the National Federation of
Independent Business (NFIB) competes with the Chamber to be the voice of small
business.

Second, there is no hierarchical relationship between business organizations. Peak
associations such as the NAM or the Chamber of Commerce do not have authority
over trade associations representing specific industries. With very few exceptions—
most notably the American Chemistry Council (Prakash 2000)—trade associations
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have no authority to oversee, regulate, or commit individual corporations. The
sovereign unit in American business is the firm. Peak and trade associations are
organizations that exist in a competitive environment and seek to recruit corpor-
ations as members by offering them services, a pattern of behavior akin to that of
most interest groups (see, e.g., Olson 1965). The contrast with neo-corporatist
business organizations described elsewhere in this volume is stark.

Third, peak and trade organizations are not the only source of business represen-
tation in Washington. Large corporations increasingly have their own “in-house”
lobbyists in a governmental affairs unit; although, this trend varies by industry and
firm size, there was a marked increase between 1991 and 2001 across industries in the
emphasis firms placed upon hiring in-house lobbyists (Brady et al. 2007). Corpor-
ations may supplement or replace these lobbyists with outside representatives they
hire. Traditionally outside representation came from expensive, prestigious, and
politically well-connected law firms such as Arnold and Porter. In recent decades a
vigorous profession of contract lobbying has developed, leading to the creation of
firms such as the Livingstone Group or Capitol Associates. These firms are often
created and led by former legislators or congressional staffers and aim to have both
Democratic and Republican partners (Salisbury 1986; Solomon 1987). A similar
pattern of bipartisanship can be seen within the Congress: current legislators often
work to advance or defend business interests even when it might seem inconsistent
with their ideology to do so. For example, liberal Democrats often work to secure
defense contracts for corporations located in their district or state.

Fourth, business groups are often part of short-lived coalitions that can link
businesses with other types of organizations or pit one group of businesses against
another (Hula 1999). Tax legislation, in particular, has a high potential to set one group
of businesses against another (Martin 1991). For example, capital-intensive firms are
likely to want different tax allowances to those that are labor intensive. Research
dependent businesses (such as pharmaceuticals) are also likely to have distinct inter-
ests and goals.

WHAT WE Do—AND DoN’T—KNOW ABOUT
WHAT BUSINESS DOES IN WASHINGTON

The trade-off in producing a summary of businesses’ activities in DC that commands
general acceptance is that it provides us few details about what businesses actually do
in practice. Investigating deeper still allows us to make more specific claims about
what businesses do, but it also exposes the methodological difficulties and the limits
of this research.

First, as we have seen, businesses lobby. Although most lobbying studies are
focused on lobbyists in general and not on business lobbyists in particular, the fact
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that business lobbyists are such a high proportion of the total number of lobbyists
makes it likely that findings of these studies will indeed apply to business. Contrary
to the shock journalism view of lobbying (see, e.g., Birnbaum and Murray 1987),
most political scientists tend to see it as an aid to better policy-making. Business
lobbyists, in particular, may be able to provide information and technical guidance
that other interests (Bauer, Pool, and Dexter 1963; Heinz et al. 1993) or the political
parties (Hansen 1991) may not be able to share. This information may, in short, be a
“subsidy” that interest groups provide to legislators (Hall and Deardorff 2006).

The traditional picture of lobbyists suggested that they talk only to their allies and
argued that they go through a range of contacts, starting by meeting with legislators
to gauge their attitude towards the interest group and proceeding later on to
delivering their message to those that are receptive to it (Milbrath 1963). When
Milbrath wrote, there would have been general agreement that the old adage that
“Congress at work is Congress in committees” was correct, enabling lobbyists to
focus on a limited number of legislators in any policy area. Although the statement
would not be accepted today at face value, the committee and subcommittee stages
remain the best time for lobbyists to influence legislation before it comes up for a
vote on the floor. Hojnacki and Kimball (1998) explored how lobbyists strategize
about handling committee members. They found that the initial focus is on allies,
particularly those in leadership positions on committees, but that if time and
resources permit (highly likely for corporations), they extend their lobbying to
legislators whose attitude toward the interest is more ambiguous. This suggests
some change from the findings of political scientists that in the pre-reform Congress
of the early 1960s successful lobbying was based on a close long-term relationship of
trust with legislators (Bauer, Pool, and Dexter 1963; Milbrath 1963). This is not to say
that lobbyists do not still focus their greatest efforts on legislators already predis-
posed to support them (Wright 1996). After all, this strategy is not irrational: even
good allies may need to be mobilized and may be unaware of the implications of a bill
for the business or other interest that they support, and once mobilized, allies might
still need evidence and arguments to use that business lobbyists can supply.

Tighter lobby registration rules and requirements for reports have allowed polit-
ical scientists in recent years to study the activities of lobbyists more systematically
through the creation and use of large data sets. Recent studies do not dispute the
importance of the relationship between lobbyists and legislators, even if their
findings with regard to the effects of lobbying remain ambiguous (see, e.g., Ansola-
behere, de Figueiredo, and Snyder 2003). However, others suggest that traditional
tactics should be supplemented with an integrated political strategy that involves
trying to influence public opinion, the media, and a legislator’s constituents, par-
ticularly those who may be active in his or her campaigns (Kollman 1998; Goldstein
1999). Lobbying “inside the Beltway” (that is, within Washington, DC) is now often
supplemented by campaigns outside the Beltway. This trend in lobbying strategy is of
course fully consistent with broader trends in the American political system such as
the shift towards “the permanent campaign” as a mode of governing (Ornstein and
Mann 2000) and the importance of the strategy of “going public” to presidents
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(Kernell 1986). Smith (2000) emphasizes the importance of public opinion to
business success in Washington; even a strong effort by business as a whole in
Washington, DC, will fail if business does not also succeed in winning over public
opinion.

It is generally assumed that most lobbying is focused on Congress, and nearly all
large-scale studies of DC lobbying focus more or less exclusively on interest group
lobbying of Congress. However, interest groups also target the executive branch.
Aberbach and Rockman (2000) report that high proportions of both political
appointees and the most senior civil servants who report to them have weekly or
more contact with interest groups; indeed for the civil servants this frequency of
contact was higher than with any part of the government itself, including the White
House and their own department head (116). This relatively open access for lobbyists
to the executive does not carry over to the Executive Office of the President (EOP)
itself though; for as Peterson (1992) reports, less than 10 per cent of DC lobbyists
claim frequent and cooperative contact with any part of the EOP.

Second, businesses give money. Due to the comparatively high cost of American
political campaigns, money would appear to be one of the greatest advantages that
business has in politics, and its opponents have consistently tried to limit the amount
that each interest group and individual can contribute. Equally often, money, like
water moving downbhill, has found alternative routes into politics as regulations or
barriers have been erected. Following revelations about illegal corporate gifts to
campaigns in the Watergate hearings, the 1974 Federal Elections Campaign Finance
Act specified that corporations could make donations to campaigns only from
Political Action Committees (PACs) that were separated from the corporation’s
basic structure and received their money as contributions from stockholders, execu-
tives, or, on a restricted basis, appeals to employees in general. It was easy to imagine
how money could be routed to the PAC through contributions from ambitious and
cooperative executives whose salaries could be increased to facilitate their ability to
contribute.

Indeed, business appeared to have a strong hand in this environment. Wright’s
(1996) analysis of Federal Election Commission (FEC) data from 1992 shows that
approximately 41 per cent of PACs were corporate sponsored and that these PACs
were responsible for over 31 per cent of all donations from PACs, and Franz’s (2005)
longer-term study (1983—2002) of the same data shows that corporate PACs (not
including trade associations) made up 31 per cent of all PACs and 41 per cent of active
PACs (those actually making donations).

But one limit on business’s influence is the limit on the amount PACs could
contribute to a campaign—$5,000. This is a small proportion of the cost of a serious
campaign for a House or Senate seat. During the 1990s, however, limits on PAC
contributions were rendered almost inconsequential by a rapid increase in the
practice of making large payments (“soft money”) from the general funds of cor-
porations to political parties, allegedly for “party building” activities. This was an
exemption specifically allowed by FEC interpretations of the 1974 law in order to
bolster what were then seen as declining party organizations, but it was easily abused.
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Party building funds could easily be redirected into campaigns to support specific
candidates. This practice was ended by the McCain—Feingold Act, which also raised
the amount that individuals can contribute to campaigns from $1,000 to $2,500.
Lobbyists now increasingly collect checks for this amount from individuals within
corporations and “bundle” them into a significant contribution. After all, $2,500
from each of twenty executives creates a gift ($50,000) that dwarfs the amount a PAC
can contribute. Money can also be contributed to so-called 527s, advocacy organiza-
tions that, except within a month of an election, can campaign freely for a candidate
as long as they operate independently of the candidate’s own campaign. In McConnell
v FEC (2002, 540 US 93), the Supreme Court upheld the constitutionality of limiting
advertisements by such groups close to an election that explicitly supported (or
opposed) a candidate. However, the Supreme Court in FEC v Wisconsin Right to Life
(2007, 551 US 449) struck down McCain—Feingold’s attempts to limit issue advert-
isements by 527s within sixty days of the election, even though the issue advertise-
ments might have well an impact on its outcome.

In spite of the limited role that PACs have played in campaign finance, great
controversy has raged about the impact of PACs in general and business PACs in
particular. Do PACs buy votes in Washington? If not, why do they give money? On
the principle that people—and certainly corporations—do not spend money for no
reason, it would seem obvious that PAC contributions are given for a purpose.
However, studies have generally failed to find evidence that PACs buy votes (Wright
1996). In the words of Richard Smith, “the real story, as pieced together from dozens
of scholarly studies, seems to be that interest group contributions have far less
influence than is commonly thought” (1995: 91). Smith analyzes carefully eight
quantitative studies of the impact of campaign contributions and finds that they
generate very conflicting and modest conclusions. Baumgartner and Leech (1998)
have a very similar impression of the results of quantitative studies, and Sorauf (1992)
is dismissive of the easy assumption so often made by journalists and activists that
campaign contributions purchase Congressional votes.

Legislators’ ideological predispositions, party pressures, electoral considerations,
and ambition may all be more important (Kingdon 1989). Legislators may have more
important reasons to vote for or against a bill than a contribution of $5,000.
However, it should be noted that there is no definitive proof of the negative—that
campaign contributions have no impact. As both Baumgartner and Leech (1998) and
Smith (1995) note, it may well be that campaign contributions are more likely to have
an impact under some conditions than under others. The most favorable circum-
stances for influence include situations common to issues affecting business: tech-
nical complexity, lack of awareness by the general public about the issue involved,
lack of strong views on the part of the legislator, and the absence of an opposing
interest group.

Supposing, however, that the general conclusion that campaign contributions do not
buy votes in Congress is correct, why do corporations—and other interest groups—
bother to give them? Ansolabehere, Snyder, and Tripathi (2002) and Hansen and
Mitchell (2000) note the close relationship between making campaign contributions
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and engaging in lobbying; as Ansolabehere et al. (2002) note, 86 per cent of PAC
expenditures are made by interest groups that lobby in Washington. This seems
consistent with the often-made argument that PAC contributions are made to improve
the opportunities for access (Hall and Wayman 1990). Indeed, interest group officials
often complain privately that politicians are assiduous in demanding PAC contribu-
tions and, when they were allowed, “soft money” donations, in effect, “shaking down”
and imposing an “access tax” on lobbyists (Sitkoff 2003).

This helps to explain one of the more distinctive features of business PACs. Unlike
the PACs of both “cause” groups and labor unions, as Herrnson (2007) notes,
business PACs give money to both Republicans and Democrats. Much to the dismay
of Republicans, corporations have always given a significant amount to liberal and
moderate Democrats, not just to conservatives (Wilson 1981). Why? The most
plausible explanation is that corporations behave pragmatically even if they have a
conservative soul (Romer and Snyder 1994). If Democrats are in powerful positions,
then corporations will buy access to them. Once the Republicans had gained control
of Congress after the 1994 midterm elections, corporations were free to concentrate
their giving more on Republicans, probably as they would always have preferred. For
their part, Republican leaders such as Tom DeLay tried to impose partisan discipline
on corporations. In the “K Street Project,” (named after the Washington, DC, street
on which many corporations and lobbyists have their offices) DeLay told corpor-
ations that if they wished to have influence in the new Republican Congresses, they
must give only to Republicans, hire Republicans as their lobbyists, and support
Republican policy goals. Those who live by the sword die by it also; the logic of the
K Street Project suggests that after the Democrats gained control of Congress in 2006,
the appropriate strategy for corporations would be to shift all their support to them
and away from Republicans. There are indications that this may be happening. The
New York Times reported on October 29, 2007, that contributions to Democrats by
the health industries—including pharmaceutical corporations—were heavily out-
running contributions to Republicans. The explanation apparently was that because
the Democratic candidates for president (Clinton, Obama, etc.) were proposing
major healthcare reforms, healthcare businesses felt the need to make contributions
that would provide access to them and therefore the opportunity to influence their
thinking.

Third, business is not reluctant to go to court to get its way. Interest group use of
the courts is well-known, and there is good evidence that the more amicus curiae
briefs that groups file, the higher the probability the Supreme Court will accept a
particular case (Caldeira and Wright 1988). Most of the discussion on interest group
use of the courts is linked to dramatic issues of individual rights—abortion, gay
rights, affirmative action—but businesses are heavier users of the courts. Federal
administrative law (the Administrative Procedures Act and statutes governing indi-
vidual regulatory agencies) provides that regulations issued by federal agencies can
be challenged in federal appeals courts not only on the grounds that they misapply
the statute under which they were made but also on the grounds that the evidence
used to justify their adoption was inadequate. Such cases generally go straight to the
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federal appeals courts, particularly to the DC Circuit Court of Appeals, which
Congress has mandated should hear cases from many agencies. Some 40 per cent
of the workload of DC Circuit Court consists of such cases (Banks 1999). As the
Supreme Court rarely finds room on its docket to review such cases, the reality is that
the appeals court is likely to have both the first and last word on whether a regulation
stands or falls (Humphries and Songer 1999). In theory, courts show deference to
expert regulators; in reality, after the upsurge of judicial activism in general in the
1960s, judges proved very willing to override expert regulators, even when the statutes
seemed to give regulators discretion by providing that they should be overruled only
when the supporting evidence was so slight as to make their actions seem “arbitrary
and capricious.” A second and higher standard, “substantive evidence on the record,”
provided that judges should be convinced themselves that the evidence was
compelling—in practice, however, the two standards of justification became blurred
rather quickly (Stewart 1975).

In recent years, a “counter-reformation” has taken place in which a more conser-
vative, pro-business Supreme Court has rolled back some of the procedural rules that
had allowed public interest groups to press regulators to act (Shapiro 2005). For
example, in Chevron USA v National Resources Defense Council (1984, 467 US 837),
the Court ordered lower courts to give deference to agencies’ interpretations of their
statutory powers. Fortunately for business, perhaps, the regulatory agencies subse-
quently were controlled either by Republican administrations or, in the case of the
Clinton administration, one committed to finding less adversarial approaches to
regulation. In a similar development, the once expansive definition of standing that
allowed public interest groups through the courthouse door was narrowed in Lujon v
Defenders of Wildlife (1992, 504 US 555).

It is not clear—from business’s point of view—that these reversals for public
interest groups necessarily reduce the ability of business to use the courts to challenge
regulators; after all, no one doubts their standing to sue in such cases. Moreover,
judges on the crucial DC Circuit Court seem likely to continue to use the supposedly
different standards of review interchangeably and are much more likely to overturn a
regulatory agency when it makes a new rule than when it enforces one. In other
words, the deference to regulatory agencies in statutory interpretation mandated in
Chevron does not seem to be accompanied by “evidentiary” deference to regulatory
agencies in determining whether the facts support a proposed regulation (Caruson
and Bitzer 2004).

The importance of the courts to business both in general and in particular as
means of controlling the regulatory agencies necessarily makes the politics of judicial
appointments important to business. In particular, as Cross and Tiller (1998)
demonstrate, there is a substantial relationship between the partisanship of judges
on the federal appeals courts and their reactions to decisions by regulatory agencies.
Regulatory politics might become more challenging for business if there were a
Democrat in the White House for a sustained period, particularly if he or she
appointed both more liberal judges to the appeals courts and more aggressive
regulators to the agencies.
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Fourth, business attempts to influence public opinion. Smith (2000) indeed
believes that this is the most important tactic for business. If the public is hostile,
not even a united stand by business will prevail in policy-making (Mitchell 1997). As
Smith (2000) and West, Heith, and Goodwin (1996) describe, business has fought its
corner vigorously in the battle of ideas using a wide variety of tactics: for example, oil
companies have placed advertisements arguing their point of view on the op-ed
pages of prestigious newspapers such as the New York Times, and corporate partici-
pants in mid-1990s national healthcare debate targeted the districts of persuadable
members of Congress with television advertisements that questioned the proposed
reforms. Corporations also attempt to cultivate a good image that can be used as
political tool by encouraging employees to undertake voluntary work in the com-
munity and by making contributions to charities (Neiheisel 1994; Sims 2003).

Both business organizations and individual corporations have increased substantially
their capacity to engage in grassroots campaigning (Kollman 1998; Goldstein 1999).
Indeed, the enormously successful but controversial retailer, Wal-Mart, despite for years
lacking a strong capacity to respond to public relations threats, now has created a “war
room” modeled on those in presidential campaigns and staffed it with politically
experienced operators ready to take on any issue that emerged concerning the company.
This corporate activity is no longer motivated simply by political considerations.
Perhaps because of enhanced awareness of the commercial value of brand image,
corporations have been eager to forestall or defeat criticisms of them from public
interest groups, as well as from agents internal to the firm (Baron and Diermeier
2005; Werner 2008). For corporations that make products that are sold to consumers
at far more than the cost of manufacturing them—such as sports apparel—or products
that are easily replaced by competitors—such as petrol/gasoline—maintaining
the attractiveness of the brand is crucial. If the marketing strategy is to sell shoes that
allow you to “Bend it Like Beckham” or to “Be Like Mike” (Michael Jordan), protesters
outside the store alleging that the shoes were made in sweat shops can puncture
the image. Thus, the political need to promote a positive public image and a real
commercial need to protect the brand can often coincide.

The fifth and most far-sighted activity of all that business has undertaken has been
to fund ideologically committed think tanks such as the Heritage Foundation and the
American Enterprise Institute (Weaver 1989; Smith 1991). In contrast to the Brookings
Institution, which carefully nurtures a non-partisan image with a balance between
moderates leaning to liberalism and moderates leaning to conservatism, Heritage and
AEI are unabashedly conservative, pro-business organizations. They have contributed
substantially to shifting the balance of debate towards lower taxation, less regulation,
and away from the welfare state towards welfare reform, education vouchers, and
charter schools. It is an open legal question as to how protected (if at all) these attempts
by corporations to shape public opinion—either directly through public relations or
indirectly through think tanks—are; however, it is probably the case that the current
Supreme Court would protect the rights of firms in a manner similar to how it protects
the rights of individuals. This question is important though, as corporations are
making their voices heard more vigorously and effectively than ever before.
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WHAT WE DoN’T KNOW—OR AT LEAST
DoN’T KNow ENOUGH ABOUT

The major defect in our knowledge of how business operates in Washington comes in
understanding how these pieces fit together. When do corporations rely on trade
associations or peak associations? When do they use Washington law firms or
contract lobbyists instead of their in-house staff? We have enough evidence to
make some plausible suggestions.

Most obviously, corporations are more likely to expect trade associations to take
the lead when the issue involved affects everyone in an industry. Legislation to restrict
the use of a chemical used by more or less all businesses in an industry would be
a typical case. Trade associations can also be useful when the issue involved is
unpopular or may be construed in a way that would harm the corporation’s image
(Prakash 2000). Opposition to health and safety or environmental policies would be
typical examples. However, corporations may find that, outside of oligopolistic
industries, the trade association lacks the resources and ability to represent them
adequately. Moreover, corporations often have diverging or conflicting interests
when faced with regulations that would appear to affect all of them equally. Attempts
to mandate better mileage per gallon for automobiles standards through CAFE
(Corporate Average Fuel Economy) regulations are an interesting case in point.
What at first sight seems a neutral rule (for example, that every manufacturer’s
cars should average thirty-five miles per gallon) affects manufacturers very differ-
ently. The American manufacturers (Ford, GM, Chrysler) make what limited profits
they achieve on large, inefficient vehicles and vehemently oppose higher CAFE
standards. Honda, in contrast, has made a substantial investment in improving
fuel efficiency, and its product range achieves higher fuel economy standards.
Honda therefore supports higher CAFE requirements. Although—as in this
instance—differences among firms in an industry can be explained in terms of
their market position and strategy, there are also important contrasts in individual
firms’ internal culture and the values of their leaders that can result in contrasting
political approaches across issues (Werner 2008).

The use of Washington law firms or contract lobbyists rather than in house
lobbyists may be the result of superior access or the need to form temporary
collations (Wolpe and Levine 1996). Both law firms and contract lobbyists employ
people who have worked in the executive branch recently and may therefore know
the political appointees or officials who are drafting regulations and making policy.
Heinz et al. (1993) found that lawyers working as lobbyists tended to have relatively
narrow focus, perhaps suggesting that trading on relatively few contacts and net-
works was the service they provided. Contract lobbyists can also be the fulcrum of
temporary coalitions—now a common feature of Washington—that come together
to support or oppose a particular bill, such as changes in tax allowances. The contract
lobbyist takes on the work of bringing together disparate interests and groups.
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We also know far too little about the contacts between lobbyists and executive
branch agencies. In spite of the evidence from Aberbach and Rockman (2000)
discussed above that top officials and political appointees spend much of their
time dealing with interest groups, political scientists remain drawn to studying
lobbying solely in terms of Congress. Specifically, there was a long tradition of seeing
relations between interest groups and executive agencies in terms of an “iron
triangle” that bound agency, congressional committees, and interest group in a
relationship of mutual support (McConnell 1966) that shut out the political
appointees of the executive. In this conceptualization, legislators tended to come
from districts or states where the agency had a major impact, and many of their
constituents were members of interest groups that focused on the agency. Thus, to
please the legislators on the congressional committees on which it depends for its
budget and legislation, the agency had to please the interest groups in its field.

The iron triangle has been much less accepted in recent decades since Heclo’s
(1978) pivotal chapter. In brief, critics of the concept argue that it is not so much
wrong as outdated. In particular, the explosion in the number and range of interests
represented in Washington makes it much less likely that there can be a cozy triangle
linking an agency, congressional committees, and a single interest group (Berry
1997). To take an obvious example, the Bureau of Land Management that has
authority over federal lands used to worry only about pleasing the American beef
Cattlemen’s Association and Western legislators. In recent decades it also has to
concern itself with criticisms from environmental groups worried about the degrad-
ation of the landscape caused by intensive grazing.

Although some argue that there are still numerous issues in which there is only
one interest or interest group represented (Schlozman 2004), it is also the case that
changes in Congress and the executive branch make iron triangles less likely. The
increased intensity of party divisions and the greater importance of the party
leaderships have made committees less autonomous and capable of sustaining
sub-governments (Cox and McCubbins 2005). At least in the House during the
Republican majority years (1995—2007), committee or subcommittee chairs that
strayed from the party line were likely to be removed. Cross-party alliances also
became rarer. Similarly, the Reagan and Bush 41 and 43 administrations have
asserted vigorously their power to control the executive branch regulatory agencies,
using the Office of Management and Budget (OMB) to impose more and stringent
controls on when and how new regulations could be developed (Cooper and
West 1988). The “theory of the unitary executive” promoted assiduously by Vice
President Cheney argued that agencies such as EPA and OSHA were as subject as
any other government department to the direction of a president who, in this case,
was avowedly pro-business.

The iron triangle concept has not been replaced with an equally graphic and
satisfactory image. The prevailing view is one of complexity; there are important
differences both from issue area to issue area and also over time. The character of
issue networks in one area (such as labor policy) is very different from that in another
(such as agriculture) (Heinz et al. 1993). The character of a policy area can also
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change significantly over time particularly if there is a re-definition of the policy
question or field (Bosso 1987; Baumgartner and Jones 1993).

The consequences of election results for business also appear to be much greater in
recent decades. For example, most observers would accept that the Bush 43 administra-
tion tilted heavily towards business in policies and appointments. In one notorious
example, the advisory committee on energy policy, whose proceedings and membership
were kept secret, is known to have been heavily dominated by representatives from
energy corporations; further, reports to the committee from scientific agencies that stated
conclusions unwelcome to business (for example, on global warming) were edited to
weaken their arguments. Other startling examples of business’s influence in the current
administration were the nominations of a former NAM official, Michael Baroody, to lead
the Consumer Product Safety Commission (it was unsuccessful); of a long-standing
critic of government regulation, Susan Dudley, to head the Office of Information
and Regulatory Affairs; and of a former representative of mining companies, David
Bernhardt, to the senior legal position in the Department of the Interior. None of these
appointments by an avowedly pro-business administration were illegitimate. They do
illustrate, however, the increased representation within the Executive Branch—not
merely access to it—that the current Bush administration has provided business.

Finally, we know too little about the type of argument that lobbyists make, beyond
their general emphasis on maintaining their personal credibility when providing
information to elected officials (Ainsworth 1993). It seems reasonable to suppose that
corporations take advantage of the fact that they can generate technical information
more readily than most public interest groups. Perhaps supporting this, Heinz et al.
(1993) found that lobbyists for corporations were relatively narrowly focused in terms
of the number of issues they covered in comparison with lobbyists for labor unions
and other organizations. However, politicians may still be more interested in rela-
tively straightforward information about the effects of a policy on their district or
state. It is almost certainly the case that different politicians respond to different
arguments, but it would be valuable to have a clearer sense of what the different types
of arguments being made are.

WHAT DoOEs BusiNEss WANT?

The stereotype of American business in politics is that it simply wants less—Iless
regulation, lower taxes, and less government “interference.” As with many stereotypes,
although there are notable exceptions—the bailouts of the financial and automotive
industries being two prominent examples—there is also an element of truth in this
picture. The Chamber of Commerce and NFIB in particular give the stereotype some
foundation in reality. They fight to keep taxes down, unions weak, and mandates on
employers (such as healthcare or parental leave) light.
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However, the political needs of business are complex and sometimes highly specific
to a single business. Government controls some very individualized private benefits
(or “rents” in economic parlance; see, e.g., Godwin and Sheldon 1998), such as
contracts, wavelengths for terrestrial broadcasting, and cell phones or airline routes
to foreign countries (e.g., China), where treaties limit the number of flights and
operators. Government can also play an indispensable role in pressing other countries
to adopt policies a corporation wants such as market access, ending subsidies to
competitors, or not adopting regulations that a corporation would find damaging
such as the EU’s ban on genetically engineered seeds. We may think of these goals in
terms of a spectrum from firm specific goals (getting a contract) to interests shared by
a group of companies (such as tax allowances for research and investment or barriers
to entry in a particular market or industry via regulation) to concerns for an industry
as whole (such as avoiding regulatory restrictions on inputs all use) to finally, concerns
shared by most corporations (such as limiting liability lawsuits, changes in labor law
that would help unions and general levels of taxation—as opposed to tax allowances).

We should not assume that it is obvious how business interests should be defined
in practice or that there is unanimity within an industry or even within a single
corporation on what these are. Martin (2000) has emphasized that the interests of
business are capable of being understood in quite different ways. National health
insurance, long opposed by business organizations, would in fact be quite helpful to
the remaining US auto manufacturers as they are increasingly admitting. Indeed,
recently, new plants have been located across the Canadian border from Detroit
because the cost savings of not having to pay for private health insurance for
employees in Canada are so great. However, during the last serious attempt at
achieving national health insurance (1992-3), corporations and business organiza-
tions (notably the Chamber of Commerce) that had flirted with the idea of support-
ing reform were dissuaded from doing so partly through pressure from Republican
leaders in Congress. Large corporations that would clearly have gained from reform
fell silent as a result of pressure from small business, which they value as a political
ally because of its presence in every congressional district (Skocpol 1996). The
definition of business interests can be a highly political process about which we
know little. Competition between business groups also has an impact, as the story of
health reform also illustrates. The Chamber of Commerce backed off from support-
ing national health insurance because it was losing members to NFIB, which alleged
that the Chamber had “gone soft.”

COMPARISONS AND TRENDS

Until the 1990s, it was easy to regard the US as a laggard in terms of business—
government relations. The general features of the American system of business
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representation that we outlined at start of this chapter—notably the absence of
strong trade associations or a single authoritative employers’ organization—seemed
to demonstrate a lack of development. From time to time the US seemed about to
“catch up” with countries that had more authoritative, monopolistic, and hierarch-
ically organized forms of business representation but somehow never quite made it.
The characteristic untidiness of the process of consultation between business and
government in the US was easily explained by the sharing of powers among the
different branches of government, the decentralized nature of those institutions
internally, and the absence of a coherent structure among business organizations.
Again, however, it seemed to many academic observers in the 1970s and 1980s to
contrast poorly during the 1970s with the more formalized processes of partnership
between business and government found in some of the other advanced democracies
(Lindberg 1976; Hollingsworth, Schmitter, and Streek 1994). Schmitter demonstrated
at least to his own satisfaction that the neocorporatist countries such as the Netherlands
and Sweden through formalized partnerships between business, labor, and govern-
ment achieved better results on a number of key policy dimensions than the
countries with less organized relationships. (Later scholarship would formalize
this contrast as being between organized capitalism and liberal market economies,
see Hall and Soskice 2001.) Indeed, this perception was apparently shared by policy-
makers as well as academics: between the early 1960s and late 1970s, some of the least
neo-corporatist countries such as the UK made attempts to change their ways and
become more so. Even the US was influenced by these trends too—certainly in terms
of the intellectual and academic climate and briefly in terms of public policy—when
Nixon attempted to operate a system of wage and price controls in 1970. His policy
shift immediately, if briefly, generated a need for more formalized linkages with
the AFL-CIO and employers. In the aftermath of the breakdown of the Bretton
Woods system and the oil shocks of the 1970s, structured partnerships between
governments and authoritative representatives of business and labor seemed to
offer a way through the crises of economic management and governance that afflicted
advanced democracies.

In more recent years, the idea that the US is a laggard in terms of its mode of
business representation is harder to sustain. This is partly because of the strengthening
of business representation in Washington, DC, that we have described above and
partly because of the decline of competing modes in other countries. Neo-corporatism,
for example, lost favor in academic circles in the 1980s and 1990; the question became
more whether it could survive rather than whether it could spread to other countries.
In an era of globalization with some industries benefiting from market expansion
and others losing out to imports, even Sweden struggled to maintain the industry-
wide collective bargaining that had underpinned its neo-corporatist system. Not only
in the UK but in Europe more generally and in Japan, individual corporations
became more politically active in their own right while trade associations and
employers’ organizations lost stature. As neo-corporatism struggled in its heartlands,
countries that had been tempted to move in that direction (again the UK being a
good example) veered away sharply. Nixon’s flirtation with a more organized mode of
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capitalism was indeed brief. Its long-term impact may have been more to mobilize
pro-market thinkers than to influence the US system of business representation. The
flexible labor market in the US also seemed to generate superior results to countries
operating more organized forms of capitalism particularly in terms of economic
growth and employment. In brief, more organized modes of capitalism seemed both
hard to sustain globally and more likely to deliver inferior results to the American
model.

The decline in the popularity of more organized modes of capitalism in policy-
making circles has significant consequences for business representation. In the US as
we have noted, the sovereign and dominant component of the system of business
representation is and has always been the individual corporation. Trade associations
and the competing employers’ organizations are service providers, not organizations
with autonomous power or authority. In recent years this feature of the American
system has seemed to be more the wave of the future worldwide rather than a sign of
arrested development. Not only in UK but even in Sweden, the major employers’
organization has struggled to maintain its authority. Divisions between individual
sectors and corporations intensified as globalization created winners and losers from
market integration. In brief, the trend seemed to be towards a more “American”
model of individual corporations acting autonomously and employers’ organiza-
tions having limited stature.

The tendency to argue that the rest of the world will inexorably become more like
the US is at least as old as Tocqueville’s masterpiece, Democracy in America. It would
no doubt be as foolish to argue that the rest of the world will become the same as the
US as it had been in the 1970s to suppose that the US interest group system would
become like Sweden’s. There are, however, at least some characteristics of the US
that have become more common elsewhere and that have consequences for trends
in business representation. First, market integration achieved in the US through
decisions of the Supreme Court in the nineteenth century and technology thereafter
has been achieved in other places through integration (the EU) or through inter-
national trade agreements such as the Uruguay Round and decisions of the World
Trade Organization (WTO). Larger markets reshape the character of business
representation. As noted above, globalization has created different winners and losers
than existed in more national markets, thereby breaking established political coali-
tions and organizations and disrupting business organization. Second, democracies
have tended to move towards a situation long common in the US of having
overlapping and competing institutions making public policy. The old story of the
French Education Minister who told a visitor that he knew (because he and his
predecessors had decided) what every schoolchild in France was studying at that
hour no longer applies in France or in similarly centralized states. Some of the most
centralized countries such as the UK, Italy, and Spain have deliberately decentralized.
Federalism has reached new heights in Canada. European nation states also share
power with the institutions of the EU. International organizations such as the WTO
have significant power. In the US, institutional complexity has long been associated
with a high degree of decentralization in the organization of business: multiple
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overlapping institutions create multiple opportunities for influencing public policy.
Shifts in this direction in other advanced democracies may, if American experience is
relevant, also shift them away from monopolistic and hierarchical forms of business
representation. Just as Epstein (1986) argued about American political parties, the
American form of business representation may be less a fossil than a glimpse of the
future.

THE BROADER SCENE

Everyone agrees that there have been substantial changes in business representation
in Washington in the last forty years. Scarcely was the ink dry on the work of Bauer,
Pool, and Dexter’s (1972) second edition when their conclusions were invalidated.
Bauer et al. had argued that business was poorly represented by a disproportionately
small number of incompetent lobbyists. A slew of studies in their wake (Schlozman
and Tierney 1986; Wilson 1990a; Heinz et al. 1993) reported that there had been an
explosion in the number of business lobbyists, trade association representatives, and
corporations with their own governmental affairs offices in DC. The questions
that remain to be answered definitively are why this explosion occurred and its
significance.

A plausible explanation offered early in this transformation was that business was
responding to the growth in the political power of its critics—the consumer and
environmental groups (Berry 1977; Vogel 1978; Wilson 1981). American business had
earlier basked in the luxury of not needing to do much politically to win (Vogel
1989). The public had a highly favorable impression of business and business
executives; public interest groups were almost non-existent in Washington, DC.
The explosion in regulation that brought many businesses face to face with federal
authority for the first time in the form of new agencies such as the EPA and OSHA
convinced business that it need to beef up its political strength quickly (Herman 1981;
Wilson 1985).

Reform in America has a long history of surge and decline (Huntington 1981). The
Progressives, for example, did much to transform America in the early years of the
twentieth century and yet faded away thereafter. The consumer and environmental
groups that sprouted in the late 1960s and early 1970s have been remarkably success-
ful in sustaining themselves, however (Berry 1999; Bosso 2005). Clear shifts to the
right in national politics have if anything strengthened them organizationally as
potential members rushed to join to try to stop Republicans such as James Watt
(Reagan’s Interior Secretary) or similar appointments made by George W. Bush from
undermining their favorite programs or agencies. Although American politics in
general has become more conservative, public interest groups have survived or even
flourished, remaining a potential threat to corporations. What remains to be
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answered, however, is whether or not the rise of such groups can effectively replace
labor as a counterweight to business’s strength.

More cynical explanations might point to the growth in government spending in
recent decades. Although there have been well-publicized tax cuts, government
expenditure has increased in both absolute terms and as a percentage of gross
domestic product. While corporations tend not volunteer this as a reason for their
political presence in Washington, there is a statistically positive correlation between
federal contracting and the scale of a corporation’s political efforts (Wilson 1990b;
Grier, Munger, and Roberts 1994; Brady et al. 2007). Wilson argued that in an era
when by no means all large businesses were represented in Washington, contracting
had sensitized the politically active corporations to the importance of politics and
thus possibly explained who was and who was not politically active, not that con-
tracting necessarily explained political activism directly. However, it is reasonable to
assume that, given the greater resources contractors dedicate to relations with the
government, resulting contracts soften the blow of the bill for the DC office.

The case for businesses maintaining robust representation in Washington remains
strong on general policy grounds too. Even after an era of deregulation, government
retains the capacity to make decisions that have enormous commercial consequences
for corporations in certain industries, such as pharmaceuticals and energy. Further,
the financial crisis of 2008 and the resulting Troubled Assets Relief Program or
financial bailout has strengthened those who were critical of the repeal of New Deal
legislation, such as the Glass—Steagall Act, and of the lack of substantial regulations in
other Clinton-era legislation, especially the Commodity Futures Modernization Act.
The leverage—and in some cases, the ownership stakes—gained by the government as
a result of the financial and automotive industry bailout plans, in combination with
the strong electoral victories scored by the Democrats in 2008, may lead to a new wave
of legislation that is much less friendly to firms and free-marketers.

Moreover, just as the public interest groups have survived, so too have the
regulatory agencies. Notwithstanding the best efforts of conservative appointees to
leadership positions within them, these agencies retain a continuing capacity and in
terms of their staffs, a tendency to produce new regulations. Even during a Repub-
lican era, politicians may respond to popular concerns or scandals with legislation
that poses problems for business. Thus the financial regulatory system know as
Sarbanes—Oxley, one of the most intrusive pieces of legislation affecting American
business for many years, was passed after several major corporate governance and
accounting scandals by margins of 423—3 in the House and 99—0 in the Senate.
President Bush signed it into law saying it was the most significant reform of its
type since the days of President Franklin Roosevelt. The requirements of Sarbanes—
Oxley have been difficult and costly to implement and may have resulted in sign-
ificant shift of business form Wall Street to the City of London. The episode serves as
a warning against assuming that generally favorable political circumstances warrant
business lowering its guard and reducing its presence in DC.

At the same time, there is little doubt that many factors have improved the political
situation of business since the 1970s. First, avowedly conservative and pro-business



278 TIMOTHY WERNER & GRAHAM WILSON

administrations have held power for most of the period since 1970 (all but twelve of
the thirty-seven years). Further, Republicans controlled both chambers of Congress
from 1995 to 2007 and the Senate from 1981 to 1987. This naturally produced an
atmosphere conducive to business’s political success: a vice president for government
affairs at a major firm told one of the authors that he thought “he had died and gone
to heaven” during the Reagan administration. This conservative trend reflected
political changes and tensions—conflict over culture and questions of personal
morality, race, crime, and foreign policy—that cannot be linked to business. Yet
business was undoubtedly a beneficiary of this conservative shift. For example, even
when the Democrats held the presidency under Clinton (1993—2001), they were at
pains to emphasize that they were “new” Democrats sympathetic to the needs of
business (Baer 2000).

Second, a whole host of technological and economic developments often lumped
together as “globalization” have, in some ways, advantaged business (see, e.g., Kahler
and Lake 2003). These changes, discussed extensively throughout this volume, are of
course not unique to the US but here, as elsewhere, have had important conse-
quences. There has been a sharp decline in the proportion of the workforce employed
in manufacturing; total manufacturing employment dropped by 21 per cent between
1990 and 2005, a time of particularly strong growth for the economy as a whole (US
Department of Commerce 2005). Partly because of this there has been a severe
reduction in the number of people employed in industries that used to be the
bedrock of the union movement. For example, total employment in the American
automobile industry declined from 271,400 in 1990 to 249,700 in 2005 (Commerce
2005). Employment in the apparel industry also has collapsed, as more and more
clothes—even those sold under prestigious labels—are made in China. These are of
course important developments in their own right. However, they also have import-
ant political implications. Unions such as UAW or ILGWU used to be the bedrock of
the Democratic Party. They continue to provide money for and volunteers for
campaigns and lobbyists in Washington that work on a variety of issues, including
liberal reforms of little direct relevance to unions. The decline in these unions, due in
large measure to globalization, has important political consequences. Although
unions are still a vital component in the liberal, Democratic coalition, their ability
to contribute has been diminished (Asher 2001). The major countervailing interest to
business on many issues has withered.

More generally, the unease over the economic future that globalization engenders
has contributed to an environment in which elected officals are reluctant to
challenge business. It is now thirty years since Lindblom (1977) argued that busi-
ness’s power was primarily structural. In the years that have elapsed since the
publication of his book, the ease with which business can exercise its ultimate
power—to pick up and leave for a country that will treat it better—has increased.
Cheaper international phone calls and air transport, lower freight rates due to
containerization and bulk transport and electronic communication have all facili-
tated moving production and, increasingly, services to low cost, low regulation
countries.
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As a country with lower taxes and less regulated labor markets than most in the
first world, globalization had fewer consequences for the US than for countries such
as France. Republican administrations have reduced the incidence of taxation on
corporations and executives. They have also interpreted or enforced labor laws in
ways more favorable to employers and, as discussed earlier, reined in the regulatory
agencies. While these trends are probably not due primarily to globalization, the lack
of coordinated opposition to them might be. In the US as elsewhere, the left has
suffered from a feeling that such policies are inevitable. Attempts to redefine strategy
for the left in the US (the New Democrats) as in the UK (New Labour) nearly always
start from accepting the necessity in an era of globalization of collaborating with, not
confronting business. Although there have been few demands for the formal repeal of
policies or laws unpopular with business (with the exception of certain taxes), it is
striking how few new proposals that might be seen as unwelcome to enterprise
commanded a wide hearing prior to 2008.

The implications of the Great Crash of 2008 on business and government relations
in the United States will be profound and long lasting. This close to events, it is hard
to comprehend in full what those consequences will be. Some forecasts are easy to
make. First, the faith that markets are always efficient whereas government is subject
to rent seeking and inefficiency is utterly discredited. The incapacity of the most
prestigious investment banks and other leading financial institutions to assess the
true value of complex financial derivatives based on mortgages and other forms of
collateralized debt shocked even Alan Greenspan into wondering his lifelong faith in
markets had been misguided. Second, the crisis had brought about a close and direct
involvement of government in business that was inconceivable only months before
the crisis. Astonishingly, government became a major stock or stake holder in the
major banks, the largest insurance company (AIG), and two of the three remaining
US auto manufacturers. Once created, this situation may be difficult to unravel. Only
if and when the enterprises that have been partially socialized return to full profit-
ability will it be possible for the government to privatize its holdings and retrieve its
loans. Yet these almost cataclysmic events may also be interpreted as proof of the
importance of an effective political and lobbying operation for corporations. In the
closing months of the Bush Administration it was the government, not the markets,
that decided which companies should live (the auto companies, AIG) and which
should die (Lehman Brothers). The auto companies had a near death experience in
part because of the ineptness of their chief executives in the manner in which they
approached Washington for help. In a situation in which government was so
intimately involved with business and its decisions so consequential, it should not
be difficult for government affairs offices to make a case they play an essential role in
the modern American corporation.

The commercial and financial difficulties of US business may make the case for
extensive political involvement all the stronger. This political involvement will have
to be managed skillfully. The public’s intense anger over the combination of the
professional ineptness of US business executives and the extraordinarily high rewards
they granted themselves could make clumsy or overt tactics counter-productive.
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For at least the next few years, lobbying, for example, will most definitely have to
be based on technically informed argument rather than anything that could be
denounced as “influence pedaling.”

It is likely that in responding to the Obama administration’s approach to solving
the current economic crisis, businesses will have to give serious thought as to how
they can reorganize themselves in Washington, DC. The last major development, the
formation of the Business Roundtable, came during a period when, in the words of
Proctor and Gamble’s Bryce Harlow, executives feared that business was about to be
rolled up and put in the trash can. It is surely likely that the crisis following the Crash
of 2008 will result in some significant innovations.

David Vogel has argued that there is an inverse relationship between the economic
and political success of American business. When business—and therefore the econ-
omy—flourishes, political challenges to business are greatest. When the economy
falters, business is more successful politically perhaps as people fear taking actions
that might weaken it further. The circumstances at the end of the Bush Administration
might be an interesting test of Vogel’s thesis. Adverse economic and political circum-
stances for business coincide. The severity of the economic situation has already
resulted in remarkable policy reversals such as the extensive socialization of industry
by a right wing Republican Administration. The question now will be whether this
will be followed by regulatory and other measures such as changes in the tax code to
reduce the advantages for very highly paid executives that many have demanded.

The last few decades have represented a modern golden era for American busi-
nesses’ influence in Washington: big business seems to have had less to fear during
the Clinton Democratic presidency than during the Nixon Republican. Fissures in
this strong foundation began to form with the passage of Sarbanes—Oxley in the wake
of the Enron and WorldCom scandals and have continued to develop throughout the
2000s. Although, Harlow’s claim that business’s strength was about to disappear
would have appeared quite foreign just years ago, in today’s Washington, dominated
by Democrats and full of anger toward executives on Wall Street and at the Big Three
automakers due to both their professional failures and their seeming aloofness, it is
Drucker’s claim about the prominence and advantages accorded to business in
American society and politics that is now exceptional.
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CHAPTER 12

EUROPEAN
BUSINESS-
GOVERNMENT
RELATIONS

DAVID COEN

INTRODUCTION!

THE role of the firm in European public policy and integration process has been a
long-standing contentious issue for academics, practitioners, and policy-makers.
Business has had a presence in Brussels since the foundation of the European
Economic Community; but it is only in recent years as business has become a key
player in the EU that appropriate EU models of business have emerged. In addition to
moving beyond the early academic and empirical writing, which tended to focus the
emergence of Euro-corporatism and the growth of EU collective action models
(Streeck and Schmitter 1991), in recent years new studies have attempted to develop
an understanding of individual business lobbying capacities that take account of the
distinct nature of EU public policy process (Coen 1997, 2007; Woll 2008). These new
studies have recognized that large firms played a significant role in the integration
process and the creation of the European Single Market (Sandholtz and Zysman 1989;
Cowles 1995, 1996) and became significant and regulatory interlocutors with the EU
bureaucracy (Coen 1998; Bouwen 2009; Lehmann 2009).

What are less well-defined are the new EU behavioral logics of business, their
allocation of political resources across the European policy process and between EU
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institutions, and the effectiveness of specific strategies. Moreover, in explaining the
individual business logic of political action in the EU it is important that we develop
lobbying models that take account of the distinct European institutional environ-
ment and move beyond the US-centric concentration on Political Action Commit-
tees (PACs) and rent-seeking literature (see Werner and Wilson, this volume),
especially when there is limited empirical evidence that these forms of campaign
finance have any effect on policy outcomes even in the USA (see Baumgartner and
Leech 2001; de Figueiredo 2002). Rather, much more attention must be attached to
the role of informational exchanges and the emergence of trust and reputation in
Brussels (Broscheid and Coen 2003). Especially, as European public policy is highly
discretionary and technocratic, in its dealings with interest groups, and conciliatory
in its inter-institutional relationships. Consequently, this chapter attempts to look at
EU business—government relations by discussing not just at how business has learned
to lobby and the resources that it can mobilize in terms of expertise and resources,
but also what the European Commission, European Parliament, and European
Council have learned to demand from business interests.

Empirically, like their cousins in Washington, business interests make up the
largest percentage of political actors in Brussels—representing approximately 66
per cent of the 1,800 recognized interest groups in the EU (Greenwood 2007).
Moreover, in addition to the hundreds of sector trade associations, it is estimated
that some 300 large firms have a government affairs office in Brussels and many more
have a dedicated European affairs capacity located at headquarters (Coen 2007;
Berkhout and Lowery 2008). In fact, lobbying is big business in the EU with an
estimated 30—60 billion Euros spent on funding approximately 20,000 lobbyists in
Brussels each year. Much of this business lobbying activity takes the form of com-
missioning reports and statistical studies, funding Brussels offices, and arranging
forums and meetings with technical experts and senior executives (see Coen and
Richardson 2009).

With their numerical presence and their significant economic and informational
resources, business interests are one of the few interest groups to exert an influence
along the whole policy process from agenda setting to implementation in the nation
states. However, this is not to say that business has captured the European policy
process, rather business has increasingly had to learn to work in complex advocacy
coalitions with societal and environmental groups (Mahoney 2007; Long and Lorinzi
2009) in order to gain access to the EU institutions and establish political reputation.
Accordingly, this chapter argues that a distinct “reputational” based model of
business lobbying has emerged that is unique to the EU political setting and has
huge implications for the forthcoming EU disclosure and Transparency debates
(European Commission 2006, 2008; European Parliament 2008; Obradovic 2009).

In making the claim for a unique European business—government relationship this
chapter sets out in the first part why firms located to Brussels and how they and EU
institutions learned to play a specific lobbying game. In so doing the chapter
describes how the creation of the single market and the concurrent increases in
regulatory competencies of the Commission and the increasing fiscal and monetary
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convergence of member states (Schmidt 2007) reduced the ties to home capital
lobbying and incentives for individual lobbying of the EU. Having identified what
motivated lobbying of the EU and the creation of government affairs offices in
Brussels, the first section attempts to explain how best practice and lobbying
norms emerged over time—especially as interest group overloading created a more
competitive political environment and pressure on EU institutions to manage inter-
est group representation via the creation of an elite pluralist process of fora and
consultations (Coen 2007). The second part assesses how large firms have organized
their political affairs functions and developed increasingly sophisticated government
and EU affairs offices in Brussels. In recognizing the emergence of an individual and
professional lobbying capacity the chapter explores the potential impact on the logic
of collective action in the EU (Coen 1998, 2007) and the development of new ad hoc
and short life alliances (Mahoney 2007). Finally, the chapter briefly explores the
consequences for policy-making.

BusiNEss LOBBYING AND EVOLVING
INSTITUTIONAL RELATIONS

While there has been an extensive historical literature on the politics of business and
government relations in the US (Vogel 1989; Wilson 1990), there have been fewer
studies of the role of business in the EU policy system (see Coen 1997, 1998, 2009;
Eising 2007). This chapter represents an attempt to chart the rise of the firm as a
political actor in Brussels and explains the changing behavioral logic of individual
business lobbying over a twenty-year period from 1985 to 2005. This was a significant
period for economic and political European integration after a long period of
economic stagnation. More specifically, with the creation of the single market and
single currency, the delegation of significant regulatory functions to the EU institu-
tions and regulatory agencies, and the increasing agenda setting roles of the Com-
mission and co-decision activity of the European Parliament, business was pulled
into the political orbit of the EU institutions (Coen 1997; Richardson 2006).

In the context of these economic and institutional changes this chapter attempts to
illustrate how the business lobby mobilized, so that we can assess how to regulate and
monitor business—government relations in the future. The analysis is derived from
two surveys completed in 1994/5 (n94) and 2004/5 (n50) of 200 firms with European
government affairs functions in Brussels (see Coen 1997, 2009). Using this empirical
evidence, the chapter pursues the idea that large firms have developed sophisticated
EU political affairs functions that are capable of complex political alliances and EU
identity building in response to EU institutional informational demands and access
requirements.
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Fig. 12.1 Firms with public affairs offices, 1993-2003
Source: Landmarks Publications (1993, 2003).

In charting the rise of business activity it is clear that the number and activity of
firms with government affairs has risen. Between 1983 and 2003 the number of firms
with European government affairs rose dramatically from an estimate of 50 in 1980,
to 200 in 1993, and some 300 in 2003. As Fig. 12.1 illustrates, in addition to the total
numbers rising, the distribution of nationalities present has altered. Significantly,
large US companies, such as Ford, GM, and IBM, British and Dutch multinationals
such as BP, Philips, and Shell, and EU conglomerates such as Fiat and Daimler Benz
have had a presence in Brussels since the early 1980s. In fact all played important roles
in the creation of the European industrial round table, restructuring of UNICE
(Business Europe) and the American chamber of commerce (AMCHAM), and in
the push for the creation of the Single Market program and subsequent regulatory
integration process (Sandholtz and Zysman 1989; Cowles 1995, 1996; Majone 2005).
Today, as Fig. 12.1 illustrates, a variety of companies from most of the EU 27 have
some presence in Brussels working in direct competition with US, Japanese, Swiss,
and South Korean firms. However, what is notable is that even those firms of non-EU
origin and those that have recently located to Brussels must all learn the rules of EU
business—government relations (see Coen 1999; Hamada 2007).

With the creation of the single market, the introduction of qualified majority
voting at the Council of Ministers, and the creeping regulatory competencies of the
EU institutions, we saw the locus of business—government relations shift from
national institutions towards European institutional channels over the last twenty
years. Moreover, as regulatory issues delegated to the European Commission began
to impact directly on the day-to-day running of companies, we began to see the rise
of direct individual lobbying by firms. Such activity was rational as firms could no
longer ignore the regulatory activity of the European Commission nor allow their
positions to be only collectively presented via Trade associations. They needed to get
reliable information directly about proposed legislation and impact the development
of future market and social regulations—see Fig. 12.2. However, for all these changes
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Business Lobbying in the EU 1984-2005
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Fig. 12.2 Changing nature of business political activity in the EU

Note: Fig. 12.2 shows the lobbying pattern for large firms seeking to influence the European policy process and represents
the mean average who responded to the question: How would you allocate 100 units of political resources (time, money,
expertise) between the channels listed to influence the European Union today? The percentage data therefore represent
firms' revealed preference for various political channels, as opposed to their actual expenditure.

Source: Coen (1997 and 2009).

in business—government activity there was also a realization that all the political
channels were mutually reinforcing and that an integrated approach to lobbying
involving all national and regional government and EU institutions along the policy
process was needed to exert influence (Coen 1997, 2007; Constantelos 2007). This
early multi-level lobbying mirrored in many ways the classic US literature on
pluralism (see Truman 1951; Vogel 1989).

Business lobbies using a variety of political channels ranging from individual
meetings with the European Commission (EC) and European Parliament (EP),
National government (MP and Govt), and civil services (N Civil) through collective
arrangements at the National association (N Ass) and European Federations (E Fed).
Moreover, the voice of the lobby can take the form of constructive consultation and
meetings through to media public relation offensives and direct action on the streets
of Brussels.

In the early period of the European Community business lobbying was primarily
focused on the nation state and therefore indirectly on reactive and destructive
lobbying via the veto of the Council of Ministers. However, between 1984 and 1994
a significant shift in political activity occurred in favor of the European institutions
and most specifically towards individual lobbying of the European Commission.
With the gradual transfer of political, administrative, and fiscal authority to the EU,
business recognized that the Commission was becoming the new economic policy
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agenda setter. However, while much of new lobbying activity could be explained by
the single market legislative boom acting as a pull factor, it should be noted that the
introduction of qualified majority voting at Maastricht also acted as a push factor out
of the national lobbying model. Responding to the changing European institutional
architecture large firms recognized the need to shift from reactive and destructive EU
lobbying strategies towards a more proactive EU strategy that was focused on the EU
decision-makers and formulators. Logically, the Commission as the EU legislative
agenda setter and initial policy formulator became the primary port of call. Conse-
quently, in the early 1990s, firms and regulators alike had to learn to establish clear
business—government terms of engagement, and as such we moved incrementally
towards a new form of EU public policy.

The emergence of a distinct EU public policy system was further encouraged by the
willingness of the European Commission and European Parliament to open their
doors to more lobbyists. In reality, this new openness was recognition by the EU
institutions that they no longer had the resources to deal with the expansion of
legislation without the active participation of technical experts. However this boom
in lobbying was not confined to business, with the increased regulatory activity of the
Commission, also encouraging civil society groups to gravitate to Brussels. Thus by
1992 it was estimated that more than 3,000 public and economic lobbies were active
in Brussels (OJ93/C63/02). Moreover, the Commission (recognizing the democratic
deficit and policy legitimacy issues) facilitated many civil and society groups to
overcome their collective action problems and partially fund the creation of Euro-
pean secretariats—to the tune of one billion euros.

However, with EU lobbying continuing to grow over the 1990s and business
recognized that it was faced with an increasingly crowded political market, with
multiple access points, and a growing number of interrelated policy areas. In such a
politically noisy environment, businesses realized that it was important to establish
individual reputation with the functionaries—who determined who were consulted.
Moreover, in a political market where numerous interest groups and businesses were
trying to influence an open political system, greatest weight was given to those actors
who were prepared to establish their European credentials and/or solidarity links
with societal interests (Coen 1998; Mahoney 2007).

Yet, for all the growth in direct representation in the EU policy process, EU
collective action remains an important lobbying option for big business (Streeck and
Visser 2006; Greenwood 2007). Like individual lobbyist, collective action exploded in
the 1990s due to the increased regulatory activity of the EU, and it is estimated today
that there are around 1,000 business associations active in the EU public policy process
(Greenwood 2000b, 2002a, 2007). However, significantly, as the numbers increased, so
too have the variety of collective arrangements ranging from high-level business clubs
to sector-specific European federations constituted of national trade associations
(Greenwood 2007; Berkhout and Lowery 2008). As a result big business altered its
collective action logics and attempted to rebuild the existing European federat-
ions by encouraging more large-firm direct participation (see Greenwood 2007),
used them in a selective and focused form for issues where a common
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collective voice could be found, and on occasion used them to mask an individual
lobbying position. The result of this reorganization and allocation of new functions
was the rebirth of European trade association from 1984 and 2004 (see Fig. 12.2) after
a period of stagnation and a perception that they only represented lowest common
denominator positions in the 1980s.

In the mid-1990s, as these new alliances matured and the lobbying environment
continued to overload, it became apparent that large firms that wished to continue
to exert a direct influence on the Furopean public policy process would have to
marshal a greater number of skills than merely monitoring the progress of European
directives and responding to consultation calls from the European Commission.
Successful lobbying of the European Commission meant establishing an organiza-
tional capability (office) to coordinate potential ad hoc political alliances and to
develop and reinforce existing political channels at the national and European level.
To achieve good access for individual lobbying of the European Commission—the
primary focus—large firms were encouraged to develop a broad political profile
across a number of issues and to participate in the creation of collective strategies.
Accordingly, the cost of identity building would be discounted against better access
to “company specific” issues at a later date. However, as a result of this profession-
alization and increased contact some firms were establishing themselves as political
“insiders” through a process of regular and broad-based political activity. It was these
new insiders which stood to benefit most from the gradual “closing down” of access
to the European Commission in face of the “interest overload” in the late 1990s. In
many ways this mirrored what Vogel had observed for US firms: as big business
favored access and was challenged by the rise of the politics of consumerism, firms
had to develop new identities, and the notion of corporate social responsibility
emerged (Vogel 1989).

In the twenty years of business—government relations the importance of economic
business cycles and the influence of cost considerations have increased. It is fair to
assume that the importance of cost grows with the uncertainty attributed to the
political channel. With many of the functions and roles of the EU institutions
changing with successive treaties it is not surprising that business has been slow to
alter its political activity. Moreover, this responsiveness is slowest during periods of
recession—when corporate affairs budgets are the first to be cut back. This conser-
vative political nature is best illustrated by the slow lobbying take-up of the European
Parliament even after the Maastricht and Nice treaties in the 1990s had conferred
co-decision and increased consultation powers.

While many interviewees in the 1984—94 period recognized the increasing policy-
making powers of the European Parliament and the emergence of new lobbying
opportunities, the reality was that until a time came when they had additional
resources or they had suffered a clear cost of non-participation, the focus of lobbying
remained the European Commission. Moreover, for much of the early 1990s the
ambiguous political outcomes of EP policy committees and the subsequent risk of
log-rolling at the Strasbourg plenary votes more than outweighed the perceived
benefits of lobbying to influencing the co-decision process (Lehmann 2009).



292 DAVID COEN

This perception changed in the late 1990s with some high-profile lobbying
campaigns on bio-technology patenting and tobacco by civic and health lobbies
alerting business to the cost of non-action at the Parliament (Earnshaw and Judge
2006). At the same time the European Parliament stepped up its activism vis-a-vis
the Council and Commission—so providing more lobbying opportunities via
co-decision and consultation (Hix 2005). Hence, by 2005 we observed almost a
doubling in the utilization of the European Parliament and its near parity with the
European Commission as a focal point in lobbying the EU—see Fig. 12.2.

The result of bringing politics into an EU bureaucratic and technocratic policy
process is that business has had to learn greater awareness of public interests,
public relations, and the media. While still seeking to influence the European
Parliament officials on the grounds of quality information, business has become
aware that the MEPs wish to consult with a wider range of societal interest groups
than the European Commission. That is to say that the lobbying game at the EP
is about influencing and providing political legitimacy as opposed to policy
legitimacy.

This reputation and legitimacy argument is important in the utilization of the
professional lobbying consultancy in Brussels. In the early 1990s the low take-up of
hired lobbyists was explained by the realization by business that they were capable
of lobbying the EU institutions directly. The private lobbyist’s position worsened
with the green papers on open access and transparency in the European Union
(OJ 93/C166/04), especially as the report made a clear distinction between repre-
sentatives from business and society and those making representations for profit.
However, more damaging to take-up was the fact that in the increasingly competi-
tive and reputation-based public arena they did not establish “goodwill” or
political reputations for the client (that could facilitate private business access
at a later date). That said, professional lobbyists and, increasingly, law firms
continued to grow in the 1990s and maintained a specialist niche as many firms
used them in the busy 1990s legislative period to identify new political issues and
trends (Lahusen 2002).

In the 2000s, the profession continued to grow as big business start to use them
for profile building as well as monitoring (see Fig. 12.2). Moreover, as lobbyists
themselves recognized the importance of reputation building and public interest
lobbying at the European Parliament, we have seen traditional lobbying firms
augmented by the arrival and expansion of a number of large public relations
companies and think tanks. These new lobbyists have attempted to help manage
the international media, coordinate the ad hoc alliances, and build policy identities
for business clients.

However, the increasing numbers of lobbyists in Brussels at the turn of the century
has become a concern for EU institutions and interest groups alike. Unable to process
information from some 20,000 lobbying voices, EU institutions have attempted to
informally manage access to committees and fora, and are currently debating trans-
parency and codes of conduct procedures (Commission European Transparency
Initiative 2006, EC2008).
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As already noted with only 20,000 officials responsible for hundreds of directives
European institutions looked to interest representation and business for information
and initiatives. As a consequence there was reluctance in the early 1990s to regulate
lobbying and no system of accreditation emerged—regardless of the debates on
transparency and openness. However, as the lobbying boom escalated the need and
incentive to regulate and restrict access began to emerge. The initial response to
create a self-regulatory code of conduct that only applied to consultants (and
therefore only covered about 5 per cent of all lobbying activity) was deemed by
many too little too late. Thus, in the late 2000s both EU institutions looked into
systems of accreditation and transparency as a response to criticisms over account-
ability and democratic deficits in the policy process (Obradovic 2009). At present the
European Parliament has established a registry and code of conduct for lobbyists (EP
2005) and the European Commission has introduced a register of interest groups and
code of conduct (EC 2008). The Commission’s regulation proposes financial disclos-
ure of lobbying budgets but is still unclear on what constitutes lobbying: i.e. is it
funding a study, office, flying a CEO into Brussels, or running a PR campaign just
before a European Parliament plenary session? As the register is voluntary it is also
unclear what the incentives are to participate and the degree to which business will
fully disclose their many identities and access points across the EU public policy
process.

So do we see a new business government arrangement in 2000s? Clearly the unobtru-
sive nature of much lobbying activity has restricted our understanding of European
business government activity and influence. Unlike the visible lobbying of rent-
seeking industries in the US Senate and Congress and Political Action Committee
contributions, most EU interest studies have focused on the trade associations and the
visible logic of collective action (Eising 2007; Greenwood 2007). However, if we are to
define codes of conduct and create databases of institutional lobbying activity it is
important that we have a clear understanding of how and when interests make
representation across the political institutions, along the policy process and for
different policies. The political allocation figures (Fig. 12.2) above clearly illustrates
that a number of mutually reinforcing political channels are utilized to influence the
EU public policy process. However, the timing, take-up, and the style of activity have
altered as EU procedural rules have changed and EU interests and functionaries learnt
to trust one another.

In terms of a business—government relationship, the European Commission con-
tinues to be the initial focus for agenda setting. Business has recognized that the
European Commission is a significant policy entrepreneur with its right of initiative
and continues to exert a huge influence on the formulation of the directive and
during the consultation and co-decision process. What is sometimes less clear is its
discretion to invite or exclude business interests groups from the table, and its ability
to demand behavioral criteria from those that it does invite. Thus, the most signi-
ficant development in lobbying in Brussels over the last twenty years has been the
emergence of an elite pluralist arrangement where industry is perceived as an integral
policy player but must fit certain political access and information criteria demanded
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by the EU institutions (Bouwen 2002; Coen 2007, 1998; Schmidt 2007). However, to
compensate for the predominance of EU business representation the institutions
have also been known to seek out and in some cases fund interest groups and
countervailing ad hoc alliances (Mahoney 2004).

Significantly, the regulatory agency style of Brussels policy-making has produced
the emergence of a trust-based relationship between insider firms and EU officials.
Within this credibility game the Commission makes many of its attempts to build
long-running relationships with interests, based on consistency of information
exchanges, wide consultations, and conciliatory actions. Conversely, business
must develop strategies that create reputations that will help them to gain access
to the closed decision-making arenas. The result of this discretion politics is that
business—government relations in Brussels are reliant upon both social capital and
trust.

However, we must also be careful in our generalization of the EU institutions as
there is much variety even between different Directorates (DGs) in the Commis-
sion. A study by Broscheid and Coen (2007) illustrated this by showing how
Commission preferences for fora and/or direct action are a function of the
informational demands of the Directorate, number of interests groups operating
in the policy area, and the institutional capacity to process informational inputs,
balanced against the legitimacy requirements of the policy domain. Thus in highly
regulatory policy areas, where technical policy input defines the policy legitimacy
and staffing numbers are low, they showed that the Commission create policy fora
and committees to manage individual lobbying by business. However, in more
redistributive policy domains they showed that the Commission sought to generate
wider consultation and encouraged lobbying via associations, and collective groups
with constituencies.

As already noted, individual direct lobbying of MEPs and European Parliament
civil servants increased dramatically in the last ten years and consequently new
political EU lobbying styles have emerged. First, as expected the greatest lobbying
activity has congregated around the parliament committees secretariats where co-
decision applies—such as single market and environmental legislation (Lehmann
2009). Accordingly, the greatest activity has tended to mirror the European Com-
mission’s legislative activity and has continued to focus on the technical aspects of
the legislation. However, unlike the Commission the European Parliament is
terribly understaffed in terms of policy expert support and much of the burden
of drafting will fall on a few Rapporteurs, Shadow Rapporteurs, and assistants. As
such there is a great risk of capture and a heavy reliance on the Commission
officials.

Much like the Commission the nature of the policy will also dictate how
the European Parliament requests information from business interests. In such a
complex environment, business interests have often been forced to reformulate or
re-emphasize economic competitiveness arguments (stated at the Commission) to focus
on wider public goods such as regional employment consequences. This was perhaps
most visible during the pharmaceutical patent debates and REACH proposals in
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Chemical sector in the early 2000s (Earnshaw and Judge 2006). However, the more
substantial difference between the European Commission’s bureaucratic discretion-
ary model and the European Parliament political environment is the growing use of
the economic media and public opinion in lobbying the European Parliament pre-
Committee hearing and plenary.

What this discussion illustrates is the importance of the policy and the type of
institutional legitimacy required to deliver regulations in determining the business—
government relationship. In the EU public policy context, there is huge variance in
business political activity across regulatory and distributional issues and along the
policy cycle. At the formulation stage, preference is for individual lobbying of the EU
institutions and is supported by the potential sector consensus-building activity at
the European federations. However, in line with concept of subsidiary much of the
interpretation of EU directives is still the responsibility of the national regulatory
authorities.

Hence we see in the recent liberalized sectors of telecommunication, energy, and
financial securities a higher degree of political budget going into lobbying the
national ministries and regulators (see Fig. 12.3; Coen and Thatcher 2008). National
lobbying may also rise with the risk of major recession and a return to anti-
competitive behavior and calls for state aid. Under these conditions we may see
more EU legal lobbying occurring at the Competition directorate of the Commission
and at the European court of Justice (see Bouwen and McCown 2007).

In looking for variance in allocation between national and EU lobbying channels,
we must therefore look at the formal and informal delegation of policy-making
powers to the EU (Pollack 2003; Franchino 2005). In policies where the outcome is
market creating, standard harmonizing, trade, and competitiveness, we would expect
post-Maastricht to see a high EU profile, while issues that touch on sovereignty such
as fiscal and JHA issues are not surprisingly still dominated by domestic lobbying. We
would also expect to see a distinction in lobbying strategy depending upon whether
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the market regulations were product or process regulation—as the incentives to
collaborate or go it alone will vary dramatically on the nature of the common
good available (Hix 2005).

THE ORGANIZATION OF EU BUSINESS—
GOVERNMENT RELATIONS

How far can we develop a distinct micro-theory of the European large firm? As the
above illustrated, the firm has evolved as a political actor in the EU and with this new
political activity has come increased professionalization and organization of EU
government affairs functions. In building a theory of the firm we must first under-
stand what motivates large firms to go it alone in Brussels and the emergence of an
information resource dependency between business and the EU institution. Sec-
ondly, we need to make sense of why as individual political action has increased—the
incentives to participate in the lowest common denominator concessions of EU trade
associations did not diminish but actually grew. In so doing it is hoped that we can
explain the business rationale for new collective forms.

In attempting to understand the business—government relationship we must first
accept that the EU institutions have a great deal of discretion in who they talk to. As a
result policy-makers can often demand access goods to the policy process (Coen
1998; Bouwen 2004; Eising 2007). Hence, while the Commission at first glance looks
open and accessible, a firm’s effectiveness in influencing policy directly continues to
be determined by its ability to establish a positive reputation in the European
political process—: that is to say, the extent to which it can establish its reputation
as a provider of reliable, sector-specific, and pan-European information (Broscheid
and Coen 2003). Most large European firms achieve this insider status from their
cross-border production, size, and length of time in Brussels. However, the policy
cycle, the nature of the policy good, and the degree of legislative activity will also
determine the demand from the EU institutions for direct input. Consequently, the
level of access expected and provided can vary markedly for a single firm and as such
lobbying strategies must be flexible.

With such political uncertainty, it is logical and responsible political behavior to
develop a mix of direct and collective political strategies which are mutually reinfor-
cing. Equally a successful business lobbying strategy requires four interrelated char-
acteristics; the ability to identify early clear and focused policy goals (Gardner 1991;
Greenwood 2007), develop relationships, and credibility in the policy process to
understand the nature of the policy process and institutional and policy demands
(Broscheid and Coen 2003), and the identification of natural alliances to facilitate
access and redefine reputations. This requires political resources and expertise.
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EU government affairs offices are often skeleton staffed with two to three permanent
staff, and operate as an early warning function to headquarters. More significantly,
many are empowered to directly mobilize experts from within the company and to
commission expert advice from outside to company to respond to EU consultation
calls. However, the most important functions of EU offices are to identify the potential
EU policy consensus (and potential qualified majorities) and nurture relationships
with EU officials in the EC Directorates, EP committees, and national permanent
representations. In terms of a successful Brussels operation, seniority of EU directors
helps in developing informal networks with other like-minded companies and EU
interest groups, and may facilitate invitations to informal EU expert groups and high
level fora—such as the C21 (Van Schendelen 2003; Gornitzka and Sverdrup 2008).

Perhaps equally important for political credibility, senior EU appointments are
more likely to influence policy-making and strategic goals within their own com-
pany. In sum, for successful direct access it is important that firms have individuals
who can operate within small policy communities as equals and have the political
credibility to warrant invitations to select committees and industrial policy fora.
Within this elite EU business/lobbying community we have seen a high degree of
political learning and a convergence of lobbying strategy throughout the 1990s (Coen
1998, 2007; Woll 2008). What is clear is that creating credible working relationships
with the EU institutions requires time, informational resources, and an element of
“give and take” on behalf of firms and EU institutions. However, while trust and
political legitimacy are developed through the provision of quick, reliable, and
credible information over time, they can be lost in a much shorter period.

In assessing the logic of the EU business lobby it is important to note that
multinational companies are not a single unitary actor, but are made up of a number
of stakeholders and subsidiaries. As such, it is paramount that firms can identify their
long-run political aims and provide consistent messages across the various EU and
domestic institutions. To enable such focused and constant lobbying activity, firms
need to establish clear lines of communication between the government affairs
departments, technical line managers, public relations departments, board, and
CEOQ. It is only by creating this distinct and centralized government affairs function
that business can establish clear political accountability within the firm and credibil-
ity with EU officials; by monitoring the internal and external flow of information to
managers and regulators (Willman et al. 2003). While focused information improves
the credibility and the political weighting that business ascribes to the policy;
consistency of message from all divisions of a company avoids the playing off of
different groups by EU officials with differing competitiveness, environmental, and
health and safety agendas. In fact, in the disaggregated EU public policy process it
may actually be possible for large firms to have more information about the various
directorate generals and European Committee positions than the EU functionaries.

With so much to manage in the EU policy process, we should see regulatory affairs
as an informational post box and gatekeeper supplying information to the EU
officials and receiving “policy credibility” from the quality of information from the
company experts, and deriving “political credibility” from the CEO support. In a
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perfect world we would hope that EU institutions and business could reach a
strategic awareness where industry would trust policy-makers enough to fully
disclose information for a well-informed directive to be created.

In reality there is always a risk that the establishment of the gatekeeping function
will result in asymmetric information flows that result in suboptimal policy-making.
That is to say we might see a “policing focus” by the government affairs office
(Willman et al. 2003). Such activity was observed in the early days of the single
market program as many companies monitored the EU from national government
affairs offices and in-house legal teams. Believing in the national veto at the Council
of Ministers and embedded in their domestic political environment, few incentives
existed for business to engage fully with the EU institutions (Coen 1997). However,
this reactive and negative lobbying failed to establish relationships with EU officials
and resulted in a number of political and legal clashes at the Commission and the EC]J
(Mattli 1999; Bouwen and McCown 2007). The result, after a period of business
compliance focus, was the discussed explosion in EU government affairs functions in
Brussels, as firms recognized the cost of non-participation in standard-setting.

Recognizing the discretion of the EU officials in “who and when to consult,” large
firms initially established small monitoring operations staffed by ex-Commission
officials (Gardner 1991; Hull 1993; Mazey and Richardson 1993). It was hoped that
these informal networks would facilitate insider status, provide advance warning of
proposed directives, and in the long run influence policy-making. However, industry
quickly learned that such “quick fixes” had their limits—as the “revolving door”
strategy while facilitating access to the EU institutions often alienated the HQ and
domestic technical managers and potentially other directorate generals. Thus, by the
mid-1990s there was a perception by industry that many EU affairs offices had gone
native and that there was a need for the professionalization of the government affairs
function. Over time and by managing the relationship with government and EU
institutions directly, firms were gradually able to select appropriate senior managers
within the firm to deal with specific informational requests. This has had the dual
affect of reinforcing political credibility with the policy-makers for fast and effective
information and developing a broader understanding of the policy-making process.

Accepting this level of sophistication, government affairs directors have noted that
at different times along the policy process the level of management mobilized and the
type of political good required from business alters. As such, in the early framing and
agenda setting stages of a policy, CEO/commissioner contact is encouraged for the
political momentum and political legitimacy engendered with the nation states and
within the company. However, in the policy formulation and implementation stages
it is the responsibility of the government affairs office to facilitate the appropriate
middle managers to the policy committees.

Although large firms have established their credibility as policy actors in the EU,
whether all firms who participate can attain the same favored access is open to
debate. Rather, the parallel impact of increased EU business lobbying overload,
coupled with a slowing down of the EU legislative activity in the 2000s, saw a fall
in institutional demand for policy information and a shift towards “consensus
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politics through forums.” This is a more focused and elite structure than the
traditional corporatist arrangements of the 1970s or the open lobbying of the 1990s.

The upshot of forum politics and the multi-channel lobbying has been that EU
institutions have become more concerned about the transparency in the EU policy
process, while some of this call for change has been driven by democratic deficit
debates and a desire for the European Commission and European Parliament to
define their role vis-a-vis one another and their interest groups. The consequence is
that direct lobbying by big business is coming under greater scrutiny, as it has been
obvious to many that firms have been directly funding collective arrangements or
fronting apparent ad hoc alliances to further their own individual access. It is hoped
that the new transparency and regulation proposals will create greater disclosure and
capture the individual lobbying footprints of business.

But what is the effect on traditional collective action logics? The above illustrated
that large firms considered direct lobbying as the most effective means of influencing
EU policy process, and that direct political action improved via establishing trust in
the information provided and good political management of secondary collective
channels. Significantly, the most common means of establishing an element of trust
between EU officials and large firm was to attempt to foster European credentials.
One strategy to create EU identity was to fund and participate in the EU trade
federations. However, as firms became directly involved in the federations they
sought to refine their functions and improve their policy-making impact.

As previously observed, business associations increased dramatically in number in
the 1990s and currently accounted for almost two-thirds of all EU interests (Greenwood
2007). However, before we talk about a return to corporatism we must look beyond the
growth statistics. Today we see a greater variation in the collective groupings available to
business, ranging from the high-level business clubs like the European Round Table
(Cowles 1995) and Transatlantic Business Dialogue (Coen and Grant 2001; Cowles
2001), high politics peak organizations such as Business for Europe, sector federations
of national trade associations (Greenwood 2002a), and national chambers of commerce
like AMCHAM (Cowles 1996). What is more, today much of the collective action
growth is outside of the traditional sector and national cleavages and instead focuses on
short-life issue alliances with small secretariats (see Mahoney 2004, 2007). As such the
traditional analysis of business logic of collective action needs to be reassessed in the
context of multi-level and multi-collective options.

While much focus in nation states has traditionally been on the logic of formation
and overcoming free riding (Olson 1965; Moe 1980; Kimber 1993; Hart 2003; Streeck
and Visser 2006), this has been less of an issue for EU collective action debates
(Greenwood 2007). First and foremost, the EU institutions fostered and often funded
the creation of many sector federations in the early days of the European Commu-
nity, as a means of developing a functional “interest elite” that would work in parallel
with the member states (Mazey and Richardson 1993). However, despite recognition
of the value of structured corporatist system of consultation, the reality in Brussels
was always a less formalized and pluralist policy-making system (Streeck and
Schmitter 1991; Coen 1997). Secondly, the nature of membership of European
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federations, often combinations of national associations and large firms, has
meant that entry costs would appear low to these established large political actors
(Greenwood 2002b). Finally, once the initial decision to join has been made many
large firms cease to continue the cost—benefit calculation of membership and may
even fail to reach their rationality threshold (Kimber 1993).

So if the logic of formation and membership is less significant, the question becomes
what is the logic of participation? As noted, there is a big difference between joining a
federation and utilizing it to actively participate in the policy process (Jordan 1998;
Lowery 2007). In the early days, many firms were frustrated with the role of trade
associations in the EU policy process, feeling that they represented the lowest common
denominator positions of their respective national associations (McLaughlin and
Jordan 1993). As a result, in the 1990s sectors with high large-firm concentration ratios
such as automobiles, chemicals, and pharmaceuticals encouraged the restructuring of
European federations to foster direct firm membership, the rationale being that the
new EU business associations would be more responsive to the informational demands
of the EU institutions, that they would provide credible information with large end
users and standard setters, and potentially be efficient organizations focusing on a
limited range of consensus policy areas. The evidence is mixed for the success of firm-
led association over traditional peak federations, with Eising arguing that the latter EU
federations have more contact with the Commission than business-led groups (Eising
2004, 2007). However, this result may represent an under-counting of firm-led feder-
ations’ impact and contact, as it fails to capture business direct representation, which
should be seen as an accumulative and complementary effect with the EU federations.

The rise of such hybrid associations has challenged our traditional perception of EU
collective action. First, what is beyond doubt is that these new collective arrangements
provided firms with opportunities to develop their positive European credentials in the
EU policy process. Accordingly, one EU rationale for active participation in collective
channels is to develop a long-run reputation that can be discounted for direct lobbying
access to the EU institutions. In Olsonian terms, membership and the continued high
usage of European federations can in part be explained by the concept of the positive
externality of reputation building for direct lobbying creating a private good incentive.

Secondly, given that most firms based in Brussels have limited political budgets, it
is logical to assume that they prioritize political issues between core strategy that they
lead and secondary issues in which they pool their expertise. Hence, in periods of
high legislative activity, firms are more willing to share out the burden of the political
representation to collective arrangements. Accepting greater resources at their dis-
posal and the insider status of large federations, it is logical that EU federations are
able to monitor a greater number of issue areas, with a greater level of expertise, and
potentially gain more political coverage at lower cost for business.

Extending this concept of the logic of collective action, some argue that the
rationale of firm-level participation at the EU federations is more a logic of the
cost of non-membership than a calculus of the benefits (McLaughlin and Jordan 1993;
Jordan 1998; Greenwood 2007). The costs may be linked to the reputation building
and favored access for direct lobbying, the risk that the sector federation may become
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a countervailing voice to the outside firms’ political preferences, and the loss of
information and expertise. Overall, however, most firms surveyed saw positive
benefits from active participation in the collective political channels, with 25 per
cent of all their EU political resources going into national trade associations and EU
federations, and recognition that these channels are mutually reinforcing direct
access to the Commission and European Parliament.

Recognizing that federations are an important political channel to influence the
policy process, what type of business collective action is most likely to thrive? First, as
discussed in the second section, we must assess the nature of the political goods
debated and the economic structure of the sector. As already alluded to, governance
of a business federation is a function of uniformity of the membership: i.e. does it
have to deal with the competing interests of network providers and service providers,
does the association have large and small firms, manufacturers and retailers, etc.
(Greenwood 2007: 69)? Thus, firms are more likely to participate directly in associ-
ations where clear goals can be identified and common ground found amongst a
small group of key players—this would perhaps explain the success of the Association
of European Automobile Constructors or the European Chemical Industrial Council.
Equally important is the nature of the proposed legislation in as far as it is a collective
or private good. As Fig. 12.3 illustrates, there is greater likelihood of collective action
in policy areas that define products and markets, where incentives to collude are
greater, than in sectors where the policy debates are about manufacturing processes
or transposition of regulation into domestic markets.

The rise of long-run lobbying perspectives and sophisticated political business
logics has challenged traditional forms of collective and direct individual action. As
previously noted, in the interest-crowded EU public policy process, access improved
for those that achieved credible political voice and political mass. The best means of
achieving the latter was to establish some form of political alliance with rival firms,
associations, and other public interests. In so doing, firms created “issue identities”
for themselves. These alliances can be temporary ad hoc groups based around fast-
changing single issues (Pijnenburg 1998) or more permanent groupings organized
around formalized committees, fora, and even short-life trade associations (Green-
wood 2007). This informality gives the European public policy its vitality and
flexibility, allowing as it does for the development of informal relationships, the
apportioning of favors, and the establishing of political trust.

CONCLUSION

Overall, the chapter is a story of the business lobby adapting to the changing EU
institutional architecture and learning to lobby as an individual actor. The historical
analysis leads to two significant observations: first, that the overall locus of business
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political activity has moved towards the EU institutions; and, second, that large firms
see all the political channels as mutually reinforcing in an integrated lobbying
strategy. In line with the complex multi-level pluralist system in which it operates
business has learned to manage the political cycle and create different political
identities as it moves along the formulation to delivery cycle and back and forth
between EU and national political channels.

In terms of the large firm’s logic as a political actor, a distinct European business—
government model has evolved founded on information dependency and discretion-
ary politics. Here the EU institutions have demanded increased specialized technical
expertise to formulate policy and business has responded by developing individual
direct representation strategies that build their goodwill and reputation in Brussels.
Much of this business—government relationship has evolved incrementally with firms
aware that misrepresentation and bad practice may result in exclusion from the
policy process. Moreover, in professionalizing its political activity, the large firm has
also altered the function and organization of many of the collective arrangements in
Brussels and has learned to discount the cost of participation in one political channel
for improved access in another.

So what of lobbying today? European business is faced with two new pressures. The
first is a move towards a more formalized code of conduct and the introduction of
European Parliament and European Commission accreditation. As business has
learned to play “joined-up” lobbying along the EU policy process it is now time that
the EU institutions move away from individual registration and competing definitions
of what constitutes lobbying to audit, map, and monitor the business lobbying
footprint across the life of a directive. The second threat is the current economic
recession. As previously noted many government affairs departments have difficulty
justifying and quantifying their lobbying, and their budget lines are often the first to be
cut back in times of economic hardship. If this is the case it is possible that we will see a
cutback on the new public relations activities at the European Parliament, a greater
focus on the Commission with day-trip lobbying, and perhaps a greater reliance on
trade associations for monitoring EU issues.

NoTE

1. This chapter is adapted from Coen (2009).
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CHAPTER 13

BUSINESS
POLITICS IN
LATIN AMERICA
PATTERNS OF

FRAGMENTATION
AND CENTRALIZATION

BEN ROSS SCHNEIDER

We don’t have experience in the democratic game. . .. In the military regime,
businessmen talked with at most four people: Figueiredo, Delfim, Galvéas,
and the minister responsible for the sector. Decree laws resolved the rest.
Today, the game is democratic. .. Our main interlocutor, now, is Congress.

(Antonio de Oliveira Santos, coordinator of the UBE (Dreifuss 1989: 44))

INTRODUCTION!

THE perception that business wields enormous power is widespread throughout
Latin America. In a survey of politicians and leaders in civil society, 80 per cent

* For a list of abbrevations for this chapter, see Appendix 13.1 on p. 324.
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mentioned that business exercised de facto power, and more respondents identified
business than any other group or constitutional power (UNDP 2005: 155). However,
the way business exercises power varies greatly across the region and sometimes
within countries over time. For example, in Brazil, in a more pluralist, US-style
pattern, relations are fluid and fragmented: business associations are mostly weak,
especially encompassing associations, business people spend a lot on campaigns and
lobbying, and they have easy access to government officials, in part because so many
business people accept appointments to top government offices. In contrast, in Chile,
in a more organized, structured, European-style (societal corporatist) pattern, rela-
tions between business and government are more formal, largely mediated through
strong parties and business associations, and with little if any movement of business
people into government positions.

More generally, business politics and participation in policy-making varies over
time, across policy areas, and across countries along three interrelated dimensions.
First, business participation can be collective and organized or dispersed and indi-
vidual. Among industrialized countries, for example, business tends to be more
organized in northern Europe and Japan, much less organized in the United States,
with other English-speaking and southern Europe countries ranging in between (see
Lehne 2006). Second, business input can be formal and open or informal and largely
opaque. This dimension tends to co-vary with the organizational dimension but does
not overlap completely. Participation through business associations is typically
formal, structured, known to many, and often covered by the press. Personal net-
works, in contrast, involve very small numbers and are often largely invisible, even to
other participants in policy-making.

Third, business input varies by the channels of influence that predominate in
mediating business participation: deliberative or consultative councils, corporatist
tripartite bargaining, lobbying, campaign and party finance, networks and appoint-
ments to government positions, and of course outright corruption. Business people
will often avail themselves of a number of these channels simultaneously, but com-
parative analysis helps single out which are primary in particular countries. For
example, Japan and other Asian countries have relied heavily on deliberative councils
that bring together representatives of government and business to discuss a wide range
of policy issues. Campaign contributions and legislative lobbying are more central to
business politics in the United States and Japan than in most European countries, and
obviously more important in democratic regimes than dictatorships. Lastly, the
appointment of business people to top policy-making positions in government varies
greatly cross-nationally, from thousands of appointments in the United States and
many countries of Latin America to very few in most other industrialized countries.

How are these multifaceted and interconnected differences best characterized and
conceptualized? The small comparative literature on business politics in Latin Amer-
ica provides limited help. One set of studies is too narrow empirically because it
focuses exclusively on one or another dimension. For example, the volume organized
by Francisco Durand and Eduardo Silva (1998) provides an excellent overview
of business associations, but does not include much on elections, networks, or
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other forms of business—government relations (for other comparative studies, see
Garrido 1988; Bartell and Payne 1995; Durand 1996; Schamis 1999). Another set of
studies is too limited theoretically: Jeffrey Frieden’s (1991) comparative study uses a
deductive approach based on asset specificity and reduces business to sectoral actors
with no consideration of more encompassing forms of business politics or the diverse
preferences and activities of individual business people.

The alternative analytic framework offered here draws on the analogy of an
investment portfolio where business distributes its political investments across a
range of different activities depending on the opportunities and returns. Assessing
these portfolios in different historical and national contexts allows us to identify two
modal patterns, as well as permutations in between. In the more organized pattern
(as in the pattern in Chile described earlier), business—government relations are
largely mediated through formal channels like business associations, consultative
councils, and political parties. In the more disorganized or fragmented pattern, these
formal mechanisms are weaker and often displaced by more individualized, fluid,
and informal relations mediated by personal networks, legislative lobbying, cam-
paign contributions, and corruption.2

The major macro transformations in recent decades in Latin America—
democratization and market reforms in the 1980s and 1990s, and the commodity
boom of the 2000s—had important reverberations in relations between business and
government. However, these reverberations have not completely made over pre-
existing patterns of business—government interaction, and important continuities
persist in most countries; nor have the impacts of political and economic liberaliza-
tion been the same across the region. The renewed power of legislatures and sign-
ificance of elections has nearly everywhere drawn more attention and resources from
business, especially in financing campaigns and later lobbying elected legislators. Yet,
on other dimensions, democratization has had more uneven effects, displacing
business associations, for example, in some countries (e.g., Mexico) and reinvigor-
ating them elsewhere (e.g., Chile). Moreover, transitions to democracy marked
dramatic shifts in some countries in the inclusion of business people in top govern-
ment positions, though in opposition directions: inclusion in Mexico but exclusion
in Chile and Argentina.

On the economic side, many observers expected that liberalization and the dis-
mantling of state-led development and import substituting industrialization (ISI,
roughly 1930s to 1980s) would deprive business of its usual government interlocutors
and political access. Yet, while states have reduced some forms of intervention by
eliminating programs and agencies, they have kept others and established new
programs. So, while business and business associations may no longer be negotiating
over protections and subsidies to import substituting industries, they are often in
dialogue with government over trade agreements, subsidies for export sectors, and
programs for technological development (see Pagés 2009). Overall, the analysis of
business—government relations needs to be sensitive to the dramatic changes in the
overall political economic context, but it should resist the temptation to ascribe too
much, or unidirectional, force to these changes.
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The rest of this chapter proceeds in several steps to analyze business politics in Latin
America. The second section briefly reviews a general conceptual framework that
distinguishes the sources of business preferences as well as a range of ways that business
influences policy-makers. The third section takes these analytic building blocks and
incorporates them into an examination of the dynamic, strategic interaction between
business and government. This section develops the portfolio analysis of the range of
political investments that business in Latin America typically employs, including
lobbying, campaign finance, business associations, personal networks, and corruption.

SOURCES OF PREFERENCES, LEVERAGE,
AND ACCESS

Scholars often mean different things when they say “business.” Distinguishing among
conceptual approaches to the analysis of business contrasts these meanings and
illuminates the various ways that business can participate in policy-making: as
capital, as sector, as firm, as association, and as individuals and participants in policy
networks (Haggard, Maxfield, and Schneider 1997). These contrasting conceptions
highlight the complexity of business interests and preferences as well as the variety of
ways they can interact with, and influence, policy-makers (see also Martin 2006).
Through capital mobility, and especially episodes of capital flight, business can
have an indirect, uncoordinated, effect as policy-makers try to anticipate policies that
are likely to keep and attract capital (Mahon 1996; Maxfield 1997). While capital
mobility imposes significant constraints on policy-makers, it is not a deliberate or
organized form of business participation in policy-making. There have been fewer
episodes of currency collapses and dramatic capital flight in the 2000s, compared
with the late twentieth century, in part because the commodity boom allowed
most countries to accumulate comfortable international reserves. However, short
of financial melt down, more quotidian financial indicators such as interest rate
spreads and bond ratings affect the movement and costs of capital for firms and
governments, and depend in large part on investor perceptions of government
intentions. In Brazil the election of Lula (Luis Inacio Lula da Silva) in 2002 provided
a good example of investor fears and government responses. In the months leading
up to the election, the spread in interest rates grew as Lula rose in the polls over fears
of what policies a PT (Workers’ Party) government might pursue (Vaaler, Schrage,
and Block 2005). The post-election appointment of Henrique Meirelles, a former
chief executive at BankBoston, to the Central Bank and other business people to top
economic ministries, as well as fiscal and monetary moderation in the early months

of the Lula government, had a reassuring effect on investors, and the spread steadily
declined.
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The contrasting corollary in other countries has been a visible correlation
between a lack of external capital constraints and a range of policies antagonistic
to international investors. Governments in Venezuela, Bolivia, and Ecuador all
nationalized or threatened to nationalize foreign and domestic firms during the
2000s when the surge in oil prices meant these oil and gas exporters had little need
for international finance. In Argentina, the Kirchner (Nestor) government (2002—8)
was also antagonistic to some MNCs, less initially because of high commodity
prices and international reserves but more because Argentina had just defaulted on
international debts and did not have access to meaningful new credit. Thus, the
actions and preferences of investors, both domestic and foreign (and the distinction
is increasingly blurred by round tripping investment), significantly shape business—
government interactions, even though these actions are not coordinated nor explicitly
political.

The conceptual approach that focuses primarily on sectors is one of the most
popular in the literature on international political economy and in many analyses of
recent market-oriented reform in developing countries. This approach follows from
the conventional Olsonian wisdom that businesses will be better able to overcome
obstacles to collective action if they are small in number and homogeneous, as they
usually are in capital-intensive sectors (Olson 1965).3 Conceptualizing business as
sector is often a useful ‘first cut’ because sectoral cleavages in Latin America are
accentuated, and because many policies have uneven distributions of costs and
benefits across sectors. Moreover, dramatic sectoral shifts in most economies over
the past two decades, first out of manufacturing into services in the wake of market
reforms and later into commodities and natural resources, have shifted the center of
gravity of the private sector and the sectors out of which the largest firms have
emerged (Schneider 2009a). These background shifts need to be factored in, but,
taken alone, sectoral analysis can obscure other bases of business politics such as
corporate structure, business associations, and business networks that regularly
swamp sectoral considerations (Schneider 2004a: ch. 2, 2004b: 458-64).

In another conception, firms are the primary units of analysis, and business
politics vary largely according to corporate structure. Two core features of corporate
ownership, diversified business groups and MNCs, distinguish Latin America from
other regions and have important consequences for business—government relations.*
Diversified business groups have more encompassing interests which, combined with
their huge size and small number, should in principle facilitate collective action,
coordination, and regular direct contact with government. MNCs, because they can
shift investment to other countries (exit), tend to be less committed interlocutors in
longer term policy implementation and institution building. To the extent that
MNC:s influence policy more through anticipated reactions than deliberate political
activity, MNCs resemble the effects of the first conception of business as capital. At a
minimum ownership variables like multisectoral business groups and MNCs com-
plicate simple deductions about business preferences on policy and straightforward
predictions on their political behavior. Diversification and foreign ownership both
open up exit options for firms in particular sectors. If, for example, policies threaten
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a stand-alone, single-sector firm, that firm is more likely to use voice and politics to
change the policy. In contrast, MNCs and business groups are more likely to take the
exit option because they can rely on investments in other countries or sectors.

In a network conception, the analysis turns to examining how individual business
people can participate directly through appointment to government positions (or
commissions and working groups) or close personal connections to top policy-
makers in personal or policy networks (Teichman 2001). Personalized business-
government networks can sometimes evolve out of long-standing social and kinship
relations as well as common schooling and university training. More short-term
network connections can also emerge out of career movement back and forth
between the public and private sectors. As in the United States, most presidents in
Latin America appoint thousands of people, including many from business, to top
policy-making positions. There are some exceptions, notably Chile after 1990 and
Mexico for most of the twentieth century, where presidents invited very few business
people into government, but in most other countries business people circulate
regularly in and out of government (as examined later). Such movement creates
ready-made networks for sharing information and debating policy options. This
network approach focuses more on the nature and extent of business access to
government which is likely to be informal, individual, and opaque, and does not
specify the kinds of preferences that get communicated beyond the likelihood that
they are narrow and particular.

In a final conception, examined in the next section, the way business organizes
and the longer institutionalization of business associations are primary factors in
explaining patterns of business participation in policy-making. This consideration
of various concepts of business also helps to highlight the very different sources of
business preferences—based alternatively on firms, individuals, sectors, associations,
or capital—and the wide range of mechanisms that can translate these preferences
into pressures in politics, from capital flight to individual politicking.

PORTFOLIOS OF BUSINESS INVESTMENT
IN PoLiTICS>

If business people have a range of potential preferences and a variety of political
resources (funds, organization, or friends in high places), then how do they decide
how to engage in politics? In principle, rational business people should balance their
portfolio of political investments to take advantage of evolving opportunities by
shifting political investments to activities that generate the greatest return. Where
business concentrates its political investments is largely a function of the perceived
opportunities for influence offered by the political system (see Tarrow 1998). Some
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aspects of the opportunity structure are relatively fixed by long-standing institutional
features of the political system; other opportunities though can be created or closed
off by individual policy-makers. So, while variations in overall patterns of business
politics are relatively stable, they are not immutable and policy-makers can have
decisive and relatively short-term impacts on those patterns. The rest of this section
considers long-standing patterns and recent evolution in business investment in a
range of activities including associations, consultative councils, legislative lobbying,
campaign finance, networking, and corruption.

Associations

The major variations along this organizational dimension include whether associ-
ations are voluntary or state chartered (corporatist), whether they are encompassing
or sectoral, whether they are based on production or employment relations, and
whether they represent primarily large or small firms. In simplified terms, most of
the thousands of business associations in Latin America are voluntary (save Brazil),
sectoral, biased towards larger firms, and rarely geared toward bargaining collect-
ively with labor. Where countries manifest greater variation is in the strength of
broader encompassing associations (Table 13.1).6 On this dimension countries like
Mexico, Chile, and Colombia follow a more European or Japanese model of business
organization compared to a more ‘American’ style of fragmentation in Brazil and
Argentina. Among the remaining larger countries, Peru and Venezuela both had
economy-wide encompassing associations in CONFIEP and Fedecamaras, respect-
ively, though CONFIEP has faded in importance (Hernandez 2008). Almost all the
smaller countries, with the significant exception of Uruguay, have economy-wide
encompassing associations (see Durand and Silva 1998).

The mere existence of stable, well-staffed voluntary encompassing associations is
one good indicator of the amounts prominent capitalists invest in collective action.
The rough estimates of staff give a further proxy useful for comparing across
countries the material investments members make in their associations. Other
indicators of organizational strength would include the time business people invest
in associations and the quality of internal representation. Although they cannot be
summarized in a table, historical instances of organizational capacity to aggregate or
reconcile member interests were more common in the histories of encompassing
associations in Mexico, Chile, and Colombia than in Argentina and Brazil.”

Beyond economy-wide associations, wide variation also exists among encompass-
ing associations for industry and for agriculture.8 Agricultural associations were
some of the first to form in the region though most had faded as organizations by
the late twentieth century, save some in narrower sectors like coffee (Federacafe).
Agricultural associations tended to be stronger in countries with less diversified
agriculture and larger landholdings, as in Chile, Argentina, and Colombia (Smith
1969; Wright 1982). In industry, Chile and Colombia had the strongest voluntary
associations in the region. The industry association in Argentina, UIA, enjoyed some
periods of strength but after the 1940s always suffered from internal division and
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Table 13.1 Voluntary encompassing associations

Association Scope Staff
Strong encompassing associations
Mexico Coparmex (1929-) economy-wide 30
CMHN (1962-) economy-wide 0
CCE (1975-) economy-wide 80
Chile CPC (1935-) economy-wide 8
Sofofa (1883-) industry 50
Colombia Federacafe (1927-) coffee 3,500
ANDI (1944-) industry 150
Consejo Gremial economy-wide 3
(1991-)
Venezuela Fedecamaras economy-wide 20
Weak encompassing associations
Argentina ACIEL (1958-73) economy-wide 0
APEGE (1975-6) economy-wide 0
CGE (1952-) economy-wide 10?
UIA (1886-) industry 50
AEA (2002-) economy-wide 8
Brazil UBE (1987-8) economy-wide few to
none
IEDI (1989-) industry 8
Acdo Empresarial economy-wide 0
(1990s- )
Peru Confiep economy-wide

Note: Figures for staff are rough estimates for average total employment in the last quarter of the
twentieth century. See Appendix 13.1 for abbreviations.

Sources: Updated and expanded from Schneider (2004a: 7); Hernandez (2008); Ortiz (2004).

competition from rival associations. Non-voluntary, corporatist associations in
Mexico (through 1997) and Brazil gave industry federations the appearance of
institutional strength, but behind the fagade they were much weaker, in large part
due to state controls on internal organization. These controls were especially debili-
tating in Brazil where the regional structure of representation gave marginal industry
federations from states in the rural north-east control of the national industry
confederation, CNI.

Business associations participate in policy-making in a number of ways. First,
leaders of associations appear regularly in the press. Newspapers often assign
reporters to cover business associations, and they contact associations almost daily
for reactions to government announcements and breaking economic news. In add-
ition, associations invest in their own press and dissemination departments, and call
press conferences to announce policy positions. Some associations also have sophis-
ticated research departments that collect data relevant to sectoral performance.
Associations use the opportunity of announcing, say, monthly employment statistics



BUSINESS POLITICS IN LATIN AMERICA 315

to comment on policy issues of the day. Some leaders contend that this press presence
may be the most important lever, albeit indirect, that business has to influence
policy.® This exposure is quite different from countries like the United States where
leaders of associations almost never appear in the mass media.

Leaders of associations also talk directly to policy-makers. Associations may invite
officials to events or to make presentations, or associations may ask for appointments.
For instance, an annual report to the members on the activities of the president of the
economy-wide CCE in Mexico noted dozens of meetings with various cabinet min-
isters (CCE 1987). These meetings are often ad hoc and called to address conjunctural
issues, but in some countries meetings are more routinized. Again in Mexico, the
CMHN hosted monthly luncheons and the CCE monthly dinners mostly with
ministers from the economic area. It is often unclear exactly what influence these
meals have on policy, but they certainly expand access and dialogue.

In other cases governments institutionalize business input into policy-making or
oversight councils. These fora, sometimes called consultative or deliberative coun-
cils, are typically granted functional authority over certain policy areas that can
range from broad macro issues such as monetary policy and stabilization plans to
labor issues like minimum wages and training, to narrow technical issues like
animal husbandry. These councils have fixed membership that usually includes
representatives from relevant ministries and business associations. A small number
of councils also include representatives from labor or other organized social
groups. In Venezuela, for example, various governments from the 1960s to the
1980s created 330 advisory commissions and 362 decentralized agencies, most with
some representation by business associations (Monaldi et al. 2008: 383—4 citing
Crisp 2000). Once invited to join councils, associations usually create or expand
professional research departments to make sure their council representatives have
the necessary background information (Silva 1996). Lastly, governments may grant
complete policy authority, along with public resources, to associations. For
example, the Colombian coffee confederation, Federacafe, had control over an
export tax and other resources and was responsible for financing, promoting,
and marketing Colombian coffee. Brazilian industry federations receive a 1 per
cent payroll tax to promote worker training; the government collects the tax but
turns it over to federations that decide alone how to spend it.

Fora and councils that bring business and government together merit more atten-
tion both because they have been so crucial to policy-making and development
elsewhere, notably East Asia (Schwartz 1992; Campos and Root 1996), and because
they continue to be an important and recurring locus for business—government
interaction in Latin America. Deliberative or consultative councils proliferated into
various policy areas over the decades of ISI, but over time many of these councils faded
into disuse, and many were decommissioned in the wake of market reforms after 1990.
However, some councils maintained their importance, and governments created new
councils after the 1990s to manage new challenges of economic integration and
globalization (Schneider 2009b). Most prominent among these were the councils
set up to accompany trade negotiations, especially in Mexico (Thacker 2000);
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Chile (Bull 2008); Colombia (Giacalone 1999); and later Brazil (Oliveira 2003). Other
governments, especially in Chile, have created ongoing fora to deliberate on competi-
tiveness, technology, and innovation (Mufoz 2000).

One of the more visible initiatives was the decision of the incoming Lula govern-
ment in 2002 to create the Council for Economic and Social Development (CDES)
(Doctor 2007; Vizeu and Bin 2008). The government structured CDES to have
representation of labor and business (as well as government and civil society) but
had very different approaches to the invitations to each side. Representatives from
the labor side were union leaders, yet nearly two-thirds of the business members were
not leaders of business associations.!® The government preferred instead to invite
individual businessmen, in a way that fits with the conception of business as network.
Over the course of Lula’s two terms, CDES had some influence in broad policy
debates, but less than its proponents hoped, or critics feared.

Participation in deliberative councils is one of the sources of the wide variation
across Latin America in the strength of business associations. As Olson (1965) would
expect, most strong associations provide some selective benefit to members only,
ranging from control over an export tax in the case of Federacafe, to a genealogical
registry for cattle in Sociedad Rural Argentina, to monthly luncheons with ministers
for CMHN. Furthermore, in most cases the most significant benefits are granted by
the state. In cases where the state granted control over public funds to associations,
firms had incentives to join the association and contribute to its institutional
strength. Less tangible benefits, such as regular access to top policy-makers or to
policy-making councils, also encouraged business people to join associations, as well
as contribute to and participate in them.!!

The consolidation of democracy across the region largely eliminated the pivotal
role business associations sometimes played in regime change during the twentieth
century. Previously business associations were prominent in clamoring for the end to
democratic regimes in Chile and Argentina in the 1970s and supported authoritarian
regimes in these countries as well as Mexico. On the side of democracy, Colombian
associations sometimes rallied to support democratic governments in times of crisis
in the 1960s, and Brazilian business, though more as individuals than association,
helped convince the generals in the late 1970s to return to the barracks. By the 2000s,
few associations were debating the merits of democracy. The exception was Fedeca-
maras in Venezuela, which joined in opposing Hugo Chavez in the early 2000s. This
opposition reached its tragicomic climax when Pedro Carmona, the president of
Fedecamaras, assumed the presidency in an unsuccessful, two-day coup against
Chavez. But, in most of the rest of the region, the issue of whether or not business
associations support democracy is no longer a major question.

Legislative lobbying

Democratization opened up more avenues for business participation in policy-
making, particularly through political parties and congress. Systematic data are
lacking, but available evidence and press coverage suggest that lobbying is increasingly
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routine. As business moves to invest more in lobbying the legislature, its influence
tends to become more fragmented and particularistic, and therefore ineffectual on
general issues, what Diniz and Boschi (2004) call an ‘Americanization’ of business
politics. The sources of this fragmentation are several. For one, individual contribu-
tors are likely to seek legislators’ assistance on issues relating specifically to their firms
such as resolving particular administrative problems in the bureaucracy.

Moreover, business associations, by custom or legal restriction, do not contribute to
political campaigns, and their influence with legislators is likely to be less than major
contributors who tend to come from individual firms. An interesting exception, which
tends to prove the general rule, is the sophisticated lobbying operation of the CNI,
Brazil’s national industry confederation. Its lobbying wing COAL (Coordenagdo de
Assuntos Legislativos) grew from a small operation in Brasilia in the late 1980s to a large
and sophisticated lobby in the 1990s (interview with Carlos Alberto Cidade, director of
COAL, May 27, 1995). By the mid-1990s COAL had twenty-one employees and
accounted for close to half of CNI staff in Brasilia (see Mancuso 2007). In contrast,
legislative lobbying in the economy-wide CCE in Mexico was still incipient by 2003, in
part because the legislature only began exercising a more active policy role after 1997
when the president’s party lost its majority in Congress for the first time in many
decades (interview with Luiz Miguel Pando, Director General, CCE, February 26, 2003).

Electoral politics, parties, and campaign contributions

In February 1993, at a private dinner with several dozen wealthy businessmen,
President Carlos Salinas de Gortari asked them to donate $25 million each to the
PRI to help finance the election of his successor (Oppenheimer 1998: 83-8). Press
reports of the dinner generated heated debate and portended important changes in
politics in Latin America (the possible privatization of the PRI, not least among
them). For one, redemocratization in the region would inevitably lead to ever more
expensive campaigns and require governments to decide how they would be
financed. And, as the Salinas dinner made clear, big money was most likely to
come from big business.

Over the last decade most of the large countries of Latin America reformed the
legal framework for campaign finance (Griner and Zovatto 2004). Although complex
and varied, several patterns emerge in campaign finance laws in the region (Payne
et al. 2002). Most legal frameworks prohibit foreign contributions, maintain some
public funding, limit maximum contributions, and provide some free media access.
Smaller numbers of countries have a wide range of other restrictions including
prohibitions on paid advertising, or contributions from government contractors
and business associations, as well as different stipulations on eligibility for public
funding. Taken together these laws represent a systematic effort to limit the private
cost of elections and to reduce dependence on business contributions, both overall
and by particular kinds of business. Nonetheless, a lot of money flows from business
into elections, both legally and illegally. There are few studies of compliance, but
sporadic evidence from Latin America, as well as experiences in other consolidated
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democracies, suggest that there are many ways to circumvent restrictions on business
contributions.!2

Several factors fragment and attenuate the influence of these contributions. Most
contributions flow from individual business people to individual candidates which
greatly narrows the interests represented and the ability of business to mobilize
collective influence on issues of general interest to business. Several features though
weaken this individualized influence. For one, turnover is very high in most legisla-
tures (100 per cent in Mexico, by law) so that incumbents, once in office, have few
incentives to heed their contributors. Moreover, very large contributors are likely, as
in the United States, to give to both sides, as insurance to be sure the winner does not
retaliate. In the 2002 elections in Colombia, for example, the grupo Santo Domingo,
one of the four leading conglomerates, gave $300,000 to Uribe and $300,000 to his
closest contender (Njaim 2004). Such electoral promiscuity is not likely to enhance
contributors’ policy influence, though it may keep channels of access open.

A study of campaign finance in Brazil listed more than a dozen scandals involving
major alleged infractions of Brazil’s electoral law in the twenty years since the return
of freer and competitive elections in the 1980s (Fleischer 2002). The long list confirms
several suspicions about campaign finance: (1) that laws are difficult to enforce and
easy to circumvent; (2) irregularities and scandals involve all major parties, from left
to right, and all levels, from municipal to presidential campaigns; and (3) in cases
where the scandal reported alleged post-election favoritism for business contributors
it was mostly in the form of individualized benefits, as in privatization policies,
rather than collective influence on broad policy issues.

Business people could have more collective input through elections and legisla-
tures if they had sustained, ‘organic’ connections to programmatic, pro-business
political parties. However, such parties have historically been rare in Latin America
(Gibson 1996). The best contemporary examples are found in Mexico and Chile.
Northern business in Mexico was instrumental in creating the PAN, though business
influence was diluted as the PAN evolved into one of the dominant mass parties of
the 2000s (Mizrahi 2003). In Chile, business established close informal, financial, and
programmatic ties with the two main parties on the right, UDI and RN (Fairfield
2007; Pribble 2008). However, these parties stand out as exceptions that highlight the
rule rather than signal a coming trend.

Networks

In most countries informal personal relations connect at least some economic and
government elites. These connections can result from family ties, attending the same
schools (usually private) and universities, studying abroad, or overlapping in previ-
ous career stages. In Latin America, high socio-economic stratification and geo-
graphic concentration in capital cities facilitate the formation of elite networks. It is
often difficult to tell what impact these networks have on policy-making, in part
because the relations are informal and opaque, when not deliberately secretive.
Analysts argue that intense networks can contribute to everything from shared
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world views to spot transactions and policies designed to favor only the firms of
particular network participants (see Teichman 2001). At a minimum personal net-
works open up channels of access and communication. In terms of the portfolio
analogy, to the extent that business people feel they have sufficient access through
informal networks, they will have weaker incentives to invest in other formal
channels like business associations or election campaigns.

The extent of networks is difficult to measure empirically. The most in-depth
network analysis in Latin America covers Mexico during the years of PRI dominance
(Smith 1979; Camp 1989; Centeno 1994).13 This research documented the remarkable
and long-standing absence of networks linking economic and political elites. On the
other end of the spectrum, public and private elites in Colombia seem in most
periods to be thoroughly networked and interconnected. Although not as extensively
documented as in Mexico, many political elites in Colombia follow careers that
weave in and out of government and private firms or business associations (Juarez
1995; Schneider 2004a: 148—50). Table 13.2 provides some further comparisons among
recent governments in terms of the number of business people appointed to the
cabinet. This table confirms both the expected expansion of business people in the
Fox government in Mexico, as well as the continued patterns of business represen-
tation in governments in Colombia and exclusion in Concertacién governments in
Chile.

Some public—private network relations may result from decades of social inter-
action, others can be created overnight by political appointments of business people
to government. In Mexico, the inauguration of Vicente Fox in 2000 transformed
from one day to the next the relative absence of personal networks between business
and government. Fox was himself an ex-businessman (and therefore had personal
connections of his own to many business people) and also appointed other ministers
from the private sector. Even in countries with fairly long-standing traditions of
appointing business people as in Colombia, Brazil, and Argentina, practices can vary
widely from one government to the next. In Brazil, for example, Presidents Fernando

Table 13.2 Business appointees in recent government cabinets

President Number of business Percentage of business
appointees appointees
Argentina Kirchner 0 0
Duhalde 1 8
De la Rua 1 9
Chile Lagos 0 0
Colombia Uribe 7 54
Mexico Fox 5 25
Peru Toledo 7 27

Note: Compiled from government and periodical sources with data through 2005.
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Collor and, as noted earlier, Lula appointed more prominent representatives of the
private sector as ministers than did President Fernando Henrique Cardoso.!4

From a broader comparative perspective, a common American pattern of appoint-
ing business people has emerged. It is not just a Latin American phenomenon
because it is common in the United States as well as most of Latin America, and
contrasts sharply with patterns in most of the rest of the world. For the most part
these networks seem to bias policies generally in favor of business though not
necessarily in particularistic ways. Some exceptions include Chile in the 1970s and
Argentina under Menem. In these instances of “crony capitalism” (a term best
reserved for these kinds of exclusive networks and particularistic policy benefits)
political leaders appointed business people from a few of the largest conglomerates
and thereby established very narrow and closed networks. Many of the early policies
enacted by these governments in turn favored the few firms represented in these
networks (Silva 1996; Etchemendy 2001; Teichman 2001; Schamis 2002).

Corruption

Beyond legal forms of participation in policy-making, business sometimes buys
influence directly. For business participants, corruption, like legislative lobbying, is
likely to be fragmented and individual (rather than collective) and designed to
generate benefits for particular firms. According to indices compiled by Transparency
International, levels of perceived corruption vary widely across Latin America. In the
overall rankings, the countries in Table 13.3 cluster in three groups. A “cleaner” set
that includes Chile, Costa Rica, and Uruguay is grouped around the least corrupt
quartile. A middle group comprised of Brazil, Colombia, Mexico, and Peru hovers
just above the median. And three countries perceived as more corrupt—Argentina,
Venezuela, and Bolivia—cluster around the bottom quartile.

Overall it is difficult to relate these corruption rankings directly to different
patterns of business politics. First, it is important to remember that these rankings
are based on opinion surveys (and some rankings have been sensitive to scandals that
appear in the media).! Second, they are aggregate measures that do not separate out
specific forms of business corruption or gauge if business is the primary protagonist.
However, it is still worth noting these rankings at least to signal the possibility that
corruption is a more likely form of business influence in countries ranked toward the
bottom than in those at the top of the list.

Portfolio distribution and opportunity structure

In the absence of a simpler way to capture a composite picture of cross-national
variations, Table 13.4 offers a rough comparative assessment of how business distrib-
utes its political investments across major countries of the region. As noted at the
beginning of this section, business people have incentives to rebalance their portfo-
lios of political investments to take advantage of the opportunities offered by the
political system. In countries where policy-makers pay less attention to associations,
as in Brazil and Argentina, business tends not to invest much time or money in them.
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Table 13.3 Perceived corruption in Latin America, 1996 and 2004

1 2004
996 00 Change in score

1996 to 2004

Score Rank Percentile Score Rank Percentile

Low
Chile 6.8 21 .38 7.4 20 14 G
Uruguay 6.2 28 19
Costa Rica 49 41 .28

Medium
Brazil 3.0 40 74 3.9 59 41 +8
Colombia 2.7 42 77 3.8 60 41 + 1.1
Mexico 3.3 38 .70 3.6 64 44 4.3
Peru 3.5 67 .46

High
Argentina 3.4 35 .64 25 108 74 =5
Venezuela 2.5 48 .88 2.3 114 .78 -2
Bolivia 3.4 36 .66 2.2 122 .84 —1.2

Source: Transparency International index for 1996 and 2004. The surveys included 54 countries in
1996 and 145 in 2004.

Where government leaders have institutionalized business input through associ-
ations, then business people have strong incentives to invest in associations and
build institutional capacity for long-term intermediation. This was evident historic-
ally in Chile, Colombia, and Mexico, and in the 1990s in trade negotiations, in
particular in Mexico and Chile. These countries then tend to the more structured
and organized end of the spectrum of business—government relations. Lacking a
central role for associations, investments by business in Argentina, Brazil, and post-
2000 Mexico tend to be more dispersed into more individual, fragmented, and often
informal relations. Table 13.4 ranks business politics in descending order from more
organized and structured to more fragmented and dispersed. Germany and the
United States are also included for comparative benchmarks and representative
examples of, respectively, more organized and more fragmented business politics.
The political evolution in Chile following democratization in 1990 offers a good
illustration of the opportunity structure for business participation in politics. The
Chilean political system in the 1990s continued to favor investment in associations,
though the major sectoral associations gradually displaced the economy-wide CPC as
the main policy discussions with the government shifted from macro issues to trade,
competitiveness, and sectoral promotion (see Mufioz 2000). More importantly for a
portfolio analysis, the Chilean political system does not offer many opportunities for
alternative political investments (see Aninat et al. 2008). For example, the executive
branch dominates in policy-making, but it is relatively insulated from direct lobbying
and from personal networks since no business people have been appointed to
Concertacion cabinets. Moreover, the bureaucracy is more professionalized and



322 BEN ROSS SCHNEIDER

Table 13.4 Estimates of portfolio distribution

Parties and Lobbying Business Networks Corruption
elections Congress associations
Chile, 1990- medium low high Low low
Mexico, 1990s low low high Low medium
Colombia medium low high High medium
Brazil 1990s medium medium low medium medium
Argentina 1990s medium medium low medium high
Mexico 2000- medium medium medium medium medium
Germany low low high low low
United States high high low high low

Sources: Rough rankings based largely on preceding text. For the United States and Germany, see Lehne
(2006). The estimates for the first two columns are the roughest. The rankings for the last three columns are
derived from Tables 13.1, 13.2, and 13.3.

Weberian than the mean for Latin America, and perceived corruption is corresponding
low (Chile is ranked the lowest in Latin America, just behind the United States (TI
2004: 4—5; see also Stein et al. 2005). Although they lack widespread individual access
and influence that is common elsewhere in the region, Chilean business, as noted
earlier, invests more in collective fashion in political parties. In sum, the Chilean
political system is generally less porous and deflects or shunts business politicking
into councils, associations, and parties, thereby making business politics in Chile
more structured and organized. This is not to deny that business has great influence
in Chile, but more to say that the influence is channeled in more organized fashion.

CONCLUSIONS

Although the range of political options and opportunities will vary, the portfolio
framework could be extended to other regions, especially to identify common trends
and significant contrasts. In broader inter-regional comparisons, several aspects of
business—government relations in Latin America would likely stand out as distinct-
ive. One particular aspect that sets the Americas, both North and South, apart from
most of the rest of the world is the high number of business people appointed to top
positions in the executive bureaucracy. Other differences stand out in comparisons
with East Asia (though other south-east Asian countries resemble Latin America).
For example, MNCs are a larger part of the private sector in Latin America than in
East Asia which can complicate collective action, as noted earlier, and make policy-
makers more sensitive to concerns over capital mobility. In addition, East Asian
governments have relied more heavily on deliberative and consultative councils,
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providing associations with more input into policy implementation (if not always
policy-making) (Campos and Root 1996). Despite these significant differences,
business in most other developing and democratizing contexts has also, as in Latin
America, shifted more political investments into parties and elections, though few
business communities have developed close organic ties to established parties.

In comparison with more developed countries, another contrast stands out—the
absence of similar levels of organization on the part of business and labor. For most
developed countries, business and labor have similar levels of associational structure,
coverage, and activity, often organized partly in response to one another (Schmitter
and Streeck 1999), ranging from fragmentation of both business and labor in the
more liberal economies such as the United States to concentration and centralization
on both sides in northern Europe (with centralized business and fragmented labor,
Japan is an important exception to this isomorphism). However, in Latin America
the correlation is either negative or absent as labor is quite weak in some countries
where business is best organized (Chile and Colombia) and strong where business is
fragmented (Argentina), with some cases of greater isomorphism, as in Mexico (both
sides concentrated) and Peru (both sides fragmented). A possible hypothesis for the
lack of a clear relationship is the fact that labor relations are more closely mediated by
the state in Latin America, and business and labor have historically rarely negotiated
directly with one another without state accompaniment.

A core conceptual goal of this chapter was to elaborate a framework for classifying
different patterns of business politics in the region by the intensity and prominence
of business investment in a portfolio of political activities from associations to
campaigns to bribery. Composite snapshots allow us to identify a continuum ranging
from more organized, structured, and centripetal politics as in Chile to more fluid,
dispersed, and centrifugal politics in Brazil, with other countries in the region in
between. These variations raise important theoretical issues on the origins and
durability of these patterns. The analysis in this chapter takes these variations largely
as given; other work traces the origins of these variations back to accumulated state
actions that either favored or discouraged organization and close collaboration in
policy-making (Schneider 2004a). A core finding of that research was that the more
state actors drew business associations into policy-making and the more government
officials delegated responsibility for policy implementation to associations, the greater
were business incentives to invest in the institutional capacity of these associations.
Although policy-makers rarely had strengthening associations as a policy priority, the
fact that these state actions affected business organization and participation in
policy makes clear that these outcomes could in fact be objects of policy. At a
minimum, strengthening incentives for collective action could be one of the import-
ant “externalities” that policy-makers consider when evaluating policy alternatives.

Variations in business politics also have important implications for policy-making.
For one, more organized business interlocutors expand the range of instruments and
mechanisms that policy-makers can use. The most noticeable cases are economy-
wide policies such as stabilization, crisis management, and overall trade agreements
where governments in countries with well-organized business sectors can engage in
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collective negotiations and implementation, as seen in Chile and Mexico in the 1990s,
while governments dealing with more fragmented business communities (Brazil and
Argentina) could not.16 Business in less organized systems tends to concentrate
political investments on narrower, particularistic benefits, which at the extreme
tends to the divisive struggles of Olsonian distributional coalitions. Yet, business
fragmentation can also give state actors greater autonomy and open up opportunities
for policy-makers to extract more resources from business, as suggested by the higher
rates of taxation in Brazil and Argentina compared to Chile (Fairfield 2007). Thus,
while more concentrated, organized business politics expands policy options in some
areas, it can narrow them in others.

APPENDIX 13.1 ABBREVIATIONS

ACIEL Accién Coordinadora de las Instituciones Empresariales Libres, Argentina

AE Acao Empresarial, Brazil

AEA Asociacion Empresaria Argentina

ANDI Asociacion Nacional de Industriales, Colombia

APEGE Asamblea Permanente de Entidades Gremiales Empresarias, Argentina

CCE Consejo Coordinador Empresarial, Mexico

CDES Conselho de Desenvolvimento Economico e Social, Brazil

CGE Confederacion General Econdmica, Argentina

CMHN Consejo Mexicano de Hombres de Negocios

CNI Confederagdo Nacional de Industria, Brazil

CONFIEP Confederacién Nacional de Instituciones Empresariales Privadas, Peru

Coparmex Confederacion Patronal de la Republica Mexicana

CPC Confederacién de la Produccion y del Comercio, Chile

Fedecamaras  Federacion Venezolana de Camaras y Asociaciones de Comercio y
Produccion

Federacafe Federacion Nacional de Cafeteros de Colombia

FIESP Federacao da Industria do Estado de Sdo Paulo

FTAA Free Trade Area of the Americas

IEDI Instituto de Estudos de Desenvolvimento Industrial, Brazil

PAN Partido de Accién Nacional, Mexico

PRI Partido Revolucionario Institucional, Mexico

PT Partido dos Trabalhadores, Brazil

RN Renovacion Nacional, Chile

Sinduscon Sindicato da Industria da Construgdo Civil do Estado de Sao Paulo

Sofofa Sociedad de Fomento Fabril, Chile
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UBE Unido Brasileira de Empresarios

UDI Unién Demécrata Independiente, Chile
UIA Unié6n Industrial Argentina

NoTES

10.

11.

I am grateful to Maria Florencia Guerzovich for research assistance and to David Coen, Kent
Eaton, and workshop participants at the Interamerican Development Bank for useful comments
on earlier versions. A more extensive version of this chapter is forthcoming in 2010.

. These distinctions are similar to the conventional dichotomies of pluralism and corpor-

atism (Schmitter 1974), but the portfolio approach goes beyond the single dimension of
associations to consider a fuller range of political activities by business which may also
vary from more fragmented and individualized to more centralized and collective.

. Later approaches deepened the theoretical underpinnings with more elaborate conceptu-

alizations of asset specificity: the more specific a firm’s assets, the more likely it is to engage
in collective action and politics (Shafer 1994).

. For recent reviews on business groups, see Khanna and Yafeh (2007) generally and

Schneider (2008) on Latin America. Firm size also differentiates business preferences in
politics (Thacker 2000; Shadlen 2004). Another striking characteristic of firms of all sizes in
Latin America is the persistence of family ownership and management. This variable has
not been extensively researched or theorized, but there are good reasons to expect the
political behavior of firms to differ according to whether or not they are run by family
owners or professional managers.

. Parts of a previous version of this section are summarized in Stein et al. (2005).
. The table and other evidence on associations are drawn, unless otherwise noted, from

Schneider (2004a).

. Institutional or organizational strength refers to these internal characteristics—material

resources and internal intermediation—not to the amount of power or influence of the
association in the political system.

. Commerce and finance are other major sectors with significant associational activity;

however there is less variation across the region. Commerce associations tend to be weak,
largely because they organize so many thousands of small retailers, except at the municipal
level. Financial and banking associations in contrast tend everywhere to be strong and well
organized, largely because they organize a small number of very large firms, except where
they are divided between foreign and domestic firms, which was increasingly the case by
the 2000s (Martinez-Diaz 2009).

. Interview with Jorge Blanco Villegas, president of UIA, 1993—7, May 3, 2000. Analyses of

Colombian associations emphasize their strong presence in the media (Urrutia 1983: 45,
82). Media exposure may be one of the factors that encourages some former association
leaders to run for elected office.

Moreover, the government bypassed the national industry confederation whose president
was not invited and included the heads of major state-level industry associations as well as
sectoral associations in areas like banking, capital goods, and auto production.

Business also made significant collective investments in policy-oriented think tanks in
some countries, including Colombia (ANIF for example), Argentina (FIEL and Fundacion
Mediterranea), Chile (IEP). Business-oriented think tanks were less prominent in Brazil
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and Mexico, though some Mexican associations like Coparmex and CCE had large
research and policy departments.

12. Another way that electoral politics opens up avenues for business influence is for business
people to run for office themselves. In Brazil, for example, estimates of the percentage of
deputies with business backgrounds range from a quarter to a half of deputies elected
between 1985 and 2002 (see Schneider 2004a: ch. 4). In Mexico, former president Vicente
Fox and many Panistas had business backgrounds. More permissive electoral systems and
weak parties, as in Brazil, likely open more opportunities for business people to run for office.

13. The greater scholarly attention paid to networks in Mexico is partly the result of better
data (the government published biographical information on all top policy-makers) and
partly due to the importance of networks in intra-elite politics generally.

14. Marcilio Marques Moreira, Collor’s minister of the economy in 19912, had a long career
in banking. In his first term, Lula’s main business appointees were Roberto Rodrigues
(Agriculture), Luis Furlan (Development), and Henrique Meirelles (Central Bank).

15. See Sampford et al. (2006) for a full debate on the merits of perception-based corruption
indices.

16. See Gerring and Thacker (2008) for a general defense of the benefits of centripetal over
centrifugal political systems.
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CHAPTER 14

JAPANESE
BUSINESS-
GOVERNMENT
RELATIONS

YUKIHIKO HAMADA

INTRODUCTION

BusiNEss interests have come to embody a significant force in the global politics. Large
multinational firms have become independent political actors and affect the ways in
which global agendas and legislations are shaped (Coen 1997, 1998; Greenwood 2003;
Wilson 2003). As a consequence of this normalization, systematic comparisons of
business interests become increasingly important. In this context, Japanese business—
government model has attracted the interests of many scholars, who have produced a
number of studies at national, international, and transnational levels (Zhao 1993;
Katzenstein and Tsujinaka 1995; Belderbos 1997; Gilson 2000; Bobb 2001; Kewley 2002;
Hamada 2007, 2008). One of the major lessons that has been drawn from the existing
literature is the informal and private nature of the Japanese business—government
relations, which make Japanese firms and business community unique and different
from their European and American rivals. Traditionally, Japanese business—government
model was often explained by the intertwined nature of government, bureaucracy, and
business. Recent studies point out that the roles of business and mass participation
have become more and more prominent in Japan. It appears that, since the early 1990s,
Japan has entered a more pluralistic stage in its politics and policy-making process.
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However, in a lobbying context, it is important to note that there is still no significant
concept of direct lobbying in the Japanese policy-making process. Japanese business
interests are often expressed through informal consultations and other informal means.
Such business culture has affected the ways in which Japanese firms lobby both at home
and abroad, and created a unique business—government model.

This chapter proceeds as follows: we shall first review major explanations of the
Japanese business—government model. Where we depart from general treatment of
participation of business interests, we especially focus on large Japanese multi-
national firms’ lobbying strategies within the policy-making process. Then, in
order to highlight the nature of the Japanese business—government model, the
pattern of Japanese business lobbying is explained in detail, with special attention
to firms’ preferences for collective lobbying through their business associations and
their lobbying instruments. In addition, the chapter refers to the development of
Japanese business interests in the US and Europe, and points out the enduring
national business culture among Japanese firms in the age of globalization. In a
wider sense, examination of these points will allow the opportunity to assess and
clarify the enduring nature of the Japanese business—government model, existing
debates, and the future research agenda for Japanese lobbying.

NATURE OF THE JAPANESE
BUusiINESS—-GOVERNMENT MODEL

Speaking of the significance of the business culture that is underpinned by the
historical and social legacies of the state, it is necessary to have an understanding
of the traditional explanation of the Japanese policy-making process in order to fully
capture the development of the Japanese business—government model.

Japan has few natural resources and depends on massive imports of raw materials. It
must export to pay for its imports, and manufacturing and the sales of its services, such
as banking and finance, are its principal means of doing so. For these reasons, the careful
development of the producing sector had been a key concern of both government and
industry throughout most of the twentieth century. Government and business leaders
generally agree that the composition of Japan’s output must continually shift if living
standards are to rise. Government plays an active role in making these shifts, often
anticipating economic developments rather than reacting to them. After the Second
World War, the initial industries that policy-makers and the general public felt Japan
should have were iron and steel, shipbuilding, the merchant marine, machine industries
in general, heavy electrical equipment, and chemicals. Later they added the automobile
industry, petrochemicals, and nuclear power and, in the 1980s, such industries as
computers and semiconductors. Since the late 1970s, the government has strongly
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encouraged the development of knowledge-intensive industries. Government support
for research and development grew rapidly in the 1980s, and large joint government-
industry development projects in computers and robotics were started. At the same
time, government promoted the managed decline of competitively troubled industries,
including textiles, shipbuilding, and chemical fertilizers through such measures as tax
breaks for corporations that retrained workers to work at other tasks.

Under such political conditions, the Japanese policy-making process is tradition-
ally seen by the elitist perspective, which is based on the concept of tripartite power
elites composed of the leaders of the ruling party (Liberal Democratic Party), the
bureaucracy, and organized business. According to this perspective, these three major
groups comprise a regular and effective alliance and control decision-making on
major issues, although it emphasizes the bureaucracy rather than other political or
economic leaders (Muramatsu, Mitsutoshi, and Tsujinaka 2001). Japanese political
and business circles are inseparably connected to the bureaucracy, comprising a
united power nucleus. Although Japan’s economic development is primarily the
product of private entrepreneurship, the government has directly contributed to
the nation’s prosperity. Its actions have helped initiate new industries, cushion the
effects of economic depression, create a sound economic infrastructure, and protect
the living standards of the citizenry. Thus, the relationship between government and
business is as collaborators rather than as mutually suspicious adversaries. Indeed, so
pervasive has government influence in the economy seemed that many foreign
observers have popularized the term “Japan Inc.” to describe its alliance of business
and government interests. Whether Japan still fits this picture after several reforms in
the 1980s and 1990s seems questionable, but there is little doubt that government
agencies continue to influence the economy through a variety of policies.

Recent studies of Japanese politics point out that the roles of politicians, business,
and mass participation have become more and more prominent. It appears that, since
the early 1990s, Japan has entered a more pluralistic stage in its politics and policy-
making process. For example, Blaker, Giarra, and Vogel (2002) argue that Japan is in
many ways fragmented and pluralistic. It has without question a vertically organized
society, however it is also structured horizontally and at each level there are numerous
groups, fiercely assertive of their own interests, locked in competition with one another.
In this sense, Japanese politics is sometimes described as “bureaucratic and mass
inclusionary pluralism,” “patterned pluralism,” or “compartmentalized pluralism” in
which the monopolistic role of the bureaucracy in the policy-making process has been
kept intact. However the roles of other political actors have also become increasingly
important, while the Western pluralist assumption that policy-making is carried out in
free competition among various actors is still clearly hindered by the elite groups and
hierarchically organized social structure (Zhao 1993; Tsujinaka 1997; Kono and Clegg
2001; and Muramatsu, Mitsutoshi, and Tsujinaka 2001). This political setting provides
an institutional basis for firms and other interest groups to play their political function.

Under such political setting, where business and government are closely inter-
twined, the concept of harmony ( Wa) is essential to maintain their relationship. That
is, business-related policies are mostly drafted by the Ministry of Economy, Trade
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and Industry (METI), and METI traditionally stresses that business policy should
serve the long-term interests of Japan to enhance its economic propensity and social
stability through growing technological autonomy and the pursuit of a policy of
international cooperation (Nester 1993; Vogel 1996; McCargo 2000). As a result, the
Japanese business community also stresses that firms should serve the long-term
interests of Japan as a whole. It emphasizes long-term profits through cooperating
and networking with other countervailing groups. Japanese firms prefer to partici-
pate in one kind of meeting or another in the field in which they specialize or in
related fields, in order to solidify and expand their social contacts. In addition, many
Japanese business organizations show a strong tendency to develop close ties with
other groups and firms whose immediate interests appear quite different from their
own, demonstrating a Japanese characteristic of building as large a group of connec-
tions as possible, on the basis of what many Westerners might regard as minimum
common interests (Kubota 1997). The concept of harmony traditionally expresses
this norm and is deeply rooted in Japanese society. Under such political conditions,
there is a clear lack of direct lobbying among firms’ strategies within the Japanese
policy-making process. Instead, it is crucial for firms to maintain an informal
relationship with national policy-makers to secure their policy goals and quietly
solve any problems. The Japanese business—government relationship is characterized
by the extensive use of informal political activities by firms, which integrate their
business interests into the policy-making process and make the boundary of public
and private spheres blur. Informal settings are an important element of the Japanese
business—government relationship in the way policy-makers can listen to and hear
business interests which they might otherwise ignore.

Emphasis on harmony in the Japanese business—government relationship seems
contradictory to the fundamental nature of business lobbying, in which business
interests must exchange insider information for favored policy outcomes or put
pressure on policy-makers to influence their decisions. Japanese firms seem to
focus on maintaining stability in the policy-making process while they still need to
conduct lobbying to feed their interests into politics. One important question is
posed here. If emphasis on harmony is so important to Japanese firms, how can it be
created and sustained within business lobbying practices? In order to answer the
question, we begin by disaggregating Japanese firms’ lobbying patterns, which enable
them to incorporate lobbying and harmony.

LoBBYING PATTERN IN JAPAN

First, due to a long tradition of business activism and the existence of a hierarchically
organized business community, Japanese firms show strong tendencies for collective
action (Zhao 1993) through national business associations. These associations are well
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connected to each other and with politicians and bureaucrats. There are three
different groups within the Japanese business community, each representing different
hierarchical levels of economic groups. The top level is zaikai (the leaders of major
economic organizations), the second is gyokai (the industrial groups), and the third
is individual firms (Stockwin 1999; Yoshimatsu 2000). Zaikai are regarded as repre-
sentative of big business interests including top economic organizations, such as the
Japanese Federation of Economic Organizations (Keidanren), the Japanese Chamber
of Commerce and Industry (Nihon shoko kaigisho or Nissho), the Japanese Commit-
tee for Economic Development (Kauai doyukai), and the Japanese Federation of
Business Managers (Nikkeiren). Keidanren is regarded as the bastion of big business
because its leaders are drawn from such circles and its corporate members occupy a
disproportionate position of the whole. Keidanren has the most extensive range of
interests and most intensive activities. It is concerned with numerous domestic
issues, not only economic but also social and political as well as international
problems. While Keidanren deals with the government, it does not have much to
do with labor—management relations. This is left to the Nikkeiren. Keizai Doyukai is a
more informal group, bringing together relatively progressive middle managers from
somewhat less politically constrained companies. Unlike the three others, Nissho
represents the interests of medium-sized or small business firms. It is not as fiercely
independent or assertive as other zaikai organizations. It was created under national
law, receives some state support, and cooperates more directly with the bureaucracy.
Although each zaikai organization represents a different group within the Japanese
business community, they all tend to maintain reasonably friendly relations with
each other and cooperate closely on many matters including those that do not fall
neatly into the jurisdiction of one zaikai organization or another. They are the heads
of Japan’s multinational corporations and exercise significant political power over
Japanese politics. Although it is said to cost a few million dollars a year for a firm to
send out one of its most senior officers as a zaikai leader, these positions are regarded
as being highly prestigious and so they are actively sought after by Japan’s top
business leaders. Canon has chaired Keidanren since 2006, previously Toyota was
the leader from 2002 to 2006. These zaikai leaders are often described as the Prime
Ministers of the business community, and are invited to participate in many very
important political events in Japan including, for example, state dinners for visiting
heads of state.

Gyokai is equivalent to an industrial sector representing specific interests, which
range from manufacturing to finance and from small to large sized industries. For
example, gas (Japan Gas Council), electricity (JEITA: Japan Electronics and Infor-
mation Technology Industries Association), automobile (JAMA: Japan Automobile
Manufacturers Association), and steel (Japan Iron and Steel Federation), are con-
sidered among the most powerful gyokai in the business society. A gyokai’s function is
to coordinate competitive interests among individual firms within their respective
spheres. It is at this level that industries have close contact with responsible bureau-
crats, as the gyokai represents the interests of a sector as a whole against governmental
and foreign pressure. A zaikai, on the other hand, does not represent any particular
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industrial sector, however it mediates conflicts between gyokai and coordinates
national economic goals with the government (Abe 1999).

Finally, since zaikai and gyokai are more politically powerful in Japan, individual
firms tend to follow the decisions of their business associations. It is traditionally the
case that an individual is seen as subordinate to the group to which he or she belongs.
The effect of such traditional norm is that individual Japanese firms are reluctant to
take initiatives and initiate lobbying on their own. Most lobbying is initiated collect-
ively under the initiatives of business associations. This strong tendency for collective
action inevitably leads to a clear lack of desire for direct lobbying among firms.

What is significant with these business groups at three different levels are their
objectives and functions in the Japanese policy-making process. These groups have a
different level of counterpart in the bureaucracy and among politicians. While zaikai
interacts with high-level bureaucrats and the Liberal Democratic Party (LDP)/other
parties’ senior leaders, gyokai and individual firms communicate with bureaus and
sections of the Ministries and certain politicians with interests in particular policy
areas. It appears that top Japanese business leaders from these zaikai organizations
continue to devote a large amount of their time to matters that are national in scope
and far broader than any particular concerns directly related to the specific firms that
continue to pay their salaries.

Second, informal networks are some of the most effective mechanisms by which to
coordinate different interests and to achieve consensus among political elites. Given
the centralized powerful bureaucracy and a long tradition that heavily values social
harmony and cooperation, informal networks give firms broader options, provide
more flexibility for bargaining and compromise, and reduce the risk of offending the
domestic or international actors involved (Katzenstein and Tsujinaka 1995). Such
networking is based on informal and personalized means, such as financial contri-
bution, fine-dining, and offers of prestigious positions in the private sector to retired
bureaucrats (amakudari). Some degree of informal networking between firms and
policy-makers is prevalent in most countries. However, with regard to their usage,
there is a clear difference in degree and scope of intensity between Japan and the EU.
The use of personalized/informal networks for political influence and mobilization
in Japan is a more visible and frequent activity than in many other industrialized
countries.

Japanese businesses often exercise significant political power through financial
backing of the political parties. This is especially so when we note that of Japan’s three
(previously four) principal zaikai organizations, only Keidanren plays a publicly
acknowledged role in collecting funds from leading Japanese firms and major gyokai
organizations. It used to distribute these funds mainly among Japan’s conservative
political parties, although it ceased its role in political fund-raising in 1994 after a
series of political scandals involving big firms and politicians. Until 1993, donation
quotas were assigned to each industrial organization, such as the Japan Iron and Steel
Federation and the Federation of Electric Power Companies. Huge amounts were
collected from affiliated companies, and then Keidanren distributed the donations
through the National Political Association to political parties including the Liberal
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Democratic Party and the now-disbanded Democratic Socialist Party. For example,
the total annual amount of political funds handled by Keidanren in this process
usually ranged from $120 to $140 million per year (Kubota 1997). Despite the fact that
political donations to individual politicians or their personal fund-raising organi-
zations were banned in 2000, for the 2002 national election campaigns, donations
to political parties from firms and industrial organizations reached about $26
million. In 2004, a new method for political donations through Keidanren was
introduced. It now provides guidelines as a reference for companies and industrial
organizations when they make political donations. These guidelines comprise evalu-
ations of the policies of political parties, indicating their practical strengths and track
records. After referring to these guidelines, companies and organizations independ-
ently decide on the recipients and the amounts of their donations. Many gyokai
organizations and individual firms continue to donate large sums of money to the
political parties at both national and local levels. The rest of the financial contribu-
tions from the business world to the parties and politicians consist of membership
fees and the purchase of tickets for fund-raising events. These tickets may well be sold
unofficially through individuals using an informal person-to-person organizational
structure. The business community tries to see its goals realized by having Keidanren
unify and channel donations exclusively to those parties that accept its demands, not
only in such areas as tax reform and industrial policies but also in diplomatic,
defense, and security areas. In this sense, Japanese business interests can buy political
influence.

Furthermore, Japanese business interests have a close network with bureaucrats as
well, although manipulation takes a different form from the case of the business—
politician network. While public employees are paid reasonably well and expect a
decent retirement, and therefore have less acute needs for money than politicians,
they are not immune to certain temptations. It is pointed out that they do enjoy fine
wining and dining, especially when their own wages or pocket money exclude this,
and it is nice to have an occasional round of golf at the expense of some big firms,
especially if they bet on the game and win a lot of money when their host turns out to
be a poor golfer. Then there are the real bribes (Woronoff 1986; Okumura 2000). Yet,
more than anything, the bureaucracy is aided by the practice of amakudari (literally
“descent from heaven”), which enable retired bureaucrats to move to the private
sector and hold responsible and prestigious positions as second careers. This enables
leaders of industries and big businesses to cultivate intimate relations and establish a
close-knit social network with bureaucrats. For example, the Japan Shipbuilding
Industry Association routinely imports high-ranking officials from the Ministry of
Transport to fill its top positions. The Japan Association of Pharmaceutical Organ-
izations makes it a rule to have former officials of the Ministry of Health and Wealth
as its leaders. These ex-bureaucrats are valuable assets for an industry; through them
the business world can maneuver officialdom into the decisions it prefers. The other
side of the coin is that bureaucrats know that they are likely to end up occupying
important positions in the corporate world, so they see no harm in developing and
maintaining congenial relations with representatives of the business world. Out of
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1,268 senior bureaucrats who retired from their Ministries in 2005, 553 (43.5 per cent)
went to work for the industrial associations and other business organizations. From
1999 to 2004, about 3,700 retired bureaucrats took up senior positions in the business
sectors. The exercise of such informal instruments to politicians and bureaucrats
indicate that Japanese firms do not hesitate to buy access to the policy-makers and
invest large sums of money to create favorable political environments for themselves.

Third, Japanese firms’ style of consultative lobbying involves a wide range of
behind-the-scenes consensus building (nemawashi). In contrast to the EU practice,
the Japanese consultative process is characterized by mainly top—down one-way
interaction, in which business actors are rather passive in terms of policy input
contributions. This working style has deep roots in Japanese social norms and
practices. This can be defined as a system of careful and thorough consultations,
before a decision is arrived at by general consensus, to avoid open confrontation
(Zhao 1993; Kono and Clegg 2001; Ohtsu and Imanari 2002). As discussed earlier,
actions such as taking risks and initiatives, being assertive and inventive tend not to
be rewarded within Japanese society, which values harmony (Zhao 1993). This
tradition makes the Japanese uncomfortable with outspokenness in social gatherings,
especially in a formal setting. The effect of these attitudes is evident at the negotiating
table, where Japanese diplomats rarely make bold moves or propose new initiatives,
and where a change in the personnel of Japanese delegation rarely alters the com-
plexion or dynamic of the discussions. In other words, individual contact and
connection may be casual in the beginning and may not necessarily result in
obligation. Nevertheless, as personal connection deepens, mutual obligations based
on mutual interests begin to mount, and individual consultation becomes necessary.
Contacts and mutual trusts can be established for all negotiating parties, and disputes
can be solved quietly through compromise. In practice, the results of these behind-
the-scenes activities often take the form of a Ministry giving advice, suggestions,
instructions, and warnings to business interests, although these are without statutory
basis. As there are many retired bureaucrats in business due to the widespread
practice of amakudari, they often help to deal with the policy guidance provided
by the Ministries (Sugimoto 1997). This indirect style indeed reflects Japan’s trad-
itional cultural emphasis on the importance of maintaining harmony among the
Japanese as well as with foreigners.

As a result, the Japanese business—government relationship is extremely consen-
sual. Many Japanese firms are rather eager to accept the policy guidance provided by
politicians and bureaucrats at the negotiation table to avoid open confrontation. The
idea of extensive consensus building often slows the process of coordinating posi-
tions within the policy-making process. Thus, the informal way of maneuvering may
sometimes provide mixed and uncertain messages externally, thereby creating con-
fusion when communicating with foreigners. As Japan’s economy matures further,
the society will advance in the direction of greater political pluralism. Popular
demand for more active political participation is expected to continue to grow.
Japanese politics will move more toward a more inclusive direction. Policy debate
in open forums will become more frequent, and special interest groups will be more
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proactive and skilful, thereby increasing their political influence. Nonetheless, in the
immediate future and for some time to come, most of the basic characteristics of
Japanese business lobbying are unlikely to change drastically.

JAPANESE BUSINESS LOBBYING ABROAD

Japanese business lobbying abroad is still a relatively new and much needed area of
research in the discipline of public policy. Many existing studies of Japanese lobbying
abroad take their cases from US and EU politics (Shinda 1989; Katzenstein and
Tsujinaka 1995; Kewley 2002). There are a limited number of studies that focus on
the roles of Japanese firms and their political capacities, such as in seeking strategic
alliances and negotiating with other stakeholders (Hamada 2007). Most existing
studies have tended to discuss the issue of how the government controls and
administers the private sector in the context of FDI or trade policies (Belderbos
1997; Mason 1997; Gilson 2000).

UNITED STATES

Katzenstein and Tsujinaka (1995) considered the difference in the political strategies
and tactics adopted by the American automobile and the Japanese electronics
industries. They analyzed the difference in how American firms typically pursue
their political objectives in Japan and how Japanese firms typically proceed in the
USA, in terms of the difference in domestic structures of both countries. In short, the
Japanese government spends a great deal of money and effort trying to create a
favorable public climate in the US by investing in well-placed officials, many of them
former members of the US government, who enjoy excellent access to key decision-
makers. The attention to image building and creation of a favorable public climate in
America are distinctive features of Japan’s transnational relations with the United
States, which are rooted in both the constraints under which foreign lobbies operate,
as well as the political importance of a favorable public climate in Japan’s domestic
politics (Katzenstein and Tsujinaka 1995). Japan’s lobbies in the American policy-
making process reflect some characteristics of America’s domestic structure. Due to
the weakness of the American party system, Japanese lobbies, in times of political
need, target individuals, Congressional districts and individual states rather than
national political institutions. Since the 1950s, Japanese institutions and firms have
spent an enormous amount of time, energy, and resources in mastering the American
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political process (Hansen and Mitchell 2000). The network of institutional and
individual contacts they have built is both deep and broad. This lobbying strategy
also corresponds in part to the Japanese domestic lobbying pattern in which firms
must informally cultivate political channels with bureaucrats, politicians, and other
stakeholders. It is claimed that there is little doubt that the Japan lobby in the United
States is the largest and most effective foreign effort to influence legislation, policy-
making, and public attitudes in this country (Uchida 2000). With its American face,
the Japanese lobby has become almost integrated into the fundamental structure of
advice giving, consultation, and governance in Washington (Shinda 1989; Katzen-
stein and Tsujinaka 1995). Several cultural characteristics of domestic structures, such
as the Japanese decision-making norm of reciprocal consent and the American
notation of liberal pluralism, are only partly embodied in explicit regulations, but
constitute nevertheless powerful cultural norms which define appropriateness with
regard to the way decisions should be made in the political system. Japanese firms’
approaches to the US policy-making process are partly an extension of their own
domestic experiences, as well as being shaped by the political setting of the US. The
Americanization of Japanese lobbying is also confirmed in several other studies. For
example, Shinda (1989) investigated how the Japanese automobile industry lobbied
the US government to ban the Domestic Content Bill in 1983. Similarly, Yoshimatsu
(2000) looked at the internationalization of the Japanese automobile and electronics
industries in the US markets.

These findings may imply that the theoretical foundation, which focuses on the
transformation of domestic lobbying patterns and convergence with the hosting
environment, seems also relevant and applicable for the study of Japanese business
lobbies operating in other area of the world.

EuroPEAN UNION

In an EU context, there are some studies which look at the structure and actors of the
European policy-making process in relation to Japanese business interests. For
example, Kewley (2002) analyzed Japanese lobbying in the automobile industry
since the 1970s and identified the gradual processes in which they have restructured
their lobbying strategies. According to his observations, there was no significant
Japanese lobbying at the European level until the 1980s: Japan did not view the
Community as a whole, but preferred to conduct trade bilaterally with its constituent
parts; the member states or their domestic industries. Most trade between Japan and
the EC was conducted bilaterally at the member state level, whereby Japan agreed to
accept Voluntary Restraint Agreements (VRAs) in its exports, or alternatively, export
restraint was exercised by Japanese firms sectorally, known as Voluntary Export
Restrictions (VERs). Thus, Japanese firms did not attempt to lobby the EC because
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their strategic trade objectives were being realized to a large extent through the
acceptance of such agreements.

Yet since the 1980s, due to the severe economic conditions in the European market
and Japan’s aggressive export-oriented EC policies, the EC and some member states
have become more hostile towards Japanese investment. Thus, it became increasingly
important for Japanese firms to lobby to secure their policy objectives, and this was
largely carried out indirectly through supportive member states, especially the UK, and
in conjunction with the Japanese government and its Ministries, especially the Ministry
of International Trade and Industry (MITI) (the Ministry of Economy, Trade, and
Industry (METTI) since 2001). On the issue of exports to the EC/EU, many decisions
were at MITTs discretion: MITT handled negotiations to estimate European market
growth, decided the scale of total Japanese exports, and allocated export quotas to
individual firms. Under such conditions, participation of Japanese automobile firms in
MITT’s policy-making process was not usually exposed to the public, in that their more
important contacts were often held at an informal level (Ando 2005).

Several studies have also been undertaken to examine troubled trade disputes
between Japan and the EC during this period. For example, Belderbos (1997) dealt
with various aspects of the internationalization of Japanese electronics firms and the
role of trade policies in shaping Japanese firms’ trade and investment behavior in the
late 1980s and early 1990s. Similarly, Mason (1997) examined aggressive FDI patterns
of the Japanese automobile and electronics industries in the European market and
how they challenged and negotiated with EU institutions and firms to solve the
trade-related disputes. Abe (1999) claimed that automobile disputes symbolized the
troubled trade relations between Japan and the EC in the 1980s, and focused on
Japan’s automobile trade policy towards the EC to understand this transnational
negotiation, with special attention to the power relationship between the automobile
firms and MITI. More generally, Gilson (2000) clarified the processes that have
mediated Japan—EU political relations since the 1950s by focusing on both the
internal and external driving forces that have promoted change and development
within this bilateral relationship over the past few decades.

These existing studies about Japanese firms in the EU provide some empirical
understanding of their lobbying behaviors in certain sectors and policy areas. For
instance, in the automobile sector, Japan and the EC signed an agreement in 1991 that
stipulated that free trade in automobiles be completed by 1999 and set a transitional
period to allow European manufacturers to adapt. Since the agreement, officials from
the Japanese government and the Commission have held biannual meetings to control
the flow of Japanese cars into Europe. Most case studies tend to set MITI as a key
Japanese lobbying actor and argue that the accord of 1991 confirmed the role of MITT in
trade control and, by avoiding commitment to restricting transplanted cars, the accord
also allowed transnational development between Japanese firms and European actors.
In addition, individual firms tended to rely on JAMA to express their opinions as a
whole industrial sector rather than commenting independently on foreign trade issues.

Since the mid-1990s, the EU has institutionalized its bargaining position with
business and strengthened the competences of its regulatory power. This has created
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a policy-making process with a number of access points at EU level. Besides, Japan’s
inability to disengage itself from the long-term economic downturn has eased
European anxiety and hostility over the seriousness of the competitive challenge
once posed by Japan. The recession also brought about a revision of the role of the
Ministries. That is, the Japanese government has become more concerned with
bringing foreign investment into Japan, and consequently the Ministries’ abilities
to influence firms’ European market strategies have been diminished to some extent
(Hughes 2001; Kudo 2001). In other words, MITT’s role in the EU, that is providing a
framework for communication and consensus building between government and
business, has been significantly reduced and the mid-1990s was a significant turning
point for Japanese firms in the EU, as most trade disputes between Japan and the EC/
EU were resolved by the early 1990s. The EU regulatory issues, such as environmental
policy and safety standards, have become more important concerns for Japanese
firms in the EU since the mid-1990s. Besides, the automobile accord expired in 1999
and this included the elimination of national restrictions, such as the French 3 per
cent registration limitation. Monitoring of automobile export levels was also com-
pletely abolished in 2000. Therefore, at face value at least, the EU market appears to
have been liberalized.

Under such conditions, Japanese firms have become more proactive and tried to
fully exploit policy channels. Many firms opened antennae offices in Brussels in the
early 1990s to monitor EU affairs, although firms and business organizations in
Brussels still have strong budgetary or personnel links with the Ministries. Further-
more, the recent elite pluralist environment of the EU policy-making process has
encouraged Japanese firms to establish several forums and organizations, such as the
EU-Japan Business Dialogue Round Table in 1995 and the Japan Business Council in
Europe (JBCE) in 1998, although their policy successes have still been limited. With
the creation of public affairs divisions in Brussels, staffed by those knowledgeable in
the workings of the EU institutions, Japanese firms’ lobbying campaigns may also be
initiated directly with the Commission or the European Parliament. It is pointed out
that Japanese firms with a high profile in the EU, such as Toyota, Sony, and Canon,
are actively developing their own public affairs divisions and a localization policy is a
primary factor in recruitment of personnel for these positions (Nakayama, Boulton,
and Pecht 1999; Takahashi 2001). Belderbos (1997) argued that the Japanese manu-
facturing presence in Europe is still growing and firms are expected to continue
investing at a slower pace. As Japanese subsidiaries become more established produ-
cers, they will increasingly be seen as insiders and judged less on their owner’s
nationality. Nevertheless, the prevailing view of Japanese firms as outsiders is chan-
ging, although it is doubtful if such firms will ever become fully naturalized.
Similarly, Kewley (2002) concluded that, by the end of the 1990s, many Japanese
firms still remained manifestly Japanese, but at the same time they were able to
exploit policy channels in the EU more fully, although it was still uncertain whether
these newly found advantages would be fully utilized.

More recently, Hamada (2007) explored the Europeanization of Japanese firms’
lobbying strategies, and assessed how they have adapted to the constantly evolving
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EU public policy-making system. With reference to the actor-based models of
interest groups and Europeanization literature, his research provides an empirical
investigation of interaction between traditional Japanese lobbying practices and the
EU institutional environment in forming firms’ preferences for particular lobbying
strategies. Japanese firms have restructured their political behaviors to suit the EU
policy-making process. However, the degree of such Europeanization of lobbying
strategies has significantly varied across sectors and firms due to ranging influence
from several institutional factors. The EU institutional environment does not affect
the logic of Japanese lobbying to the same degree as European firms. Convergence of
lobbying strategies may be apparent at the level of lobbying instruments, but below
the surface, where the roots of leading Japanese firms remain lodged, there is a
durable source of resistance. In other words, the underlying nationality of the firm
remains the vitally important determinant in the nature of its lobbying strategy
formulation, and is persistent in the face of Europeanization.

From existing observations, the development of Japanese business lobbying in the
EU can be roughly divided into two stages: from the mid-1980s to 1993 (pre-Treaty of
European Union) and from 1994 to the present day (post-TEU). The first period of
Japanese lobbying is largely characterized by the EU-Japan trade disputes, strong
initiatives of Japanese Ministries, and low associability and autonomy of firms, while
the second period featured expanding EU regulatory competencies, and firms’
growing awareness and efforts to blend into the European corporate landscape.
This transformation of Japanese lobbying in the EU indicates that Japanese firms’
strategies have become Europeanized to some extent and highlights their political
capacities to learn and adjust to the hosting political environment.

CONCLUSION

This chapter identified the transformation of Japanese business—government model
at home and abroad. As we discussed, Japanese business interests are traditionally
and institutionally intertwined with the policy-makers, leading to a lack of direct
lobbing among firms (Zhao 1993; Ohtsu and Imanari 2002). In short, Japanese
lobbying is characterized by heavy reliance on national and sectoral organizations,
financial and personalized instruments to access the policy-makers, and a passive and
unconstructive negotiation manner in order to both maintain harmony and feed
their views at the same time. In Japan, firms are not independent political actors
within the policy-making process, and prefer lobbying through business associations.
At the same time, it is important to note that many Japanese firms have been
recognized as some of the largest in global industries such as electronics and
automobiles. Outside Japan, they have to transform their traditional lobbying
pattern to suit their hosting political environment to maximize their political



JAPANESE BUSINESS—GOVERNMENT RELATIONS 343

interests (Shinoda 1989; Hansen and Mitchell 2000; Kewley 2002; Ando 2005;
Hamada 2007). However, the degree of such transformation of lobbying strategies
has significantly varied across sectors and firms due to ranging influence from several
institutional factors. The underlying nationality of the firms still remains the vitally
important determinant in the nature of the Japanese business—government model,
and is much more persistent in the face of globalization.

The unique nature of the Japanese business—government model attracts a lot of
academic interest. Every study builds on previous work, and this one is no exception.
Also, every study is incomplete, in the sense of containing gaps and identifying
questions that future studies can address. In concluding this chapter, we propose
several topics for future research. There are a variety of straightforward ways in which
empirical research on the Japanese business—government model could be extended.
Future work could focus on some other sectors in which Japanese firms also actively
operate and are at the vortex of interaction between internationalization and na-
tional characteristics, such as chemical and financial sectors. Different sectoral
variables do matter and affect the business organization of firms. Thus, firms that
are active in other sectors and touched in varying degrees by the globalization of
competition should be considered to capture a comprehensive picture of the Japan-
ese business—government model. In addition, given the difference between the
Japanese policy-making process and those of other countries, it would be valid to
investigate the ways in which American and European firms conduct lobbying in
Japan and how they are converted into the Japanese business—government model.
Many foreign multinational firms now have offices in Tokyo and have occupied a
substantial market share in many industrial sectors and products. Whether and, if so,
how these firms transform their traditional lobbying strategies to participate in the
Japanese policy-making process would provide an interesting analysis for conver-
gence of business—government models across different political systems.

Theorizing of the Japanese business—government model still needs to be advanced
to keep track of the changing role of firms in the evolving global politics of the
coming decade. Yet, such theorizing can only be of any real utility, for both scholars
and practitioners, if it is predicated on solid and wide-ranging empirical research. It
is in this spirit that this chapter has been written as we try to understand the causes
and consequences of multinational corporate behavior.
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CHAPTER 15

CHINA AND THE
MULTINATIONAL
EXPERIENCE

JONATHAN STORY

Busingss people ask of China: what do we need to know in order to do business in
China? The answer provided here is that the transformation of China conditions
every aspect of business, and that therefore the central consideration for top man-
agement of multinational corporations is to understand the linkage between the
party-state’s economic policies and record, the rapid evolution of the business
system, and what this spells for the making and implementation of corporate
strategy. The approach is to conceive of corporations as learning organizations,
learning in this case how to operate in a China which is deeply engaged in learning
what it means to modernize fast. In this chapter, I'll lead off by linking changes in the
macro-context of China to changes in its business system; then briefly illustrate what
this has meant, and continues to mean, for implementing corporate strategy and
policies in China. In the final section, we discuss the futures of China as the key to
making corporate policies there now.
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CHINA’S TRANSFORMATION AND THE
BUSINESS SYSTEM

Conceptualizing corporate strategy and policy in China requires us to bring together
and examine the multiple linkages between China’s changing context and corporate
policies. We'll start by taking a broad brush to how China’s transformation meshes
with that of the world’s; then discuss the process of transition towards a “socialist
market economy”; introduce the concept of business system in its application to
China; and then link these three dimensions of the global transformation, of China’s
transition, and the evolution of its business system to create to create the context in
which corporate strategies and policies have to be implemented.

The interdependence of China’s transformation and
the world system

Let us start first with China’s interdependence. Looking back over the past three
decades since Deng Xiaoping emerged as the country’s de facto leader, and launched
the Open Door policy, we may say that China has been caught up in a double
transformation: its own exit from the inherited Maoist economy, and the trans-
formation of the global system, involving the collapse of the USSR, the retreat of
alternative forms of government to “market democracy,” the re-creation of the
world market under the aegis of the Western powers, and the growth of
the multinational industrial or service corporation (there is a huge literature on
these topics: see Prahalad and Doz 1987; Huntingdon 1991; Stopford and Strange
1991; Hobsbawm 1994; Greider 1996; Whitehead 1996; Henderson 1998; Sally 1998;
Kapstein and Mastanduno 1999; Lawton et al. 2000; Gilpin 2001;). China’s own exit
entails the transition from socialist command to a market economy under CCP
direction, from autarky to interdependence, from a rural to an urban society, from
membership of the international communist system to full participation in a global
polity.

This double transformation, illustrated in Fig. 15.1, has produced over the years a
fairly clear package of policies for China. In retrospect, China’s leadership has
adopted promptly to the change in the global state system. Collapse of the Soviet
Union accelerated the exit from the command economy (Naughton 1996, 2007),
encouraged the development of a multifaceted foreign policy (Lampton 2001;
Medeiros and Fravel 2003; Shambaugh 2004; Goldstein 2005; Gill and Huang 2006),
accentuated the leadership’s determination to keep control of the process, and
shaped China’s determination to join all the key regional and global policy institu-
tions. The CCP leadership resists demands, whatever their source, to “democratize”
the regime, but leaves the option open for the future while widening the scope of
liberties available to Chinese people. Defense of the principle of non-intervention in
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Fig. 15.1 A double transformation: China and the world

the internal affairs of states runs as a consistent leitmotif through both domestic and
foreign policies. On the other hand, policy is designed to maximize the benefits of
China’s participation in global markets through deepening of the Open Door Policy,
maximizing China’s comparative advantage in abundant labor, and through active co-
participation in global affairs. Over time, policy towards global corporations has
evolved from seeking to accelerate the transfer of technology inwards to China, to
promoting China as a choice location for foreign investment, while pushing ahead to
develop a highly competitive domestic market. This sharply reduces the prospects of
domination in the longer term of global corporations on China’s markets, while also
helping to make global corporations key allies for the regime in the global polity.
China’s adaptation is a magnificent achievement.

There were two key facts that the Chinese leadership observed over the decade
following on the Soviet Union’s collapse. Both were compatible with a Marxist vision
of a world whose prime characteristic is conflict and competition. The first was the
leaderships’ recognition of US primacy—as Chinese analysts concluded at the time of
the 1996 Taiwan Straits crisis—“the superpower is more super, and the many powers
are less great” (Deng 2001). The second was the US-centered global capitalism, which
Susan Strange has defined as “the power to shape and determine the structures of the
global political economy within which other states, their political institutions, their
economic enterprises, and (not least) their scientists and other professional people
have to operate” (Strange 1988). This is the global structure which China’s leadership
is determined to have China join, and to exploit, in order to develop China as a
leading world power. As President Jiang Zemin stated: “We must dance with the
wolf” (Yu 1999).
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The process of administrative and market transition

But the process of transition, beyond the early setting by Deng Xiaoping of a broad
vision for China’s emergence as a great power, was unplanned, and unanticipated. Ex
post, we can say that the leadership had no design on how to escape from commun-
ism, comparable to Mao’s design to destroy capitalism and to build socialism.
Communist revolution was “a sweeping, fundamental change in political organisa-
tion, social structure, economic property control and the predominant myth of social
order, thus indicating a major break in the continuity of development” (Neumann
1949). The agent for this transformation was the autonomous communist party-
state: change in society and economy came as a consequence of its autonomy.

If fundamental, systemic change is the way into revolution, regime change is the way
out (there is a huge literature on regime change: see Morlino 1980; Huntingdon 1968;
Gurr 1968, 1970; Dunn 1972; Skocpol 1979; Linz 1978; Nordlinger 1981; Trimberger 1978;
Tilly 1975, 1993; O’Donnell and Schmitter 1986; Whitehead 1996; Maravall 1997; Ace-
moglu and Robinson 2006). Regime change implies a substitution of the old for new
norms, rules, and institutions. The problem is that the state is captured by the party and
economy it has taken over. The center has to strive to re-acquire the autonomy it
forwent, and to unravel the multiple bonds that tie it down. Separating politics, law,
markets, business, and society—all fused under socialism—becomes a prime consid-
eration for public officials. This has two consequences: first is the struggle over
sequencing—what priority for policy, domestic or foreign, choice of personnel, or
declaratory statements of intent? Second is the struggle over control of the agenda,
and its content. The advantage lies with public officials, who enjoy a vast domain of
policy resources to liberate in the future precisely because the state is so deeply engaged
in the whole procedure of resource allocation. Public officials can chose when, how, and
under what conditions to relinquish controls or to build up a new resource base.

In China’s case, the only way out of Mao’s legacy was one of trial and error, where
successive leaderships learnt to tentatively explore the future (on a critique of the Big
Bang approach applied in Central-Eastern Europe, and explicitly rejected by the
Chinese leadership, see Murrell 1992; and for a concise account of the transition to
market, see Qian 2000). Dengism suggested pragmatism, based on “seeking truth from
facts” through Marxist-tinted spectacles. From the start, the idea of the Open Door
policy was to open the Chinese people to learning from abroad, importing tech-
nologies and know-how, while creating a highly competitive “socialist market econ-
omy” (Beijing Review 1993) and promoting China as a prime location for production
and export on to world markets. In this process, internationalization of relations
across party-state, society, and government combined with policy initiatives “from
below” and “from above” (on both bottom—up and top—down forces operating to
generate policy change, see Zweig 2002). If we trace the origins of the transformation
from below, we focus our attention on the discontented in society, how organized they
are, what their appeal may be and the capacity of the state to crush, concede to, or
convert them. When we focus on reform “from above,” we assume that reform ushers
forth from the brow of public officials and we take for granted that the state can
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implement its policy. In both cases, the political authority of the state, and its financial
and administrative capability, is the key to success or failure.

Stylizing the process of the transformation of China’s political-administrative
system into five stages, we start with the pre-transition phase when performance
of the inherited system is questioned with growing vehemence both inside and
outside the regime (Brinton 1965; Rustow 1970). The proximate condition for
breakdown of the old order is that the incumbent power is unable to resolve a
growing list of problems, the dictator’s death is pending, and opponents inside or
outside of the regime gather strength. When Mao finally died in September 1976,
China was a desperately poor country. Per capita income was 7 per cent of the US’s;
60 per cent of the population survived on less than $1 a day, and international trade at
1 per cent GDP was the lowest out of 120 developing countries (see Maddison 1998).

There follows an “hour of decision” when a new team of reformers or revolutionaries
come into office, and jettison some or all of the old ways. This “hour”—which may last
for an indefinite period—is particularly delicate because uncertainty is rife about the
sustainability of what all know to be an interim situation (Shain and Linz 1995).
Struggles within the regime can escalate as incumbents anticipate an expected inrush
of new participant groups to the arena of public policy, and try by all means to prevent
such a development. In China, the “hour” lasted a number of years, as the costs of
keeping China in a policy limbo awaiting Mao’s death, and then awaiting the demise of
the Gang of Four, rose sharply. The moment of decision struck in December 1978, when
the Third Plenum of the 11th Chinese Communist Party Congress announced the shift
in party focus from “class struggle” to “economic development.” Hua Guofeng, Mao’s
chosen successor, insisted that “whatever instructions Chairman Mao has given, we all
follow.” Deng countered with the slogan “practice is the sole criterion of truth.” The
shift in ideology paved the way for Deng’s market-oriented reforms.

The third phase may be termed definitional—new norms are elaborated and widely
debated, and their limits explored. In China’s transition, the norms that have
changed have dealt with administration and the market, but not the political system.
The key political detonator was the initial consolidation of Deng’s position, and the
ideological sleight of hand which defined Mao’s leaps towards socialism as “prema-
ture” (Ma 2000; Qian 2000). In December 1978 at the Third Plenum of the 11th
Central Committee, Deng Xiaoping announced the official launch of the Four
Modernizations in the fields of agriculture, industry, science and technology, and
national defense, the aim of which was to make China a great power in the twenty-
first century. There were two dimensions to the regime’s evolving economic policy:
one was exit from the command economy towards some forms of state capitalist
system; the other involved maintenance of the political status quo. Let us deal with
these three stages of transformation, before discussing the fourth and fifth.

Exit from the command economy

As the leadership stepped up the pace of reform by opening up to imports of
machinery and technology from the advanced industrial countries, official
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description of the Chinese economic system evolved in the light of internal policy
struggles between the conservatives and reformers of the moment. As Susan Shirk
(1992) has argued, the ideology of “balancism”—maintaining a semblance of
internal party cohesion and unity—became the defining characteristic of how
the CCP managed the process of reform. Since the Chinese leaders understood
that losers in a reform process had the capability to block progress, the governing
idea came to be to “leave no one worse off than before” (Shirk 1993). The
implications of such a strategy are systemic preferences for small, incremental
changes which allow for obstructions to be bypassed. Coherent and comprehensive
reform proposals on paper may seem intellectually attractive, but are easy targets
for obstruction, given the many veto points available for opponents and that are
scattered across the length and breadth of the party-state.

This gradual evolution in policy orientation is traceable through the evolution of
the party-state’s vocabulary. In 1980, official documents described it as “a planned
economy with commodity production and exchange” (Collection of Reform Drafts
for China’s Economic System 1988). By 1992, Deng stated during his famous southern
tour two months after the Soviet Union’s collapse that “Singapore enjoys good social
order and is well-managed. We could tap on their expertise and learn how to manage
better than them” (Ping 1993). This direction of policy was ratified at the 14th Party
Congress in October 1992, where the leadership elaborated a program to transform
the country into a “socialist market economy, under the rule of law.” In the following
decade, major changes in orientation were introduced at varied speeds, and in often
very different ways, in foreign policy as in the country’s economic, industrial, and
financial structures. In foreign policy, the leadership elaborated a new foreign policy
style to accommodate the realities of the post-Cold War world in a context of the
continued salience of the US as the prime power in the global system, and as China’s
indispensable partner (the key statement is Qian 1997; see also Goldstein 2001).
Through the East Asian financial crash of 1997-8, China developed rapidly as a
major trading nation (Qian 2000; Yeh 2001; Flassbek et al. 2005); experienced
remarkable improvements in resource allocation as markets become hyper-competi-
tive (e.g. Yeh 2001; Heytens and Zebregs 2003; Naughton 2003; Poncet 2003; Young
2003; Zheng and Angang 2004); witnessed the emergence of private business as the
prime engine of growth (International Finance Corporation 2000); became the
choice target for inward direct investment for multinational corporations (UNCTAD
1999); and imported growing quantities of food, raw materials, and energy resources
from around the world (Dong 2003; Trinh and Voss 2006). Not surprisingly, major
economic battles within the regime were fought out over economic policy, one key
decision by the leadership in March 1998 being to accelerate China entry to the WTO
(Tucker 2000; Wang 2000; on the entry negotiations, see Fewsmith 1999; Zweig 2001).
Entry in 2001 to the WTO entailed wholesale adoption of business norms elaborated
over five decades in negotiations between the advanced industrial states. In 2003, the
new leadership slightly modified the prevalent growthmanship by renewed emphasis
on the social dimension of government policy. (The problem of poverty reduction
has moved to the forefront of government attention, under the new leadership.)
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In summer 2003, the leadership received a report analyzing thirteen major problems,
including poverty, requiring urgent attention (South China Morning Post 2003; see
also Angang et al. 2003). But the heart of the whole enterprise of transformation was
for the party-state to keep the growth engine of China running—an achievement
recorded by the doubling of national income in the decade 1998—2008.

Maintaining the political status quo

Going for growth was the regime’s response to the shock of the Soviet Union collapse.
The other was to stay in power, while transforming China into a market-driven
system. The paradox of political continuity and economic transformation is the
shrinkage of the party-state’s monopoly of power in an ever more pluralist and
dynamic social context. Despite central government censorship, China is awash in
debates about public policy (Fewsmith 2001; Harwit and Clark 2001; Domenach
2002; Goldman 2005). A major challenge for the party-state has been, and continues
to be, to control the ongoing transition from a rural economy (Wen 2006), on which
possibly 9oo million depend for a meager living, into a mainly urban society (China
Investigation Report 2001; Yang 2005). Abundant surplus rural labor provided a key
resource driving the country’s long-term dynamic (Yao et al. 2005). The other side of
the coin has been the development of an urban under-class, the urgent need for the
development of social policies such as health, education, and social insurance, and
above all the creation of jobs. Given the length of time required to put such policies
into effect, and expectations of the public that the government has a responsibility to
provide for citizen’s needs (a detailed study on worker attitudes is provided by
Nielsen et al. 2005), the leadership’s prime social policy is economic growth. China
is an Adam Smith country ruled by a Marxist-Leninist-Maoist party.

Deng was only too aware that there were limits as to how far a political process of
de-Mao-ification could go (see Tu 1996, for a powerful statement on the need for a
prolonged process of de-Mao-ification). The limits are drawn by the fact that
reneging Mao risked shaking the regime’s foundations (see Walden 2008, for a
recent powerful statement to the effect that the time bomb under the regime is that
Mao’s record as a mass murderer will out). The problem was dexterously handled
in a Central Committee document of 1982 entitled On the Various Historical Issues
since the Founding of the People’s Republic of China, in which Mao retained his status
as a “great Marxist, proletarian revolutionary, militarist and general,” but was
criticized for starting the Cultural Revolution. With this definition available, the
1982 constitutional reform reaffirmed the “Four Cardinal Principles,” guided by
“Marxist-Leninist-Mao Zedong Thought”: party-state hegemony; the leading role
of the party; a unitary state; the concentration of powers; and democratic central-
ism in the party. In the following years, the regime evolved away from Leninist mass
organizations towards a “new authoritarianism” (Unger and Chan 1995), as
sketched in the reform leader Zhao Ziyang’s 1987 report to the 13th National
Party Congress (NPC) (Rosen 1991). Not surprisingly, the Chinese communist
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leadership was aghast at the Polish comrades’ initial willingness to accede in 19801
to the demands of Poland’s non-official opposition, Solidarity, for union autonomy
and political reform. Initially, they were attracted by Party Secretary Gorbachev’s
reforms in the USSR in the late 1980s, but so were the students who gathered to read
a declaration in Tiananmen Square in May 1989, calling on the government to
accelerate economic and political reforms (Nathan 2001)—the first known major
push within China to reform the regime. The students wanted an end to corrup-
tion, more intra-party democracy, and a curb on the abuse of power by officials.
Many leaders, notably Zhao Ziyang—former premier and leader of the communist
party (CCP)—as well as party intellectuals sympathized with them, and under-
stood that a market economy and political reform went together. As Wu Jiaxing, a
young researcher at the Investigation and Research Division of the Communist
Party’s Central Office, had written, Deng’s policies were “an express train toward
democracy through the building of markets” (quoted in Rosen and Zou 1991). He
was arrested in July on account of his association with regime reformers.

The student demonstrations on Tiananmen Square in May—June 1989, played out
in the full glare of the global media which had turned up to cover Gorbachev’s visit
to Beijing, caused the party leadership to suffer its worse high-level split since the
years of the Cultural Revolution. The key lessons learnt were encapsulated by two
statements by Deng. First, “the CCP status as the ruling party must never be
challenged. China cannot adopt a multi-party system” (quoted in Lam 1995).
Second, “Two conditions are indispensable for our development: a stable environ-
ment at home and a peaceful environment abroad. We don’t care what others say
about us. The only thing we really care about is a good environment for developing
ourselves” (quoted in Nathan 2001). In the terminology of regime change, China is
still in a pre-transitional phase in terms of political evolution, defined as “mature
post-totalitarian” (Linz and Stepan 1996). The implication is that China has
experienced change short of redefining its key political norms, and that political
development still lies ahead. Meanwhile, China has become a dictatorship with
provisos: the leadership talks about democracy, “China’s style” as a prospect, while
celebrating the benefits of dictatorship as good for economic growth (International
Herald Tribune 2005; People’s Daily 2005). Civil society is growing fast, as indicated
by the growth of non-governmental organizations, the fractious and decentralized
lobbying arena (see Kennedy 2005), and the development of online petitioning
(Reilly 2004). There is still far to go in creating a judiciary independent of the
party-state (Keyuan 2000), which also presides over all levels of administration and
all officially recognized associations. Politically, the regime is the same as it was, not
having changed beyond recognition.

Implementing China’s WTO commitments

The fourth phase overlaps in reality with the third in that norms become accepted,
and the central task is more one of interpreting them into rules and implementing
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the rules. The final phase of consolidation opens when the now not so new political,
market, and business system operates smoothly—so smoothly that a danger of
institutional and ideational sclerosis sets in. Because this final phase of consolidation
in China arguably rests somewhere in the future, we leave discussion of this to the
last, after discussion of the business system, and the implications of China’s transi-
tion for corporate management.

In the case of China, the fourth phase may be dated from the year of China’s
accession to the WTO, following over fourteen years of debates within the regime as
well as in Tokyo, Washington, and Brussels about the desirability of China’s joining
the global trade club. In his speech to the National People’s Congress on March 5,
2002, Prime Minister Zhu Rongji ran through a long list of problems faced by China,
from corruption to unemployment and “deep-seated” difficulties in the economy.
The country, said the Premier, was “facing new difficulties and severe challenges,”
and one of these was WTO entry (People’s Daily 2002). Indeed, China’s commitments
to WTO partners was to reduce weighted average nominal tariffs from 11.1 per cent
end 2001 to about 6.9 per cent by 2007, and to abolish most non-tariff barriers by
2006. This included a partial opening of telecommunications, banking, insurance, or
films where US firms dominated internationally (Mattoo 2002). Beijing also com-
mitted to tighten up on patent infringements, with a 2005 deadline for compliance.
China signed up to the Kyoto protocols, but as a developing country, and without an
obligation to cut emissions until 2012. Both the US and the EU set up China trade
monitoring bodies, and insisted on import surge protection for twelve years as well
as the implementation of an anti-dumping regime to last fifteen years. In order to
shore up foreign confidence in its commitments, Beijing agreed to apply trade policy
uniformly across the country, and to enforce only those laws, regulations, and other
measures that had been published beforehand and to make them available to the
WTO. On worker and human rights, the US and EU member states entered explicit
agreements with multinational corporations to respect the terms of the UN Global
Compact.

At the time of entry, the consensus of economists was that entry on balance was
beneficial to the world economy (Hertzel and Walmsley 2000; Tongzon 2001; Dorsey
et al. 2003; Tanchovichina and Martin 2003; Wang 2003; Bhattasali, Li, and Martins
2004). But that is not how public opinion in the developed world saw it: as exports
from China surged to account in 2007 for one-third of the US trade deficit, and for 85
per cent of the total extra-EU trade deficit, the country came to be seen as a threat to
jobs and to global stability (Pew Global Attitudes Project 2007; Hall and Dyer 2008).
Aggressive exchange rate management, and an undervalued currency, prompted a
surge in China’s growth rate from an 8 per cent average from 1998 to 2001, to a 10 per
cent average in 2003—5, to over 11 per cent average in 2006—8. Successive government
statements sourced “global imbalances,” not in China’s growing external surplus, but
in the policies of President George W. Bush’s Washington. The assessment that the
country continued to be run as a “non-market economy” (Gilboy 2004) received
contingent confirmation in China’s salience as the prime target in terms of
the number and severity of anti-dumping measures (Li 2005; Ushiyama 2007).
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Multinationals based in the US, the EU, and Japan faced workforce concern at the
prospective outsourcing of their jobs to a country seen as “sweat-shopping its way
to success” (ICFTU 2006). Not least, China’s entry to the WTO—the critics
maintained—weakened international cooperation. Efforts to create a unified global
trade regime repeatedly faltered because no agreement on farm trade could be
reached between the US, India, China, and the EU.

A positive view on China’s entry tells a not entirely different story. One of the main
reasons f