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ABSTRACT The intermittence and uncertainty of wind power pose challenges to large-scale wind power
grid integration. The study of wind power uncertainty is becoming increasingly important for power system
planning and operation. This paper proposes a wind power probabilistic interval prediction model, and
a novel reliability assessment approach is presented for electrical power systems. First, the unknown
parameters estimation of the autoregressive integrated moving average (ARIMA) prediction model is based
on the Markov chain Monte Carlo (MCMC)-based Bayesian estimation method to improve the quality of
statistical inference. Then, a quantum genetic algorithm is used to segment the power to determine the best
output for each power segment weight and calculate the probabilistic prediction interval of wind power.
Finally, reliability assessment by the sequential Monte Carlo simulation is presented combining with the
probabilistic prediction interval of wind power on IEEE-RTS79 reliability test system. The simulation results
that proposed variation range of reliability assessment indices consider the uncertain scenario of wind power
and has guiding significance for power generation scheduling. Compared with genetic algorithm and particle
swarm optimization algorithm, it is proved that the proposed prediction interval model has better prediction
interval coverage probability index and interval average bandwidth index.

INDEX TERMS Bayesian estimation, interval prediction, reliability index, sequential Monte Carlo method,

wind power.

I. INTRODUCTION

Wind power has become one of the most popular renewable
energy sources in the world, as it reduces the use of fossil
fuels and saves greenhouse gas emission costs. However,
the intermittence and volatility of wind power has restricted
large-scale integration of wind turbines into power systems
and poses new uncertainties and challenges to power system
reliability [1]. It is thus necessary to assess the impact of wind
power on power system reliability.

High-precision wind power forecasting is an effec-
tive means of alleviating the negative influence of wind
power generation on power systems [2]-[4]. Many physical
and statistical prediction methods have been proposed in

The associate editor coordinating the review of this manuscript and

approving it for publication was Junjian Qi

VOLUME 8, 2020

recent years. Physical models use numerical weather pre-
diction to predict wind speed and then input the data into
wind power output models to obtain output power [5]. Com-
mon statistical forecasting methods include the time series
method [6], [7], artificial neural network method [8]-[10],
and support vector machine (SVM) [11]. The main focus
of these methods is to decrease the point forecast errors
of wind power by introducing new models. In [12], quan-
tiles were created using a nonparametric approach to fore-
cast wind power. Although this method does not make any
assumptions about the forecast error distribution, it suffers
from a linear structure, which can compromise forecasting
accuracy. In [13], an improved Elman neural network model
was developed for a multi-target satin cypress optimization
algorithm. Literature [14] proposed a new prediction method
by combining stacked auto-encoders (SAE) and the back
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propagation (BP) algorithms. In [15], a new L-BFGS opti-
mization method, based on the Riemannian manifold, is used
for GMM parameter estimation. Based on actual wind power
forecast error data, the suitability of the model and the new
optimization algorithm was verified. However, even with the
best predictive tools, prediction error could not be completely
eliminated. In recent years, the study of probability interval
prediction that reflects wind power uncertainty information
has received increasing attention [16]. In [17], a probabilis-
tic interval prediction model based on quantile regression
averaging and variational mode decomposition-based hybrid
models was presented to quantify potential risks of wind
power series. In [18], a prediction model was established
through a kernel extreme learning machine. A key issue
in these methods is how to select reasonable trained data
to obtain a high-precision intelligent model that approxi-
mates the nonlinear relationship between input and output
variables. To this point, studies have obtained wind power
prediction intervals either by analyzing the error charac-
teristics of point prediction or using an intelligent model;
however, such models often neglect to consider probabilistic
information related to wind speed or power data in historic
operation data. Yet probabilistic interval prediction provides
more information compared with point prediction, and high-
accuracy interval prediction can facilitate risk assessment
related to wind power in power system planning and schedul-
ing. In our work, to study reliability assessment for the uncer-
tainty of wind power integrated into the grid, we first build a
wind power probabilistic interval prediction model that com-
bines an autoregressive integrated moving average (ARIMA)
model based on a Markov chain Monte Carlo (MCMC)-based
Bayesian estimation with optimized interval weights using
a quantum genetic algorithm (QGA). Different from prior
research, the advantage of the proposed interval predication
model is that MCMC-based Bayesian estimation uses prob-
abilistic information to estimate unknown parameters in the
ARIMA model to improve the quality of statistical inference.
Furthermore, without an assumed error distribution, the QGA
can search each power range segmentally to determine its
optimal output weight in the interval model and then calculate
the upper and lower bounds of the wind power prediction
interval. Thus, a high-quality interval forecasting model of
wind power can be achieved.

As wind power is integrated into the grid on a large scale,
the uncertainty of wind power output will exert an increas-
ingly large impact on the operational reliability of the power
system. Effectively and accurately analyzing the impact of
a wind-farm-integrated grid on power generation reliability
can provide a theoretical basis for the effective use of wind
power. Several scholars have studied the reliability of wind
farm power systems. Common approaches include analytical
methods and simulation methods [19]. Literature [20] used
a Monte Carlo sampling method for stochastic production
simulation to evaluate the effects of wind farms on power
system production and operation. In [21], a non-sequential
Monte Carlo simulation method was used to analyze the
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equivalent capacity of wind farms considering the wind speed
correlation at different locations, and the effects of different
degrees of correlation on system reliability were studied.
Literature [22] presents a new method for load modeling in
power system reliability evaluation. The method combines
the fuzzy model for the peak load with a probability distribu-
tion for a load curve, whereas system component outages can
still be modeled using traditional Monte Carlo or enumera-
tion techniques. Literature [23] described a proposed coupled
extreme frame weather event to cascade a failure simulation
model. Then, a custom sequential Monte Carlo simulation
scheme was developed to quantify extreme weather events
affecting power transmission. However, most studies have
focused on the impact of wind power on power system relia-
bility; few discussions have considered the fluctuation range
of wind power uncertainty.

To address this research gap, our paper aims to outline a
reliability assessment approach for electrical power systems
considering of wind power uncertainty based on a probabilis-
tic interval prediction model. The contributions of this paper
mainly include two parts: One is that the variation ranges
of reliability indices by sequential Monte Carlo methods
are obtained for the first time for a power system under
an IEEE-RTS79 reliability test system, which is combined
with wind power probabilistic interval prediction model. The
variation range of three system reliability indices can be
obtained: loss of load probability (LOLP), expected power
not supply (EPNS), and loss of load frequency (LOLF). These
reliability indices thus carry reference significance for power
system decision makers. The other contribution is wind power
interval prediction model using ARIMA based on MCMC-
based Bayesian estimation and interval weight parameters
optimized via QGA. Taken interval coverage and interval
average bandwidth are selected as evaluation criteria, com-
pared with the genetic algorithm (GA) and particle swarm
optimization (PSO) algorithm, our simulation results show
that the proposed prediction interval model has superior pre-
diction accuracy and general accuracy.

The rest of this paper is organized as follows. In Section 2,
the overall flow chart of reliability assessment approach is
given. In Section 3, a wind power interval prediction model
based on QGA-MCMC-ARIMA is described. The reliabil-
ity index calculation model is presented in Section 4, and
numerical studies of the proposed approach are demonstrated
in Section 5. Finally, conclusions are drawn in Section 6.

Il. ASSESSMENT FRAMEWORK

This paper aims to outline a reliability assessment approach
for electrical power systems considering of wind power
uncertainty based on a probabilistic interval prediction
model. It is mainly divided into two parts.

First, the method based on MCMC Bayesian estimation
ARIMA model combining with upper and lower weight of
interval prediction model by QGA optimization is used to
predict wind power interval. To compare the effectiveness of
the QGA-MCMC-ARIMA optimization model proposed in

VOLUME 8, 2020



X. Yang et al.: Reliability Assessment Approach for Electric Power Systems Considering Wind Power Uncertainty

IEEE Access

Wind power
interval

Wind power
interval
prediction
lower limit

Wind power interval prediction |
e upper limit |
prediction PP !

I

I

A\ |

/x\ |

\ !

— I

< ™~ |

ARIMA 7 QGA Bu |
model Wind power 4 optimizat | 1
establishment forecast \\ -lon //" i
AN J/ oW |

~_ |

I

\ I

I

I

I

I

I

[}

I

I

I

I

I

FIGURE 1. Overall flow chart.

this paper, GA-MCMC-ARIMA and PSO-MCMC-ARIMA
were used to predict wind power range, and the predict inter-
val coverage probability and the prediction interval average
width were compared under different confidence levels.

Second, On the basis of this interval prediction model,
an IEEE-RTS79 reliability test system is built, and the vari-
ation ranges of reliability indices are obtained for a power
system integrating wind power using sequential Monte Carlo
methods. The power system reliability index selects the Loss
of Load Probability (LOLP, representing the probability of a
power outage event in the system); Loss of Load Frequency
(LOLF, indicating the number of times the system has a load
shedding failure per unit time), and the Expected Power Not
Supply (EPNS).

Fig. 1 presents the Overall flow chart.

Ill. WIND POWER INTERVAL PREDICTION MODEL
BASED ON QGA-MCMC-ARIMA

A. BAYESIAN ESTIMATION OF ARIMA

MODEL PARAMETERS

The ARMA(p,q) model, specifically the autoregressive mov-
ing average, is a common power prediction method. Wind
power is often unstable due to its volatility and intermittent
nature. The ARIMA(p,d,q) model, specifically the autore-
gressive integrated moving average model, is an extension
of the ARMA(p,q) model. It converts the non-stationary time
series into a stationary time series using the d-order difference
method, and then builds the ARMA(p,q) model:

P q
V= eyt G+ e 1)
i=1 j=1

In (1), p and g are each non-negative integers representing
the order of the autoregressive and moving average terms
in the model; ¢; is the coefficient of the i-th autoregres-
sive term; 6; is the coefficient of the j-th moving average;
and ¢&; is the residual term, which is an independent and
identically distributed random variable, that obeys a normal
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distribution with a mean of 0. In this paper, the ARIMA
model is selected for wind power prediction. The stationary
sequence is obtained by the difference, and then the ARMA
model is established for the new stationary sequence.

In traditional classical statistical theory, the unknown
parameters ¢; and ¢; in ARIMA are constant, whereas the
Bayesian parameter estimation considers unknown parame-
ters ¢; and 6; in ARIMA as random variables that can be
described by the probability distribution. This probability
distribution is called the prior distribution of unknown param-
eters. Compared with the conventional estimation method,
Bayesian estimation makes full use of prior distribution infor-
mation from the sample information model parameters and
incorporates it into statistical inference. The estimator has
a smaller variance and square difference, which improves
the statistical inference quality. The core idea of Bayesian
estimation is to obtain the Bayesian posterior distribution of
unknown parameters via the Bayesian theorem and then use
the posterior distribution to estimate model parameters.

Assume that ¢, ~ N (0, 'C_l) is the initial value of a
given time series, {y, t € T} is a time series, and yy, y2, - - - ¥,
is the sequence observation. The ARMA (p, q) model is
¢ (L)y: = 60 (L) &, where the error term &; ~ N (0,02).
Then, the likelihood function of the ARMA model is

n 1 )
S = -2 e
Lyly,¢,0,¢) = 1_[ (2]‘[0’2> : exp <_2O__t2>

t=1

= (27102)_7 exp (—# 83) 2)

t=1

T
01,52+ 3p)
T
(817 827 Tt
T »
(9017 02,0, (pp;
0 = (9]592"" ’0(1)
Assuming the parameter ¢; (i = 1,2, --- , p), the parameter
0 = (1,2,---,q) obeys the uniform distribution, that is,
Ty (@) o< 1,i = 1,2, ,prg (6)) < 1,j = 1,2,-- ,q,

O1y2- )T,

y
where y = ¢
2
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Then, using Bayes’ theorem, the posterior distribution density
functions of the parameters ¢; and 6; are

Py, (911X, X.9-1,0,0%, ) o L (XIX0, 0, 0%, 2) 7y, (o)
l n
2
ocexp{—ﬁ;é‘,} 3
Pgl. (9,'|X,X,(p, 9_]', 0‘2, 5) « L (X|)~(,§0, 0, 0‘27 5) TTY; )

1 n
“exp{—ﬁzf?zz} “
=1

Here, we use the MCMC Bayesian method based on Gibbs
sampling to estimate the parameters of the ARIMA model.

B. PARAMETER ESTIMATION BASED ON

MCMC BAYESIAN METHOD

1) BASIC IDEA OF THE MCMC METHOD

In Bayesian calculations, we typically use integral methods
that require analysis or numerical approximation, including
sample-based Monte Carlo sampling (e.g., important sam-
pling, stratified sampling, and associated sampling), to sam-
ple from the posterior distribution to estimate parameters of
interest. However, it is often difficult to generate samples
directly from an arbitrary high-dimensional joint distribution,
which limits the sample-based method. The MCMC method
is a simple and effective Bayesian calculation method devel-
oped recently. It applies the Markov chain in the stochastic
process to the Monte Carlo simulation to achieve dynamic
simulation (the i.e., the sampling distribution changes as the
simulation proceeds).

The sequence {X@, x(... x k+D1 is derived from the
conditional distribution of { X*+D | X®}, where X© repre-
sents an initial condition, and X©, XM, X@... xk+Digq
Markov chain.

When k — oo, X® is independent of the initial value, and
its density (distribution) approaches a stationary distribution,
which is p*(-). That is, as k increases, the random vector in
the Markov chain will converge to a Markov sequence with
a common density p*(-). At this time, the Markov chain is
said to converge; in the period before convergence (as in the
previous M sampling), the density distribution of each state is
not the stationary distribution. Therefore, the first M samples
should be removed when estimating E[f(x)], such that the
estimated results are obtained after n-M samples:

Ef (0] = —— Z FXi) )

k=M+1

Equation (1) is the famous traversal average in the random
process. The variance of the estimate is

VIE()] = V(f)in ©)
The estimated value of V(f) is

V() = — Z [f(x,) - E<f>] (7)

12470

From the above analysis of MCMC theory, the main idea
of MCMC is to construct a Markov chain with a stable distri-
bution of p(x). It is simple to construct such a Markov chain;
the most commonly used algorithms are Metropolis-Hastings
(M-H) and the Gibbs sampler [24]. Due to the advantages
of Gibbs sampling in terms of high-dimensional features and
sampling paths, Gibbs sampler is used in this calculation to
generate the Markov chain required for MCMC simulation.

2) MCMC BAYESIAN METHOD FOR
ESTIMATING ARIMA PARAMETERS
Here, we use the MCMC Bayesian method based on Gibbs
sampling to estimate ARIMA model parameters. The steps
are as follows:

Step 1: Given the initial value go] ,(péo), e 1(70)’ 9(0)
o0, .. 0 of 9,6, leta=1.

Step 2: Extract the parameter ¢;(i = 1,2, - - -

( 1) (a l)__ (a D pla=1)

e(a 1) 2(a ) B
Step 3: Extract the parameter 6;(i = 1,2, - - -

1 1 -1
P <¢1|X X ‘P(a ) o ,%(al ), <ﬂ,~(il ),>
bi .

Step 4: Let a = a +1 and return to Step 2.

Steps 2 through 5 are repeated M times until Markov con-
verges and the first N iterations are rounded off to eliminate
the effect of the initial value on the estimate.

, p) from

, q) from

C. BASED ON QGA SEGMENTATION OPTIMIZATION
POWER INTERVAL PREDICTION

After the ARIMA model obtains the wind power point pre-
diction model, the value of the point prediction is multiplied
by B and B,, and the obtained results are the upper and
lower limits of the interval prediction, respectively. B is
upper limit weight of interval prediction model, and g is the
lower limit weight of interval prediction, which 8 and 8, are
obtained via QGA segmentation optimization. Fig. 2 presents
a schematic diagram of the interval prediction model.

1) OPTIMIZING THE OBJECTIVE FUNCTION

Evaluating the accuracy of the prediction interval output by
the prediction model involves two aspects: reliability and
accuracy. Reliability is expressed as the probability that the
actual observation falls within the prediction interval; this
value should be as large as possible to make the prediction
more accurate. Accuracy is used to measure the interval
width; this value should be as small as possible so the pre-
diction width is as narrow as possible. However, the two
are contradictory. In this paper, constructing an objective
function should consider the above two aspects and define the
comprehensive optimization objective function F' as follows:

n
> WIPICE}| + ¢i| PINAW, ] ®)

(min) F =
p i=1

VOLUME 8, 2020



X. Yang et al.: Reliability Assessment Approach for Electric Power Systems Considering Wind Power Uncertainty

IEEE Access

ARIMA model
establishment

data collection

! .

sequence ARIMA MCMC-Bayesian
quen model > method for estimating
smoothing ;
ordering model parameters

QGA interval

prediction QGA optimization optimal

_-output weight B

Divide predicted power into N

intervals
Interval 2

I »

Interval N-1 Interval N

Interval 1

QGA search QGA search QGA search QGA Search
finds the finds the optimal finds the finds the
optimal weight weight of the optimal weight optimal weight
of the interval interval of the interval of the interval

Bring test data into the trained ARIMA

prediction model of MCMC Bayesian
estimation

Find the upper and lower
limits of the predicted power
interval

Wind power probability
interval

FIGURE 2. Estimation of ARIMA interval prediction model based on
MCMC Bayesian method combined with QGA.

where PICE = |PINC — PICP|. PINC is the PI nominal con-
fidence; PICP is the prediction interval coverage probability,
which is a reliability indicator for evaluating the prediction
interval. @ means to the confidence level. As shown in (9),
this index reflects the probability that the actual observation
t; falls within the upper and lower limits of the prediction
interval:

1 &
_ o

PICP N ; K 9)
where N; is the number of predicted samples. k% is the
Boolean quantity; if the predicted target value ¢; is included
in the upper and lower limits of the interval prediction, then
k% =1, and k% = 0 otherwise. The significance of this value
in the objective function is that in actual predictions, to obtain
a valid prediction interval, the PICP should be as close as
possible to the preset nominal confidence level of the PINC.
The second PINAW in the objective function is the predic-
tion interval average width, reflecting the clarity of predic-
tion, as shown in (10). This equation avoids the risk of the
prediction interval being too wide due to the pure pursuit of
reliability. In this case, the effective prediction value uncer-
tainty information could not be obtained, and the decision

value would be lost:

N;
1
PINAW = = ; [U*(x)) — L& (x7)] (10)
where y; and ¢; are the weighting coefficients for the predic-
tion target coverage deviation and the prediction interval aver-
age bandwidth, and these coefficients are adjusted to control
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the influence ratios of different criteria on the optimization
effect. | - | is used to obtain the absolute values for PICE and
PINAW, respectively.

2) QGA SEGMENTATION OPTIMIZATION

OPTIMAL PREDICTION WEIGHT 8

The output weights of prediction models of different power
segments are unique. If the same output weight is used,
the accuracy of the prediction interval will be reduced. There-
fore, the power interval is divided and QGA is applied in this
paper to identify the optimal output weight of each power
segment.

QGA merged as a research field in the late 1990s, mainly
introducing concepts related to quantum computing into GAs.
In QGA, a qubit-based coding scheme is used, wherein a
quantum bit is defined by a pair of complex numbers, and
a system with m qubits can be described as

@ a2 o3 - Oy
M Ay A3 s Ap

where o> + L2 =1 (=1,2,---m)

A qubit is a two-state quantum system that acts as a
physical medium for an information storage unit. It is a unit
vector defined in a two-dimensional vector space that can
be superposed in two quantum states simultaneously, such as
|6) = «|0) + A1), where O and 1 represent the spin-down
state and spin-up state, respectively. |§) is a representation of
a quantum state, where « and A are two complex numbers
called probability pairs, and their respective squares can be
considered the probability that the quantum is in a spin-down
state or spin-up state.

QGA also uses the operation of quantum revolving door
to realize chromosome updates. The algorithm thus has the
ability to develop and explore, to obtain the optimal solution
of the target. Commonly used quantum gate transformation
matrices have XOR gate-controlled XOR gate revolving gates
and Hadamard transform gates. In the quantum genetic itera-
tion of this paper, the population is updated with the following
quantum revolving gate:

/
o;

A

—sin6;
cos b;

cos 6;
sin 6;

o
A

where: «; and A; denote the i-th qubit in the chromosome, and
0; is the rotation angle.

The quantum genetic algorithm combines quantum
computing with genetic algorithms, and introduces quantum
coding and quantum revolving doors to increase the possibil-
ity of chromosomal changes. This paper chooses the QGA
algorithm to optimize the output weight 8. The optimization
process is as follows:

(1) Take the initial population Q(t) with a population size
of N.

(2) Perform a measurement on each individual of the initial
population to obtain a state P(t). When measuring, select
0 or 1 on the corresponding gene position according to the
quantum bit probability. The specific method is as follows:
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randomly generate a [0, 1] number, and if it is greater than
or equal to the value of the probability amplitude, then the
measurement result is taken as 1; otherwise, the results is
taken as O (and vice versa).

(3) Record the fitness of each state along with the best
individual and its fitness value.

(4) Use hybridization, variation, and quantum revolving
gates to update individual populations and measure individual
population status.

(5) Record the best individual and its fitness value. If the
value is greater than the current optimal value, then update
the optimal value; otherwise, retain the current value.

(6) If the end condition (i.e., a sufficiently good solution or
maximum number of iterations) is reached, then optimization
ends. The group optimum at this time is the optimal output
weight B; otherwise, return to Step (2).

(7) Output data and terminate.

D. SPECIFIC STEPS OF WIND POWER

INTERVAL PREDICTION MODEL

STEP 1 using MCMC Bayesian estimation parameters of
ARIMA model, obtains wind power point prediction value
from ARIMA model,

STEP 2 initializes QGA parameters, including setting the
population number, initial position, individual extremum and
total extremum;

STEP 3 divides the wind power into different power seg-
ment and uses QGA to optimize output weight 1 and 2 of
prediction interval in different power segments. According to
the objective function, the fitness and global value of each
particle are calculated in each iteration. Finally, the optimal
output weight 81 and B, are obtained;

STEP 4 Multiply the point prediction values output by the
ARIMA model by §; and B;, respectively, to obtain the upper
and lower limits of the wind power prediction interval.

IV. RELIABILITY INDEX CALCULATION MODEL

A. SEQUENTIAL MONTE CARLO METHOD

In this study, the sequential Monte Carlo method was used to
calculate the reliability index of the system. Monte Carlo is a
numerical calculation method based on probability and statis-
tics and is widely used in power system risk assessment [25].
The sequential Monte Carlo method considers the continuity
of the system on the basis of the non-sequential Monte Carlo
method, samples the working state duration of all compo-
nents, forms the timing state of the system, and performs
reliability analysis [26]. Compared with the non-sequential
Monte Carlo method, the advantage of the latter method lies
in its clear physical meaning, low algorithm complexity, and
shortcomings of slow convergence, rendering it suitable for
advanced grid reliability planning.

The sequential Monte Carlo simulation flow chart for the
power system is illustrated in Fig. 3 The state of compo-
nents in the transmission system adopts a two-state model,
as shown in Fig. 4.
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The trouble-free running time Tr7r of the power genera-
tion system components and estimated fault repair time Tr7g
are calculated as

{ Trrr = —Turrr < In(1 — Ry) an

Trrr = —Tyrrr X In(1 — Rp)

where R1 and R2 are random numbers between [0,1]; Tyrrr
and Tyrrr are the average fault-free working time and aver-
age repair time of the component, respectively, and are the
reciprocal of the failure rate A and repair rate u; Trrr and
Trrr are the fault-free running time and fault repair time of
the original power generation system, respectively.
Assuming that the system consists of k¥ components,
the operating state of each component is determined by (11).
Then the system operating state S; at time ¢ is determined by
the operating state Xj; of each component, as shown in Fig. 5,
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where 1 represents component operation and O represents
component failure.

B. SYSTEM RELIABILITY INDEX

CALCULATION PROCEDURE

Before the system is newly connected to the wind farm,
we must analyze the degree of wind farm reliability. It is diffi-
cult to accurately evaluate the wind farm due to its strong ran-
domness. In this paper, based on the interval prediction model
with wind power uncertainty information established above,
a simple and feasible calculation method for evaluating the
degree of influence of a wind power plant on the system is
proposed. The specific reliability interval calculation steps
are as follows:

1) Build a reliability test system IEEE-RTS79; specific
parameters are detailed in the [27]. The power system reli-
ability index selection includes LOLP, indicating the proba-
bility of a power outage event in the system (dimensionless);
EPNS (MW); and LOLF, indicating the number of times the
system has a load shedding failure per unit time (sub/year).
The calculation formula is

N
1
LOLP = T Z [FroLr(X;) - t;]

i=1

N
1
EPNS = T .E] [Fepns(X;) - ti]
-

8760
LOLF = —=-Cy (12)

where Frorp(X;) and Fgpys(X;) are test functions corre-
sponding to LOLP and EPNS, respectively, Frorp(X;) is
calculated using (13), and Fepys(X;) is the total active load
cutoff power of the system in random state X;; Cr is the
number of shear loads during the simulation time; 7 is the
total simulation time for the system; and ¢; is the duration of
the system state X;.

Frorp(Xi)
0 The system has a load shedding in state X; (13)
|1 The system has no load shedding in state X;

2) The wind farm is connected to the system, and the access
scheme refers to the distributed access method of [28];

3) According to the wind farm power interval prediction
model, it is assumed that the wind farm output power is
taken as the upper or lower limit of the interval prediction
model, respectively, and the reliability result is obtained via
simulation to determine the reliability interval of the wind
farm in access mode.

V. CASE ANALYSIS

Taking a wind farm in the northwest China as an example,
the rated power of wind turbine is 2MW and the time res-
olution is 15 min. Using wind power data collected from
the site in 2014, the feasibility of this method is verified via
simulation, and the reliability index is obtained.
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FIGURE 6. Markov chain trajectory of ARIMA model parameters ¢ and 6.

A. WIND POWER INTERVAL PREDICTION
SIMULATION RESULTS
1) ARIMA MODEL ESTABLISHMENT
Wind power is often unstable due to its volatility and intermit-
tent nature. Therefore, the wind power time series {y;} must
be tested for smoothing before the model is built.

As the sequence {y;} is non-stationary, the original
sequence {y;} is smoothed by the first-order difference
method to obtain a new time series {y;}, such that

Yo = Y4l — Vi (14)

We then verify that the new sequence {y} is stationary.

From the smoothing process of this sequence, the differ-
ence order d = 1; thus, the ARMA (p, q) model is built
for the time series after the difference. The group with the
smallest Akaike information criterion (AIC) value is selected
according to the autocorrelation and partial autocorrelation
coefficient map of the sequence, as well as the order rule
and the AIC. According to the AIC, and considering the
significance of parameters, the ARMA (2,1) model is finally
selected to fit the time series {y;}. Then, the time series model
to be fitted is

)’; = @1 ')’;71 +§02')’;72+91 ce—1t e (15)
Therefore, the original time series {y;} can be expressed as

yi=4¢1) yi—1+(@2—¢1) - yi—2—¢2- yi—3+e +601 - er—1
(16)

In the following, we use the MCMC Bayesian method
based on Gibbs sampling to estimate the parameters of the
ARIMA model and provide the initial values of the two
sets of ARIMA model parameters in the sampling process.
Fig. 6 shows the Markov chain trajectory constructed after
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FIGURE 7. Prediction interval at 80%, 85%, and 90% confidence levels.

TABLE 1. Model parameter estimates.

TABLE 2. Optimal output weights for different power segments.

Parameter Mean S;i?ft?;i Median
[ -0.03027 1.911%10* -0.03064
0, -0.1078 1.918*10™ -0.1082
6, 0.02508 1.587*10™ 0.02476

parameters ¢ and 6 are iterated 10,000 times and 2000 itera-
tion initializations are discarded.

Fig. 6 indicates that the two Markov chains tend to coin-
cide, suggesting that the Markov chain formed after Gibbs
sampling was convergent, and the Bayesian estimation of
parameters ¢ and 6 could be calculated accordingly. Results
are listed in Table 1.

We chose the mean as the estimate of the ¢ and 6 param-
eters, after which the ARIMA (2,1,1) model of the original
time series {y;} can be expressed as

yi = 0.96973 - y,_1 — 0.07753 - y,_3 4+ 0.1078
Vi3 + e +0.02508 ¢,y (17)

Bayesian statistical inference is based on the probability
information of historical data, which makes full use of prior
distribution information from the sample information model
parameters and adds this information to the statistical infer-
ence. The estimator thus has smaller variance and square
difference, which improves the quality of statistical inference.

2) INTERVAL PREDICTION SIMULATION

RESULTS AND COMPARISON

Usually, in practical applications, consistently high credibil-
ity is ensured to guarantee the safety of normal work. The
power system operation must always have a higher level of
confidence to obtain more accurate information; therefore,
the confidence levels selected in this paper are 80%, 85%,
and 90%. The power interval is divided into N = 5, y; =
10000, ¢; = 1. Fig. 7 shows the wind farm power interval
using the QGA-MCMC-ARIMA prediction model proposed
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N ﬂl ﬁl
1 2.5015 0
2 1.6315 0.5327
3 1.4066 0.6618
4 1.3773 0.6334
5 1.1408 0.7517

in this paper at 80%, 85%, and 90% confidence levels for
300 consecutive points in November.

Fig. 7 reveals the following: 1) the wind power probability
interval obtained when using the QGA to optimize the output
weight of the MCMC-ARIMA prediction model reflects the
coverage probability of the actual power value. This approach
is also guaranteed to track changes in the wind power time
series. 2) The width of the confidence interval increased as
the confidence increased; the greater the confidence interval,
the greater the probability of including the actual power value,
which is consistent with theoretical estimation.

Table 2 shows the output weights for each power seg-
ment corresponding to the MCMC-ARIMA prediction model
after segmentation optimization at the 85% confidence level.
The optimal output weights of various power segments dif-
fered. Segmentation optimization should be used to iden-
tify the optimal output weight of each power segment,
thereby improving the accuracy of the prediction interval.
Fig. 8 shows the results of interval prediction for different
power segments.

Fig. 9 shows that, under the same confidence level, the
comparison between the prediction result of the segmentation
optimization prediction model and that of non-segmented
optimization is narrow but ensures tracking of wind power
time series changes. The upper and lower limits of the interval
represent more accurate forecasts and can better guide deci-
sion makers.
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level.

In order to verify the effectiveness of QGA, different opti-
mizing methods were compared. The same training samples
and test samples were selected. GA-MCMC-ARIMA and
PSO-MCMC-ARIMA were used to predict wind power range
and compared with the QGA-MCMC-ARIMA optimization
model proposed in this paper. A comparison of performance
indicators is presented in Table 3.

NAD is the normalized average deviation. The degree of
bandwidth deviation of the prediction interval of the i-th
iteration is

LY (x) — ¢ )
_ WD TR e pey
Ut — Loy’ 7= )
el =10, if ti € I7(x;) (18)
ti — UF(x)

The NAD of the prediction interval is
1 &
NADY = v > e (19)
i=1
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TABLE 3. Performance indicators under different algorithms.

Confidence /% Method PICP/% PINAW NAD
GA 80.33 0.1352 0.0072

80 PSO 80.67 0.1301 0.0025

QGA 81.67 0.1304 0.0008

GA 86.33 0.1542 0.0089

85 PSO 86.67 0.1547 0.0043

QGA 87.00 0.1488 0.0011

GA 90.00 0.1806 0.0134

90 PSO 90.33 0.1805 0.0078

QGA 90.67 0.1760 0.0026

NAD represents the accumulation of target values that fall
outside the interval according to the degree of deviation.
The smaller the NAD value, the higher the quality of the
prediction interval.

Under each confidence level, PICPgga > PICPpso >
PICPg4, and the average interval of the prediction interval
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TABLE 4. Performance indicators under different algorithms.

Confidence /% Method PICP/% PINAW NAD
QGA-NBC 75.33 0.1193 0.0023

80 QGA-LSF-ARIMA 81.33 0.1400 0.0025
QGA-MCMC-ARIMA 81.67 0.1304 0.0008

QGA-NBC 80.67 0.1556 0.0030

85 QGA-LSF-ARIMA 86.67 0.1632 0.0034
QGA-MCMC-ARIMA 87.00 0.1488 0.0011

QGA-NBC 86.00 0.2018 0.0039

90 QGA-LSF-ARIMA 89.00 0.1942 0.0036
QGA-MCMC-ARIMA 90.67 0.1760 0.0026

Wind power prediction interval
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FIGURE 10. Three methods of wind power interval prediction based on QGA algorithm.

of the QGA method was smallest under the same confidence
level; a smaller interval average bandwidth denotes higher
prediction accuracy and a smaller degree of uncertainty.
At the same time, NAD was the smallest in the QGA method.
On the basis of this comprehensive comparison, the QGA
method can obtain better prediction results.

In order to verify the effectiveness of MCMC-ARMIA,
an ARIMA parameter model estimated by the least squares fit
(LSF-ARIMA) and a naive Bayes model (NBC) were carried
out for comparison and analysis. Fig. 10 shows the wind
power prediction interval based on the QGA algorithm by
the above method, and its performance indicators are shown
in Table 4.

Under each confidence level, PICPQGA—MCMC—ARIMA >
P[CPQGA—LSF—ARIMA > PICPQGA—NBC’ and under the same
confidence level, the QGA-MCMC-ARIMA method has the
smallest average prediction interval bandwidth and normal-
ized average deviation, which shows that it has the highest
accuracy.

On the basis of this comprehensive comparison, the QGA-
MCMC-ARIMA method proposed in the paper can obtain
better prediction results.

B. RELIABILITY INDEX CALCULATION EXAMPLE RESULTS
This example uses the IEEE-RTS79 system, which contains
24 nodes, 71 components, 32 generators, 33 lines, and a
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generator capacity of 12-400 MW. The annual peak load is
2850 MW, and the total installed capacity is 3405 MW [27].
The wind farm is connected to the system, and the access
scheme refers to the distributed access method of [28].
In IEEE-RTS79 system, the wind power capacities 600 MW
are integrated, where the connected nodes are node 13, node
15 and node 18 and installed capacity for every node is
200MW.

Using the sequential Monte Carlo method, the values of the
reliability indicators LOLP, EPNS, and LOLF are calculated
according to the flow chart in Fig. 3. To ensure minimum
error in the Monte Carlo calculation, the simulation time is
400 years; thus, the calculated reliability index can converge
completely. Figs. 11-13 depict a comparison of system reli-
ability indices before and after the access system when the
wind farm output is the upper limit and lower limit of the
interval under the 85% confidence level. Table 5 shows reli-
ability indicators at 80%, 85%, and 90% confidence levels.

The simulation results indicate that the addition of wind
farms in the original RTS-79 node system can decrease sys-
tem load loss frequency and load loss expectations. Taking
the reliability index LOLP at the 85% confidence level as
an example, when the wind farm output takes the upper-limit
condition, the system LOLP value is at least 0.0630, 27.3%
lower than the original system. The value at this time is
recorded as the photovoltaic power station. When the working
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condition is the lower limit of wind farm output, the LOLP
value is 0.0757, (i.e., the LOLP value of the system is 12.7%
lower than that of the original system). The value at this time
is recorded as the lower limit of the LOLP of the wind farm.
Wind farm output exhibited uncertainty. Overall, the system
reliability ranges between 12.7% and 27.3%, implying a
system reliability improvement of 12.7-27.3% after accessing
the wind farm. The above reliability index calculation method
provides a range that contributes to the reliability of the
power grid after considering wind farm access, which offers
guidance for wind farm planning, plan output adjustment, and
power dispatch.
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TABLE 5. Comparison of reliability index about generation system.

LOLP/Decline EPNS/ Decline LOLF/ Decline

Original system 0.0867 13.0749 38.0347

80 0.0752/13.26%  10.5740/19.13%  33.0549/13.09%

‘fsgﬁr 85  0.0630/27.34%  8.5950/34.26%  27.5000/27.70%
90 0.0611/29.53%  8.4506/3537%  26.3837/30.63%
80 0.0766/11.65% 11.1885/14.43%  33.2721/12.52%
Ll;’r‘r’lvﬁr 85  0.0757/12.69% 11.1862/14.45%  33.1623/12.81%
90 0.0833/3.92%  11.8690/9.22%  36.0096/5.32%
Vi. SUMMARY

In this paper, considering the uncertainty of wind power,
the reliability indices of the grid connection are presented
with probabilistic prediction interval model of wind power.
The variation range of three system reliability indices can be
obtained. Combining the MCMC-optimized Bayesian esti-
mation ARIMA based on QGA is used to predict wind power.
Our findings reveal the following:

(1) Through a reliability test system built, the impact
integrated wind power to grid on system reliability index is
analyzed: compared with the original system, whether the
predicted power upper bound or lower bound is used, the three
values of the reliability indicators LOLP, EPNS, and LOLF
exhibit significant declines.

(2) We apply the limitation calculation method of the wind
farm affecting the system reliability as shown in Section 4.2,
to obtain the improvement range of system reliability under
each confidence level. It provides a variable range of relia-
bility index to power grid considering wind farm access, and
thus carries reference significance with uncertainty informa-
tion for planning a wind farm, adjusting the plan output, and
guiding power dispatch.

(3) The wind power output probability interval is obtained
by the MCMC-based Bayesian estimation ARIMA method,
which utilizes prior knowledge and the distribution hypoth-
esis of known data, and to assess Observed data based on
these probabilities and distributions. Use reasoning to make
the best judgment. The QGA optimization algorithm can be
used to determine the best output weight for each power,
leading to higher interval coverage and an obtained narrower
bandwidth. Compared with the GA optimization method and
PSO, the superior prediction effect of the proposed method is
demonstrated.
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