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CHAPTER 

BASIC CONCEPTS IN 
RF DESIGN 

2 
RF design draws upon many concepts from a variety of fields, including signals and 
systems, electromagnetics and microwave theory, and communications. Nonetheless, RF 
design ha~ developed its own analytical methods and its own language. For example, whi le 
the nonlinear behavior of analog circuits may be characterized by "harmonic distortion," 
that of RF circuits is quantified by very different measures. 

This cbapter deals with general concepts that prove essential to the analys is and 
design of RF circuits, c losing tbe gaps with respect to other fields such as analog design, 
microwave theory, and communication systems. The outline is shown below. 

Nonlinearity Noise Impedance Transformation 

• Harmonic Distortion • Noise Spectrum • S<!rles-Paraliei Conversion 
• Compression • Device Noise • Match ing Networks 
• lntermoduiatlon • Noise In Circuits • $-Parameters 
• Dynamic Nonlinear Systems 

2.1 GENERAL CONSIDERATIONS 

2.1.1 Units in RF Design 

RF design has traditionally employed certain units to express gains and signal levels. It 
is helpful to review these units at the outset so that we can comfortably use them in our 
subsequent studies. 

The voltage gain, Vwr/V;,, and power gain, P011r/P;n . are expressed in decibels (dB): 

A v lctB = 20 log Vout 
V;, 

101 
Pout 

AP idB = og p . . 
m 

(2.1) 

(2.2) 

7 
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These two quanti ties are equal (in dB) only if the input and output voltages appear across 
equal impedances. For example, an amplifier having an input resistance of Ro (e.g., 50 Q) 
and driving a load resistance of Ro satisfies the followi,ng equation: 

ArldB = (2.3) 

(2.4) 

(2.5) 

where V0 ur and V;n are rms values. In many RF systems, however, this relationship does 
not hold because the input and output impedances are not equal. 

T he absolute signal levels are often expressed in dBm rather than in watts or volts. 
Used for power quantities, the unit dBm refers to ;<dB's above 1 mW." To express the 
signal power, P sig· in dBm, we write 

( 
Psig ) 

P sig ldBm = 10 log 
1 

mW . (2.6) 

Example 2.1 

An amplifier senses a sinusoidal signal and delivers a power of 0 dBm to a load resistance 
of 50 Q. Determine the peak-to-peak voltage swing across the load. 

Solution: 

Since OdBm is equivalent to I mW, for a sinusoidal having a peak-to-peak amplitude of v,, and hence an rms value of V,p/(2-J'i). we write 

(2.7) 

where RL = 50 Q. Thus, 
Vpp = 632 mY. (2.8) 

This is an extremely useful result, as demonstrated in the next exan1ple. 

A GSM receiver senses a narrowband (modulated) s ignal having a level of - I 00 dBm. If 
the front-end amplifier provides a voltage gain of 15 dB, calculate the peak-to-peak voltage 
swing at the output of the amplifier. 
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Solution: 

Since the ampl ifier output voltage swing is of interest. we first convert the received signal 
level to voltage. From the previous example, we note that -IOO dBm is IOOdB below 
632 m V pp· Also, I 00 dB for voltage quanti ties is equivalent to I 05. Thus, - I 00 dBm is 
equivalent to 6.32 J1. Y pp · This input level is amplified by 15 dB (~ 5.62), resulting in an 
output swing of 35.5 JJ.Ypp· 

The reader may wonder why the output voltage of the amplifier is of intere,st in the 
above example. This may occur if the circ uit following the amplifier does not present a 
50-!.1 input impedance, and hence the power gain and vol tage gain are not equal in dB. In 
fact, the next stage may exhibit a purely capacitive input impedance, thereby requiring no 
signal "power." This situation is more familiar in analog circuits wherein one stage drives 
the gate of the transistor in the next stage. As explained in Chapter 5, in most integrated 
RF systems, we prefer voltage quantities to power quantities so as to avoid confusion if the 
input and output impedances of cascade stages are unequal or contain negl igible real parts. 

The reader may also wonder why we were able to assume 0 dBm is equivalent to 
632 mY PP in the above example even though the signal is not a pure s inusoid. After all, only 
for a sinusoid can we assume that the rms value is equal to the peak-to-peak value divided 
by 2-J'i. Fortunately, for a narrowband 0 -dBm signal, it is sti ll possible to approximate the 
(average) peak-to-peak swing as 632mV. 

Although dBm is a unit of power, we sometimes use it at intetfaces that do not neces­
sarily e ntai l power transfer. For example, consider the case s hown in Fig. 2.l (a), where the 
LNA drives a pure ly-capacitive load with a 632-mV PP swing, delivering no average power. 
We mentally attach an ideal voltage buffer to node X and drive a 50-Q load [Fig. 2.1 (b)]. 
We then say that the signal at node X has a level of 0 dBm, tacitly meaning that if th is 
signal were applied to a 50-!.1 load, then it would deliver 1 mW. 

LNA xlVI~l 
Gn 

LNA lVI•"m' ~·• 
son (\ + 632 mv 

Av=1 V+ 
= 

X 

(a) (b) 

Figure 2.1 (o) LNA driving a capacitive impedance, (b) use of f ictitious buffer to visu"lize the signed 
level in dBm. 

2.1.2 Time Variance 

A system is linear if its output can be expressed as a linear combination (superposition) of 
responses to individual inputs. More specifically, if the outputs in response to inputs x, (t) 
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(a) (b) (c) 

Figure 2.2 (a) Simple switching circuil, (b) sysrem wilh V;, 1 CIS rhe inpw, (c) syslem with V;,z CIS rhe 
input. 

and x2(1) can be respectively expressed as 

then, 

Yl (t) = /fx1 (t)] 

Y2(l) = /(X2(l)], 

(2.9) 

(2.10) 

(2. 11 ) 

for arbitrary values of a and b. Any system that does not satisfy this condition is nonlinear. 
Note that, according to this defini tion , nonzero initial conditions or de offsets also make a 
system nonlinear, but we often relax the rule to accommodate these two effects. 

Another attribute of systems that may be confused wi th nonlineari ty is ti me variance. 
A system is time-invariant if a ti me shift in its input results in the same time shift i.n its 
output. That is, if y(t) = J [x(t)], then y(t - r) = J [x(t - r)] for arbitrary r. 

As an example of an RF circuit in which time variance plays a critical role and must 
not be confused with nonlinearity, let us consider the simple switching circuit shown in 
Fig. 2.2(a). The control terminal of the switch is driven by v;11 J (t) = A l cos WJI and the input 
terminal by V;112(t) = A2 cos w2t. We assume the switch is on if v;, 1 > 0 and off otherwise. 
Is this system nonlinear or time-variant? lf, as depicted in Fig. 2.2(b), the input of interest 
is v;, 1 (whi le v;112 is part of the system and sti 11 equal to A2 cos w21), then the system is 
nonlinear because the control is only sensitive to the polarity of v;11 1 and independent of 
its amplitude. This system is also time-variant because the output depends on v;112. For 
example, if Vin l is constant and positive, then v0111(t) = \1;112(1), and if 11;,1 is constant and 
negative, then v0 ur(l) = 0 (why?). 

Now consider the case shown in Fig. 2.2(c), where the input of interest is v;112 

(while v;11J remains part of the system and still equal to A 1 coswtl). This system is lin­
ear wi th re.spect to Vin2 · For example, doubling the amplitude of v;112 direc tl y doubles that 
of Vour· The system is also time-variant due to the effect of v;, 1. 

Example 2.3 

Plot the output wavefonn of the circuit m Fig. 2.2(a) if v;11 1 =A 1 cos w1 t and v;112 = 
A2 cos( 1.25wll). 
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Example 2.3 ( Continurd) 

Solution: 

As shown in Fig. 2.3, 110111 tracks V;112 if 11;11 1 > 0 and is pulled down to zero by R 1 if v;, 1 < 0 . 
That is. v0111 is equal to the product of v;112 and a square wave toggling between 0 and J. 

V\JTVi ~ 
~ f\ : ~ L ' ; \1 :v: t , I o , 

t ' : : 

Figure 2.3 fnp llf and output waveforms. 

The circuit of Fig. 2 .2(a) is an example of RF "mixers." We will study such c ircuits in 
Chapter 6 extensively, but it is important to draw several conclusions from the above study. 
First, statements such as "switches are nonlinear" are ambiguous. Second, a linear system 
can generate frequency components that do not exist in the input signal- the system only 
need be time-variant. From Example 2.3, 

V0111(t ) = 11(112(1) · S(l), (2. 12) 

where S(t) denotes a square wave toggling between 0 and 1 wi th a frequency of 
/1 = wl /(2rr). Tbe output spectrum is tberefore given by tbe convolution of the spectra 
of v;,2(1) and S(t). Since the spectrum of a square wave is equal to a train of impulses 
whose amplitudes follow a sine envelope, we have 

Vour(/) = V;,12(J) * ~ sin(nrr/2) 8 (!- Tn) 
n= - co J11f · I 

(2.13) 

= ~ sin(nrr / 2) V , ( f _ .!!...) 
~ ur_ . T , 

IJ= - oc 11TC I 
(2. 14) 

where T1 = 2rr/w1 . This operation is illustrated in Fig. 2.4 for a V;112 spectrum located 
around zero frequency.' 

l. It is helpful to remember that. for 11 = l. each impulse in the above summation has an area of 1/ rr and the 
con·esponding sinusoid, a peak amplitude of 2/n. 
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• X • . Y' Y' V' t t 

+3 f1 

0 f * _ ,1 0 +f1 f 

Figure 2.4 Multiplication in rite time domain and corresponding convolution in the frequency 
domain. 

2 . 1.3 Nonlinearity 

A system is called "memory less" or "static" if its output does not depend on the past values 
of it~ input (or the past values of the output itself) . For a memory less linear system, the 
input/output characteristic is given by 

y(t) = ax(!), (2. 15) 

where a is a function of time if the system is time-variant [e.g., Fig. 2.2(c)]. For a 
memoryless nonlinear system, the input/output characteristic can be approximated with 
a polynomial, 

(2.16) 

where aj may be functions of time if the system is time-variant. Figure 2.5 shows a 
common-source stage as an example of a memoryless nonlinear circui t (at low frequen­
cies). If M 1 operates in the saturation region and can be approximated as a square-law 
devic.e, then 

Voll/ = Voo - IoRo 

I W 2 = Vov - lf..l.nCox L(V;n - VTH) Ro. 

In this idealized case, the circuit displays only second-order nonlinearity. 

(2. 17) 

(2. 18) 

The system described by Eq. (2.16) has "odd synunetry" if y(t) is an odd function of 
x(l), i.e. , if the response to - x(l) is the negative of that to + x(l) . This occurs if aj = 0 
for even). Such a system is sometimes called "balanced," as exemplified by the differential 

Figure 2.5 Common-source stage. 
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""T""---... Voo 

Ro 
+ 

+--! 
V;n~~==+==-_j 

(a) (b) 

Figure 2.6 (a) Differential pair and (b) its input/output characteristic. 
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pair shown in Fig. 2.6(a). Recall from basic analog design that by virtue of symmetry, the 
circui t exhibit~ the characteristic depicted in Fig. 2.6(b) if the differential input varies from 
very negative values to very positive value.s. 

For square-law MOS transistors operating in saturation, the characteristic of Fig. 2.6(b) can 
be expressed as [ 11 

If the differential input is small, approximate the characteristic by a polynomial. 

Solution: 

Factori ng 4Iss/(JJ-nCox WI L) out of the square root and assuming 

2 4Iss 
V;n « C II' ' 

1-tu oxy 

we use the approximation~"" I - E/2 to write 

(2.19) 

(2.20) 

(2.21) 

(2.22) 

The first term on the right-hand side represents linear operation, revealing the small­
signal voltage gain of the circuit ( - g111 Rv) . Due to symmetry. even-order nonlinear 
terms arc absent. Interestingly, square-law devices yield a third-order characteristic in th is 
case. We return to this point in Chapter 5. 
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A system is called "dynamic" if its output depends on the past values of its input(s) or 
output(s). For a linear, time-invariant, dynamic system, 

y(t) = h(t) u(t), (2.23) 

where h(r) denotes the impulse re-sponse. If a dynamic system is linear but time-variant, 
its impulse response depends on the time origin; if 8(1) yields h(r), then o(t - r ) produces 
h(t, r ). Thus, 

y(l) = h(t, r) * x(t). (2.24) 

Finally, if a system is both nonlinear and dynamic, then its impulse response can be 
approximated by a Volterra series. T his is descri bed in Section 2.8. 

2.2 EFFECTS OF NONLINEARITY 

While analog and RF circuits can be approximated by a linear model for small-signal opera­
tion, nonLinearities often lead to interesting and important phenomena that are not predicted 
by small-signal models. In this section, we study these phenomena for memory less systems 
whose input/output characteristic can be approximated by2 

(2.25) 

The reader is cautioned, however, that the effect of storage elements (dynamic nonlinearity) 
and higher-order nonlinear terms must be carefully examined to ensure (2.25) is a plausible 
representation. Section 2.7 deals with the case of dynamic nonl inearity. We may consider 
a, as the small-signal gain of the system because the other rwo terms are negligible for 
small input swings. For example, a, = - -J J.l.nCox(W f L)IssRv in Eq. (2.22). 

The nonlinearity effects described in this section primarily arise from the th ird-order 
term in Eq. (2.25). The second-order term too manifests itself in certain types of receivers 
and is stud.ied in Chapter 4. 

2 .2.1 Harmonic Distortion 

If a s inusoid is applied to a nonlinear system, the output generally exhibits frequency com­
ponents that are integer multi ples ("harmonics") of the input frequency. In Eq. (2.25), if 
x(t) = A cos wl, then 

y(l) = a, A cos wl + a2A 2 cos2 wl + a3A 3 cos3 wt (2.26) 

a,A2 <l'JA3 
= a 1A cosw1 + - -- (1 + cos2wl) + --(3coswr +cos 3wr) 

2 4 
(2.27) 

(2.28) 

2 . Note that this expression should be considered as a fit across the s ignal swings of interest rather thao as a 
Taylor expansion in the vicinity o f x = 0 . These two views may yie ld slightly different values for aj-
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In Eq. (2.28), the first term on the right-hand side is a de quantity arising from second-order 
nonlinearity, the second is called the "fundamental," the thi1·d is the second harmonic, and 
the fourth is the thi rd harmonic . We sometimes say that even-order nonl inearity introduces 
de offsets. 

From the above expansion, we make two observations. First, even-order harmonics 
result from <l'j wi th even j, and vanish if the system has odd symmetry, i.e., if it is fully 
differential. In reality, however, random mismatches corrupt the symmetry, yielding fi nite 
even-order harmonics. Second, in (2.28) the amplitudes of the second and thi rd harmon­
ics are proportional to A2 and A3, respectively, i.e., we say the nth harmonic grows in 
proportion to A''. 

In many RF circuits, harmonic distortion is unimportant or an irrelevant indicator of the 
effect of nonl inearity. For example, an amplifier operating at 2.4GHz produces a second 
harmonic at 4.8 GHz, which is greatly suppressed if the circuit has a narrow bandwidth. 
Nonetheless, harmonics must always be considered carefully before they are dismissed. 
T he following examples illustrate th is point. 

An analog multiplier "mixes" its two inputs as s hown in Fig. 2.7, ideally producing y(t) = 
kx, (t)x2(t), where k is a constant.3 Asswne x, (1) = A 1 cos w,r and x2(t) = A2 cos w21. 

Figure 2.7 Analog multiplier. 

(a) If the mixer is ideal, determine the output frequency components. 
(b) If the input port sensing x2(1) suffers from third-order non linearity, determine the output 
frequency components. 

Solution: 

(a) We have 

y(l) = k(A1 COSWJI)(A2COSW21) 

kA,A, kA ,A, 
= 

2 
- cos(w, + w2)1 + 

2 
- cos(w1 - w2)1. 

(2.29) 

(2.30) 

The output thus contains the sum and difference frequencies. These may be considered 
"desired" components. 

(Conrinues) 

3. The factor k is necessary to ensure a proper d imension for y(r). 
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Example 2.5 (Cominued) 

(b) Representing the third harmonic of x2(1) by (a3A~/4) cos Jw21, we write 

(2.31) 

- 3W2)1. (2.32) 

The mixer now produces two "spurious" components at WJ + Jw2 and w, - 3W2, one 
or both of which often prove problematic. For exan1ple, if w, = 2rr X (850 MHz) and 
W2 = 2rr X (900 MHz), then lw1 - 3w21 = 2rr X (1850 MHz), an "undesired" component 
that is difficult to fi lter because it lies c lose to the desired component at w, + w2 = 2rr X 
( 1750 MHz). 

Example 2.6 

The transmitter in a 900-MHz GSM cellphone delivers I W of power to the an tenna. 
Explain the effect of the harmonics of this signal. 

Solution: 

The second harmonic falls wi thin another GSM cell phone band around 1800MHz and 
must be sufficiently small to neg ligibly impact the other users in that band. The third, fourth, 
and fifth harmonics do not coincide with any popular bands but must still remain below 
a certain level imposed by regulatory organizations in each country. The s ixth harmonic 
falls in the 5-GHz band used in wireless local area networks (WLANs), e.g., in laptops. 
Figure 2.8 summari zes these results. 

GSM1800 
Band 

I II 
0.9 1.8 • I 2.7 3.6 • 4.5 

WLAN 
Band 

5.4 
.. 

f (GHz) 

Figure 2.8 S11mmary of harmonic componellls. 

2.2.2 Gain Compression 

The small-signal gain of circuits is usually obtained with the assumption that harmonics are 
negligible. However, our formulation of harmonics, as expressed by Eq. (2.28), indicates 
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that the gain experienced by A cos wl is equal to at + Ja3A2 /4 and hence varies appreciably 
as A become.s larger.4 We must then ask, do a 1 and a3 have the same sign or opposite 
signs? Returning to the third-order polynomial in Eq. (2.25), we note that if at0'3 > 0, 
then a 1x + a3x3 overwhelms a2x

2 for large x regardless of the sign of a2, yielding an 
"expansive" characteristic [Fig. 2.9(a)]. For example, an ideal bipolar transistor operating 
in the forward active region produces a collector current in proportion to exp(Vo£1Vr). 
exhibiting expansive behavior. On the other hand, if a 1 a3 < 0, the term a3x3 "bends" 
the characteristic for sufficiently large x [Fig. 2.9(b)], leading to "compressive" behavior, 
i.e., a decreasing gain as the input ampl itude increases. For example, the differential pair 
of Fig. 2.6(a) suffers from compression as the second term in (2.22) becomes comparable 
with the first. Since most RF circuits of interest are compressive, we hereafter focus on 
this type. 

y y 

X 

(a) 

<Xt X 

comlnant 

(b) 

Figure 2.9 (a) £rpansive and (b) compressh•e characteristics. 

X 

With a 1 a3 < 0, the gain experienced by A cos wt in Eq. (2.28) falls as A rises . We quan­
tify tllis effect by the "1-dB compression point," defined as the input signal level that causes 
the gain to drop by I dB. If plotted on a log-log scale as a function of the input level, the 
output level, Aou1 , falls below its ideal value by I dB at the 1-dB compression point, A;11,!dB 

(Fig. 2.10). Note that (a) A;n and A0 ,11 are voltage quantities here, but compression can also 
be expressed in terms of power quantities; (b) 1-dB compression may also be specified in 
terms of the output level at which it occurs, A 0111• !dB· The input and output compression 
points typically prove relevant in the reeeive path and the transmi t path, respectively. 

/J.. 
/ . 1 dB 

201ogA 0 ut 

A in, dB 201ogA in 

Figure 2.10 Definition of /-dB compression point. 

4. This effect is akin ro the face rhat nonlineariry can also be viewed as variation of the slope of the input/omput 
characteristic with the input level. 
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To calculate the input 1-dB compression point, we equate the compressed gain, a, + 
(3a3/4)Al,,_,dB· to l dB less than the ideal gain , a 1: 

(2.33) 

It follows that 

A;n tdB = 0.145 1:J (2.34) 

Note that Eq. (2.34) gives the peak value (rather than the peak-to-peak value) of the input. 
Also denoted by P1(18 , the 1-dB compre-ssion point is typically in the range of - 20 to 
- 25dBm (63.2 to 35.6mYpp in 50-Q system) at the input of RF receivers. We use the 
nomtions A tdB and P tdB interchangeably in this book. Whether they refer to the input or 
the output will be c lear from the context or specified explicitly. While gain compression by 
I dB seems arbitrary, the 1-dB compression point represents a 10% reduction in the gain 
and is widely used to characterize RF circuits and systems. 

Why does compression matter? After aU, it appears that if a s ignal is so large as to 
reduce the gain of a receiver, then it must lie well above the receiver noise and be easily 
detecmble. In fact, for some modulation schemes, this smtement holds and compression of 
the receiver would seem benign. For example, as illustrated in Fig. 2. 11 (a), a frequency­
modulated signal carries no information in its ampli tude and hence tolerates compression 
(i.e., amplitude limiti ng). On the other hand, modulation schemes that contain information 
in the amplitude are distorted by compression [Fig. 2 .11(b)]. This issue manifests itself in 
both receivers and transmitters. 

Another adverse effect arising from compression occurs if a large in1e1ferer accom­
panies the received signal [Fig. 2.12(a)]. In the time domain, the small de-si1·ed signal is 
superimposed on the large interferer. Consequently, the receiver gain is reduced by the 
large excursions produced by the interferer even though the desired signal itself is small 

Frequency Modulation 

(a) 

Amplitude Modulation 

(b) 

Figure 2.11 Effect of compressive nonlinearity 011 (a) FM and (b) AM waveforms. 
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Interferer 

Desired Signal + Interferer 

(o) (b) 

Figure 2.12 (a) Interferer accompanying signal. (b) effect in time domain. 

[Fig. 2.12(b)]. Called "de-sensitization," this phenomenon lowers the signal-to-noise ratio 
(SNR) at the receiver output and proves critical even if the signal contains no amplitude 
information. 

To quantify desensitization, let us assume x(l) = A, cosw11 + A2 cosw2t, where the 
first and second terms represent the desired component and the interferer, re-spectively. With 
the third-order characteristic of Eq. (2.25), the output appears as 

(2.35) 

Note that a2 is absent in compression. For A 1 « A2, this reduces to 

(2.36) 

T hus, the gain experienced by the desired s ignal is equal to rx1 + 3a3A~/2, a decreasing 
function of A2 if a 1a3 < 0. In fact, for sufficiently largeA2, the gain drops to zero, and we 
say the signal is "blocked." Jn RF design, the term "blocking signal" or "blocker" refers to 
interferers that desensi tize a circui t even if they do not reduce the gain to zero. Some RF 
receivers must be able to withstand blockers that are 60 to 70 dB greater than the des ired 
signal. 

A 900-MHz GSM transmitter delivers a power of I W to the antenna. By how much must 
the second harmonic of the s ignal be suppressed (filtered) so that it does not desensitize a 
1.8-GHz receiver having P td8 = -25 dBm? Assume the receiver is I m away (Fig. 2.13) 
and the 1.8-GHz s ignal is attenuated by 1 OdB as it propagates across this distance. 

( Ccmlinues) 
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Solution: 

( Cominued) -· 
900.MHz 
GSMTX 

---f>--Y 
0.9 

1.8-GHz 

__ ))> ~ 
1.8 f 

(GHz) 

1 m 

Figure 2.13 TX and RX ill a cellular system. 

The output power at 900MHz is equal to +30dBm. Wi th an attenuation of IOdB, the 
second harmonic must not exceed - 15 dBm at the transmi tter antenna so that it is below 
P 1 r~o of the receiver. Thus, the second harmonic must remain at least 45 dB below the 
fundamental at the TX output. In practice, this interference must be another several dB 
lower to ensure the RX does not compress. 

2 .2.3 Cross Modulation 

Another phenomenon that occurs when a weak s ig nal and a strong interferer pass through 
a nonlinear system is the tra11sj"er of modulation from the interferer to the signal. Called 
"cross modulation," this effect is exemplified by Eq. (2.36), where variations in A2 affect 
tbe ampl itude of the signal at w,. For example, suppose that the interferer is an amplitude­
modulated signal, A2CI + m cos w 111 t) cos w21, where m is a constant and w111 denotes the 
modulating frequency. Equation (2.36) thus assumes the following form: 

[ 
3 ( m2 m2 ) ] y(t)= a 1 +2a3A~ 1+2+2cos 2w111t+2mcosw1111 A1 cosw1t+ · ··. (2.37) 

In other words, the desired signal at the output suffers from amplitude modulation at w,. 
and 2w111 • Figure 2.14 illustrates this effect. 

Figure 2.14 Cross modulmion. 
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Example 2.8 

Suppose an in terferer contains phase modulation but not amplitude modulation. Does cross 
modulation occur in this case? 

Solution: 

Expressing the input as x(l) =A 1 cos w,t + A2 cos(w21 + ¢ ), where the second term rep­
resents the interferer (A2 is constant but ¢ varies with time), we use the third-order 
polynomial in Eq. (2.25) to write 

y(l) = a d A I COSWJI +A2cos(w21 + l/J)J + <l'2 IA1 COSWJl +A2cos(w21 + l/1)]2 

(2.38) 

We now note that (l) the second-order term yields components at WJ ± w2 but not at w, ; 
(2) the third-order term expansion gives 3a3A 1 cos WtiA~ cos2(w21 + ¢),which, according 
to cos2 x = ( I + cos 2~)/2, results in a component at w1. Thus, 

(2.39) 

Interestingly, the desired signal at w 1 does not experience cross modulation. That is, 
phase-modulated interferers do not cause cross modulation in memoryless (static) nonlinear 
systems. Dynamic nonl inear systems, on the other hand, may not follow this rule. 

Cross modulation commonly arises in amplifiers that must simultaneously process 
many independent sig nal channels . Examples include cable television transmitters and 
systems employing ''orthogonal frequency division multiplexing" (OFDM). We examine 
OFDM in Chapter 3. 

2.2.4 lntermodulation 

Our study of nonlinearity has thus far considered the case of a single signal (for harmonic 
distortion) or a signal accompanied by one large interferer (for desensitization). Another 
scenario of interest in RF design occurs if two interferers accompany the desired signal. 
Such a scenario represent~ realistic situations and reveals non linear effects that may not 
manifest themselves in a harmonic distortion or desensitization test. 

If two in terferers at w, and w2 are applied to a nonlinear system, the output generally 
exhibi.ts components that are not harmonics of these frequencies. Called "intermodulation" 
(IM), this phenomenon arises from "mixing" (multiplication) of the two components as 
their sum is raised to a power greater than uni ty. To understand how Eq. (2.25) leads to 
intermodulation, assume x(t) = A 1 cosw11 + A2 cosw21. Thus, 

y(l ) = O'J(AJ COSWJl + A2COSUJ]l) + 0'2(A 1 COSWJ/ + A2COSW21)2 

+ a 3(A1 COSWJI + A2 COSW21)3. (2.40) 
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Expanding the right-hand side and discarding the de terms, harmonics, and components at 
w1 ± w2, we obtain the following "intermodulation products": 

3a3ATA2 3a3ATA~ 
w = 2w1 ± w2 : 

4 
cos(2wl + wz)t + 

4 
• cos(2w1 - w2)1 (2.41) 

3a3A 1 A~ 
4 

- cos(2w2 + WI )t + (2.42) 

and these fundamental components: 

(2.43) 

Figure 2.15 illus trates the results. Among these, the third -order IM products at 2w1 - wz 
and 2w2 -WI are of particular interest. This is because, if W I and w2 are close to each 
other, then 2UJ1 - w2 and 2w2 - w1 appear in the vicinity of w1 and w2. We now explain 
the s ignificance of tb.is statement. 

1L ~s ~ 1 1 ~ ss ~ ss ~ ~ • (I) 1 (I) 2 (I) "' "' ro, (1)2 "' 
N (I) 

8 8 8 8 8 8 
..... ..... I +_ +_ + 

N "' 8 8 8 8 8 8 
N N N N 

Figure 2.15 Genera/ion of various imermodulution components in o two-tone rest. 

Suppose an antenna receives a small desired signal at wo along with two large interfer­
ers at w1 and ulz, providing this combination to a low-noise amplifier (Fig. 2 .16). Let us 
assume that the interferer frequencies happen to satisfy 2w1 - w2 = wo. Consequently, the 
intermodulation product at 2w1 - w2 falls onto the desired channel, corrupting the signal. 

Figure 2.16 Corruption due to third-order imermodulation. 

Suppose four Bluetooth users operate in a room as shown in Fig. 2.17. User 4 is in the 
receive mode and attempts to sense a weak signal transmitted by User I at 2.4IOGHz. 
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Example 2.9 (Continued) 

At the same time, Users 2 and 3 transmit at2.420 GHz and 2.430 GHz, respectively. Explain 
what happens. 

User 2 

User4 

User 1 

2.41 2.42 2.43 f (GHz) 

Figure 2.17 8/ueroorh RX in the presence of several transmiuers. 

Solution: 

Since the frequencies transmitted by Users I , 2, and 3 happen to be equally spaced, the 
intermodulation in the LNA of RX4 corrupts the desi red signal at 2.4lOGHz. 

The reader may raise several que-stions at this point: (I) In our analysis of intermod­
ulation, we represented the interferers with pure (unmodulated) sinusoids (called "tones") 
whereas in Figs. 2.16 and 2.17, the interferers are modulated. Are these consistent? (2) Can 
gain compression and desensitization (P 1t~e) also model intermodulation, or do we need 
other measures of nonlinearity? (3) Why can we not simply remove the in terferers by fi l­
ters so that the receiver does not experience intermodulation? We answer the fiJSt two here 
and address the third i.n Chapter 4. 

For narrowband s ignals, it is sometimes helpful to "condense" their energy into an 
impulse, i.e., represent them with a tone of equal power [Fig. 2.18(a)]. This approxima­
tion must be made judiciously: if applied to study gain compression, it yields reasonably 
accurate results; on the other hand, if applied to the case of cross modulation, it fails. In 
intermodulmion analyses, we proceed as follows: (a) approximate the interferers with tones, 
(b) calculate the level of intermodulation products at the output, and (c) mentally convert 
the intennodulation tones back to modulated components so as to see the corruption.5 This 
thought process is ill ustrated in Fig. 2. 18(b). 

We now deal with the second question: if the gain is not compressed, then can we say 
that intennodulation is negligible? The answer is no; the following example illustrates this 
po int. 

5. Since a tone contajns no randomness. it generally does not corrupt a signal. But a tone appearing in the 
spectrum of a signal may make the de-tection difficult. 
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(a) 

ro1 ro2 oo 

2001- oo2 2oo2- oo1 

(b) 

Figure 2.18 (a) Approximation of modulated signals by impulses, (b) application to 
inrermodulation. 

Example 2.10 

A Bluetooth receiver employs a low-noise ampl ifier having a gain of I 0 and an input 
impedance of 50 Q. The LNA senses a desired signal level of - 80dBm at 2.410GHz 
and two interferers of equal levels at 2.420 GHz and 2.430 GHz. For simpl icity, assume the 
LNA drives a 50-Q load. 

(a) Determine the value of a3 that yields a P tdB of-30dBm. 
(b) If each interferer is lO dB below P1,1J, detennine the corruption experienced by the 

desired signal at the LNA output. 

Solution : 

(a) Noting that - 30 dBm = 20mYpp = JOmVp, from Eq. (2.34). we have 
.JO.l45lat/a31 = 10 mYp. Since a1 = 10, we obtain a3 = 14, 500V-2 . 

(b) Each interferer has a level of - 40dBm ( = 6.32 mYpp)- Setting A 1 = A2 = 
6.32mYpp/ 2 in Eq. (2.41), we determine the amplitude of the JM product at 
2.410GHzas 

(2.44) 

The desired signal is amplified by a factor of a1 = 10 = 20dB, emerging at the out· 
put at a level of - 60dBm. Unfortunately, the IM product is as large as the signal 
itself even though the LNA does not experience significant compression. 

The two-tone test is versatile and powerful because it can be applied to systems with 
arbitrarily narrow bandwidths. A sufficiently small difference between the two tone fre­
quencies ensures that the JM products also fall within the band, thereby providing a 
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System 
Frequency Response:..----

(a) 

2001 (t) 

(b) 

F igure 2.19 (a) 1ivo·tone and (b) harmonic tests in a narrowband system. 

meaningful view of the nonlinear behavior of the system. Depicted in Fig. 2.19(a), tb.is 
attribute stands in contrast to harmonic d istortion tests, where higher harmonics lie so far 
away in frequency that they are heavi ly fi ltered, making the system appear quite linear 
[Fig. 2. 19(b)]. 

Third Inter cept Point Our thoughts thus far indicate the need for a measure of i.nter­
modulation. A common method of IM characterization is the " two-tone" test, whereby two 
pure s.inusoids of equal ampl itudes are applied to the input. The amplitude of the output 1M 
products is then normalized to that of the fundmnentals at the output. Denoting the peak 
amplitude of each tone by A, we can wri te the result as 

(
3 0'3 2) Relative JM = 20 log --A dBc, 
4at 

(2.45) 

where the uni t dBc denotes dec ibels with respect to the "carrier" to emphasize the normal­
ization. Note that, if the amplitude of each input tone increases by 6 dB (a factor of two), the 
amplitude of the fM products (ex A3) rises by 18dB and hence the relative IM by 12dB.6 

The principal difficulty in specifying the relative IM for a circuit is that it is meaningful 
only if the value of A is given. From a practical point of view, we prefer a single measure 
that captures the intermodulation behavior of the circuit with no need to know the input 
level at which the two-tone test is carried out. Fortunately, such a measure exists and is 
called the " third in tercept point" (IP3). 

The concept of LP3 originates from our earlier observation that, if the amplitude of 
each tone rises, that of the output IM products increases more sharply (ex A3). Thus, if 
we continue to raise A, the amplitude of the lM products eventually becomes equal to that 

6. It is assumed that no compression occurs so thai the output fundamental tones also rise by 6 dB. 



26 

Output 
Amplitude 

AooP3 

Chap. 2. Basic Concepts in RF Design 
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AnP3 A in 
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Figure 2.:W Definition of IP3 (for o•oltage qowlllities). 

of the fundamental tones at the output. As iJiustrated in Fig. 2 .20 on a log-log scale, the 
input level at wh ich th is occurs is called the "input third intercept point" (IIP3). Similarly, 
the corresponding output is represented by OIP3. In subsequent derivations, we denote the 
input amplitude as AttP3· 

To detennine the llP3, we simply equate the fundamental and IM amplitudes: 

lo: oAupJI = ~ ~o:3A~1PJI • 
obtaining 

AuPJ = ~-
Interestingly, 

(2.46) 

(2.47) 

(2.48) 

(2.49) 

This ratio proves helpful as a sanity check in simulations and measurements. 7 We some­
ti mes write lP3 rather than UP3 if i.t .is clear from tbe context that tbe input is of 
interest. 

Upon further cons ideration, the reader may question the consistency of the above 
derivations. If the IP3 is 9.6 dB higher than PodB. is the gain not heavily compressed at 
A;11 = AIIP3 ?! If the gain is compressed, why do we still express the amplitude of the fun­
damentals at the output as o:,A? It appears that we must instead write this ampUtude as 
[o:1 + (9/ 4)o:JA2]A to account for the compression. 

In reality, the situation is even more complicated. The value of IP3 given by Eq. (2.47) 
may exceed the supply voltage, indicating that higher-order non linearitie.s manife-st them­
selves as A;, approaches AupJ [Fig. 2.21(a)]. ln otber words, tbe IP3 is not a directly 
mea~ureable quantity. 

In order to avoid these quandaries, we measure the IP3 as follows. We begin with a very 
low input level so that a , + (9/ 4)a3Af,, ;:,;: a 1 (and, of course, higher order nonlineari ties 

7. Note that this relationship holds for a third-Ol'der system and not necessruily if higher-order terms manifest 
themselves. 
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(log scale) 

Figure 2.21 (a) Actual behavior of nonlinear circuils, (b) dejinilion of IP3 based on 1Wrapolmion. 

are also negligible). We increase A;,, p lot the amplitudes of the fundamentals and the IM 
products on a log-log scale, and extrapolate these plots according to their slopes (one and 
three, respectively) to obtain tbe IP3 [Fig. 2.2 1 (b)]. To e nsure that the signal levels remain 
well below compression and higber-order terms are negl igible, we must observe a 3-dB rise 
in the IM products for every 1-dB increa~e in A;11 • On the other hand, if A;, is excessively 
small , then the output IM components become comparable wi th the noise floor of the circuit 
(or the noise floor of the simulated spectrum), thus leading to i.naccurate results. 

Example 2.11 

A low-noise amplifier senses a - 80-dBm signal at 2.410 GHz and two - 20-dBm inter­
ferers at 2.420 GHz and 2.430 GHz. What IIP3 is required if the IM products must remain 
20dB below the signal? For simplicity, assume 50-Q interfaces at the input and output. 

Solution: 

Denoting the peak amplitudes of the signal and the interferers by As;~ and A;111 • respectively, 
we can write at the LNA output: 

(2.50) 

It follows that 

(2.51) 

In a 50-Q system, the - 80-dBm and - 20-dBm levels respectively yield Asig = 31.6 J.LYp 
and A;111 = 31.6 mY p · Thus, 

IIPJ = ~~ 1 :~ I 
= 3.65 Yp 

= + 15.2dBm. 

(2.52) 

(2.53) 

(2.54) 

Such an IP3 is ex tremely d ifficu lt to ach ieve, especially for a complete receiver chain. 
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Figure 2.22 (a) Relationships amo11g ••arious power levels i11 a two-tone test, (b) illustration of 
shortcut technique. 

Since extrapolation proves quite tedious in simulations or measurements, we often 
employ a shortcut that provides a reasonable initial estimate. As illustrated in Fig. 2.22(a), 
suppose hypothetically that the input is equal to AuPJ, and hence the (extrapolated) output 
IM products are as large as the (ex trapolated) fundamental tones. Now, the input is reduced 
to a level A;nl · T hat is, the change in the input is equal to 20 log AuP3 - 20 logA;nl· On a 
Jog-log scale, the IM products fall with a slope of 3 and the fundamentals with a slope of 
unity. Thus, the difference between the two plots increases with a slope of 2. We denote 
20 togA/- 20 logAJM by t:,.p and write 

t:,.P = 20 1ogAJ - 201ogAIM = 2(201ogAuP3 - 201ogA;"t), (2.55) 

obtaining 

t:,.P 
20 logAuP3 = T + 20 logAurt · (2.56) 

In other words, for a given input level (well be low P tdB), the IIP3 can be calculated by 
halving the difference between the output fundamental and 1M levels and adding the result 
to the input level, where all values are expressed as logarithmic quanti ties. Figure 2.22(b) 
depicts an abbreviated notation for th is rule. The key point here is that the IP3 is measured 
without extrapolation. 

Why do we consider the above result an estimate? After al l, the derivation assumes 
third-order nonlinearity. A difficulty arises if the circuit contains dynamic nonlinearities, 
in which case this result may deviate from that obtained by extrapolation. The latter is the 
standard and accepted method for measuring and reporting the lP3, but the shortcut method 
proves useful in understanding the behavior of the device under test. 
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We should remark that second-order nonlinearity also leads to a cenain type of inter­
modulation and is characteri zed by a "second intercept point," (IPz)8 We elaborate on this 
effect in Chapter 4. 

2.2.5 Cascaded Nonlinear Stages 

Since i.n RF systems, signals are processed by cascaded stages, it is important to know how 
the nonlinearity of each stage is referred to the input of the cascade. The calculation of P1dB 

for a cascade is outlined in Problem 2.1. Here, we determine the IP3 of a cascade. For the 
sake of brevity, we hereafter denote the input IP3 by AJP3 un less otherwise noted. 

Consider two nonlinear stages in cascade (Fig. 2.23). If the input/output characteristics 
of the two stage-s are expressed, respectively, as 

then 

y, (I) = a,x(l) + azx2 (1) + a3x3(1) 

.Y2(1) = f3U'I (t) + f32Y~(l) + f33Yf(l), 

.Y2(1) = {3, [a ,x(l) + azx2(t) + a3x3(1)] + .82[a,x(l) + azx2(1) + a3x3(1)]2 

+ ,83[a tx(1) + a2x2(1) + a3x3(l)p. 

Considering only the first- and third-order terms, we have 

yz(t) = a , ,B ,x(t) + (a3,81 + 2a,az,Bz + a(,B3)x\t) + 

Thus, from Eq. (2 .47), 

4 
A1P3 = \ 3 

x(t) 

Figure 2.23 Cascaded nonlinear swges. 

(2.57) 

(2.58) 

(2.59) 

(2.60) 

(2.61) 

Two differential pairs arc cascaded. Is it possible to select the denominator of Eq. (2.61) 
such that IP3 goes to infinity? 

{Conrinues) 

8. As seen in the next section. second-order nonlinearity also affects the IP3 in cascaded systems. 
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Example 2.12 ( Cunll/111ed) 

Solution: 

With no asymmetries in the cascade. a2 = fh = 0. Thus, we seek the condition a3/31 + 
a~ fh = 0, or equivalently, 

(2.62) 

Since both stages are compressive, CJ3/CJ 1 < 0 and /33/ fJ1 < 0. It is therefore impossible to 
ach ieve an arbitrari ly high IP3. 

Equation (2.61) leads to more intuitive results if its two sides are squared and inverted: 

I 3 a3f31 + la1a2fh + CJ~fJ3 
AJPJ -

-
4 0!1/31 

(2.63) 

3 CIJ 2azP2 a~/33 - - - + + --
4 ll'[ f3 t /3r 

(2.64) 

(2.65) 

whereAwJ. I and AJP3,2 represent the input IP0's of the first and second stages, respectively. 
Note thatAJ/'3 , Alf'3.1, and AIP3.2 are voltage quantities. 

The key observation in Eq. (2.65) is that to "refer" the IP3 of the second stage to the 
input of the cascade, we must divide it by CJ1. Thus, the higher the gain of the first stage, 
the more nonlinearity is contributed by the second stage. 

IM Spectra in a Cascade To gain more insight into the above results, let us assume 
x(t) =A cos w11 + A cos wzt and identify the IM products in a cascade. With the aid of 
Fig. 2 .24, we make the following observations:9 

I. The input tones are amplified by a factor of approximately a 1 in the first stage and 
P1 in the second. Thus, the output fundamentals are given by a 1fJ1A(cosw rt + 
COS W21). 

2. The IM products generated by the first stage, namely, (3a3/4)A3[cos(2wt - wz)t + 
cos(2wz - w1 )t], are amplified by a factor of /31 when they appear at the output of 
tbe second stage. 

3. Sensing a1A(cosw11 + cosw2t) at its input, the second stage produces its own 1M 
components : (3fJ3/4)(arA)3 cos(2wr - w2)t + (3fJ3/4)(a rA)3 cos(2w2 - wr)t. 

9. The spectrum of A coswt consists of two impulses, each with a weight of A/ 2. We drop the facto r of 1/ 2 in 
rhe figures for simpliciry. 
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Figure 2.24 Spectra in a cascade of nonlinear swges. 

4. The second-order nonlinearity in Yl (I) generates components at w1 - wz, 2wl, and 
lwz. Upon experiencing a similar nonlinearity in the second stage, these compo­
nents are mixed with those at t<J1 and W2 and translated to 2w1 - W2 and 2w2- w1. 
Specifically, as shown in Fig. 2.24, y2(1) contains terms such as 2/32[arA cosw11 X 
CJ2A 2 cos(w1 - w2)1] and 2/32(CJ1Acosw1t X 0.5CJ2A2 cos2w2t). The resulting IM 
products can be expressed as (3CJ1a2f32A3/2)[cos(2wl - wz)t + cos(2wz - w1)1]. 
Interestingly, the cascade of two second-order nonlinearities can produce third­
order IM products. 

Adding the amplitudes of the IM products, we have 

Y2(1) = ll' J/3 tA(COSW[I + COSW2t) 

+ ea~f3r + 3CJ!/33 + 3ai;2P2 ) A3[cos(wt _ lwz)t 

+ cos(2w2 - w1)t] + · · · , (2.66) 

obtain ing tbe same lP3 as above. This result assumes zero phase shift for all components. 
Why did we add the amplitudes of the IM3 products in Eq. (2.66) wi thout regard for 

their phases? Is it possible that phase shjfts in the first and second stages allow partial 

(J) 

(J) 

(J) 
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cancellaiion of these terms and hence a higher IP3? Yes, it is possible but uncommon in 
practice. Since the frequencies WJ, w2, 2wt - W2, and 2w2 - Wt are close to one another, 
these components experience approximately equal phase shifts. 

But how about the terms described in the fourth observation? Components such as 
w1 - W2 and 2w1 may fall well out of the signal band and experience phase shifts different 
from those in the first three observations. For this reason, we may consider Eqs. (2.65) and 
(2.66) as the worst-case scenario. Since most RF systems incorporate narrowband circui ts, 
the terms at w1 ± w2, 2w1, and 2w2 are heavily attenuated at the output of the first stage. 
Consequently, the second term on the right-hand side of (2.65) becomes negligible, and 

1 l a~ 
--2- ~ -2--- + --2-- . 
AIP3 AIP3.1 AIP3.2 

(2.67) 

Extending this result to three or more stage.s, we have 

1 I a2 a2{32 --- ~ --- + __ 1_ + _ 1_ 1 + ... 
A2 A2 A2 A2 · 

//'3 //'3. 1 //'3,2 //'3.3 

(2.68) 

Thus, if each stage in a cascade has a gain greater than unity, the nonlinearity of the latter 
stages becomes increasingly more critical because the IP3 of each stage is equivalen tl y 
scaled down by the total gain preceding that stage. 

Example 2.13 

A low-noise amplifier having an input IP3 of - 10 dBm and a gain of 20 dB is followed 
by a mixer wi th an input IP3 of +4 dBm. Which stage limits the IP3 of the cascade more? 
Assume the conceptual picture shown in Fig. 2.1 (b) to go between volts and dBm's. 

Solution: 

With at = 20 dB, we note that 

A!P3.1 = - JOdBm 

A!P3, 
--·-- = - 16dBm. 

IY. ( 

(2.69) 

(2.70) 

Since the scaled IP3 of the second stage is lower than the IP3 of the first stage, we say the 
second stage limits the ovcrall iP3 more. 

ln the simulation of a cascade, it is possible to determine which stage li1n its the Linearity 
more. As depicted in Fig. 2.25, we examine the relative IM magnitudes at the output of each 
stage (Llq and !!.2, expressed in dB.) If !!.2 ~ !!. 1, the second stage contributes negligible 
nonlinearity. On the other hand, if !!.2 is substantially less than b. t, then the second stage 
limits the IP3. 
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Figure 2.25 Growth of IM components along the cascade. 

2.2.6 AM/PM Conversion 

In some RF circui ts, e.g., power amplifiers, amplitude modulation (AM) may be converted 
to phase modulation (PM), thus producing undesirable effects. ln this section, we study this 
phenomenon. 

AM/PM conversion (APC) can be viewed as the dependence of the phase shift upon 
the s ignal ampl itude. That is, for an input V;n(l) = V1 cos w1t, the fundamental output 
component is given by 

(2.71) 

where </>(VJ) denotes the amplitude-dependen t phase shift. This, of course, does not occur 
in a linear time-invariant system. For example, the phase shift experienced by a sinusoid 
of frequency w1 through a first-order low-pass RC section .is given by - tan- 1(RCw1) 
regardless of the amplitude. Moreover, APC does not appear in a memoryless nonlinear 
system because the phase shift is zero in this case. 

We may therefore surmise that AM/PM conversion arises if a system is both dynamic 
and nonlinear. For example, if the capacitor in a first-order low-pass RC section is nonlin­
ear, then its "average" value may depend on V 1, resulting in a phase shift, - tan -I (RCw1 ), 

that it~elf varies with V1• To explore this point, let us consider the arrangement shown in 
Fig. 2.26 and asswne 

(2.72) 

Figure 2.26 RC secrion with nonlinear capacilor. 

This capacitor is considered nonl inear because its value depends on its vol tage. An 
exact calculation of the phase shift is difficult here as it requires that we write 
V;n = R 1 C 1 dVQIIrf dt + V0111 and hence solve 

(2.73) 

We therefore make an approximation. Since the value of Ct varie.s periodically with 
time, we can express the output as that of a first-order network but with a time-varying 
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capacitance, c, (1) : 

(2.74) 

If R, C, (I)WJ « I rad, 

(2.75) 

We also assume that ( I + aV0u1)Co ~(I + av, cosw, t)Co, obtaining 

(2.76) 

Does tbe omput fundamental contain an input-dependent phase shift here? No. it does 
not1 The reader can show that the third term inside the parentheses produces only higher 
harmonics. Thus, the phase shift of the fundamental is equal to -R1 Cow1 and hence 
constant. 

The above example entails no AM/PM convers ion because of the first -order depen­
dence of C, upon V0111 • As illustrated in Fig. 2.27, tbe average value of c, is equal to 
Co regardless of the output amplitude. In general, s ince C1 varies periodically, it can be 
expressed as a Fourier series with a "de" term representing its average value: 

()0 00 

c,(l) = Cavg + l: anCOS(nw,t) + Lbnsin(nw, t). (2.77) 
n= l n= l 

Thus, if C,,8 is a function of the amplitude, then the phase shift of the fundamental com­
ponent in the output voltage becomes input-dependent. The following example illustrates 
this po int. 

. .. ~- ................... ...... . . 

t 

c 
t 

Figure 2.27 Time variation of capacitor with first-order voltage dependence for small and large 
swings. 
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Example 2.14 

Suppose C, in Fig. 2.26 is expressed as C 1 = Co( I + a, V0 u1 + a2 VJ111 ). Study the AM/PM 
conversion in this case if V;,(t) = V 1 cosw1r. 

Solution: 

Figure 2.28 plots C 1 (1) for small and large input swings, revealing that Cavg indeed depends 
on the amplitude. We rewrite Eq. (2.75) as 

-~~%-....... c."ll2 .... ..... ····c 
avg1 

t 

t 

Figure 2.28 Time variation of capacitor with second-order voltage dependence for snw/1 "'ullarge 
swings. 

(2.78) 

(2.79) 

T he phase shift of the fundamental now contains an input-dependent term, 
- (a2R1 Cow1 V~)/2. Figure 2.28 also suggests that AM/PM conversion does not occur if 
the capacitor voltage dependence is odd-symmetric . 

What is the effect of APC? ln tbe presence of APC, amplitude modulation (or amplitude 
noise) corrupts the phase of the signal. For example, if V;11 (t) = V 1 (I + m cos w111t) cos w1 r, 
then Eq. (2.79) yields a phase corruption equal to -a2RICOWJ(2rnVt cosw111l + 
m2'1 cos2 Wmt)/2. We will encounter examples of APC in Chapters 8 and 12. 

2.3 NOISE 

T he performance of RF systems is limited by noise. Without noise, an RF receiver would 
be able to detect arbitrarily small inputs, allowing communication across arbitrari ly long 
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distances. In this section, we review basic properties of noise and methods of calculat­
ing noise in c i.rcuits . For a more complete study of noise in analog circuits, the reader is 
referred to [ 1] . 

2.3.1 Noise as a Random Process 

The trouble with noise is that it is random. Engineers who are used to dealing with well­
defined, deterministic, "hard" fact~ often find the concept of randomness difficul t to grasp, 
especially if it must be incorporated mathematically. To overcome this fear of randomness, 
we approach the problem from an intuitive angle. 

By "noise is random," we mean the instantaneous value of noise cannot be predicted. 
For example, consider a resistor tied to a battery and carrying a current [Fig. 2.29(a)]. 
Due to the ambient temperature, each e lectron carry ing the current experiences thermal 
agi tation, thus following a somewhat random path while, on the average, moving toward 
the positive terminal of the battery. As a result, the average current remains equal to VB/R 
but the instantaneous current displays random values.10 

Va Va 
.I .I 

I 'I + I ' )+ 

R R 

-~ - '-~ -

Va i!A ........ biii!!IIA. 
Va ~ - Av~· R 9'..- v • R ...--vv-f-.-'t' 

I 
(a) (b) 

Figure 2.29 (u) Noise genermed in" resistor. (b) effect of higher temperature. 

Since noise cannot be characterized in terms of instan taneous vol tages or currents, we 
seek other attributes of noise that are predictable. For example, we know that a higher ambi­
ent temperature leads to greater thermal agi tation of electrons and hence larger fluctuations 
in the current [Fig. 2.29(b)] . How do we express the concept of larger random swings for 
a current or voltage quantity'/ This property is revealed by the average power of the noise, 
defined, in analogy wi th periodic signals, as 

T 

. I I ? d Pn = lun - n· (l) I, 
T->oo T 

(2.80) 

0 

where 11(1) represents the noise waveform. Illustrated in Fig. 2.30, this defin ition simply 
means that we compute the area under n2(1) for a long time, T, and normal ize tbe result 
to T , thus obtaining the average power. For example, the two scenarios depicted in Fig. 2.29 
yield d ifferent average powers. 

I 0. As explained later, this is Lrue even with a zero average current. 
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n (I) 

{'l'f\AP{\ft ~ ~~~ -
t T 

Figure 2.30 Computatio11 of 11oise power. 

If n(l) is random, how do we know that Pn is not?! We are fortunate that noise compo­
nents in circuits have a constant average power. For example , Pn is known and constant for 
a re-sistor at a constant ambient temperature. 

How long should Tin Eq. (2.80) be? Due to its randomness, noise consists of different 
frequencies. Thus, T must be long enough to accommodate several cycles of the lowes/ 
frequency. For example, the noise in a crowded restaurant arises from human voice and 
covers the range of 20 Hz to 20kHz, requiring that T be on the order of 0.5 s to capture 
about 10 cycles of the 20-Hz compo nents.'1 

2.3.2 Noise Spectrum 

Our foregoing study suggests that the time-domain view of noise provides ~,ited informa­
tion, e.g., the average power. The frequency-domain view, on the other hand, yields much 
greater insight and proves more useful in RF design. 

The reader may already have some .intuitive understanding of the concept of "spec­
trum." We say the spectrum of human voice spans the range of 20 Hz to 20 kHz. This 
means that if we somehow measure the frequency content of the voice, we observe all 
components from 20Hz to 20kHz. How, then, do we measure a signal's frequency content, 
e.g., the strength of a component at IO kHz? We would need to filter out the remainder 
of the spectrum and measure the average power of the 10-kHz component. Figure 2.3l(a) 
conceptually illustrates such an experiment, where the microphone signal is appl ied to a 
band-pass fi lter having a 1-Hz bandwidth centered around I 0 kHz. If a person speaks into 
the microphone at a steady volume, the power meter reads a constant value. 

The scheme shown in Fig. 2.31 (a) can be readi ly extended so as to measure the strength 
of all frequency components. As depicted in Fig. 2.3l(b), a bank of 1-Hz band-pass filters 
centered atJJ · · ·1~ measures the average power at each frequency. 12 Called the spectrwn or 
the "power spectral density" (PSD) of x(1) and denoted by Sx<f), the resulti ng plot displays 
the average power that the voice (or the noise) carries in a 1-Hz bandwidth at different 
frequencies. J3 

It is interesting to note that the total area under Sx<f) represents the average power 
carried by x(l): 

oo T 

I Sx(f)df = lim ~ lx2(1)dl. 
T-> oo T 

(2.81) 

0 0 

II. In practice, we make a guess forT, caJculate P,, increase T, recalculate P11 , and repeat until co nsecutive 
values of P, become nearly equal . 
12. This is also the conceptual operation of spectrum analyzers. 
13. In the theory of signals and systems, the PSD is defined as the FoUJier transform of the amocorrelation of 
a signal. The-Se two views arc e.quivalcnt. 
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Figure 2.31 Measwem.elll of(a) power in 1Hz, and (b) the spectrum. 

f 

The spectrum shown in Fig. 2.31 (b) is called "one-sided" because it is constructed for 
pos itive frequencies. In some case.s, the analys is is simpler if a " two-sided" spectrum is 
util ized. The latter is an even-symmetric of the former scaled down vertical ly by a factor 
of two (Fig. 2.32), so tbat the two carry equal energies. 

f f 

Figure 2.32 Two-sided cmd one-sided spectra. 

Example 2.15 

A resistor of valueR, generates a noise voltage whose one-sided PSD is given by 

Sv(J) = 4kTRt, (2.82) 

Sec. 2.3. Noise 39 

Example 2.15 (Continued) 

where k = 1.38 X 10- 23 J/K denotes the Boltzmann constant and T the absolute tempera­
ture. Such a flat PSD is called "white"' because, like white light, it contains all frequencies 
with equal power levels. 

(a) What is the total average power carried by the noise voltage? 

(b) What is the dimension of Sv(fl? 

(c) Calculate the noise voltage for a 50-Q res istor in l Hz at room temperature. 

Solution: 

(a) The area under Sv(f) appears to be infinite, an implausible result because the resistor 
noise arises from the finite ambient heat. In reality, Sv(J) begins to fall atf > I THz, 
exhibiting a finite total energy, i.e., thermal noise is not quite white. 

(b) The dimension of Sv(/) is voltage squared per unit bandwidth (V2/Hz) rather than 
power per unit bandwidth (W /Hz). In fact, we may write the PSD as 

V,7 = 4kTR, (2.83) 

where VJ denotes the average power of v. in I Hz.'• While some texts express the 
right-hand s ide as 4kTRD.f to indicate the total noise in a bandwidth of D.f, we omit 
D.f with the understanding that our PSDs always represent power in I Hz. We shall 

use Sv{f) and VJ interchangeably. 

(c) For a 50-Q resistor at T = 300 K, 

v; = 8.28 x 10- 19 v2 / Hz. (2.84) 

This means that if the noise voltage of the resistor is applied to a 1-Hz band-pass fi l­
ter centered at any frequency ( < I THz), then the average measured output is given 
by the above value. To express the result as a root-mean-squared (rms) quantity and 
in more familiar units, we may take the square root of both sides: 

M = 0.91 nVj ../Hz. (2.85) 

The fami liar unit is nV but the strange unit is .Jfu. The latter bears no profound 
meaning; it s imply says that the average power in I Hz is (0.91 nV)2 

2.3.3 Effect of Transfer Function on Noise 

The principal reason for defining the PSD is that it allows many of the frequency-domain 
operations used with deterministic signals to be applied to random signals as well. For 

14. A lso called ··spor noise."' 
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example, ii white noise is applied to a low-pass filter, how do we determine the PSD at 
me output? As shown in Fig. 2.33, we intuitively expect that the output PSD assumes me 
shape of the filter's frequency response. In fact, if x(r) is applied to a linear, time-invariant 
system with a transfer function H (s), then the output spectrum is 

(2.86) 

where H(f) = H(s = j2nf) (2]. We note that IH(f)l is squared becauseSx(.f) is a (voltage 
or current) squared quantity. 

LPF 

.. 
f f 

Figure 2.33 Effect of low·pass filter on white noise. 

2.3.4 Device Noise 

In order to analyze the noise performance of c ircuits, we wish to model the noise of their 
constituent elements by familiar components such as voltage and current sources. Such a 
representation al lows the use of standard ci rcuit analysis techniques. 

Thermal Noise of Resistors As mentioned previously, the ambient thermal energy leads 
to random agitation of charge carriers in resistors and hence noise. The noise can be 

modeled by a series voltage source with a PSD of v; = 4kTR1 [Thevenin equivalent, 

Fig. 2.34(a)] or a parallel current source with a PSD off/;= V~/R1 = 4kT/ R J [Norton 
equivalent, Fig. 2.34(b)]. The choice of the model sometimes s implifies tbe analysis. 
The polarity of me sources is un important (but must be kept the same throughout the 
calculations of a given circuit). 

(al (b) 

Figure 2.34 (a) Tltevenin and (b) Norton models of resistor thermo/noise. 

Example 2.16 

Sketch the PSD of the noise voltage measured across the parallel RLC tank depicted in 
Fig. 2 .35(a). 
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Example 2.16 (Continued) 

f 

(a) (b) (c) 

Figure 2.35 (a) RLC umk, (b) inclusion of resistor noise. (c) oil/put noise spectrum due toR 1. 

Solution: 

Modeling the noise of Rt by a current source, /~ 1 = 4kTf Rt, [Fig. 2.35(b)) and noting that 
the transfer function V11 fln 1 is, in fact, equal to the impedance of the tank, Zr, we wri te 
from Eq. (2.86) 

v; = 1~ 1 IZd. (2.87) 

Atfo = (2rr .JL1 C 1) -•. L1 and C 1 resonate, reducing the circuit to only R1• Thus, the output 

noise atfo is simply equal to /~1 Ri = 4kTRJ. At lower or higher frequencies. the impedance 
of the tank falls and so does me output noise [Fig. 2.35(c)]. 

If a resistor converts the ambient heat to a noise voltage or current, can we extract 
energy from the resistor? In particular, does the arrangement shown in Fig. 2.36 deliver 
energy to R2? interestingly, if R1 and R2 reside at the same temperature, no net energy is 
transferred between them because R2 also produces a noise PSD of 4kTRz (Problem 2.8). 
However, suppose R2 is held at T = 0 K. Then, R t continues to draw thermal energy from 
its environment, converting it to noise and delivering the energy to R2. The average power 
transferred to R2 is equal to 

(2.88) 

(2.89) 

(2.90) 

........................... 

Figure 2.36 Trcmsjer of noise from one resistor ro a110the.: 
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This quantity reaches a maximum if R2 = 1?1: 

Prn.mox = kT. (2.91) 

Called the "available noise power," kT is independent of the resistor value and has the 
dimension of power per unit bandwidth. The reader can prove that kT = - 173.8dBm!Hz 
at T = 300K. 

For a circuit to exhibit a thermal noise densi ty of v; = 4kTR 1 , it need not contain an 
explicit resistor of valueR l · After all, Eq. (2.86) sugges ts that the noise density of a resistor 
may be transformed to a higher or lower value by the surrounding circuit. We also note that 
if a passive c ircuit dissipates energy, tben it must contain a phys ical resistance15 and must 
therefore produce thermal noise. We loosely say "lossy circui ts are noisy." 

A theorem that consolidates the above observations is as follows: If the real part of 
the impedance seen between two terminals of a passive (reciprocal) network is equal to 

Re{Z0 , 1 ), then the PSD of the thermal noise seen between these terminals is given by v,; = 
4kTRe{Z0111 } (Fig. 2.37) [8]. This general theorem is not limited to lumped circui ts. For 
example, consider a transmitting antenna that dissipates energy by radiation according to 
tbe equation Vfx.rmsfRrad. where R,..,, is the "radiation resistance" [Fig. 2.38(a)]. As a 
receiving element [Fig. 2.38(b)] , tbe antenna generates a thermal noise PSD of'" 

v:.an1 = 4kTRrad· (2.92) 

Figure 2.37 Output noise of a passive (reciprocal) circuit. 

))> I_ _ 
4kTRrad 

(a) (b) 

Figure 2.38 (a) Transmitti11g amenna, (b) receivi11g amemw producing thermal 110ise. 

15. Recall that ideal inductors and capacitors stare energy but do nor dissipate it. 
16. Strictly speaking, this is not correct because the noise of a receiving antenna is in fact given by t:he "back­
ground" noise (e.g .• cosmic radiation). However, in RF design. the-ante-nna noise is commonly assumed to be-
4kTRrad· 
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(a) (b) 

Figure 2.39 Thermal chmmel 110ise of" MOSFET modeled as a (a) currenT source, (b) volmge 
source. 

Noise in MOSFETs The thermal noise of MOS transistors operating in the saturation 
region is approximated by a current source tied between the source and drain terminals 
[Fig. 2.39(a)]: 

!J = 4kTy g,., (2.93) 

where y is the "excess noise coefficient" and g.,. the transconductance." The value of y 
is 2/ 3 for long-channel transistors and may rise to even 2 in short-channel device-s [4] . 
T be actual value of y bas other dependencies [5) and is usually obtained by measure­
ment~ for each generation of CMOS technology. In Problem 2 .1 0, we prove that the noise 
can alternatively be modeled by a voltage source v; = 4kTy I g.,. in series with the gate 
[Fig. 2.39(b)). 

Another component of thermal noise arises from the gate resistance of MOSFET.~, an 
effect that becomes increasingly more important as the gate length is scaled down. Illus­
trated in Fig. 2.40(a) for a device with a width of W and a length of L, th.is resistance 
amounts to 

(2.94) 

wbere Ro denotes the sheet resistance (resistance of one square) of the polysi licon gate. 
For example, if W = I JI-m, L = 45 nm, and Ro = 15 Q, then Ra = 333 Q. Since Ra is dis­
tributed over the width of the transistor [Fig. 2.40(b)], its noise must be calculated carefully. 
As proved in [6], tbe structure can be reduced to a lumped model hav ing an equivalent gate 
resistance of Rc/3 with a thermal noise PSD of 4kTRcf 3 [Fig. 2.40(c)]. In a good design, 
this noise must be much less than that of the channel: 

Ra 4kTy 
4kT- « --. 

3 gm 
(2.95) 

The gate and drain terminals also exhibit physical resistances, which are minimized through 
the use of multiple fingers. 

At very bigh frequencies tbe thermal noise current flowing through the channel couples 
to the gate capacitively, thus generating a "gate-induced noise current" [3) (Fig. 2 .4 1 ). This 

17. More accurately, li; = 4kTygtfO. where gdO is the drain-source conductance io the triode region (even 
though the noise is measured in saturation) 13]. 
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Figure 2.40 (a) Gme resistance of a MOSFET, (b) equil'a!ent circuit for noise calculmion, 
(c) equil'alenlnoise and resiswnce in lumped model. 
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Figure 2.41 Gale-induced noise, Tb. 

effect is not modeled in typical c ircuit simulators, but its s ignificance has remained unclear. 
In this book, we neglect the gate-induced noise current. 

MOS devices also suffer from "flicker" or" Iff' noise. Modeled by a voltage source in 
series with the gate, this noise exhibits the following PSD: 

- K 1 vz = .,..,..,.,.....,....... 
" WLCox f' 

(2.96) 

where K is a process-dependent constant Jn most CMOS technologies, K is lower for 
PMOS devices than for NMOS transistors because the former carry charge well below the 
si licon-oxide interface and hence suffer le.ss from "surface state-s" (dangling bonds) (1]. The 
Iff dependence means that noise components that vary slowly assume a large amplitude. 
The choice of the lowest frequency i_n the noise integration depends on the time scale of 
interest and/or the spectrum of the desired signal [ 1]. 
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Can the flicker noise be modeled by a current source? 

Solution: 

Yes, as shown in Fig. 2.42, a MOSFET having a small-signal voltage source of magnitude 
V1 in series with its gate is equivalent to a device with a current source of value g, V1 tied 
between drain and source. Thus, 

2 , K I 
11 = g~, WLCoxf" 

Figure 2.42 Conl'ersion of flicker noise I'O!tage to current. 

(2.97) 

For a given device size and bias c urre nt, the 1/f noise PSD intercepts the thermal noise 
PSD at some frequency, called the "I If noise corner frequency," f c- Illustrated in Fig. 2 .43, 
.f~ can be obtained by converting the flicker noise voltage to current (accord ing to the above 
example) and equating the result to the thermal noise curre nt: 

K 1 , 

WLC .f
. g~, = 4kTyg111 • 

ox (' 
(2.98) 

It follows that 

f,_ 
_ K 8m 

c -
WLC0x4kT y 

(2.99) 

The corner frequency falls in the range of tens or even hundreds of megahertz in today's 
MOS technologies. 

v2 
n 

(log scale) 

Thennal Noise 

f 

Figure 2.43 Flicker noise comerfrequency. 
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Wh.i le the effect of flicker noise may seem negligible at h.igiJ frequencies, we must 
note that non linearity or ti me variance in circui ts such as mixers and oscillators may trans­
late the I /(-shaped spec trum to the RF range. We study these phenomena in Chapters 6 
and 8. 

Noise in Bipolar n·ansistors Bipolar transistors contain physical resistances in their 
base, emiuer, and collector regions, all of which generate thermal noise. Moreover, they 
also suJ.fer from "shot noise" associated with the transport of carr.i ers across the base-emitter 
junction. As shown in Fig. 2.44, this noise is modeled by two current sources having the 
following PSDs: 

Ic P = 2q!8 = 2q­
u.b /3 

t;,.c = 2qlc , 

(2.100) 

(2.1 01) 

where Io and lc are the base and collector bias currents, respectively. Since g,. =lcf(kT f q) 
for bipolar transistors, the collector current shot noise is often expressed as 

J2 = 4kTg"' 
IJ,C 2 ~ 

(2.102) 

in analogy with the thermal noise of MOSFETs or resistors. 
In low-noise c ircuits, the ba~e resistance thermal noise and the collector current shot 

noise become dominant. For this reason, wide transistors biased at high current levels are 
employed. 

Figure 2.44 Noise sources in a bipolar transistor. 

2.3.5 Representation of Noise in Circuits 

With the noise of devices formulated above, we now wish to develop measures of the noise 
performance of circuits, i.e., metrics that reveal how noisy a given circuit is. 

Input-Referred Noise How can the noise of a circui t be observed in the laboratory? We 
have access only to the output and hence can measure only the output noise. Unfortunately, 
the output noise does not permit a fair comparison between circuits: a circuit may ellhibit 
high output noise because it has a high gain rather than high noise. For this reason, we 
"refer" the noise to the input. 
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Figure 2.45 Input-referred noise. 
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In analog design, the input-referred noise is modeled by a series voltage source and a 
parallel current source (Fig. 2.45) [1]. The former is obtained by shorting the input port 
of models A and B and equating their output noises (or, equivalently, dividing the output 
noise by the voltage gain). Similarly, the latter is computed by leaving the input ports 
open and equating the output noises (or, equivalently, di viding the output noise by the 
transimpedance gain). 

Example 2.1!! 

Calculate the input-referred noise of the common-gate stage depicted in Fig. 2.46(a). 
Assume /1 is ideal and neglect the noise of R 1. 

'o 

(a) 

Voo ,, 

R, 
R, 

(b) (c) 

Figure 2.46 (a) CG stoge. (b) computotion of input-referred noise volwge. (c) computation of 
input-referred noise current. 

Solution: 

Shorting the input to ground, we wri te from Fig. 2.46(b ), 

y2 = J2. ,.2 
nl n o· (2.103) 

Since the voltage gain of the stage is given by I + g,.ro, the input-referred noise voltage is 
equal to 

1 fir~ 
V,;,;u = ( I + )' g,.ro -

(2.104) 

4kTy 
~ -- , 

g, 
(2.105) 

(Continues) 
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where it is assumed g,ro » I. Leaving the input open as shown in Fig. 2.46(c), the reader 
can show that (Problem 2.12) 

V2 - T'r2 n2 - ,j O· (2. 106) 

Defined as the output voltage divided by the input current, the transimpedance gain of the 
stage is given by g,ro R 1 (why?). It follows that 

- f 2r2 
12 _ II 0 
u,in - 2 2 R2 

g,ro 1 
(2. 107) 

4kTy 
= --,. 

g,Rj 
(2.1 08) 

From the above example, it may appear that the noise of M1 is "counted" twice. It 
can be shown that [I] the two input-referred noise sources are necessary and sufficient, but 
often correlated. 

Example 2.19 

Explain why the output noise o f a circuit depends on the output impedance of the preceding 
stage. 

Solution: 

Modeling the noise of the circui t by input-referred sources a~ shown in Fig. 2.47, we 
observe that some of !J. flows through z,, generating a noise voltage at the input that 
depends on 12,1 . Thus, the output noise, V11•0111, also depends on 12, 1. 

Vn,out ¢ Vn,out 

Figure 2.47 Noise in a cascade. 

The computation and use of input-referred noise sources prove difficult at high fre­
quencies. For example, it is quite challenging to measure the transimpedance gain of an 
RF stage. For this reason, RF des igners employ the concept of "noise figure" a~ another 
metric of noise performance that more easi ly lends itself to measurement. 

Noise Figure In circu.it and system design, we are interested in the s ignal-to-noise ratio 
(SNR), defined as the signal power divided by the noise power. It is therefore helpful to 
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ask, how does the SNR degrade as the signal travels through a given circuit? If the circuit 
contains no noise, then the output SNR is equal to the input SNR even if the circuit acts as 
an anenuator. '8 To quantify how noisy the circuit is, we de line its noise figure (NF) as 

NF = SNR;11 

SNRout 
(2.109) 

such that it is equal to 1 for a noiseless stage. Since each quantity in this ratio has a 
dimension of power (or voltage squared), we express NF in decibels as 

SNR;II 
NFidB = 10log SNR . 

0111 

(2.110) 

Note that most texts call (2.109) the "noise factor" and (2.110) the noise figure. We do not 
make this distinction in th is book. 

Compared to input-referred noise, the definition of NF in (2.1 09) may appear rather 
complicated: it depends on not only the noise of the circuit under consideration but the 
SNR provided by the preceding stage. In fact, ii the input signal contains no noise, then 
SNR;, = oo and NF = oo, even though the circuit may have finite internal noise. For 
such a case, NF is not a meaningful parameter and only the input-referred noise can be 
specified. 

Calculation of the noise figure is generally simpler than Eq. (2. 109) may sugge-st. 
For example, suppose a low-noise amplifier senses the s ignal received by an antenna 
[Fig. 2.48(a)]. As predicted by Eq. (2.92), the an tenna "radiation resistance," Rs, pro-

duces thermal noise, leading to the model shown in Fig. 2.48(b). Here, V2 RS represents the 
II, 

thermal noise of the an tenna, and v; the output noise of the LNA. We must compute SNR;11 

at the LNA input and SNRou1 at its output. 

A~i~~~~ ....... ";··"·j SNR In .LNA ...... "" .... "". "~; .. ·· 
R s Vn,RS f: n . 

::~r.L.._; ___ ,.-... --.... -·~ .. ~.-i-.. ~i_,_,~__,-+-r:I-N~-11'::-~~:·· r· I 
: ~" . .................................. ·' 

{a) (b) 

Figure 2.48 (a) Anremwfollowed by LNA. (b) equiwtlenr circuit. 

18. Because the input signal and the input noise are attenuated by the same factor. 

'· ., 

/] vout 

~ : ~ .. .. 
~.: 



50 Chap. 2. Basic Concepts in RF Design 

If the LNA exhibits an input impedance of Z;11 , then both V;n and VRs experience an 
attenuation factor of 01 = Zu, f(Zu, + Rs) as they appear at the input of the LNA. That is, 

(2.111) 

where V;11 denotes the rms value of the signal received by the antenna. 
To determine SNRwt> we assume a voltage gain of A, from the LNA input to the output 

and recognize that the output signal power is equal to V~la12A; . The output noise consists 

of two components: (a) the noise of the antenna amplified by the LNA, V~s la 12Az, and 

(b) the output noise of the LNA, V;; . Since these two components are uncorrelated, we 
simply add the PSDs and write 

It follows that 

v2 
NF = m 

4kTRs 
\Tslai2A~ + "VJ 

V2 1ai2A2 
Ill v 

\/fslai2Az + VJ 
- -· 

Ia I2A; 

(2.112) 

(2.113) 

(2.114) 

(2.115) 

This resu lt leads to another defini tion of the NF: the total noise at the output divided by 
the noise at the output due to the source impedance. The NF is usually specified for a 1-Hz 
bandwidth at a given frequency, and hence sometimes called the "spot noise figure" to 
empha~ize the small bandwidth. 

Equation (2.115) suggests that the NF depends on the source impedance, not only 

through V~s but also through v; (Example 2.19). In fac~ if we model the noise by input­

referred sources, then the input noise current, I~. in• partially flows through Rs, generating a 

source-dependent noise voltage of 1~.inR~ at the input and hence a proportional noise at the 
output. Thus, the NF must be specified with respect to a source impedance- typically 50 n. 

For hand analysis and simulations, it is possible to reduce the right-hand s ide of 
Eq. (2.114) to a simpler form by noting that the numerator is the total noise measured 
at the output: 

1 V2 
NF = __ n.oUI 

4kTRs. A~ ' 
(2.1l6) 

where V,Lur includes both the source impedance noise and the LNA noise, and Ao = Ia lA, 
is the vol tage gain from Vu, to V0 111 (rather than the gain from the LNA input to its output). 
We loosely say, "to calculate the NF, we simply divide the total output noise by the gain 
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from V;11 to V0111 and normalize the result to the noise of Rs." Alternatively, we can say from 

(2.115) that "we calculate the output noise due to the amplifier (V3), divide it by the gain , 
normalize it to 4kTRs, and add I to the result." 

It is important to note that the above derivations are valid even if no actual power is 
transferred from the antenna to the LNA or from the LNA to a load. For example, if Zur 
in Fig. 2.48(b) goes to infinity, no power is delivered to the LNA, but all of the deriva­
tions remain valid because tbey are based on voltage (squared) quantities rather than power 
quantities. In other words, so long as the derivations incorporate noise and signal volt­
ages, no inconsistency arises in the presence of impedance mismatches or even infinite 
input impedances . This is a critical difference in thinking between modern RF design and 
traditional microwave design. 

Example 2.20 

Compute the noise figure of a shunt resistor Rp wi th respect to a source impedance Rs 
[Fig. 2.49(a)]. 

Rs •······ ····. 
r--w.-~~--;.--o Vout 

+ 

Rp : Rp 

......... ·' 
(a) (b) 

Figure 2.49 (a) Circuit consistittg of a single parallel resistor, (b) mode/for NF calculation. 

Solution: 

From Fig. 2.49(b), the total output noise voltage is obtained by setting V;n to zero: 

v;;.out = 4kT(Rsi iRp). (2.1 17) 

The gain is equal to 
Rp 

Ao = (2. 11 8) 
Rp + Rs 

Thus, 

NF = 4kT(R IIR ) (Rs + Rr )
2 1 

s P R~ 4kTRs 
(2. 119) 

Rs 
=I+ - . 

Rp 
(2.120) 

The NF is therefore minimized by maximizing Rp. Note that if Rp = Rs to provide 
impedance matching, then the NF cannot be less than 3 dB. We will return to this cri tical 
point in the context of LNA design in Chapter 5. 
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Example 2.21 

Determine the noise figure of the common-source stage shown in Fig. 2.50(a) with respect 
to a source impedance Rs. Neglect the capacitances and nicker noise of M1 and assume / 1 

is ideal. 

(a) (b) 

Figure 2.50 (a) CS stage, (b) illclusioll oj11oise. 

Solution: 

From Fig. 2.50(b). the output noise consists of two components: (a) that due toM,, T~.M I rb, 

and (b) the amplified noise of Rs, v~5(g,ro)2 It follows that 

4kTygmrb + 4kTRs(gmro)2 
NF = ---'--'"-----.,----=---

(g,ro)2 4kTRs 
y 

= -- +1. 
g,.Rs 

(2.121) 

(2.122) 

This result implies that the NF falls as Rs rises. Docs th is mean that, even though the ampli­
fier remains unchanged, the overall system noise performance improves as Rs increases?! 
This interesting point is studied in Problems 2.18 and 2.19. 

Noise Figure of Cascaded Stages Since many stages appear in a receiver chain, it is 
desirable to determine the NF of the overall cascade in terms of that of each stage. Consider 
the cascade depicted in Fig. 2.51(a), where A,, and Av2 denote the unloaded voltage gain 
of the two stages. The input and output impedances and the output noise voltages of the 
two stages are also shown.'9 

We first obtain the NF of the cascade using a direct method; according to (2.115), we 
simply calculate the total noise at the output due to the two stages, divide by (V0111/ V;,)2, 

normalize to 4kTRs, and add one to the result. Taking the loadings i.nto account, we write 
the overall voltage gain as 

Rur! A Rur2 A 
v i v2 · 

R;nl + Rs R;n2 +Row! 
(2.123) 

19. We assume fol' simplicity that the reactive components of the input and output impedances aJe nulled but 
the final result is valid even if they are not. 
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Stage 1 Stage 2 

(a) 

Stage 2 
: ............................ , . . . A . 
: V2 : 

Rout11 ~ 

i 
: .. ~~~~ .......... ~?.~ .... : 

(b) 

Figure 2.51 (a) Noise in a cascade of stages, (b) simplified diagram. 

The output noise due to the two stages, denoted by v;_
011

, consists of two components: (a) 

V;;2 , and (b) V;;
1 

amplified by the second stage. Si.nce V11 1 sees an impedance of R ourl to its 
left and R;112 to its right, it is scaled by a factor of R;,af(R;112 + Row!) as it appears at the 
input of the second stage. Thus, 

-- - - R2 v2 = v2 + v2 in2 A 2 
n.our n2 nl (R· + R )2 v2 · m2 ourl 

The overall NF is therefore expressed as 

v2 1 
NF = 1 + n.our . -:-:-:=-

tot Aij 4kTRs 

v2 
= I + ----"".!..' ----::--

( 
R;, , )2 A2 

R;nl + Rs "1 

4kTRs 

+ ~ 
( 

R;, 1 )
2 

2 ( R;112 )
2 

, . 4kTRs 
A"1 A;2 

R;nJ + Rs R;,2 + Ro111! 

(2.1 24) 

(2.125) 

(2.126) 

The first two terms constitute the NF of the first stage, NF,, with respect to a source 
impedance of Rs. The third term represents the noise of the second stage, but how can it be 
expressed in terms of the noise figure of this stage? 
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Let us now consider the second stage by itself and determine its noise figure with 
re-spect to a source impedance of RourJ [Fig. 2.5l(b)]. Using (2.115) again , we have 

v;z 
NF2 = I + -----,-

2
-=-------- . 

R. 2 2 4kTRourt 
m A 

(R;n2 + Row I ) 2 v2 

(2.127) 

It follows from (2.126) and (2.127) that 

(2.128) 

What does the denominator represent? This quantity i.s in fact the "available power gain" 
of the first stage, defined as the "available power" at its output, P0111,,, (the power that it 
would deliver to a matched load) divided by the available source power, Ps.av (the power 
that the source would deliver to a matched load). This can be readily verified by finding the 
power tbatthe first stage in Fig. 2 .5l(a) would deliver to a load equal to R0 1111 : 

R2 I p _ y2 in l A2 
out.av - in (R + R· )2 vi · 4R 

S m l owl 

Similarly, the power that V;11 would del iver to a load of Rs is given by 

y2 
p = ___!!!_ 

S.ov 4Rs. 

The ratio of (2.129) and (2.130) is indeed equal to the denominator in (2. 128). 
With these observations, we write 

NF2 - I 
NFror = NFt + , 

Apt 

(2. 129) 

(2. 130) 

(2.131) 

where Apt denotes the "available power gain" of the first stage. It is important to bear in 
mind that NF2 is computed with respect to the output impedance of the first stage. For m 
stages, 

NF,- I NF - I 
NFror = 1 + (NF1 - I) + - + ... + 111 

ApJ ApJ · · · APtm- I ) 
(2.132) 

Called "Friis' equation" [7], this result suggests that the noise contributed by each stage 
decreases as the total gain preceding that stage increases, implying that the first few stages 
in a cascade are the most critical. Conversely, if a stage suffers from attenuation (loss), 
then the NF of the following circuits is "amplified" when referred to the input of that 
s tage. 
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Example 2.22 

Detennine the NF of the cascade of common-source stages shown in Fig. 2.52. Neglect the 
transistor capaci tances and flicker noise. 

Figure 2.52 Cascade of CS stages for noise figure calculation. 

Solution: 

Which approach is s impler to usc here, the direct method or Fri is' equation? Since 
R;n 1 = R;n2 = oo, Eq. (2.126) reduces to 

NF = I 
y2 J y2 

+ nl + n2 
A2 4kTRs A2 A2 4kTRs' vi vi v2 

(2.133) 

where VJ1 = 4kTygmtrb1. VJ2 = 4kTyg1112rb2, Avt = 8mtrot, and Av2 = g11aro2- With all 
of these quan tities readily available, we s imply substitute for their values in (2.133), 
obtaining 

y y 
NF = I+ + , 

2 
. 

8mtRs g~11 r01gm2Rs 
(2.134) 

On the other hand, Fri is' equation requi res the calculation of the available power gain of 
the fi rst stage and the NF of the second stage with respect to a source impedance of ro 1 • 

leading to lengthy algebra. 

The foregoing example represents a typical situation in modern RF design: the interface 
between the two stages doe-s not have a 50-Q impedance and no attempt has been made 
to provide impedance matching between the two stages. ln such cases, Friis' equation 
becomes cumbersome, making direct calculation of the NF more attractive. 

Wh.ile the above example assumes an infinite input impedance for the second stage, the 
direct method can be extended to more realistic cases with the aid of Eq. (2.126). Even in the 

presen.ce of complex input and output impedances, Eq. (2.126) indicates that (1) v;
1 

must 
be dJ.vtded by the unloaded gain from V;11 to the output of the first stage; (2) the output noise 

of the second stage, vJ2 , must be calculated with this stage driven by the output impedance 

of the first stage;20 and (3) v;2 must be divided by the total voltage gain from V,:,, to V0111 • 

20. Recall from Example 2. 19 that the output noise of a circuit may depend on the source impedance driving 

i t, but the source impedance noise is excluded from vz,. n. 
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Determine the noise figure of the circuit shown in Fig. 2.53(a). Neglect 
capacitances, flicker noise, channel-length modulation, and body effect. 

.,...-----,... Voo 

(b) 

Figure 2.53 (a) Coscade ofCS and CG s~crges. (b) simplified diagram. 

Solution: 

For the fi rst stage. A, t = - 8mt Rm and the unloaded output noise is equal to 

- ,- ? 

V,~1 = 4kTy8,tR01 + 4kTRDJ. 

For the second stage, the reader can show from Fig. 2 .53(b) that 

? 

y2 = 4kTy ( RD2 ) - + 4kTR 
~ I D2· 

8m2 g,
2 

+ R01 

transistor 

(2. 135) 

(2.1 36) 

Note that the output impedance of the first stage is included in the calculation of v2, but 
"-

the noise of Rvt is not. 
We now substitute these values in Eq. (2.126), bearing in mind that R;11z = J f 8m2 and 

A,z = 8mzRvz. 

4kTygm iR1 + 4kTRot 
+ ? 2 

g~IIRD J 

l 
NFror = I 

4kTRs 

4kTy ( Roz )
2 

+ 4kTR 
-1 R D2 

8m2 g m2 + D2 
+ ----~-=~----~~-----

2 Rz ( 8,~i )
2 

2 R2 
8m J DJ - J +R 8m2 02 

8m2 D l 

(2. 137) 
4kTRs 

Noise Figure of Lossy Circuits Passive circuits such as filters appear at the front end of 
RF transceivers and their loss proves critical (Chapter 4). T he loss arises from unwanted 
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resistive components with in the circuit that convert the input power to heat, thereby pro­
ducing a smaller signal power at the output. Furthermore, recall from Fig. 2.37 that resistive 
components also generate thermal noise. That is, passive lossy circuits both attenuate the 
signal and introduce noise. 

We wish to prove that the noise figure of a passive (reciprocal) c ircuit is equal to its 
"power loss," defined a~ L = P;11 / Pout> where P;, is the available source power and Pour the 
avai lable power at the output. As mentioned in the derivation of Friis ' equation, the avai l­
able power is the power that a given source or circuit would del iver to a conjugate-matched 
load. The proof is straightforward if the input and output are matched (Problem 2.20). We 
consider a more general case here. 

Consider the arrangement shown in Fig. 2.54(a), where the lossy circui t is driven by 
a source impedance of Rs while driving a load impedance of R1..Z' From Eq. (2.130), the 
ava.ilable source power is P;n = V;~J(4Rs) . To determine the available output power, we 
construct the Thevenin equivalent shown in Fig. 2.54(b), obtaining Pour = Vj.11,vf(4R0 u1) . 

Thus, the loss is given by 
? 

V;;, Rout 
L = ----V2 R . 

Thev S 

(2.138) 

To calculate the noise figure, we uti lize the theorem illustrated in Fig. 2.37 and the 
equivalent circui t shown in Fig. 2.54(c) to write 

-- R2 
vJ.our = 4kTRout L ? . 

(RL + Rour) -

Lossy 
Circuit 

Thevenin 
Equivalent 

................ 
~ R out : 

I ISM.,_, -. -:-: _,f_R_L__.,~out 
: : 
.. ••••• 0 ••••••• • ' 

(a) (b) 

(C) 

(2.139) 

Figure 2.54 (a) Lossy passive nerwork, (b) Thevenin equivalent, (c) simplified diagram. 

21. For simpl icity, we assume the react ive pan s of the impedances are cancelled but the final result is valid 
even if they are not. 
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Note that RL is assumed noiseless so that only the noise figure of the lossy ciJ·cuit can be 
determined. The voltage gain from V;n to V0 111 is found by noting that, in response to V;,., the 
circuit produces an output voltage of Vour = VrtwvRLf(RL + R0ur) [Fig. 2.54(b)]. That is, 

Ao = 
Vtltev RL 

V;" RL + Rout 
(2.140) 

The NF is equal to (2.139) divided by the square of (2.140) and normalized to 4kTRs: 

y2 
NF = 4kTR0 111 v2'" 4kTR 

Tltev S 

(2. 141) 

=L. (2.142) 

Example 2.24 

The receiver shown in Fig. 2.55 incorporates a front-end band-pass filter (BPF) to suppress 
some of the interferers that may desensitize the LNA. If the filter has a loss of Land the 
LNA a noise figure of NFLNA. calculate the overall noise figure. 

BPF 

Figure 2.55 Cascade ofBPF and LNA. 

Solution: 

Denoting the noise figure of the fi lter by NFfitt> we write Friis ' equation as 

NhNA- 1 
NFror = NFfitr + L 1 

= L + (NFLNA- I)L 

= L· NFLNA , 

(2. 143) 

(2. 144) 

(2.145) 

where NF LNA is calculated with respect to the output resistance of the filter. For example, 
if L = 1.5 dB and NFLNA = 2 dB, then NF101 = 3.5 dB. 

2.4 SENSITIVITY AND DYNAMIC RANGE 

The performance of RF receivers is characterized by many parameters. We study two, 
namely, sensitivity and dynamic range, here and defer the others to Chapter 3. 
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2.4. 1 Sensitivity 

The sensitivity is defined as the minimum s ignal level that a receiver can detect with 
"acceptable quality." In the presence of excessive noise, the detec ted signal becomes 
unintelligible and carries little information. We define acceptable quality as sufficient 
signal-to-noise ratio, which itself depends on the type of modulation and the corruption 
(e.g., bit error rate) that the system can tolerate. Typical required SNR levels are in the 
range of 6 to 25 dB (Chapter 3). 

In order to calculate the sensi tivity, we write 

SNR;11 NF = _ _:_ 
SNRour 

= Ps;g/ PRs 
SNRour ' 

(2.146) 

(2.147) 

where Ps;~ denotes the input signal power and PRs the source resistance noise power, both 
per unit bandwidth. Do we express these quantities in V2/Hz or W/Hz? Since the input 
impedance of the receiver is typical ly matched to that of the antenna (Chapter 4), the 
antenna indeed delivers signal power and noise power to the receiver. For this reason, it 
is common to express both quantities in W/Hz (or dBm/Hz).lt follows that 

P,;3 = PRs · NF · SNRout· (2.148) 

Since the overall signal power is distributed across a certain bandwidth, B, the two sides 
of (2.148) must be integrated over the bandwidth so as to obtain the total mean squared 
power. Assuming a flat spectrum for the signal and the noise, we have 

Psig.ror = PRs · NF · SNRour · B. (2.149) 

Equation (2. 149) expresses the sensitivity as the minimum input signal that yields a 
given value for the output SNR. Changing the notation slightly and expressing the quantities 
in dB or dBm, we have12 

Pw.idBm = PRs idBm/Hz + NFidB + SNRm;nldB +10 1og B, (2.150) 

where Pse11 is the sensitivity and B .i s expressed in Hz. Note that (2.150) does not directly 
depend on the gain of the system. If the receiver is matched to the antenna, then from 
(2.91), PRs = kT = -174dBm/Hz and 

Psen = - 174 dBm/ Hz + NF + 10 log B + SNR111;, . (2.151) 

Note that the sum of the first three terms is the total integrated noise of the system 
(sometimes called the "noise floor"). 

22. Nore 1har in conversion ro dB or dBm, we lake I 0 log because 1hese are power quamiries. 
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Example 2.25 

A GSM receiver requires a minimum SNR of 12dB and has a channel bandwidth of 
200kHz. A wireless LAN receiver, on the other hand, specifies a minimum SNR of 23 dB 
and has a channel bandwidth of 20 MHz. Compare the sensitivities of these two systems if 
both have an NF of7 dB. 

Solution: 

For the GSM receiver, Pw, = - 102dBm, whereas for the wireless LAN system, Psen = 
- 71 dBm. Does this mean that the latter is inferior? No, the latter employs a much wider 
bandwidth and a more efficient modulation to accommodate a data rate of 54 Mb/s. The 
GSM system handles a data rate of only 270 kb/s. In other words, specifying the sensitivity 
of a receiver without the data rate is not meaningful. 

2.4.2 Dynamic Range 

Dynamic range (DR) is loosely defined as the maximum input level that a receiver can 
" tolerate" divided by the 1n inimum input leve l that it can detect (the sensitivity). This defi ­
nition is quantified differently in different applications. For example, in analog c ircuits such 
as analog-to-digital converters, the DR is defined as the "full -scale" input level divided by 
the input level at which SNR = I. The full scale is typically the input level beyond which a 
bard saturation occurs and can be easily determined by examining the circuit. 

ln RF des ign, on the other band, the s ituation is more complicated. Consider a sim­
ple common-source stage. How do we define the input "full scale" for such a circuit? Is 
there a particular input level beyond which the circui t becomes excessively nonlinear? We 
may view the 1-dB compression point as such a level. But, what if the circuit senses two 
intetferers and suffers from intermodulation? 

ln RF design, two definitions of DR have emerged. Tbe first, s imply called the dynamic 
range, refers to the maximum tolerable desired s ignal power d ivided by the min imum tol­
erable desired signal power (the sensitivity). Illustrated in Fig. 2.56(a), this DR is limited 
by compression at the upper end and noise at the lower end. For example, a cell phone 
coming close to a base station may receive a very large signal and must process it with 

log 
scale 

DR 

Perfonnance 
..... .... Limited by 

Compression 

Sensitivity Perfonnance 
Limited by 

Receiver _ ........_ Noise 
Integrated Noise + --'--'---'LL---

f 
(a) 

log 
scale 

Sensit ivity 

Receiver -~~ 
Integrated Noise + -.._ 

Figure 2.56 DefiniTions of(a) DR fmd (b) SFDR. 

(b) 
f 
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acceptable distortion. In fact, the cell phone measures the signal strength and adjusts the 
receiver gain so as to avoid compression. Excluding interferers, this "compression-based" 
DR can exceed tOO dB because the upper end can be ra.ised relatively easi ly. 

The second type, called the "spurious-free dynamic range" (SFDR), represents limita­
tions arising from both noise and interference. The lower end is still equal to the sensitivity, 
but the upper end is defined as the maximum input level in a rwo-wne test for which the 
third-order IM products do not exceed the integrated noise of the receiver. As shown in 
Fig. 2.56(b), two (modulated or unmodulated) tones having equal amplitudes are applied 
and their level is raised until the IM products reach the integrated noise.:U The ratio of the 
power of each tone to the sensitivity yields the SFDR. The SFDR represents the maximum 
relative level of interferers that a receiver can tolerate while producing an acceptable signal 
quality from a small input level. 

Where should the various leve ls depicted in Fig. 2.56(b) be measured. at the input 
of the circuit or at its output'/ Since the IM components appear only at the output, the 
output port serves as a more natural candidate for such a measurement. In this case, the 
sensitivity-usually an input-referred quanti ty-must be scaled by the gain of the circuit 
so that it is referred to the Output. Alternatively, the output IM magnitudes can be divided 
by the gain so that they are referred to the input. We follow the latter approach in our SFDR 
calculations. 

To determine the upper end of the SFDR, we rewrite Eq. (2.56) as 

p _ p + Poul - P1M.ou1 
IIP3 - in 

2 
(2.152) 

where, for the sake of brevity, we have denoted 20 log Ax as Px even though no actual 
power may be transferred at the input or output ports. Also, P1M.oU1 represents the level of 
IM products at the output. If the circuit exhibits a gain of G (in dB), then we can refer the 
IM level to the input by writing P1M.in = PIM.oul- G. Similarly, the input level of each tone 
is g iven by P;11 = Pow - G . Thus, (2.152) reduces to 

and hence 

P - Pt•t · p _ p + Ul n· ,Ill 
111'3 - in 

2 

= 
3 P ;., - PIM.in 

2 

2PurJ + PIM.in 
p . = -----=--..,..-----=---'--

'" 3 

(2.153) 

(2.154) 

(2.1 55) 

T he upper end of the SFDR is that value of P;n which makes PIM.in equal to the integrated 
noise of tbe receiver: 

P;u,max = 
2Pt!P3 + (- 174dBm + NF + 101ogB) 

3 

23. Note that the integrated no ise is a single value (e.g., 100 p.V nns). not a densily. 

(2.1 56) 
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The SFDR is the difference ( in dB) between P;11•111ax and the sensitivi ty: 

SFDR = P;11.max - ( - 174dBm + NF + 10 log B + SNRm;11 ) 

2(PuP3 + 174dBm - NF - 10 1ogB) 
- - S''R · -

3 
n mm· 

(2.157) 

(2.158) 

For example, a GSM receiver with NF = 7 d B, PupJ = - 15 dBm, and SNR111; 11 = 12 dB 
achieves an SFDR of 54 dB, a substantially lower value than the dynamic range in the 
absence of interferers. 

Example 2.26 

The upper end of the dynamic range is limited by intermodulation in the presence of two 
interferers or desensitization in the presence of one interferer. Compare these two cases and 
determine which one is more restrictive. 

Solution: 
We must compare the upper end expressed by Eq. (2.156) with the 1-dB compression point: 

? 

P l -t/8 > P;ll.lllt!X · 
< 

Since PI - dB = Pt!P3 - 9.6 dB, 

9
. 

8
? 2PurJ +(-174dBm + NF+10 IogB) 

Pur3- .6d ~ 
3 

and hence 
0 

PuP3- 28.8dB :> - 174dBm + NF +101ogB. 
< 

(2.159) 

(2. 160) 

(2.161) 

Since the right-hand side represents the receiver noise floor, we expect it to be much lower 
than the left-hand side. In fac~ even for an extremely wideband channel of B = I GHz and 
NF = lOdB, the right-hand side is equal to - 74dBm, whereas, with a typical P11p3 of - 10 
to - 25 dBm, the left-hand side sti ll remains higher. It is therefore plausible to conclude that 

PI-dB > P;ll.max· (2.162) 

It follows that the maximum tolerable level in a two-tone test is quite lower than that in 
a compression test, i.e., corruption by intermodulation between two interferers is much 
greater than compression due to one. The SFDR is therefore a more stringent characteristic 
of the system than the compression-based dynamic range. 

2.5 PASSIVE IMPEDANCE TRANSFORMATION 

At radio frequencies, we often employ passive networks to transform impedances- from 
high to low and vice versa, or from complex to real and vice versa. Called "matching 
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networks," such circ u.its do not easily lend themselves to integration because their con­
stituent devices, particularly inductors, suffer from loss if built on silicon chips . (We do 
use on-chip inductors in many RF building blocks.) Nonetheless, a basic understanding of 
impedance transformation is essential. 

2.5. 1 Quality Factor 

In its s implest form, the quality factor, Q, indicates how close to ideal an energy-s toring 
device is. An ideal capaci tor dissipates no energy, exhibiting an infinite Q, but a series 
resistance, Rs [Fig. 2.57(a)], reduces its Q to 

Qs = ~~ , (2.163) 

where the numerator denotes the "des.ired" component and the denominator, the "unde­
sired" component. If the resistive loss in the capacitor is modeled by a parallel resistance 
[Fig. 2.57(b)], then we must define the Q as 

Rp 
Qp = -~-, 

Cw 

(2.1 64) 

because an ideal (infinite Q) results only if Rp = oo. As depicted in Figs. 2 .57(c) and (d) , 
similar concepts apply to inductors 

U.J 
Qs = ­

Rs 
Rp 

Qp= - . 
Lw 

(2.165) 

(2.166) 

While a parallel resistance appears to have no physical mean ing, modeling the loss by Rp 
proves useful in many circuits such as amplifiers and oscillators (Chapters 5 and 8). We 
wiJI also introduce other defi ni tions of Q in Chapter 8. 

2.5.2 Series-to-Parallel Conversion 

Before studying transformation techniques, let us consider the series and parallel RC 
sections shown in Fig. 2.58. What choice of values make-s the two networks equivalent? 

Rp Rp 

~ ~ 
c L 

(a) (b) (c) (d) 

Figure 2.57 (a) Series RC circuil. (b) equivalent pam/lei circuit, (c) series RL circuit, (d) equivalenr 
pam/lei circuir. 
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Rp 

~ 
Cp 

(a) (b) 

Figure 2.58 Series-to-parallel conversion. 

Equating the impedances, 
RsCss + 1 Rp 
-'--:'--- = .,-...,---

Css RpCps + l ' 

and substitutingjw for s, we have 

and hence 

RpCpRsCsw2 = 1 

RpCp + RsCs - RpCs = 0. 

Equation (2.169) implies that Qs = Qp. 

(2.167) 

(2.168) 

(2.169) 

(2.170) 

Of course, the two impedances cannot remain equal at all frequencies. For example, the 
series section approaches an open circuit at low frequencies while the parallel section does 
not. Nevertheless, an approximation allows equivalence for a narrow frequency range. We 
fiJSt substitute for RpCp in (2.169) from (2. 170), obtaining 

l 
Rp = , ? + Rs. 

RsCsw· 

Utilizing the defini tion of Qs in (2.163), we have 

Rp = (Q~ + 1)Rs. 

Substitution i.n (2.169) thus yields 

Q2 
Cp = 

2 
5 Cs . 

Qs + l 

So long as Q1 » 1 (which is true for a finite frequency range), 

Rp "" Q~Rs 
Cp"" Cs. 

(2.171) 

(2. 172) 

(2.173) 

(2.174) 

(2.175) 

That is, the series-to-parallel conversion reta.ins tbe value of tbe capacitor but raises the 
resistance by a factor of Ql These approx imations for Rp and Cp are relatively accu­
rate because the quality factors encountered in practice typically exceed 4. Conversely, 
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parallel-to-series conversion reduces the resistance by a factor of Q~. This statement applies 
to RL sections as well. 

2.5.3 Basic Matching Networks 

A common situation in RF transmitter design is that a load resistance must be transformed 
to a lower value. The circuit shown in Fig. 2.59(a) accomplishes this task. As mentioned 
above, tbe capacitor in parallel with RL converlS this resistance to a lower series component 
[Fig. 2.59(b)). The inductance is inserted to cancel the equivalent series capacitance. 

L1 L1 c 1 
rrr-n ~~ ~ 

vvv f c1 

i RL i Rs 

Zin Z in 

(a) (b) 

Figure 2.59 (a) MaTching nefiVork, (b) equivalellf circuiT. 

Writing Z;, from Fig. 2.59(a) and replacing s wi th jw, we have 

Z· ( w) = RL( l - L1 Crw
2

) +iLtw 
111 

J 1 + }RLClw 

Thus, 

RL 
Re{Z;,} = ----,

2
;::..-.,;

2
:-::-

1 + RLC1w
2 

= 
RL 

I+ Q~' 

(2.176) 

(2.177) 

(2.178) 

indicating tbat RL is transformed down by a factor of l + Q~. Also, setting the imaginary 
part to zero gives 

L1 = 
RI_c1 

(2.179) 
I + R2C2w2 L I 

Ri el 
= (2.180) 

• + Qr 
If Q~ » 1, then 

I 
Re{Z;,} "" 2 2 R1..C1w 

(2.181) 

I 
LJ = --. 

Crw2 
(2.182) 

Tbe fol lowing example illustrates how the component values are cbosen. 
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Example 2.27 

Design the matching network of Fig. 2.59(a) so as to transform RL. = 50 Q to 25 Q at a 
center frequency of 5 GHz. 

Solution: 

Assuming Q~ » I, we havefrom Eqs. (2.181) and (2.182), C1 = 0.90 pF and L1 = 1.13 nH, 
respectively. Unfortunately, however. Qp = 1.41 , indicating that Eqs. (2. 178) and (2. 180) 
must be used instead. We thus obtain C t = 0.637 pF and Lt = 0.796 nH. 

ln order to transform a resistance to a higher value, the capacitive network shown in 
Fig. 2.60(a) can be used. The series-parallel conversion results derived previously pro­
vide ins ight here. If Q2 » 1, the parallel combination of C 1 and RL can be converted to 
a series network [Fig. 2.60(b)], where Rs~ [RL.(C1w)2] - 1 and Cs~ C1 . Viewing C2 and 
C1 as one capaci tor, Ceq. and converting the resulting series section to a parallel circuit 
[Fig. 2.60(c)], we have 

1 
(2.183) Rrot = 

Rs(CeqW)2 

= ( c )2 I + C~ RL. (2.184) 

That is , the network "boosts" the value of RL by a factor of (I + C1/ C2)2 Also, 

C 
__ C1C2 

eq c. + c2 (2.185) 

Note that the capacitive component must be cancelled by placing an inductor in parallel 
with the input. 

C2 C2 c, 
I 

::J ~Rtot i c, RL j Rs 

Yfn ~n 

(a) (b) (c) 

Figure 2.60 (a) Capacitive marching circuir, (b) simplified circuir wirh parallel-ro-series conver­
sion. (c) simplified circuirwirh series-ro-parallel conversion. 

For low Q values, the above derivations incur significant error. We thus compute the 
input admittance (I / Yin) and replaces withjw, 

(2.186) 
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The real part of Yin yields the equivalen t resistance seen to ground if we write 

1 
(2.187) Rrot = 

Rel Y;n } 

1 ( c.y (2.188) = + RL 1 + -
RLC~w2 c2 

In comparison with Eq. (2.184), this result contains an addi tional component, (RL C~w2) - I . 

Example 2.21! 

Detennine how the circuit shown in Fig. 2.61 (a) transforms RL. 

(a) (b) 

Figure 2.61 (a) Mmching nerwork, (b) simplified circuir. 

Solution: 

We postulate that conversion of the L1-RL branch to a parallel section produces a higher 
resistance. If Q~ = U-1w!RL)2 » l, then the equivalent par-allel resistance is obtained from 
Eq. (2.1 74) as 

? Rp = Q!;RL 

L2w2 =-·-RL 

(2.189) 

(2.190) 

The parallel equivalent inductance is approximately equal to L1 and is cancelled by C1 

[Fig. 2.61 (b)]. 

The intuition gained from our analysis of matching networks leads to the four 
"L-section" topologies24 shown in Fig. 2.62. Jn Fig. 2.62(a), C1 transforms RL to a smaller 
series value and L1 cancels C1• Similarly, in Fig. 2.62(b), L1 transforms RL to a smaller 
series value whi le C1 resonates with Lt. ln Fig. 2.62(c), Lt transforms RL. to a larger paral­
lel value and C1 cancels the resulting parallel inductance. A similar observation applies to 
Fig. 2.62(d). 

How do these networks transform voltages and current~? As an example, consider the 
circui t in Fig. 2.62(a). For a sinusoidal input voltage wi th an nns value of V;., the power 

24. The term .. L" is used because Lhe capacitor and Lhe inductor fom1 the letter Lin the circuit diagram. 



68 

................ 
(a) 

.. .. .. .. .. .... ... . . 
: L1 : . . 

i Tel RL 
. -. - '; ... .. . . .. ..... .... 

(c) 
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(b) 

................. 

r-lf.lJ., 
Re{Z1.J > RL :. .. .';' ........... : -: 

(d) 

Figure 2.62 Four L sections used for matching. 

delivered to the input port is equal to V~,/ Re{Z;,}, and that delivered to the load, v;.,/ RL. 
If L, and C 1 are ideal, these two powers must be equal, yielding 

V;11 Re{Z;11 ) 
(2.191) 

This result, of course, applies to any lossless matching network whose input impedance 
conta.ins a zero imaginary part. Si.nce P;11 = V;,1;11 and P 0111 = V0utf011, we also have 

four Re{Z;, ) - -
fur RL 

(2. 192) 

For example, a network transforming RL to a lower value "amplifies" the voltage and 
attenuates the current by the above factor. 

Example 2.29 

A closer look at the L·sections in Figs. 2.62(a) and (c) suggests that one can be obtained 
from the other by swapping the input and output ports. Is it possible to generalize this 
observation? 

Solution: 

Yes, it is. Consider the arrangement shown in Fig . 2.63(a), where the passive network 
transforms RL by a factor of a. Assuming the input port exhibits no imaginary component, 
we equate the power de livered to the network to the power delivered to the load: 

(2.193) 
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Example 2.29 (Continued) 

Rs 
Rs X a 

Lossless 

~r: f RL :out v,n Passive RL Vout 1 Network 
-: 

-: aRL Rs 
a 

(a) (b) 

Figure 2.63 (a) Input and (b) output impedances of a/oss/ess passive network . 

It follows that 
V;" RL 

Voul = .ja · Rs , 
RL+ -

a 

(2.194) 

pointing to the Thevenin equivalent shown in Fig. 2.63(b). We observe that the network 
transforms Rs by a factor of I fa and the input voltage by a factor of l f .ja, similar to that 
in Eq. (2. 191 ). In other words, if the input and output ports of such a network are swapped, 
the resistance transformation ratio is simply inverted. 

Transformers can also transform impedances. An ideal transformer having a turns ratio 
of n "amplifies" the input voltage by a factor of n (Fig. 2.64). Since no power is lost, 
V'f,,! R;11 = n2 V'f,,f RL and hence R;n = RLfn2 . The behavior of actual transformers, especially 
those fabricated monolithically, is studied in Chapter 7. 

mRs 1:nfFvout 

V;n RL 

-: 

Figure 2.64 Impedance transformation by a physicaltrunsformer. 

The networks studied here operate across only a narrow bandwidth because the trans· 
formation ratio, e .g., 1 + Q2 , varies with frequency, and the capacitance and inductance 
approximately resonate over a narrow frequency range. Broadband matching networks can 
be constructed, but they typically suffer from a h.igh Joss. 

2.5.4 Loss in Matching Networks 

Our study of matching networks has thus far neglected the loss of theiJ constituent compo­
nents, particularly, that of inductors. We analyze the effect of loss in a few ca~es here, 
but, in general, simulations are necessary to determine the behavior of complex lossy 
networks. 
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Lossy Matching Circuit 
:--·fi~·-····1.;···········: 

i t c1! 
.. . . .. . . . . ... . . . .. ...... .. . . .. 

Figure 2.65 Lossy matching network with series resistence. 

Consider the matching network of Fig. 2.62(a), shown in Fig. 2.65 with the loss of L1 
modeled by a series resistance, Rs. We define the loss as the power provided by the input 
divided by that del ivered to RL. The former is equal to 

vz 
P. = Ill 

Ill 
Rs + Rinl 

and the latter, 

P _ V inl 
( 

R )2 
l,.- in · --, 

Rs + R;nl Rurt 

because the power delivered to R;nt is entirely absorbed by RL. It follows that 

P;n 
Loss= ­

PL 
Rs 

= 1 + - . 
R;nl 

(2. 195) 

(2.196) 

(2.197) 

(2.198) 

For example, if Rs = 0.1 R;11J, then the (power) loss reaches 0.41 dB. Note that this network 
transforms RL to a lower value, R;11J = RLf(1 + Q~), thereby suffering from loss even if Rs 
appears small. 

As another example, consider the network of Fig. 2.62(b), depicted in Fig. 2.66 with 
the loss of L 1 modeled by a parallel resistance, Rp. We note that the power delivered by V;11, 

P;,, is entirely absorbed by RPIIRt.: 

(2.199) 

(2.200) 

Pin PL c:> r·----c:;·····--·--········ ·: c:> 
l J ! J oVout ITI . 

Vin - : 7L1 lRpi lRL 
- . - . . -'·· .......... ': .............. : 

Figure 2.66 Lossy 11/(I{Ching network with parallel resistence. 
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Recognizing vJur! RL as the power delivered to the load, PL, we have 

RL 
Loss= 1 + - . 

R, 

For example, if Rp = 10RL, then the loss is equal to 0.41 dB . 

2.6 SCATTERING PARAMETERS 

71 

(2.201) 

Microwave theory deals mostly with power quantities rather than voltage or current quanti­
ties. Two reasons can explain this approach. First, traditional microwave design is based on 
transfer of power from one stage to the next. Second, the measurement of high-frequency 
voltages and currents in the laboratory proves very difficult, whereas that of average power 
is more straightforward. Microwave theory therefore models devices, circuits, and systems 
by parameters that can be obtained through the measurement of power quantities. They are 
called "scattering parameters" ($-parameters). 

Before studying $-parameters, we introduce an example that provides a useful view­
point. Consider the L&-Ct series combination depicted in Fig. 2.67. The circuit is driven by 
a sinusoidal source, V;,, having an output impedance of Rs. A load resistance of RL = Rs 
is tied to the output port. At an input frequency of w = (.J L1 C1) - I, L1 and c, form a short 
circuit, providing a conjugate match between the source and the load. In analogy with trans­
miss ion lines, we say the "incident wave" produced by the signal source is absorbed by RL. 
At other frequencies, however, L, and C1 attenuate the vol tage delivered to RL. Equiva­
lently, we say the input port of the circuit generates a "reflected wave" that returns to the 
source. In other words, the difference between the incident power (the power that would be 
delivered to a matched load) and the reflected power represents the power delivered to the 
circuit. 

···················-. . . . 
Rs : L1 c9:1 

[ v 
, . out . . 

v,. -: : ln~e~~----···--·· ····--·· RL = Rs 
Wave -: 

Figure 2.67 Incident wave in a network. 

The above viewpoint can be generalized for any two-port network. As illustrated in 
Fig. 2.68, we denote the incident and reflected waves at the input port by V~ and Vj, 
respectively. Similar waves are denoted by v2+ and v;, respectively, at the output. Note 

Rs 

Figure 2.68 ll/ustration of incident and r~flected waves at the input and output. 
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that V( denotes a wave generated by V;, as if the input impedance of the circuit were 
equal toRs. Since that may not be the case, we include the reflected wave, V[, so that the 
actual voltage measured at the input is equal to v: + V[. Also, Vi denotes the incident 
wave traveling into the output port or, equivalently, the wave reflected from RL. These four 
quantities are uniquely related to one another through the $-parameters of the network: 

Vj = Sn V( + S12V2+ (2.202) 

v; = S21 v( + S22 v;-. (2.203) 

With the aid of Fig. 2.69, we offer an intuitive interpretation for each parameter: 

I. For S 11, we have from Fig. 2.69(a) 

v­
- I I - v+ v; = O· 

I 

(2.204) 

Thus, S 11 is the ratio of the reflected and incident wave.s at the input port when the 
reflection from RL (i.e., Vi) is zero. This parameter represents the accuracy of the 
input matching. 

2. For S12. we have from Fig. 2.69(b) 

Vln~ 

Rs 

v-
s12 = v~lvt=o · 

2 

(2.205) 

Thus, S 12 is the ratio of the reflected wave at the input port to the incident wave 
into the output port when the input port is matched. In this case, the output port is 
driven by the signal source. This parameter characterizes the "reverse isolation" of 
the circuit, i.e. , how much of the output signal couples to the input network. 

Rs 
+ v,-- Two- Port 

--v,- Network 

(a) 

Two-Port 
Network 

(C) 

+ 
V2: 0 

Rs 

: Two- Port 
RL 

--jV,- Network 

+ v, = 0 

(b) 

Rs 

(d) 

Figure 2.69 11/us/ralion of four S-pummelers. 

RL 
+ 

:c? Vx 
-- v2 

v;--
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3. For Szz, we have from Fig. 2.69(c) 

v-
' Szz = v+ lv• = O· 
2 l 

(2.206) 

Thus, S22 is the ratio of reflected and incident waves at the output when the reflec­
tion from Rs (i.e., Vj'") is zero. This parameter represents the accuracy of the output 
matching. 

4. For S21, we have from Fig. 2.69(d) 

v­
- 2 1 - v+ Vi =O· 

I -
(2.207) 

Thus, S21 is the ratio of the wave incident on the load to that going to the input when 
the reflection from RL is zero. This parameter represents the gain of the circuit. 

We should make a few remarks at this point. FiJSt, $-parameters generally have 
frequency-dependent complex values. Second, we often express $-parameters in un its of 
dB as follows 

SmnldB = 20 log I S,ml- (2.208) 

Third, the condition V2+ = 0 in Eqs. (2.204) and (2.207) requires that the reflection from RL 
be zero, but it does not mean that the output port of the circuit must be conjugate-matched 
to RL. This condition simply means that iJ, hypothetically, a transmission l ine having a char­
acteristic impedance equal toRs carries the output signal to RL, then no wave is reflected 
from RL.. A similar note applies to the requirement v: = 0 in Eqs. (2.205) and (2.206). 
T he conditions Vj'" = 0 at the input or Vi = 0 at the output facilitate high-frequency mea­
surements while creating issues in modern RF design. As mentioned in Section 2.3.5 and 
exemplified by the cascade of stages in Fig. 2.53, modern RF design typically does not 
strive for matching between stages. Thus, if S11 of the first stage must be measured with 
RL. = Rs at its output, then its value may not represent the S 11 of the cascade. 

In modern RF design, S 11 is the most conm10nly-used S parameter as it quantifies the 
accuracy of impedance matching at the input of receivers. Consider the arrangement shown 
in Fig. 2.70, where the receiver exhibits an input impedance of Z;,. The incident wave Vj'" 
is given by V;11 /2 (as if Zu, were equal to Rs). Moreover, the total vol tage at the receiver 

Rs 

Receiver 

Figure 2.70 Receiver wilh incident and reflected woves. 
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input is equal to V;11Z;11/ (Z;11 + Rs), wnicb is also equal to V~ + V~. Thus, 

It follows that 

V~ 2;11 - Rs 

V~ = Z;n + Rs 

(2.209) 

(2.2 10) 

(2.2 11) 

Called the "input reflection coefficient" and denoted by 1';, , this quanti ty can also be 
considered to be s,, if we remove the condi tion Vi = 0 in Eq. (2.204). 

Example 2.30 

Determine the S-parameters of the common-gate stage shown in Fig. 2.71(a). Neglect 
channel-length modulation and body effect. 

(a) 

Yt---t-<> 

Rs 

Ro 
v2· ..... 

y +---.......-''----, 

~ r-Wv--x_, M 1-=-

I ex 

(c) 

(b) 

Figure2.71 (a) CG stage for calculation ofS·paramerers, (b) inclusion of capacitors, (c) ejfecr 
ofrejlecred wave ar outpuT. 
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Example 2.30 (Continued) 

Solution: 

Drawing the circui t as shown in Fig. 2.71 (b), where Cx = CGs + Cso and Cr = CGo +Coo. 
wewriteZ;, = (1 / g111)II (Cxs)- 1 and 

s •• = Z;n- Rs 
(2.212) 

Z;n + Rs 

= l - gmRs - Cxs 
(2.21 3) 

I+ gmRs + Cxs 

For S12 . we recognize that the arrangement of Fig. 2.71 (b) yield~ no coupl ing from the 
output to the input if channel-length modulation is neglected. Thus, S12 = 0. For S22 , we 
note that 20 ,, = Rvi i(Crs)- 1 and hence 

Zmu - Rs 
Sz2 = =---..,.... 

Zout +Rs 

= -
Rs - Ro + RsRoCrs 

Rs + Ro + RsRvCrs· 

(2.214) 

(2.215) 

Lastly, S21 is obtained according to the configuration of Fig. 2.71 (c). Since v; f V;11 = 
(V2 f Vx)(Vx f V;n) . v; f Vx = g., [Roi iRsii(Crs)- 1

], and Vx f V;" = Z;n/ (Z;n + Rs), we 
obtain 

v~- ( I ) I - ·- = gm RoiiRsil- · 
V;" C)'S l + gmRs + RsCxs 

(2.216) 

It follows that 

(2.217) 

2. 7 ANAL VSIS OF NONLINEAR DYNAMIC SVSTEMS25 

Jn our treatment of systems in Section 2.2, we have assumed a static nonl inearity, e.g., in 
the form of y(l) = a 1x(1) + a2xZ(l) + a3.~(t) . In some cases, a circuit may exhibi t dynamic 
nonlinearity, requiring a more complex analysis . In this section, we address this task. 

2.7.1 Basic Considerations 

Let us first consider a general nonlinear system with an input given by x(t) = A 1 cos cu ,t + 
A2 cos cu2 t. We expect the output, y(l). to contain harmonics at ncu , , mcuz, and 1M products 

25. This sectioo can be skipped i.o a fi rst readiog. 
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at kU>J ± qUJ2, where, 11, m, k, and q are integers. In other words, 

00 00 

y(l) = I.:O" cos(IIU>J 1 + 011) + L b11 cos(nw2t + ¢ 11) 

u= l u= l 

00 00 

+ L L c,_,cos(nWJI + mw21 + 1/)11,,.) . (2.218) 
11= -oorrr = - oo 

In the above equation, a,, b,., c,.,,., and the phase shifts are frequency-dependen t quanti ties. 
If the differential equation governing the system is known, we can simply substi tute for y(1) 
from tbis expression, equate the like terms, and compute a,, b,, cm,, and the phase shifts . 
For example, consider the simple RC section shown in Fig. 2.72, where the capaci tor is 
non linear and expressed as C1 = Co( I +a V0 ur) . Adding the voltage.s across R1 and C1 and 
equating the result to V;,., we have 

dVour 
R1Co( l + aV0 ,,)-- + Vout = V;,.. 

d! 
(2.219) 

Now s uppose V;,(t) = Vo cos w1 t + Vo cos uJZI (as in a two-tone rest) and assume the system 
is only "weakly" non linear, i.e., only the output terms at Wf, UJ2, w1 ± w2, 2WJ ± w2, and 
2w2 ±WI are significant. Thus, the output assume.s the form 

V0, 1(1) = a 1 cos(w1t + ¢ J) + b1 cos(w21 + ¢2) + CJ cos[(W J + W2)t + ¢3] 

+ c2 cos((w1 - w2)1 + ¢4) + CJ cos[(2wr + W2)1 + <Psl 
+ c4 cos[(wJ + 2w2)1 + ¢6] + cs cos[(2wJ - w2)1 + ¢7] 

(2.220) 

where, for s implicity, we have used c111 and ¢ 111 • We must now substitute for V0 111(1) and 
V;11 (1) in (2.219), convert products of s inusoids to sums, bring all of the terms to one side of 
the equation, group them according to their frequencies, and equate the coefficient of each 
sinusoid to zero. We thus obtain a system of 16 nonlinear equations and 16 knowns (a 1, b1, 
CJ, ... , C6, ¢ 1, · · ., 1/)g). 

Figure 2.72 RC circuit with nonlinear capacitor. 

T his type of analysis is called "harmonic balance" because it predicts the output fre­
quencies and auempts to "balance" the two sides of tbe circuit's differential equation by 
including these components in V0 11((1) . The mathematical labor in harmonic balance makes 
hand analysis difficult or impossible. The "Volterra series" approach, on the other hand, 
prescribes a recursive method that computes the response more accurately in successive 
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steps without the need for solving nonlinear equations. A detailed treatment of the concepts 
described below can be found in [10-14]. 

2.8 VOL TERRA SERIES 

In order to understand how the Volterra series represents the time response of a system, 
we begin with a simple input form , V;.(l) = Vo exp{jWJI). Of course, if we wish to obtain 
the response to a s inusoid of the form Vocosw11 = Re{Voexp{jw1t)}, we simply cal­
culate the real part of the output.26 (The use of the exponen tial form greatly simplifies 
the manipulation of the product terms.) For a linear, time-invariant system, the output is 
given by 

(2.221) 

w here H(w1) is the Fourier transform of the impulse response. For example, if the capacitor 
in Fig. 2.72 is linear, i.e. , C1 = Co, then we can substitute for V0111 and V;, in Eq. (2.219): 

(2.222) 

It follows that 
1 

H(WJ) = . 
R1Cojw1 +I 

(2.223) 

Note that the phase shift introduced by tbe c ircuit .is included in H(w 1 ) here. 
As our next step, let us a~k, how should the output response of a dynamic non linear 

system be expre.ssed? To this end, we app ly two tones to the input, V;11 (t) = Vo exp{juJ 1 1) + 
Vo exp(jw21), recognizing that the output consists of both linear and nonlinear responses. 
The former are of the form 

(2.224) 

and the Iauer include exponentials such as exp[j(w1 + w2)1], etc. We expect that the coeffi­
cient of such an exponential is a function of both w1 and wz. We thus make a slight change 
in our notati on: we denote H (wj) in Eq. (2.224) by H I(Wj) [to indicate first-order (l inear) 
terms] and the coefficient of exp[j(w1 + Wz)t] by H2(w1, Wz). In other words, the overall 
output can be written as 

V0, 1(1) = HJ(WJ) Voexp(jWJI) + H J(w2)Voexp(jw2t) 

+ Hz(wJ, Wz) vJ exp[j(wt + wz)l) + · · · . (2.225) 

How do we determjne the terms at 2w1, 2wz, and w1 - wz? If H2(w1, wz) exp(j(w1 + 
w2)1) represents the component at WJ + w2, then H2(w1, WJ) exp(j(2wJ)t) must model 

26. From anorher point of view, in v0 exp(jw1 t) = v0 cosw1 1 + jV0 sin w1 t, [he firsr renn generares ics own 
response. as does the second term; the two 1·esponses remain distinguishable by vinue of the factor j . 
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that at 2wt. Similarly, Hz(w2, w2) and H2(w1, -w2) serve a~ coefficients for exp[j(2w2)t) 
and exp[j(wt - w2)t], respectively. In other words, a more complete form of Eq. (2.225) 
reads 

v(lllt (l) = HJ(W t) Voexp(}Wjl) + HJ(W2) Voexp(JU>21) + H2(WJ,W[)VJ exp(2}wJI) 

+ H2Cw2, w2)VJ exp(2}U>2t) + H2Cwt, w2)VJ exp[j(wt + U>2)1] 

+ H2(w1, -w2) vJ exp[j(wt - w2)t] + · · · . 

Thus, our task is s imply to compute H2(w1, w2). 

Example 2.31 

Determine H2Cw1, w2) for the ci rcuit of Fig. 2.72. 

Solution: 

(2.226) 

We apply the input V;,(t) = Vo exp(jw1 t) + Vo exp(}w21) and assume the output is of the 
form V0ur(t) = Ht (WI )Vo exp(}wt l) + Ht (w2)Vo exp(}w21) + Hz(wl, w2) VJ exp[j(w1 + 
(L)z)t l. We substitute for V0 u1 and V,:,, in Eq. (2.219): 

R1Co(l + aH1(w1)Voefw,r + aH1(w2) Voef"'21 + aH2(w1, w2)VJef<w,+w2)
1J 

X [H 1 (wL)}w1 Voei"'' 1 + Ht (w2)}u.12 Voef"'21 + Hz(wl, w2)}(w1 + W2) 

X vJef1'"1+w2)1] + HI (WI)e/"'11 + HI(W2)ei"'21 + H2(WI,U>2lVJeftwi-WJ)I 

To obtain H2, we only consider the terms containing w1 + wz: 

That is, 

Rl Co[aH I (wl )HI (wz)}wl vJef1"'' +W2)I + aH I (U>2)H I (WI )jwz vJef<w, +WJ)I 

+ H2Cw1, wz)J(wl + U>2) vJef1"'' ~WJl'J + H2Cw1. w2) 

X VJeftwl +wJ)I = 0 

H ( -a_R.:...I C....:o::,::l...:.. ( W.....:..._L _+_w__:2:.:.) H__.:...t (:....w....:.1 :....) H__:_:t (_w.:::._2) 
? WI W?) = -
- '- R1CoJ(w1+ W2)+ l · 

(2.227) 

(2.228) 

(2.229) 

Noting that the denominator resembles that of (2.223) but with w1 replaced by w1 + w2, 
we simplify H2Cw1, w2) to 

(2.230) 

Why did we assume V0111 (1) = H1(w,)Voexp(}w11) + H 1(w2)Voexp(jwzt) + 
H2 VJ(uJJ, w2) exp[j(w1 + u)2)1) while we know that V0ur(t) also contains terms at 
2w1, 2w2, and w 1 - w2? This is because these other exponentials do not yield terms of the 
form exp[j(w1 + Wl)l]. 
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If an input Vo exp(}wtl) is applied to the circui t of Fig. 2.72, determine the amplitude of 
the second harmonic at the output. 

Solution: 

As mentioned earlier, the component at 2Wt is obtained as H2(w1, wt) vJ exp[J(w1 + w1 )1]. 
Thus, the amplitude is equal to 

IA2w!l = lo:RICo(2wi)HT(wi)HI(2wi)IVJ 

21o: IRI Cow1 V0
2 

= ----:---:-:------r==== 
(RTC~wr + I )J 4RTC~wT + I 

(2.231) 

(2.232) 

We observe that A2w1 falls to zero as w1 approaches zero because C1 draws little current, 
and also as w1 goes to infinity because the second harmonic is suppressed by the low-pass 
nature of the circuit. 

Example 2.33 

If two tones of equal ampl itude are appl ied to the circuit of Fig. 2.72, determine the 
ratio of the amplitudes of the components at w1 + w2 and w1 - w2. Recall that H1 (w) = 
(R1Cojw+ 1)- 1• 

Solution: 

From Eq. (2.230), the ratio is given by 

1
Awl +w21 =I Hz(wl, Wz) I 
Awl-w2 Hz(w,, -Wl) 

I 
(w1 + lL>z)HI (w2)H1 (wt + lL>z) I 

= Cw1 - wz)HI ( - cu2)H1 (w, - Wl) · 

Since IH1 (W2)1 = IH1 ( -w2)1, we have 

I 
Awl+w2 1 = (U.JI + w2) J Ri CJ(w 1 - w2)2 + I . 

Awl-w2 lw1 - w2)1JRr C6Cwt + W2)2 + I 

(2.233) 

(2.234) 

(2.235) 

The foregoing examples point to a methodical approach tbat allows us to compute 
the second harmonic or second-order IM components with a moderate amount of algebra. 
But how about higher-order harmonics or 1M products? We surmise that for Nth-order 
terms, we must apply the input V;,(t) = Vo exp(Jw1t) + · · · + Vo exp(.iwNt) and compute 
H,(w1, . .. , w,) as the coefficient of the exp[j(w1 + · · · + w,)t] terms in the output. The 



80 Chap. 2. Basic Concepts in RF Design 

output can therefore be expressed as 

N N N 

Vow(!) = I: HI (wk) Vo exp(}Wkl) + I: I: Hz(w,., ±wk) vJ exp[j(Wm ± Wk)t] 
k= l m= l k= l 

N N N 

+ L L L H3(w,, ±w,, ± wk)VJ exp(j(w, ± w, ± Wk)t] + · · · . (2.236) 
n= l m = l k. = l 

The above representation of the output is called the Volterra series. As exemplified by 
(2.230), H111 (WI, .. . , w,) can be computed in terms of H 1, ... , Hm - 1 with no need to solve 
nonlinear equations. We call H,. the m-tb "Volterra kernel." 

Example 2.34 

Determine the third Volterra kernel for tbe circuit of Fig. 2.72. 

Solution: 

We assume V;,(l) = Voexp(}w11) + Voexp(}w21) + Voexp(Jw31). Since the output con­
tains many components, we introduce the short hands H111) = H 1 (w1) Vo exp(jw1 t ), 
Hl(2) = H 1(W:2)Yoexp(jw21), etc., H2(1.2) = H2(w, , w2)VJ exp[J(w, + w2)t l, etc., and 

H3(1.2.3) = H3 (w1, w2, WJ)VJ cxp[j(wt + w2 + WJ)t ]. We express the output a~ 

VowU) = Ht( t) + Ht(2) + Ht(3) + H211.2) + H2(1.3) + H2(2.3) + H2(t. t) 

+ H2(2.2) + H2(3.3) + H3( 1.2.3) + · · · . (2.237) 

We must substitute for V0111 and V;, in Eq. (2.219) and group all of the terms that con­
tain w1 + w2 + WJ. To obtain such terms in the product of aV0u1 and dVourfdt, we 
note that aH2(1.2).iw3H1(3) and 01H1(3).i(w1 + wz)H2(1.2) produce an exponential of the 
form exp[j(w1 + W2)1]exp(}wJ). Similarly, aH2(2.3J}WI H I(I)• aH111Ji(w2 + WJ)H2(2.3)• 
OTH21 l.3Jiw2HI(2), and OTHI(2J}(wl + w3)H2(1.J) result in w 1 + w2 + WJ. Finally, the product 
of aV0111 and dV0 ur/dt also contains I X j(w1 + w2 + WJ)H3(1.2.3)· Grouping all of the 
terms, we have 

HJ(WJ, W2, WJ) 

. R C Hz(w 1,wz)w3H1(w3) + H2(wz,w3)w1 H 1(w1) + H2(wi,W3)w2H 1(wz) 
= -JOT I 0 

R1Co)(w1 + w2 + WJ) + I 
. R H 1 (wtHW2 + w3)H2(w2, uJJ) + H1 (w2)(w1 + w3)H2(to1, w3) 

- Ja ,co--~~~--~~~~~--~~~~--~~~--= 
R1Coj(w1 + w2 + w3) + I 

. R C H 1 (w3)(w1 + w2)H2(w1, W:l) 
- JOT I 0 · 

R1 Coj(wl + W:2 + w3) + 1 
(2.238) 

Note that H2(l. l), etc .• do not appear here and could have been omiued from Eq. (2.237). 
With the third Volterra kernel avai lahlc, we can compute the amplitude of critical terms. 
For example, the third-order 1M components in a two-tone test are obtained by substituting 
w 1 for WJ and -w2 for w2. 
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The reader may wonder if the Volterra series can be used with inputs other than 
exponentials. This is indeed possible [ 14] but beyond the scope of this book. 

The approach described in th is section is called the "harmonic" method of kernel 
calculation. In summary, this method proceeds as follows: 

1. Assume V;,(l) = Vo exp(jw11) and VoUT(t) = H 1 (w1 )Vo exp(jw1 t) . Substitute for 
V0111 and V;, in the system's differential equation, group the terms that contain 
exp(}w11), and compute the first (linear) kernel, H 1 (w1 ) . 

2. Assume V;,(t) = Vo exp()w11) + Vo exp()wzt) and V0,11(t) = H 1 (w1) Vo exp()w1 t) + 
H 1 (W:l) Yo exp(}w21) + H2(w1, w2) vg exp (j(wt + w2)t]. Make s ubstitutions in the 
differential equation, group the terms that contain exp[j(w1 + W:l)l], and determine 
the second kernel, Hz(wl, wz). 

3. Assume V;,(t) = Vo exp(}w11) + Vo exp(}W:lt) + Vo exp(}w31) and V0w(l) is given 
by Eq. (2.237). Make substitutions, group the terms that contain exp[j(wl + w2 + 
w3)t), and calculate the third kernel, HJ(WJ, w2 , WJ) . 

4. To compute the amplitude of harmonics and IM components, choose WJ, W:l, ... 
properly. For example, H2(w1, w1 ) yields the transfer function for 2w1 and 
H3(w1 , - wz, w1) the transfer function for 2w1 - W:l · 

2.8. 1 Method of Nonlinear Currents 

As seen in Example 2.34, tbe harmonic method becomes rapidly more complex as n 
increases. An alternative approach called the method of "nonlinear current~" is sometimes 
preferred as it reduces the algebra to some extent. We descri be the method itself here and 
refer the reader to [13] for a formal proof of its validity. 

The method of nonl inear currents proceeds as follows for a c ircuit that contains a two­
terminal nonl inear device [13]: 

1. Assume V;,(l) = Vo exp(jw,t) and determine the l inear response of the circuit by 
ignoring the non linearity. The " response" includes both the output of interest and 
the voltage across the nonlinear device. 

2. Assume V;,,(t) = Voexp(.iw11) + Voexp(jw21) and calculate the voltage across the 
nonlinear device, assuming it is linear. Now, compute the nonlinear component of 
the current flowing through the device, assuming the device is nonl inear . 

3. Set tbe main input to zero and place a current source equal to the non Linear 
component found in Step 2 in parallel with the non linear device . 

4. Ignoring the nonlinearity of the device again, determine the circuit's response to the 
current source applied in Step 3. Again, the response includes the output of interest 
and the voltage across the nonlinear device. 

5. Repeat Steps 2, 3, and 4 for higher-order responses. The overall response is equal 
to the output component~ found in Steps 1, 4 , etc. 

The following example illustrates the procedure. 
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Example 2.35 

Determine H3(w1, w2, WJ) for the circuit of Fig. 2.72. 

Solution: 

In this case, the output voltage also appears across the nonlinear device. We know that 
H,(w,) = (R,Cojw, + 1)-1. Thus, with V;11 (1) = Voexp(jw1t), the voltage across the 
capacitor is equal to 

Vo · 
Vct(t) = e~w•'. 

R 1Co}w1 +I 
(2.239) 

In the second step, we apply V;11 (1) = Vo exp(jw1t) + Vo exp(jw2t), obtaining the linear 
voltage across C 1 as 

(2.240) 

Wi th this voltage, we compute the nonlinear current flowing through C1: 

(2.241) 

(2.242) 

Since only the component at w1 + w2 is of interest at this point. we rewrite the above 
expression as 

(2.243) 

(2.244) 

In the third step, we set the input to zero, a%ume a linear capacitor, and apply Icl.non(t) in 
parallel with C1 (Fig. 2.73). The current component at w1 + w2 flows through the parallel 
combination of R, and Co, producing VCJ.non(t): 

Figure 2.73 Inclusion of nonlinear current in RC section. 

Sec. 2.8. Volterra Series 

? .( + ) 
Vct.nonU) = - aCoj(wl + W2)V0el "'' w2 'H,(w1) 

R, X Ht (w? )---___.:_ __ _ 
- R1Coi(w1 + w2) + I 

= -aRtCo)(wl + w2)HI(i<J t)Ht(u)2)Ht(WI + W2)VJei<w,+w2)1• 
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(2.245) 

(2.246) 

We note that the coefficient of VJ exp[j(w1 + (!)])t] in these two equations is the same as 
H2(w1, wz) in (2.229). 

To determine H3(w1, w2, w3), we must a%ume an input of the form V;11 (t) = 
Vo exp(jw1 t) + Vo exp(jw21) + Vo exp(jwJI) and wri te the voltage across c, as 

Vc, (t) = H , (w,)Voei'"' ' + H, (w2)VoeiW2' + H,(w3)Voei"'31 + H2(w, ,w2WJei<w,+w2)1 

(2.247) 

Note that, in contra~! to Eq. (2.240), we have included the second-order nonlinear terms in 
the voltage so as to calculate the third-order tennsY The nonlinear current through Ct is 
thus equal to 

dVc , 
Ic t.,wn(t) = aCoVCJ J,· 

We substitute for VCJ and group the terms containing WJ + W2 + w3 : 

Ict .non(t) = aCoiH1 (w,)H2(w2, WJ))(W2 + w3) + H2(w2, WJ)jw,H, (w1) 

+ H,(W2)H2(w,, WJ))(w, + w3) + H2Cw1, W3)}w2H1 (wz) 

(2.248) 

+ H1 (uJJ)H2(i<JI, W2)}(wt + w2) + H2(w1, W2)}wJHt (WJ)JVJei<wt TW2+w3)t 

+ ... . (2.249) 

This current Aows through the parallel combination of R, and Co. yielding VCJ.non(l). The 
reader can readily show that the coefficient of exp[j(w1 + w2 + WJ)/] in Vc t.twnU) is the 
same as the third kernel expressed by Eq. (2.238). 

The procedure described above applies to two-terminal non linear devices. For transis­
tors, a similar approach can be taken. We illustrate this point with the aid of an example. 

Figure 2.74(a) shows the input network of a commonly-used LNA (Chapter 5). Assuming 
that gmL,f Ccs = Rs (Chapter 5) and Io = a(Vcs- VTH)2, determine the nonlinear terms 
in 10 111 • Neglect other capacitances, channel-length modulation, and body effect. 

(Continues) 

27. Other terms are excluded because they do not lead 10 a component at w1 + Wz + WJ· 
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Example 2.36 (Continued) 

~ ~ 

(a) (b) 

~ 

(c) 

Figure 2.74 (a) CS stage with inductors in series with source and gate, (b) inclusion of nonlinear 
current, (c) computation of olllp/J/ current. 

Solution: 

In this circuit, two quantities are of interest, namely, the output current, /0 111 ( = Io), and 
the gate-source voltage, V1 ; the latter must be computed each time as it determines the 
nonlinear component in lv. 

Let us begin with the linear response. Since the current flowing through LI is equal to 
v, Cess + 8m v, and that flowing through Rs and Le equal to v, Cess, we can write a KVL 
around the input loop as 

(2.250) 

It follows that 
v, 
-- - ----------~----------------

V;n (LI + L(;)Ccss2 + (RsCcs + gmLI )s + I · 
(2.251) 

Since we have assumed gmLt / Ccs = Rs. for s = jw we obtain 

v, . 
-- (;w) = ------.,. = H, (w), 
V;" w2 

2g..,Li)w + I 
w~ 

(2.252) 
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Example 2.36 (Continued) 

Now, we a~sume V;11 (t) = Voexp(jw, t) + Voexp(}w2t) and write 

(2.253) 

Upon experiencing the characteristic lv = a v?, this voltage results in a non linear current 
given by 

(2.254) 

In the next step. we set V111 to zero and insert a current source hav ing the above value in 
parallel with the drain current source [Fig. 2.74(b)]. We must compute v, in response to 
lv.non• assuming the circui t is linear. From the equivalent circui t shown in Fig. 2.74(c), we 
have the following KVL: 

(Rs + Lcs)V,Ccss + V, + (g,VI + lv.rwn + V ,Ccss)L,s = 0. (2.255) 

Thus, for s = jw 
v, . - }Ltw 
-- (jW) = __ __:_.:....__-.,.2 . 
I D.non (J) 

2gmLI}W + J - --;; 
Wij 

(2.256) 

Since Io.1wu contains a frequency component at WI + w2, the above transfer function must 
be calculated at WI + w2 and multipl ied by lo. 11011 to yield VI. We therefore have 

(2.257) 

In our last step, we assume V;" (t) = Vo exp(Jwii) + Vo exp(}w21) + Vo exp(}w3t) and write 

Since lo = aV?, the nonlinear current atwi + w2 + W3 is expressed as 

la.non = 2a[HI (wi)H2(W2, W3) + H 1 (w2)H2(w1, W3) 

+ H, (W3)H2(WI, W2)JV3ei<w• +w2+w>>r . 

(2.258) 

(2.259) 

The third-order nonlinear component in the output of interest, 10 , 1, is equal to the 
above expression. We note that, even though the transistor exhibit~ only second-order 
nonlinearity, the degeneration (feedback) caused by L1 results in higher-order terms. 

The reader is encouraged to repeat this analysis using the harmonic method and see 
that it is much more complex. 



86 Chap. 2. Basic Concepts in RF Design 

REFERENCES 

[I) B. Razavi, Desig11 ojA11alog CMOS l11tegmred Circuits. Boston: McGraw-Hill, 2001. 
[2] L. W. Couch, Digital a11d Analog Conmumicatio11 Systems, Fourth Edition, New York: 

Macmillan Co., 1993. 
(3) A. van derZiel, "Thermal Noise in Field Effect Transistors," Proc. IRE, vol. 50, pp. 1808-1812, 

Aug. 1962. 
[4] A. A. Abidi , ''High-Frequency 1oise Measurements on FETs with Small Dimensions," IEEE 

Trans. Electro11 Devices, vol. 33, pp. 1801-1805, Nov. 1986. 
[5) A . .1. Sholten et al., "Accurate Thermal Noise Model of De.ep-Submicron CMOS," IEDM Dig. 

Tech. Papers, PI>· 155- 158, Dec. 1999. 
[6] B. Razavi, "Impact of Distributed Gate Resistance on the Performance of MOS Devices," 

IEEE Trans. Circuits and Systems- Part /, vol. 41, pp. 750-754, Nov. 1994. 
[7) H. T. Fri is, "Noise Figure of Radio Receivers," Proc. IRE, vol. 32, pp. 419-422, July 1944. 
[8] A. Papoulis, Probability, Ra11dom. Variables, and Stochastic Processes, Third Edition, New 

York: McGraw-Hill, I 99 I. 
[9) R. W. Bennet, "Me.thods of Solving Noise Problems," Proc. IRE, vol. 44, pp. 609--638, May 

1956. 
[10] S. Narayanan, "Application of Volterra Series to lntermodulation Distortion Analysis of 

Transistor Feedback Amplifiers," IEEETran. Circuit Theory, vol. 17 , pp. 518-527, Nov. 1970. 
[II ) P. Wambacq et al., "High-Frequency Distortion Analysis of Analog Integrated Circuits," IEEE 

Tra11. Circuits cmd Systems, /1, vol. 46, pp. 335- 334, March 1999. 
[1 2] P. Wambaq and W. Sansen, Distortion A11alysis of A11alog Integrated Circuits, Norwell, MA: 

Kluwer, I 998. 
[ I 3) J. Bussganag, L. Ehrman, and J. W. Graham, "Analysis of Nonlinear Systems with Multiple 

Inputs," Proc. IEEE, ' '01. 62, pp. 1088- 1119, Aug. 1974. 
[14 ] E. Bedrosian and S. 0. Rice, "The Output Properties of Volterra Systems (Nonlinear Systems 

with Memory) Dliven by Hannonic and Gaussian Inputs," Proc. IEEE, vol. 59, pp. 1688-
1707, Dec. 1971. 

PROBLEMS 

2.1. Two nonli.ne.ar stages are cascaded. If the inpulioutput characteristic of each stage 
is approximated by a third-order polynomial, determine the P1 t1B of the cascade in 
terms of the PI dB of each stage. 

2.2. Repeat Example 2.ll if one interferer has a level of-3 dBm and the other, -35 dBm. 

2.3. If cascaded, stages having only second-order nonlinearity can yield a fini te /P3. For 
example, consider the cascade identical common-source stages shown in Fig. 2.75. 

..... ---..,... Voo 

Figure 2.75 Cascade ofCS stages. 
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2.4. 

2.5 . 

2 .6. 

lf each transistor operates in saturation and follows tbe ideal square-law behavior, 
determine the /P3 of the ca~cade. 

Determine the JP3 and P 1dn for a system whose characteristic is approximated by a 
fifth-order polynomial. 

Consider the scenario shown in Fig. 2.76, where tu3 - tu2 = U>2 - tu3 and the band­
pass filter provides an attenuation of 17 dB at C02 and 37 dB at WJ. 

10mV 10mV 

0.1 mV 

0 t t . 
Amplifier 

- 2dB 

-17 dB .. ~ ...... 

- 37 dB ·-f-····-j-····· 

(!) 1 (!) 2 (!)3 (J) 

Figure 2.76 Cascade of BPF and amplifier. 

(a) Compute the JJP3 of the ampli fier such that the imermodulation product falling 
at w 1 is 20 dB below the des ired signal. 

(b) Suppose an amplifier with a voltage gain of 10 dB and JJP3 = 500 mYp precedes 
the band-pass filter. Calculate the JJP3 of the overall chain . (Neglect second­
order nonl inearities.) 

Prove that tbe Fourier transform of the autocorrelation of a random signal yields tbe 
spectrum, i.e., the power measured in a 1-Hz bandwidth at each frequency. 

2.7 . A broadband circuit sensing an input Vo cos wot produces a third harmonic 
v3 cos(3wot) . Determine the 1-dB compression poin t in terms of Vo and \13 . 

2.8 . Prove that in Fig. 2.36, the noise power delivered by R1 to R2 is equal to that deliv­
ered by R2 to R1 if the resistors reside at the same temperature. What happens if they 
do not? 

2.9. Explain why the channel thermal noise of a MOSFET is modeled by a curren t source 
tied between the source and drain terminals (rather than, say, between the gate and 
source terminals) . 

2.1 0. Prove that the channel thermal noise of a MOSFET can be referred to the gate as a 
voltage given by 4kTy f g111• As sbown in Fig. 2 .77, tbe two circuits must generate tbe 
same current w ith the same terminal voltages. 

2 .11 . Determine the NF of the c ircuit s hown in Fig. 2 .52 using Fri is' equation. 

2 .12. Prove that the output noise voltage of the circuit shown in Fig. 2 .46(c) is given by 

v2 = f2r2 
n2 n l o· 
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Figure 2.77 Equivalent circuits for noise of a MOSFJ:.J. 

2.13. Repeat Example 2.23 if the CS and CG stages are swapped. Does the NF change? 
Why? 

2.14. Repeat Example 2.23 if R01 and R02 are replaced with ideal current sources and 
channel-length modulation is not neglected. 

2. 15. The input/output characteristic of a bipolar di fferential pair is given by Vour = 
-2Rcl u tanh(Vin/(2Vr)), where Rc denotes the load resistance, Iu is the tail 
current, and Vt = kT I q. Determine the /?3 of the circuit. 

2.16. What happens to tbe noise figure of a circuit i£ tbe circuit is loaded by a noiseless 
impedance z~.- at its output? 

2. 17. The noise figure of a circuit is known for a source impedance of Rs1• Is it possible to 
compute the noise figure for another source impedance Rs2 ? Explain in detail. 

2. 18. Equation (2.122) impl ies that the noise figure falls as Rs rises. Assuming that the 
antenna voltage swing remains constant, explain what happens to the output SNR as 
Rs increases. 

2. 19. Repeat Example 2.21 for the arrangement shown in Fig. 2.78, where the transformer 
amplifies its primary voltage by a factor of nand transforms Rs to a value of n2R5. 

Figure 2.78 CS stage driven by a transformer. 

2.20. For matched inputs and outputs, prove that the NF of a passive (reciprocal) circuit is 
equal to its power .l oss. 

2.21. Determine the noise figure of each circuit in Fig. 2.79 with respect to a source 
impedance Rs. Neglect channel-length modulation and body effect. 
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(a) (b) (c) 

(d) (e) 

Figure 2.79 CS stages for NF calculation. 

2.22. Determine the noise figure of each circuit in Fig. 2.80 with respect to a source 
impedance Rs. Neglect channel-length modulation and body effect. 
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vin 
R1 

.. 
(al (b) (c) 
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Vb--J 

Vout 

vout 
Ro 

+ /1 

.,. 
(e) (d) 

Figure 2.80 CG stages for NF calculation. 
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2.23. Determine the noise figure of each circuit in Fig. 2.81 with respect to a source 
impedance Rs. Neglect channel-length modulation and body effect. 

Voo 
Voo 

Ro Ro M2 

vout 
Vout 

vb o---J vb o---J 
vin 

vin vin 

(a) (b) (c) 

Figure 2.81 Stages for NF ca/culatioll. 

CHAPTER 

3 
COMMUNICATION CONCEPTS 

The design of highly-in tegrated RF transceivers requires a solid understanding of commu­
nication theory. For example, as mentioned in Chapter 2, the receiver sensitivi ty depends 
on the minimum acceptable signal-to-noise ratio, which itself depends on the type of mod­
ulation. In fact, today we rarely design a low-noise ampUfier, an oscil lator, etc., with no 
attention to the type of transceiver in which they are used. Furthermore, modern RF design­
ers must regularly interact wi th digi tal s ignal processing engineers to trade functions and 
specifications and must therefore speak the same language. 

This chapter provides a basic, yet necessary, understanding of modulation theory and 
wireless standards. Tailored to a reader who is ultimately interested in RF JC design rather 
than communication theory, the concepts are described in an intuitive language so that they 
can be incorporated in the reader 's daily work. The outline of the chapter is shown below. 

Modulation 

• AM, PM, FM 
• lntersymbol Interference 
• Signal Constellations 
• ASK, PSK, FSK 
• QPSK, GMSK, QAM 
• OFDM 
• Spectral Regrowth 

Mobile Systems 

• Cellular System 
• Hand-off 
• Multipath Fading 
• Diversity 

Multlple Access Technqlues Wireless Standards 

• Duplexlng • GSM 
• FDMA • IS- 95 COMA 
• TDMA • Wideband COMA 
• COMA • Bluetooth 

• IEEE802.11a/b/g 

3.1 GENERAL CONSIDERATIONS 

How does your voice enter a cell phone here and come out of another cell phone miles 
away? We wish to understand the incredible j ourney that your voice signal takes. 

The transmitter in a cell phone must convert the voice, which is called a "baseband 
signal" because its spectrum (20 Hz to 20 kHz) is centered around zero frequency, to a 
"passband signal ," i.e., one residing around a nonzero center frequency, We [Fig. 3.1 (b)]. 
We call We the "carrier frequency." 
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