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Preface

In 2003 I began teaching a course entitled Lévy processes on the Amsterdam-
Utrecht masters programme in stochastics and financial mathematics. Quite
naturally, I wanted to expose my students to my own interests in Lévy
processes; that is, the role that certain subtle behaviour concerning their fluc-
tuations play in explaining different types of phenomena appearing in a num-
ber of classical models of applied probability. Indeed, recent developments in
the theory of Lévy processes, in particular concerning path fluctuation, have
offered the clarity required to revisit classical applied probability models and
improve on well established and fundamental results.

Whilst teaching the course I wrote some lecture notes which have now
matured into this text. Given the audience of students, who were either en-
gaged in their ‘afstudeerfase’1 or just starting a Ph.D., these lecture notes were
originally written with the restriction that the mathematics used would not
surpass the level that they should in principle have reached. Roughly speaking
that means the following: experience to the level of third year or fourth year
university courses delivered by a mathematics department on

- foundational real and complex analysis,
- basic facts about Lp spaces,
- measure theory, integration theory and measure theoretic probability theory,
- elements of the classical theory of Markov processes, stopping times and the

Strong Markov Property.
- Poisson processes and renewal processes,
- Brownian motion as a Markov process and elementary martingale theory in

continuous time.

For the most part this affected the way in which the material was handled
compared to the classical texts and research papers from which almost all of
the results and arguments in this text originate. A good example of this is

1The afstudeerfase is equivalent to at least a European masters-level programme.
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the conscious exclusion of calculations involving the master formula for the
Poisson point process of excursions of a Lévy process from its maximum.

There are approximately 80 exercises and likewise these are pitched at a
level appropriate to the aforementioned audience. Indeed several of the exer-
cises have been included in response to some of the questions that have been
asked by students themselves concerning curiosities of the arguments given
in class. Arguably the exercises are at times quite long. Such exercises reflect
some of the other ways in which I have used preliminary versions of this text.
A small number of students in Utrecht also used the text as an individual
reading/self-study programme contributing to their ‘kleinescripite’ (extended
mathematical essay) or ‘onderzoekopdracht’ (research option); in addition,
some exercises were used as (take-home) examination questions. The exer-
cises in the first chapter in particular are designed to show the reader that
the basics of the material presented thereafter is already accessible assuming
basic knowledge of Poisson processes and Brownian motion.

There can be no doubt, particularly to the more experienced reader, that
the current text has been heavily influenced by the outstanding books of
Bertoin (1996) and Sato (1999), and especially the former which also takes a
predominantly pathwise approach to its content. It should be reiterated how-
ever that, unlike the latter two books, this text is not intended as a research
monograph nor as a reference manual for the researcher.

Writing of this text began whilst I was employed at Utrecht University,
The Netherlands. In early 2005 I moved to a new position at Heriot Watt
University in Edinburgh, Scotland, and in the final stages of completion of
the book to The University of Bath. Over a period of several months my
presence in Utrecht was phased out and my presence in Edinburgh was phased
in. Along the way I passed through the Technical University of Munich and
The University of Manchester. I should like to thank these four institutes and
my hosts for giving me the facilities necessary to write this text (mostly time
and a warm, dry, quiet room with an ethernet connection). I would especially
like to thank my colleagues at Utrecht for giving me the opportunity and
environment in which to develop this course, Ron Doney during his two-month
absence for lending me the key to his office and book collection whilst mine
was in storage and Andrew Cairns for arranging to push my teaching duties
into 2006 allowing me the focus to finalise this text.

Let me now thank the many, including several of the students who took
the course, who have made a number of remarks, corrections and suggestions
(minor and major) which have helped to shape this text. In alphabetical order
these are: Larbi Alili, David Applebaum, Johnathan Bagley, Erik Baurdoux,
M.S. Bratiychuk, Catriona Byrne, Zhen-Qing Chen, Gunther Cornelissen,
Irmingard Erder, Abdelghafour Es-Saghouani, Serguei Foss, Uwe Franz, Shota
Gugushvili, Thorsten Kleinow, Pawe�l Kliber, Claudia Klüppelberg, V.S.
Korolyuk, Ronnie Loeffen, Alexander Novikov, Zbigniew Palmowski, Goran
Peskir, Kees van Schaik, Sonja Scheer, Wim Schoutens, Budhi Arta Surya,
Enno Veerman, Maaike Verloop, Zoran Vondraček. In particular I would also
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like to thank, Peter Andrew, Jean Bertoin, Ron Doney, Niel Farricker, Alexan-
der Gnedin, Amaury Lambert, Antonis Papapantoleon and Martijn Pistorius
rooted out many errors from extensive sections of the text and provided valu-
able criticism. Antonis Papapantoleon very kindly produced some simulations
of the paths of Lévy processes which have been included in Chap. 1. I am most
grateful to Takis Konstantopoulos who read through earlier drafts of the en-
tire text in considerable detail, taking the time to discuss with me at length
many of the issues that arose. The front cover was produced in consultation
with Hurlee Gonchigdanzan and Jargalmaa Magsarjav. All further comments,
corrections and suggestions on the current text are welcome.

Finally, the deepest gratitude of all goes to Jagaa, Sophia and Sanaa for
whom the special inscription is written.

Edinburgh Andreas E. Kyprianou
June 2006
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1

Lévy Processes and Applications

In this chapter we define a Lévy process and attempt to give some indica-
tion of how rich a class of processes they form. To illustrate the variety of
processes captured within the definition of a Lévy process, we explore briefly
the relationship of Lévy processes with infinitely divisible distributions. We
also discuss some classical applied probability models, which are built on the
strength of well-understood path properties of elementary Lévy processes.
We hint at how generalisations of these models may be approached using
more sophisticated Lévy processes. At a number of points later on in this text
we handle these generalisations in more detail. The models we have chosen
to present are suitable for the course of this text as a way of exemplifying
fluctuation theory but are by no means the only applications.

1.1 Lévy Processes and Infinite Divisibility

Let us begin by recalling the definition of two familiar processes, a Brownian
motion and a Poisson process.

A real-valued process B = {Bt : t ≥ 0} defined on a probability space
(Ω,F ,P) is said to be a Brownian motion if the following hold:

(i) The paths of B are P-almost surely continuous.
(ii) P(B0 = 0) = 1.
(iii) For 0 ≤ s ≤ t, Bt −Bs is equal in distribution to Bt−s.
(iv) For 0 ≤ s ≤ t, Bt −Bs is independent of {Bu : u ≤ s}.
(v) For each t > 0, Bt is equal in distribution to a normal random variable

with variance t.

A process valued on the non-negative integers N = {Nt : t ≥ 0}, defined
on a probability space (Ω,F ,P), is said to be a Poisson process with intensity
λ > 0 if the following hold:

(i) The paths of N are P-almost surely right continuous with left limits.
(ii) P(N0 = 0) = 1.
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(iii) For 0 ≤ s ≤ t, Nt −Ns is equal in distribution to Nt−s.
(iv) For 0 ≤ s ≤ t, Nt −Ns is independent of {Nu : u ≤ s}.
(v) For each t > 0, Nt is equal in distribution to a Poisson random variable

with parameter λt.

On first encounter, these processes would seem to be considerably different
from one another. Firstly, Brownian motion has continuous paths whereas a
Poisson process does not. Secondly, a Poisson process is a non-decreasing
process and thus has paths of bounded variation over finite time horizons,
whereas a Brownian motion does not have monotone paths and in fact its
paths are of unbounded variation over finite time horizons.

However, when we line up their definitions next to one another, we see
that they have a lot in common. Both processes have right continuous paths
with left limits, are initiated from the origin and both have stationary and
independent increments; that is properties (i), (ii), (iii) and (iv). We may
use these common properties to define a general class of stochastic processes,
which are called Lévy processes.

Definition 1.1 (Lévy Process). A process X = {Xt : t ≥ 0} defined on
a probability space (Ω,F ,P) is said to be a Lévy process if it possesses the
following properties:

(i) The paths of X are P-almost surely right continuous with left limits.
(ii) P(X0 = 0) = 1.
(iii) For 0 ≤ s ≤ t, Xt −Xs is equal in distribution to Xt−s.
(iv) For 0 ≤ s ≤ t, Xt −Xs is independent of {Xu : u ≤ s}.

Unless otherwise stated, from now on, when talking of a Lévy process, we
shall always use the measure P (with associated expectation operator E) to be
implicitly understood as its law.

The term “Lévy process” honours the work of the French mathematician
Paul Lévy who, although not alone in his contribution, played an instrumental
role in bringing together an understanding and characterisation of processes
with stationary independent increments. In earlier literature, Lévy processes
can be found under a number of different names. In the 1940s, Lévy himself
referred to them as a sub-class of processus additif (additive processes), that is
processes with independent increments. For the most part however, research
literature through the 1960s and 1970s refers to Lévy processes simply as
processes with stationary independent increments. One sees a change in lan-
guage through the 1980s and by the 1990s the use of the term “Lévy process”
had become standard.

From Definition 1.1 alone it is difficult to see just how rich a class of
processes the class of Lévy processes forms. De Finetti (1929) introduced
the notion of an infinitely divisible distribution and showed that they have an
intimate relationship with Lévy processes. This relationship gives a reasonably



1.1 Lévy Processes and Infinite Divisibility 3

good impression of how varied the class of Lévy processes really is. To this end,
let us now devote a little time to discussing infinitely divisible distributions.

Definition 1.2. We say that a real-valued random variable Θ has an infinitely
divisible distribution if for each n = 1, 2, ... there exist a sequence of i.i.d.
random variables Θ1,n, ..., Θn,n such that

Θ
d
= Θ1,n + · · · +Θn,n

where
d
= is equality in distribution. Alternatively, we could have expressed

this relation in terms of probability laws. That is to say, the law µ of a real-
valued random variable is infinitely divisible if for each n = 1, 2, ... there exists
another law µn of a real valued random variable such that µ = µ∗n

n . (Here µ∗
n

denotes the n-fold convolution of µn).

In view of the above definition, one way to establish whether a given
random variable has an infinitely divisible distribution is via its characteristic
exponent. Suppose that Θ has characteristic exponent Ψ(u) := − log E(eiuΘ)
for all u ∈ R. Then Θ has an infinitely divisible distribution if for all n ≥ 1
there exists a characteristic exponent of a probability distribution, say Ψn,
such that Ψ(u) = nΨn(u) for all u ∈ R.

The full extent to which we may characterise infinitely divisible distribu-
tions is described by the characteristic exponent Ψ and an expression known
as the Lévy–Khintchine formula.

Theorem 1.3 (Lévy–Khintchine formula). A probability law µ of a real-
valued random variable is infinitely divisible with characteristic exponent Ψ,

∫

R

eiθxµ (dx) = e−Ψ(θ) for θ ∈ R,

if and only if there exists a triple (a, σ,Π), where a ∈ R, σ ≥ 0 and Π is a
measure concentrated on R\{0} satisfying

∫
R

(
1 ∧ x2

)
Π(dx) < ∞, such that

Ψ (θ) = iaθ +
1

2
σ2θ2 +

∫

R

(1 − eiθx + iθx1(|x|<1))Π(dx)

for every θ ∈ R.

Definition 1.4. The measure Π is called the Lévy (characteristic) measure.

The proof of the Lévy–Khintchine characterisation of infinitely divisible
random variables is quite lengthy and we choose to exclude it in favour of
moving as quickly as possible to fluctuation theory. The interested reader is
referred to Lukacs (1970) or Sato (1999), to name but two of many possible
references.

A special case of the Lévy–Khintchine formula was established by Kol-
mogorov (1932) for infinitely divisible distributions with second moments.
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However it was Lévy (1934) who gave a complete characterisation of infinitely
divisible distributions and in doing so he also characterised the general class of
processes with stationary independent increments. Later, Khintchine (1937)
and Itô (1942) gave further simplification and deeper insight to Lévy’s original
proof.

Let us now discuss in further detail the relationship between infinitely
divisible distributions and processes with stationary independent increments.

From the definition of a Lévy process we see that for any t > 0, Xt is
a random variable belonging to the class of infinitely divisible distributions.
This follows from the fact that for any n = 1, 2, ...,

Xt = Xt/n + (X2t/n −Xt/n) + · · · + (Xt −X(n−1)t/n) (1.1)

together with the fact that X has stationary independent increments. Suppose
now that we define for all θ ∈ R, t ≥ 0,

Ψt (θ) = − log E
(
eiθXt

)

then using (1.1) twice we have for any two positive integers m,n that

mΨ1 (θ) = Ψm (θ) = nΨm/n (θ)

and hence for any rational t > 0,

Ψt (θ) = tΨ1 (θ) . (1.2)

If t is an irrational number, then we can choose a decreasing sequence of
rationals {tn : n ≥ 1} such that tn ↓ t as n tends to infinity. Almost sure
right continuity of X implies right continuity of exp{−Ψt (θ)} (by dominated
convergence) and hence (1.2) holds for all t ≥ 0.

In conclusion, any Lévy process has the property that for all t ≥ 0

E
(
eiθXt

)
= e−tΨ(θ),

where Ψ (θ) := Ψ1 (θ) is the characteristic exponent of X1, which has an
infinitely divisible distribution.

Definition 1.5. In the sequel we shall also refer to Ψ (θ) as the characteristic
exponent of the Lévy process.

It is now clear that each Lévy process can be associated with an infinitely
divisible distribution. What is not clear is whether given an infinitely divisible
distribution, one may construct a Lévy process X, such that X1 has that
distribution. This latter issue is affirmed by the following theorem which gives
the Lévy–Khintchine formula for Lévy processes.

Theorem 1.6 (Lévy–Khintchine formula for Lévy processes). Sup-
pose that a ∈ R, σ ≥ 0 and Π is a measure concentrated on R\{0} such that∫

R
(1 ∧ x2)Π(dx) < ∞. From this triple define for each θ ∈ R,



1.2 Some Examples of Lévy Processes 5

Ψ (θ) = iaθ +
1

2
σ2θ2 +

∫

R

(1 − eiθx + iθx1(|x|<1))Π(dx).

Then there exists a probability space (Ω,F ,P) on which a Lévy process is
defined having characteristic exponent Ψ.

The proof of this theorem is rather complicated but very rewarding as it
also reveals much more about the general structure of Lévy processes. Later, in
Chap. 2, we will prove a stronger version of this theorem, which also explains
the path structure of the Lévy process in terms of the triple (a, σ,Π).

1.2 Some Examples of Lévy Processes

To conclude our introduction to Lévy processes and infinite divisible distrib-
utions, let us proceed to some concrete examples. Some of these will also be
of use later to verify certain results from the forthcoming fluctuation theory
we will present.

1.2.1 Poisson Processes

For each λ > 0 consider a probability distribution µλ which is concentrated
on k = 0, 1, 2... such that µλ({k}) = e−λλk/k!. That is to say the Poisson
distribution. An easy calculation reveals that

∑

k≥0

eiθkµλ({k}) = e−λ(1−eiθ)

=
[
e−

λ
n (1−eiθ)

]n
.

The right-hand side is the characteristic function of the sum of n independent
Poisson processes, each of which with parameter λ/n. In the Lévy–Khintchine
decomposition we see that a = σ = 0 and Π = λδ1, the Dirac measure
supported on {1}.

Recall that a Poisson process, {Nt : n ≥ 0}, is a Lévy process with dis-
tribution at time t > 0, which is Poisson with parameter λt. From the above
calculations we have

E(eiθNt) = e−λt(1−eiθ)

and hence its characteristic exponent is given by Ψ(θ) = λ(1 − eiθ) for θ ∈ R.

1.2.2 Compound Poisson Processes

Suppose now that N is a Poisson random variable with parameter λ > 0 and
that {ξi : i ≥ 1} is an i.i.d. sequence of random variables (independent of N)
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with common law F having no atom at zero. By first conditioning on N , we
have for θ ∈ R,

E(eiθ
∑N

i=1
ξi) =

∑

n≥0

E(eiθ
∑n

i=1
ξi)e−λ

λn

n!

=
∑

n≥0

(∫

R

eiθxF (dx)

)n
e−λ

λn

n!

= e
−λ
∫

R

(1−eiθx)F (dx)
. (1.3)

Note we use the convention here that
∑0

1 = 0. We see from (1.3) that

distributions of the form
∑N

i=1 ξi are infinitely divisible with triple a =
−λ
∫
0<|x|<1

xF (dx), σ = 0 and Π(dx) = λF (dx). When F has an atom

of unit mass at 1 then we have simply a Poisson distribution.
Suppose now that {Nt : t ≥ 0} is a Poisson process with intensity λ and

consider a compound Poisson process {Xt : t ≥ 0} defined by

Xt =

Nt∑

i=0

ξi, t ≥ 0.

Using the fact thatN has stationary independent increments together with the
mutual independence of the random variables {ξi : i ≥ 1}, for 0 ≤ s < t < ∞,
by writing

Xt = Xs +

Nt∑

i=Ns+1

ξi

it is clear that Xt is the sum of Xs and an independent copy of Xt−s. Right
continuity and left limits of the process N also ensure right continuity and
left limits of X. Thus compound Poisson processes are Lévy processes. From
the calculations in the previous paragraph, for each t ≥ 0 we may substitute
Nt for the variable N to discover that the Lévy–Khintchine formula for a
compound Poisson process takes the form Ψ(θ) = λ

∫
R
(1 − eiθx)F (dx). Note

in particular that the Lévy measure of a compound Poisson process is always
finite with total mass equal to the rate λ of the underlying process N .

Compound Poisson processes provide a direct link between Lévy processes
and random walks; that is discrete time processes of the form S = {Sn : n ≥ 0}
where

S0 = 0 and Sn =
n∑

i=1

ξi for n ≥ 1.

Indeed a compound Poisson process is nothing more than a random walk
whose jumps have been spaced out with independent and exponentially dis-
tributed periods.
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1.2.3 Linear Brownian Motion

Take the probability law

µs,γ(dx) :=
1√

2πs2
e−(x−γ)2/2s2dx

supported on R where γ ∈ R and s > 0; the well-known Gaussian distribution
with mean γ and variance s2. It is well known that

∫

R

eiθxµs,γ(dx) = e−
1
2 s

2θ2+iθγ

=
[
e
− 1

2 ( s√
n

)2θ2+iθ γ
n

]n

showing again that it is an infinitely divisible distribution, this time with
a = −γ, σ = s and Π = 0.

We immediately recognise the characteristic exponent Ψ(θ) = s2θ2/2− iθγ
as also that of a scaled Brownian motion with linear drift,

Xt := sBt + γt, t ≥ 0,

where B = {Bt : t ≥ 0} is a standard Brownian motion; that is to say a linear
Brownian motion with parameters σ = 1 and γ = 0. It is a trivial exercise to
verify that X has stationary independent increments with continuous paths
as a consequence of the fact that B does.

1.2.4 Gamma Processes

For α, β > 0 define the probability measure

µα,β(dx) =
αβ

Γ (β)
xβ−1e−αxdx

concentrated on (0,∞); the gamma-(α, β) distribution. Note that when β = 1
this is the exponential distribution. We have

∫ ∞

0

eiθxµα,β(dx) =
1

(1 − iθ/α)
β

=

[
1

(1 − iθ/α)
β/n

]n

and infinite divisibility follows. For the Lévy–Khintchine decomposition we
have σ = 0 and Π(dx) = βx−1e−αxdx, concentrated on (0,∞) and a =

−
∫ 1

0
xΠ(dx). However this is not immediately obvious. The following lemma
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proves to be useful in establishing the above triple (a, σ,Π). Its proof is
Exercise 1.3.

Lemma 1.7 (Frullani integral). For all α, β > 0 and z ∈ C such that
ℜz ≤ 0 we have

1

(1 − z/α)β
= e

−
∫∞

0
(1−ezx)βx−1e−αxdx

.

To see how this lemma helps note that the Lévy–Khintchine formula for a
gamma distribution takes the form

Ψ(θ) = β

∫ ∞

0

(1 − eiθx)
1

x
e−αxdx = β log(1 − iθ/α)

for θ ∈ R. The choice of a in the Lévy–Khintchine formula is the necessary
quantity to cancel the term coming from iθ1(|x|<1) in the integral with respect
to Π in the general Lévy–Khintchine formula.

According to Theorem 1.6 there exists a Lévy process whose Lévy–
Khintchine formula is given by Ψ , the so-called gamma process.

Suppose now that X = {Xt : t ≥ 0} is a gamma process. Stationary inde-

pendent increments tell us that for all 0 ≤ s < t < ∞, Xt = Xs + X̃t−s where

X̃t−s is an independent copy of Xt−s. The fact that the latter is strictly pos-
itive with probability one (on account of it being gamma distributed) implies
that Xt > Xs almost surely. Hence a gamma process is an example of a Lévy
process with almost surely non-decreasing paths (in fact its paths are strictly
increasing). Another example of a Lévy process with non-decreasing paths is
a compound Poisson process where the jump distribution F is concentrated
on (0,∞). Note however that a gamma process is not a compound Poisson
process on two counts. Firstly, its Lévy measure has infinite total mass unlike
the Lévy measure of a compound Poisson process, which is necessarily finite
(and equal to the arrival rate of jumps). Secondly, whilst a compound Poisson
process with positive jumps does have paths, which are almost surely non-
decreasing, it does not have paths that are almost surely strictly increasing.

Lévy processes whose paths are almost surely non-decreasing (or simply
non-decreasing for short) are called subordinators. We will return to a formal
definition of this subclass of processes in Chap. 2.

1.2.5 Inverse Gaussian Processes

Suppose as usual that B = {Bt : t ≥ 0} is a standard Brownian motion.
Define the first passage time

τs = inf{t > 0 : Bt + bt > s}, (1.4)
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that is, the first time a Brownian motion with linear drift b > 0 crosses
above level s. Recall that τs is a stopping time1 with respect to the filtration
{Ft : t ≥ 0} where Ft is generated by {Bs : s ≤ t}. Otherwise said, since
Brownian motion has continuous paths, for all t ≥ 0,

{τs ≤ t} =
⋃

u∈[0,t]∩Q

{Bu + bu > s}

and hence the latter belongs to the sigma algebra Ft.
Recalling again that Brownian motion has continuous paths we know that

Bτs
+ bτs = s almost surely. From the Strong Markov Property,2 it is known

that {Bτs+t + b(τs + t) − s : t ≥ 0} is equal in law to B and hence for all
0 ≤ s < t,

τt = τs + τ̃t−s,

where τ̃t−s is an independent copy of τt−s. This shows that the process τ :=
{τt : t ≥ 0} has stationary independent increments. Continuity of the paths
of {Bt + bt : t ≥ 0} ensures that τ has right continuous paths. Further, it
is clear that τ has almost surely non-decreasing paths, which guarantees its
paths have left limits as well as being yet another example of a subordinator.
According to its definition as a sequence of first passage times, τ is also the
almost sure right inverse of the path of the graph of {Bt + bt : t ≥ 0} in the
sense of (1.4). From this τ earns its name as the inverse Gaussian process.

According to the discussion following Theorem 1.3 it is now immediate
that for each fixed s > 0, the random variable τs is infinitely divisible. Its
characteristic exponent takes the form

Ψ(θ) = s(
√

−2iθ + b2 − b)

for all θ ∈ R and corresponds to a triple a = −2sb−1
∫ b
0
(2π)−1/2e−y

2/2dy,
σ = 0 and

Π(dx) = s
1√

2πx3
e−

b2x
2 dx

concentrated on (0,∞). The law of τs can also be computed explicitly as

µs(dx) =
s√

2πx3
esbe−

1
2 (s2x−1+b2x)

for x > 0. The proof of these facts forms Exercise 1.6.

1We assume that the reader is familiar with the notion of a stopping time for a
Markov process. By definition, the random time τ is a stopping time with respect
to the filtration {Gt : t ≥ 0} if for all t ≥ 0,

{τ ≤ t} ∈ Gt.

2The Strong Markov Property will be dealt with in more detail for a general Lévy
process in Chap. 3.
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1.2.6 Stable Processes

Stable processes are the class of Lévy processes whose characteristic expo-
nents correspond to those of stable distributions. Stable distributions were
introduced by Lévy (1924, 1925) as a third example of infinitely divisible dis-
tributions after Gaussian and Poisson distributions. A random variable, Y , is
said to have a stable distribution if for all n ≥ 1 it observes the distributional
equality

Y1 + · · · + Yn
d
= anY + bn, (1.5)

where Y1, . . . , Yn are independent copies of Y , an > 0 and bn ∈ R. By sub-
tracting bn/n from each of the terms on the left-hand side of (1.5) one sees
in particular that this definition implies that any stable random variable is
infinitely divisible. It turns out that necessarily an = n1/α for α ∈ (0, 2]; see
Feller (1971), Sect. VI.1. In that case we refer to the parameter α as the index.
A smaller class of distributions are the strictly stable distributions. A random
variable Y is said to have a strictly stable distribution if it observes (1.5) but
with bn = 0. In that case, we necessarily have

Y1 + · · · + Yn
d
= n1/αY. (1.6)

The case α = 2 corresponds to zero mean Gaussian random variables and is
excluded in the remainder of the discussion as it has essentially been dealt
with in Sect. 1.2.3.

Stable random variables observing the relation (1.5) for α ∈ (0, 1) ∪ (1, 2)
have characteristic exponents of the form

Ψ (θ) = c|θ|α(1 − iβ tan
πα

2
sgn θ) + iθη, (1.7)

where β ∈ [−1, 1], η ∈ R and c > 0. Stable random variables observing the
relation (1.5) for α = 1, have characteristic exponents of the form

Ψ (θ) = c|θ|(1 + iβ
2

π
sgn θ log |θ|) + iθη, (1.8)

where β ∈ [−1, 1] η ∈ R and c > 0. Here we work with the definition of
the sign function sgn θ = 1(θ>0) − 1(θ<0). To make the connection with the
Lévy–Khintchine formula, one needs σ = 0 and

Π (dx) =

{
c1x

−1−αdx for x ∈ (0,∞)
c2|x|−1−αdx for x ∈ (−∞, 0),

(1.9)

where c = c1 + c2, c1, c2 ≥ 0 and β = (c1 − c2)/(c1 + c2) if α ∈ (0, 1) ∪ (1, 2)
and c1 = c2 if α = 1. The choice of a ∈ R in the Lévy–Khintchine formula
is then implicit. Exercise 1.4 shows how to make the connection between Π
and Ψ with the right choice of a (which depends on α). Unlike the previous
examples, the distributions that lie behind these characteristic exponents are
heavy tailed in the sense that the tails of their distributions decay slowly
enough to zero so that they only have moments strictly less than α. The
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value of the parameter β gives a measure of asymmetry in the Lévy measure
and likewise for the distributional asymmetry (although this latter fact is not
immediately obvious). The densities of stable processes are known explicitly
in the form of convergent power series. See Zolotarev (1986), Sato (1999) and
(Samorodnitsky and Taqqu, 1994) for further details of all the facts given in
this paragraph. With the exception of the defining property (1.6) we shall
generally not need detailed information on distributional properties of stable
processes in order to proceed with their fluctuation theory. This explains the
reluctance to give further details here.

Two examples of the aforementioned power series that tidy up to more
compact expressions are centred Cauchy distributions, corresponding to α =
1, β = 0 and η = 0, and stable-1

2 distributions, corresponding to α = 1/2,
β = 1 and η = 0. In the former case, Ψ(θ) = c|θ| for θ ∈ R and its law is
given by

c

π

1

(x2 + c2)
dx (1.10)

for x ∈ R. In the latter case, Ψ(θ) = c|θ|1/2(1 − isgn θ) for θ ∈ R and its law
is given by

c√
2πx3

e−c
2/2xdx.

Note then that an inverse Gaussian distribution coincides with a stable-1
2

distribution for a = c and b = 0.
Suppose that S(c, α, β, η) is the distribution of a stable random variable

with parameters c, α, β and η. For each choice of c > 0, α ∈ (0, 2), β ∈
[−1, 1] and η ∈ R Theorem 1.6 tells us that there exists a Lévy process,
with characteristic exponent given by (1.7) or (1.8) according to this choice
of parameters. Further, from the definition of its characteristic exponent it
is clear that at each fixed time the α-stable process will have distribution
S(ct, α, β, η).

In this text, we shall henceforth make an abuse of notation and refer to an
α-stable process to mean a Lévy process based on a strictly stable distribution.

Necessarily this means that the associated characteristic exponent takes
the form

Ψ(θ) =

{
c|θ|α(1 − iβ tan πα

2 sgn θ) for α ∈ (0, 1) ∪ (1, 2)
c|θ| + iη. for α = 1,

where the parameter ranges for c and β are as above. The reason for the
restriction to strictly stable distribution is essentially that we shall want to
make use of the following fact. If {Xt : t ≥ 0} is an α-stable process, then from
its characteristic exponent (or equivalently the scaling properties of strictly
stable random variables) we see that for all λ > 0 {Xλt : t ≥ 0} has the same
law as {λ1/αXt : t ≥ 0}.
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1.2.7 Other Examples

There are many more known examples of infinitely divisible distributions (and
hence Lévy processes). Of the many known proofs of infinitely divisibility for
specific distributions, most of them are non-trivial, often requiring intimate
knowledge of special functions. A brief list of such distributions might in-
clude generalised inverse Gaussian (see Good (1953) and Jørgensen (1982)),
truncated stable (see Tweedie (1984), Hougaard (1986), Koponen (1995), Bo-
yarchenko and Levendorskii (2002a) and Carr et al. (2003)), generalised hy-
perbolic (see Halgreen (1979)), Meixner (see Schoutens and Teugels (1998)),
Pareto (see Steutel (1970) and Thorin (1977a)), F -distributions (see Ismail
(1979)), Gumbel (see Johnson and Kotz (1970) and Steutel (1973)), Weibull
(see Johnson and Kotz (1970) and Steutel (1970)), lognormal (see Thorin
(1977b)) and Student t-distribution (see Grosswald (1976) and Ismail (1977)).

Despite our being able to identify a large number of infinitely divisible
distributions and hence associated Lévy processes, it is not clear at this point
what the paths of Lévy processes look like. The task of giving a mathemat-
ically precise account of this lies ahead in Chap. 2. In the meantime let us
make the following informal remarks concerning paths of Lévy processes.

Exercise 1.1 shows that a linear combination of a finite number of inde-
pendent Lévy processes is again a Lévy process. It turns out that one may
consider any Lévy process as an independent sum of a Brownian motion with
drift and a countable number of independent compound Poisson processes
with different jump rates, jump distributions and drifts. The superposition
occurs in such a way that the resulting path remains almost surely finite at
all times and, for each ε > 0, the process experiences at most a countably
infinite number of jumps of magnitude ε or less with probability one and an
almost surely finite number of jumps of magnitude greater than ε, over all
fixed finite time intervals. If in the latter description there is always an al-
most surely finite number of jumps over each fixed time interval then it is
necessary and sufficient that one has the linear independent combination of a
Brownian motion with drift and a compound Poisson process. Depending on
the underlying structure of the jumps and the presence of a Brownian motion
in the described linear combination, a Lévy process will either have paths of
bounded variation on all finite time intervals or paths of unbounded variation
on all finite time intervals.

Below we include five computer simulations to give a rough sense of
how the paths of Lévy processes look. Figs. 1.1 and 1.2 depict the paths
of Poisson process and a compound Poisson process, respectively. Figs. 1.3
and 1.4 show the paths of a Brownian motion and the independent sum of
a Brownian motion and a compound Poisson process, respectively. Finally
Figs. 1.5 and 1.6 show the paths of a variance gamma process and a nor-
mal inverse Gaussian processes. Both are pure jump processes (no Brownian
component as described above). Variance gamma processes are discussed in
more detail later in Sect. 2.7.3 and Exercise 1.5, normal inverse Gaussian
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Fig. 1.1. A sample path of a Poisson process; Ψ(θ) = λ(1 − eiθ) where λ is the
jump rate.
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Fig. 1.2. A sample path of a compound Poisson process; Ψ(θ) = λ
∫

R
(1−eiθx)F (dx)

where λ is the jump rate and F is the common distribution of the jumps.

processes are Lévy processes whose jump measure is given by Π(dx) =
(δα/π|x|) exp{βx}K1(α|x|)dx for x ∈ R where α, δ > 0, β ≤ |α| and K1(x) is
the modified Bessel function of the third kind with index 1 (the precise defi-
nition of the latter is not worth the detail at this moment in the text). Both
experience an infinite number of jumps over a finite time horizon. However,
variance gamma processes have paths of bounded variation whereas normal
inverse Gaussian processes have paths of unbounded variation. The reader
should be warned however that computer simulations ultimately can only
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Fig. 1.3. A sample path of a Brownian motion; Ψ(θ) = θ2/2.
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Fig. 1.4. A sample path of the independent sum of a Brownian motion and a
compound Poisson process; Ψ(θ) = θ2/2 +

∫
R
(1 − eiθx)F (dx).

depict a finite number of jumps in any given path. All figures were very kindly
produced by Antonis Papapantoleon for the purpose of this text.

1.3 Lévy Processes and Some Applied Probability

Models

In this section we introduce some classical applied probability models, which
are structured around basic examples of Lévy processes. This section provides
a particular motivation for the study of fluctuation theory that follows in
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Fig. 1.5. A sample path of a variance gamma processes. The latter has characteristic
exponent given by Ψ(θ) = β log(1 − iθc/α + β2θ2/2α) where c ∈ R and β > 0.
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Fig. 1.6. A sample path of a normal inverse Gaussian process; Ψ(θ) =

δ(
√

α2 − (β + iθ)2 −
√

α2 − β2) where α, δ > 0, |β| < α.

subsequent chapters. (There are of course other reasons for wanting to study
fluctuation theory of Lévy processes.) With the right understanding of par-
ticular features of the models given below in terms of the path properties of
the underlying Lévy processes, much richer generalisations of the aforemen-
tioned models may be studied for which familiar and new phenomena may
be observed. At different points later on in this text we will return to these
models and reconsider these phenomena in the light of the theory that has
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been presented along the way. In particular all of the results either stated or
alluded to below will be proved in greater generality in later chapters.

1.3.1 Cramér–Lundberg Risk Process

Consider the following model of the revenue of an insurance company as a
process in time proposed by Lundberg (1903). The insurance company collects
premiums at a fixed rate c > 0 from its customers. At times of a Poisson
process, a customer will make a claim causing the revenue to jump downwards.
The size of claims is independent and identically distributed. If we call Xt the
capital of the company at time t, then the latter description amounts to

Xt = x+ ct−
Nt∑

i=1

ξi, t ≥ 0,

where x > 0 is the initial capital of the company, N = {Nt : t ≥ 0} is a
Poisson process with rate λ > 0, and {ξi : i ≥ 1} is a sequence of positive,
independent and identically distributed random variables also independent of
N . The process X = {Xt : t ≥ 0} is nothing more than a compound Poisson
process with drift of rate c, initiated from x > 0.

Financial ruin in this model (or just ruin for short) will occur if the revenue
of the insurance company drops below zero. Since this will happen with prob-
ability one if P(lim inft↑∞Xt = −∞) = 1, an additional assumption imposed
on the model is that

lim
t↑∞

Xt = ∞.

A sufficient condition to guarantee the latter is that the distribution of ξ has
finite mean, say µ > 0, and that

λµ

c
< 1,

the so-called net profit condition. To see why this presents a sufficient condi-
tion, note that the Strong Law of Large Numbers and the obvious fact that
limt↑∞Nt = ∞ imply that

lim
t↑∞

Xt

t
= lim

t↑∞

(
x

t
+ c− Nt

t

∑Nt

i=1 ξi
Nt

)
= c− λµ > 0,

Under the net profit condition it follows that ruin will occur only with prob-
ability less than one. Fundamental quantities of interest in this model thus
become the distribution of the time to ruin and the deficit at ruin; otherwise
identified as
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τ−0 := inf{t > 0 : Xt < 0} and Xτ−
0

on {τ−0 < ∞}

when the process X drifts to infinity.
The following classic result links the probability of ruin to the conditional

distribution
η(x) = P(−Xτ−

0
≤ x|τ−0 < ∞).

Theorem 1.8 (Pollaczek–Khintchine formula). Suppose that λµ/c < 1.
For all x ≥ 0,

1 − P(τ−0 < ∞|X0 = x) = (1 − ρ)
∑

k≥0

ρkηk∗ (x), (1.11)

where ρ = P(τ−0 < ∞).

Formula (1.11) is missing quite some details in the sense that we know
nothing of the constant ρ, nor of the distribution η. It turns out that the
unknowns ρ and η in the Pollaczek–Khintchine formula can be identified ex-
plicitly as the next theorem reveals.

Theorem 1.9. In the Cramér–Lundberg model (with λµ/c < 1), ρ = λµ/c
and

η(x) =
1

µ

∫ x

0

F (y,∞)dy, (1.12)

where F is the distribution of ξ1.

This result can be derived by a classical path analysis of random walks. This
analysis gives some taste of the general theory of fluctuations of Lévy processes
that we will spend quite some time with in this book. The proof of Theorem
1.9 can be found in Exercise 1.8.

The Pollaczek–Khintchine formula together with some additional assump-
tions on F gives rise to an interesting asymptotic behaviour of the probability
of ruin. Specifically we have the following result.

Theorem 1.10. Suppose that λµ/c < 1 and there exists a 0 < ν < ∞ such
that E

(
e−νX1

)
= 1, then

P
(
τ−0 < ∞

)
≤ e−νx

for all x > 0 where Px(·) denotes P(·|X0 = x). If further, the distribution of
F is non-lattice, then

lim
x↑∞

eνxPx
(
τ−0 < ∞

)
=

(
λν

c− λµ

∫ ∞

0

xeνxF (x,∞)dx

)−1

where the right-hand side should be interpreted as zero if the integral is infinite.
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In the above theorem, the parameter ν is known as the Lundberg exponent.
See Cramér (1994a,b) for a review of the appearance of these results.

In more recent times, authors have extended the idea of modelling with
compound Poisson processes with drift and moved to more general classes
of Lévy processes for which the measure Π is concentrated on (−∞, 0) and
hence processes for which there are no positive jumps. See for example Huzak
et al. (2004a,b), Chan (2004) and Klüppelberg et al. (2004). It turns out
that working with this class of Lévy processes preserves the idea that the
revenue of the insurance company is the aggregate superposition of lots of
independent claims sequentially through time offset against a deterministic
increasing process corresponding to the accumulation of premiums, even when
there are an almost surely infinite number of jumps downwards (claims) in
any fixed time interval. We will provide a more detailed interpretation of the
latter class in Chap. 2. In Chaps. 4 and 7, amongst other things, we will also
re-examine the Pollaczek–Khintchine formula and the asymptotic probability
of ruin given in Theorem 1.10 in light of these generalised risk models.

1.3.2 The M/G/1 queue

Let us recall the definition of the M/G/1 queue. Customers arrive at a service
desk according to a Poisson process and join a queue. Customers have service
times that are independent and identically distributed. Once served, they leave
the queue.

The workload, Wt, at each time t ≥ 0, is defined to be the time it will
take a customer who joins the back of the queue at that moment to reach the
service desk, that is to say the amount of processing time remaining in the
queue at time t. Suppose that at an arbitrary moment, which we shall call
time zero, the server is not idle and the workload is equal to w > 0. On the
event that t is before the first time the queue becomes empty, we have that
Wt is equal to

w +

Nt∑

i=1

ξi − t, (1.13)

where, as with the Cramér–Lundberg risk process, N = {Nt : t ≥ 0} is a Pois-
son process with intensity λ > 0 and {ξi : i ≥ 0} are positive random variables
that are independent and identically distributed with common distribution F
and mean µ < ∞. The process N represents the arrivals of new customers and
{ξi : i ≥ 0} are understood as their respective service times that are added
to the workload. The negative unit drift simply corresponds to the decrease
in time as the server deals with jobs. Thanks to the lack of memory property,
once the queue becomes empty, the queue remains empty for an exponentially
distributed period of time with parameter λ after which a new arrival incurs a
jump in W, which has distribution F . The process proceeds as the compound
Poisson process described above until the queue next empties and so on.
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The workload is clearly not a Lévy process as it is impossible for Wt : t ≥ 0
to decrease in value from the state zero where as it can decrease in value from
any other state x > 0. However, it turns out that it is quite easy to link the
workload to a familiar functional of a Lévy process, which is also a Markov
process. Specifically, suppose we define Xt equal to precisely the same Lévy
process given in the Cramér–Lundberg risk model with c = 1 and x = 0, then

Wt = (w ∨Xt) −Xt, t ≥ 0,

where the process X := {Xt : t ≥ 0} is the running supremum of X, hence
Xt = supu≤tXu. Whilst it is easy to show that the pair (X,X) is a Markov
process, with a little extra work it can be shown that W is a Strong Markov
Process (this is dealt with in more detail in Exercise 3.2). Clearly then, under
P, the process W behaves like −X until the random time

τ+
w := inf{t > 0 : Xt > w}.

The latter is in fact a stopping time since {τ+
w ≤ t} = {Xt ≥ w} belongs

to the filtration generated by the process X. At the time τ+
w , the process

W = {Wt : t ≥ 0} first becomes zero and on account of the Strong Markov
Property and the lack of memory property, it remains so for a period of time,
which is exponentially distributed with parameter λ since during this period
w ∨ Xt = Xt = Xt. At the end of this period, X makes another negative
jump distributed according to F and hence W makes a positive jump with
the same distribution and so on thus matching the description in the previous
paragraph; see Fig. 1.7.

w
Process X

w

Process W

0

0

Busy period Busy period Busy period

Fig. 1.7. Sample paths of X and W .
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Note that this description still makes sense when w = 0 in which case for
an initial period of time, which is exponentially distributed, W remains equal
to zero until X first jumps (corresponding to the first arrival in the queue).

There are a number of fundamental points of interest concerning both local
and global behavioural properties of the M/G/1 queue. Take for example the
time it takes before the queue first empties; in other words τ+

w . It is clear
from a simple analysis of the paths of X and W that the latter is finite with
probability one if the underlying process X drifts to infinity with probability
one. Using similar reasoning to the previous example, with the help of the
Strong Law of Large Numbers it is easy to deduce that this happens when
λµ < 1. Another common situation of interest in this model corresponds to
the case that the server is only capable of dealing with a maximum workload
of z units of time. The first time the workload exceeds the buffer level z

σz := inf{t > 0 : Wt > z}

therefore becomes of interest. In particular the probability of {σz < τ+
w } which

corresponds to the event that the workload exceeds the buffer level before the
server can complete a busy period.

The following two theorems give some classical results concerning the idle
time of the M/G/1 queue and the stationary distribution of the work load.
Roughly speaking they say that when there is heavy traffic (λµ > 1) eventually
the queue never becomes empty and the workload grows to infinity and the
total time that the queue remains empty is finite with a particular distribution.
Further, when there is light traffic (λµ < 1) the queue repeatedly becomes
empty and the total idle time grows to infinity whilst the workload process
converges in distribution. At the critical value λµ = 1 the workload grows to
arbitrary large values but nonetheless the queue repeatedly becomes empty
and the total idle time grows to infinity. Ultimately all these properties are a
reinterpretation of the long-term behaviour of a special class of reflected Lévy
processes.

Theorem 1.11. Suppose that W is the workload of an M/G/1 queue with
arrival rate λ and service distribution F having mean µ. Define the total idle
time

I =

∫ ∞

0

1(Wt=0)dt.

(i) Suppose that λµ > 1. Let

ψ(θ) = θ − λ

∫

(0,∞)

(1 − e−θx)F (dx), θ ≥ 0,

and define θ∗ to be the largest root of the equation ψ(θ) = 0. Then3

P (I ∈ dx|W0 = w) = (1 − e−θ
∗w)δ0 (dx) + θ∗e−θ

∗(w+x)dx.

3Following standard notation, the measure δ0 assigns a unit atom to the point 0.
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(ii) If λµ ≤ 1 then I is infinite with probability one.

Note that the function ψ given above is nothing more than the Laplace
exponent of the underlying Lévy process

Xt = t−
Nt∑

i=1

ξi, t ≥ 0

which drives the process W and fulfils the relation ψ(θ) = log E(eθX1). It is
easy to check by differentiating it twice that ψ is a strictly convex function,
which is zero at the origin and tends to infinity at infinity. Further ψ′(0+) < 0
under the assumption λµ > 1 and hence θ∗ exists, is finite and is in fact the
only solution to ψ(θ) = 0 other than θ = 0.

Theorem 1.12. Let W be the same as in Theorem 1.11.

(i) Suppose that λµ < 1. Then for all w ≥ 0 the virtual waiting time has a
stationary distribution,

lim
t↑∞

P(Wt ≤ x|W0 = w) = (1 − ρ)
∞∑

k=0

ρkη∗k(x),

where

η(x) =
1

µ

∫ x

0

F (y,∞)dy and ρ = λµ.

(ii) If λµ ≥ 1 then lim supt↑∞Wt = ∞ with probability one.

Some of the conclusions in the above two theorems can already be ob-
tained with basic knowledge of compound Poisson processes. Theorem 1.11 is
proved in Exercise 1.9 and gives some feeling of the fluctuation theory that
will be touched upon later on in this text. The remarkable similarity between
Theorem 1.12 part (i) and the Pollaczek–Khintchine formula is of course no co-
incidence. The principles that are responsible for the latter two results are em-
bedded within the general fluctuation theory of Lévy processes. Indeed we will
revisit Theorems 1.11 and 1.12 but for more general versions of the workload
process of the M/G/1 queue known as general storage models. Such general-
isations involve working with a general class of Lévy process with no positive
jumps (that is Π(0,∞) = 0) and defining as before Wt = (w ∨ Xt) − Xt.
When there are an infinite number of jumps in each finite time interval the
latter process may be thought of as modelling a processor that deals with an
arbitrarily large number of small jobs and occasional large jobs. The precise
interpretation of such a generalised M/G/1 workload process and issues con-
cerning the distribution of the busy period, the stationary distribution of the
workload, time to buffer overflow and other related quantities will be dealt
with later on in Chaps. 2, 4 and 8.
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1.3.3 Optimal Stopping Problems

A fundamental class of problems motivated by applications from physics, op-
timal control, sequential testing and economics (to name but a few) concern
optimal stopping problems of the form: Find v(x) and a stopping time, τ∗,
belonging to a specified family of stopping times, T , such that

v(x) = sup
τ∈T

Ex(e
−qτG(Xτ )) = Ex(e

−qτ∗
G(Xτ∗)) (1.14)

for all x ∈ R ⊆ R, where X is a R-valued Markov process with probabilities
{Px : x ∈ R} (with the usual understanding that Px is the law of X given that
X0 = x), q ≥ 0 and G : R → [0,∞) is a function suitable to the application
at hand. The optimal stopping problem (1.14) is not the most general class
of such problems that one may consider but will suffice for the discussion at
hand.

In many cases it turns out that the optimal strategy takes the form

τ∗ = inf{t > 0 : (t,Xt) ∈ D},

where D ⊂ [0,∞) × R is a domain in time–space called the stopping region.
Further still, there are many examples within the latter class for which D =
[0,∞) × I where I is an interval or the complement of an interval. In other
words the optimal strategy is the first passage time into I,

τ∗ = inf{t > 0 : Xt ∈ I}. (1.15)

A classic example of an optimal stopping problem in the form (1.14) for
which the solution agrees with (1.15) is the following taken from McKean
(1965),

v(x) = sup
τ∈T

Ex(e
−qτ (K − eXτ )+), (1.16)

where now q > 0, T is the family of stopping times with respect to the fil-
tration Ft := σ(Xs : s ≤ t) and {Xt : t ≥ 0} is a linear Brownian motion,
Xt = σBt + γt, t ≥ 0 (see Sect. 1.2.3). Note that we use here the standard
notation y+ = y ∨ 0. This particular example models the optimal time to sell
a risky asset for a fixed value K when the asset’s dynamics are those of an
exponential linear Brownian motion. Optimality in this case is determined via
the expected discounted gain at the selling time. On account of the under-
lying source of randomness being Brownian motion and the optimal strategy
taking the simple form (1.15), the solution to (1.16) turns out to be explicitly
computable as follows.

Theorem 1.13. The solution (v, τ∗) to (1.16) is given by

τ∗ = inf{t > 0 : Xt < x∗},
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where

ex
∗

= K

(
Φ(q)

1 + Φ(q)

)
,

Φ(q) = (
√
γ2 + 2σ2q + γ)/σ2 and

v(x) =

{
(K − ex) if x < x∗

(K − ex
∗
)e−Φ(q)(x−x∗) if x ≥ x∗.

The solution to this problem reflects the intuition that the optimal time to stop
should be at a time when X is as negative as possible taking into consideration
that taking too long to stop incurs an exponentially weighted penalty. Note
that in (−∞, x∗) the value function v(x) is equal to the gain function (K −
ex)+ as the optimal strategy τ∗ dictates that one should stop immediately. A
particular curiosity of the solution to (1.16) is the fact that at x∗, the value
function v joins smoothly to the gain function. In other words,

v′(x∗−) = −ex
∗

= v′(x∗+).

A natural question in light of the above optimal stopping problem is
whether one can characterise the solution to (1.16) when X is replaced by
a general Lévy process. Indeed, if the same strategy of first passage below
a specified level is still optimal, one is then confronted with needing infor-
mation about the distribution of the overshoot of a Lévy process when first
crossing below a barrier in order to compute the function v. The latter is of
particular interest if one would like to address the question as to whether the
phenomenon of smooth fit is still to be expected in the general Lévy process
setting.

Later in Chap. 9 we give a brief introduction to some general principles
appearing in the theory of optimal stopping and apply them to a handful of
examples where the underlying source of randomness is provided by a Lévy
process. The first of these examples being the generalisation of (1.16) as men-
tioned above. All of the examples presented in Chap. 9 can be solved (semi-)
explicitly thanks to a degree of simplicity in the optimal strategy such as
(1.15) coupled with knowledge of fluctuation theory of Lévy processes. In ad-
dition, through these examples, we will attempt to give some insight into how
and when smooth pasting occurs as a consequence of a subtle type of path
behaviour of the underlying Lévy process.

1.3.4 Continuous-State Branching Processes

Originating in part from the concerns of the Victorian British upper classes
that aristocratic surnames were becoming extinct, the theory of branching
processes now forms a cornerstone of classical applied probability. Some of
the earliest work on branching processes dates back to Watson and Galton
(1874). However, approximately 100 years later, it was discovered by Heyde
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and Seneta (1977) that the less well-exposed work of I.J. Bienaymé, dated
around 1845, contained many aspects of the later work of Galton and Watson.
The Bienaymé–Galton–Watson process, as it is now known, is a discrete time
Markov chain with state space {0, 1, 2, ...} described by the sequence {Zn :
n = 0, 1, 2, ...} satisfying the recursion Z0 > 0 and

Zn =

Zn−1∑

i=1

ξ
(n)
i

for n = 1, 2, ... where {ξ(n) : i = 1, 2, ...} are independent and exponentially

distributed on {0, 1, 2, ...}. We use the usual notation
∑0

i=1 to represent the
empty sum. The basic idea behind this model is that Zn is the population
count in the nth generation and from an initial population Z0 (which may
be randomly distributed) individuals reproduce asexually and independently
with the same distribution of numbers of offspring. The latter reproductive
properties are referred to as the branching property. Note that as soon as
Zn = 0 it follows from the given construction that Zn+k = 0 for all k = 1, 2, ...
A particular consequence of the branching property is that if Z0 = a+ b then

Zn is equal in distribution to Z
(1)
n +Z

(2)
n where Z

(1)
n and Z

(2)
n are independent

with the same distribution as an nth generation Bienaymé–Galton–Watson
process initiated from population sizes a and b, respectively.

A mild modification of the Bienaymé–Galton–Watson process is to set it
into continuous time by assigning life lengths to each individual which are
independent and identically distributed with parameter λ > 0. Individuals re-
produce at their moment of death in the same way as described previously for
the Bienaymé-Galton-Watson process. If Y = {Yt : t ≥ 0} is the {0, 1, 2, ....}-
valued process describing the population size then it is straightforward to see
that the lack of memory property of the exponential distribution implies that
for all 0 ≤ s ≤ t,

Yt =

Ys∑

i=1

Y
(i)
t−s,

where given {Yu : u ≤ s} the variables {Y (i)
t−s : i = 1, ..., Ys} are independent

with the same distribution as Yt−s conditional on Y0 = 1. In that case, we may
talk of Y as a continuous-time Markov chain on {0, 1, 2, ...}, with probabilities,
say, {Py : y = 0, 1, 2, ...} where Py is the law of Y under the assumption that
Y0 = y. As before, the state 0 is absorbing in the sense that if Yt = 0 then
Yt+u = 0 for all u > 0. The process Y is called the continuous time Markov
branching process. The branching property for Y may now be formulated as
follows.

Definition 1.14 (Branching property). For any t ≥ 0 and y1, y2 in the
state space of Y , Yt under Py1+y2 is equal in law to the independent sum

Y
(1)
t + Y

(2)
t where the distribution of Y

(i)
t is equal to that of Yt under Pyi

for
i = 1, 2.

So far there appears to be little connection with Lévy processes. However a
remarkable time transformation shows that the path of Y is intimately linked
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to the path of a compound Poisson process with jumps whose distribution
is supported in {−1, 0, 1, 2, ...}, stopped at the first instant that it hits zero.
To explain this in more detail let us introduce the probabilities {πi : i =
−1, 0, 1, 2, ...}, where πi = P (ξ = i + 1) and ξ has the same distribution
as the typical family size in the Bienaymé–Galton–Watson process. To avoid
complications let us assume that π0 = 0 so that a transition in the state of
Y always occurs when an individual dies. When jumps of Y occur, they are
independent and always distributed according to {πi : i = −1, 0, 1, ...}. The
idea now is to adjust time accordingly with the evolution of Y in such a way
that these jumps are spaced out with inter-arrival times that are independent
and exponentially distributed. Crucial to the following exposition is the simple
and well-known fact that the minimum of n ∈ {1, 2, ...} independent and
exponentially distributed random variables is exponentially distributed with
parameter λn. Further, that if eα is exponentially distributed with parameter
α > 0 then for β > 0, βeα is equal in distribution to eα/β .

Write for t ≥ 0,

Jt =

∫ t

0

Yudu

set

ϕt = inf{s ≥ 0 : Js > t}
with the usual convention that inf ∅ = ∞ and define

Xt = Yϕt
(1.17)

with the understanding that when ϕt = ∞ we set Xt = 0. Now observe that
when Y0 = y ∈ {1, 2, ...} the first jump of Y occurs at a time, say T1 (the
minimum of y independent exponential random variables, each with parameter
λ > 0) which is exponentially distributed with parameter λy and the size of
the jump is distributed according to {πi : i = −1, 0, 1, 2, ...}. However, note
that JT1

= yT1 is the first time that the process X = {Xt : t ≥ 0} jumps. The
latter time is exponentially distributed with parameter λ. The jump at this
time is independent and distributed according to {πi : i = −1, 0, 1, 2, ...}.

Given the information G1 = σ(Yt : t ≤ T1), the lack of memory property
implies that the continuation {YT1+t : t ≥ 0} has the same law as Y under Py
with y = YT1

. Hence if T2 is the time of the second jump of Y then conditional
on G1 we have that T2 − T1 is exponentially distributed with parameter λYT1

and JT2
− JT1

= YT1
(T2 − T1) which is again exponentially distributed with

parameter λ and further, is independent of G1. Note that JT2
is the time of

the second jump of X and the size of the second jump is again independent
and distributed according to {πi : i = −1, 0, 1, ...}. Iterating in this way it
becomes clear that X is nothing more than a compound Poisson process with
arrival rate λ and jump distribution

F (dx) =

∞∑

i=−1

πiδi(dx) (1.18)

stopped on first hitting the origin.
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A converse to this construction is also possible. Suppose now that X =
{Xt : t ≥ 0} is a compound Poisson process with arrival rate λ > 0 and jump
distribution F (dx) =

∑∞
i=−1 πiδi(dx). Write

It =

∫ t

0

X−1
u du

and set

θt = inf{s ≥ 0 : Is > t}. (1.19)

again with the understanding that inf ∅ = ∞. Define

Yt = Xθt∧τ−
0

where τ−0 = inf{t > 0 : Xt < 0}. By analysing the behaviour of Y = {Yt : t ≥
0} at the jump times of X in a similar way to above one readily shows that
the process Y is a continuous time Markov branching process. The details are
left as an exercise to the reader.

The relationship between compound Poisson processes and continuous
time Markov branching processes described above turns out to have a much
more general setting. In the work of Lamperti (1967a, 1976b) it is shown that
there exists a correspondence between a class of branching processes called
continuous-state branching processes and Lévy processes with no negative
jumps (Π(−∞, 0) = 0). In brief, a continuous-state branching process is a
[0,∞)-valued Markov process having paths that are right continuous with left
limits and probabilities {Px : x > 0} that satisfy the branching property in
Definition 1.14. Note in particular that now the quantities y1 and y2 may
be chosen from the non-negative real numbers. Lamperti’s characterisation
of continuous-state branching processes shows that they can be identified as
time changed Lévy processes with no negative jumps precisely via the trans-
formations given in (1.17) with an inverse transformation analogous to (1.19).
We explore this relationship in more detail in Chap. 10 by looking at issues
such as explosion, extinction and conditioning on survival.

Exercises

1.1. Using Definition 1.1, show that the sum of two (or indeed any finite
number of) independent Lévy processes is again a Lévy process.

1.2. Suppose that S = {Sn : n ≥ 0} is any random walk and Γp is an
independent random variable with a geometric distribution on {0, 1, 2, ...}
with parameter p.

(i) Show that Γp is infinitely divisible.
(ii) Show that SΓp

is infinitely divisible.
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1.3 (Proof of Lemma 1.7). In this exercise we derive the Frullani identity.

(i) Show for any function f such that f ′ exists and is continuous and f(0) and
f(∞) are finite, that

∫ ∞

0

f(ax) − f(bx)

x
dx = (f(0) − f(∞)) log

(
b

a

)
,

where b > a > 0.
(ii) By choosing f(x) = e−x, a = α > 0 and b = α− z where z < 0, show that

1

(1 − z/α)β
= e

−
∫∞

0
(1−ezx) β

x e−αxdx

and hence by analytic extension show that the above identity is still valid
for all z ∈ C such that ℜz ≤ 0.

1.4. Establishing formulae (1.7) and (1.8) from the Lévy measure given in
(1.9) is the result of a series of technical manipulations of special integrals.
In this exercise we work through them. In the following text we will use the
gamma function Γ (z), defined by

Γ (z) =

∫ ∞

0

tz−1e−tdt

for z > 0. Note the gamma function can also be analytically extended so
that it is also defined on R\{0,−1,−2, ...} (see Lebedev (1972)). Whilst the
specific definition of the gamma function for negative numbers will not play an
important role in this exercise, the following two facts that can be derived from
it will. For z ∈ R\{0,−1,−2, ...} the gamma function observes the recursion
Γ (1 + z) = zΓ (z) and Γ (1/2) =

√
π.

(i) Suppose that 0 < α < 1. Prove that for u > 0,
∫ ∞

0

(e−ur − 1)r−α−1dr = Γ (−α)uα

and show that the same equality is valid when −u is replaced by any
complex number w �= 0 with ℜw ≤ 0. Conclude by considering w = i that

∫ ∞

0

(1 − eir)r−α−1dr = −Γ (−α)e−iπα/2 (1.20)

as well as the complex conjugate of both sides being equal. Deduce (1.7)
by considering the integral

∫ ∞

0

(1 − eiξθr)r−α−1dr

for ξ = ±1 and θ ∈ R. Note that you will have to take a = η −∫
R
x1(|x|<1)Π (dx), which you should check is finite.
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(ii) Now suppose that α = 1. First prove that

∫

|x|<1

eiθx(1 − |x|)dx = 2

(
1 − cos θ

θ2

)

for θ ∈ R and hence by Fourier inversion,
∫ ∞

0

1 − cos r

r2
dr =

π

2
.

Use this identity to show that for z > 0,
∫ ∞

0

(1 − eirz + izr1(r<1))
1

r2
dr =

π

2
z + iz log z − ikz

for some constant k ∈ R. By considering the complex conjugate of the
above integral establish the expression in (1.8). Note that you will need a
different choice of a to part (i).

(iii) Now suppose that 1 < α < 2. Integrate (1.20) by parts to reach

∫ ∞

0

(eir − 1 − ir)r−α−1dr = Γ (−α)e−iπα/2.

Consider the above integral for z = ξθ, where ξ = ±1 and θ ∈ R and
deduce the identity (1.7) in a similar manner to the proof in (i) and (ii).

1.5. Prove for any θ ∈ R that

exp{iθXt + tΨ(θ)}, t ≥ 0

is a martingale where {Xt : t ≥ 0} is a Lévy process with characteristic
exponent Ψ .

1.6. In this exercise we will work out in detail the features of the inverse
Gaussian process discussed earlier on in this chapter. Recall that τ = {τs : s ≥
0} is a non-decreasing Lévy process defined by τs = inf{t ≥ 0 : Bt + bt > s},
s ≥ 0, where B = {Bt : t ≥ 0} is a standard Brownian motion and b > 0.

(i) Argue along the lines of Exercise 1.5 to show that for each λ > 0,

eλBt− 1
2λ

2t, t ≥ 0

is a martingale. Use Doob’s Optimal Stopping Theorem to obtain

E(e−( 1
2λ

2+bλ)τs) = e−λs.

Use analytic extension to deduce further that τs has characteristic expo-
nent

Ψ(θ) = s(
√

−2iθ + b2 − b)

for all θ ∈ R.
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(ii) Defining the measure Π(dx) = (2πx3)−1/2e−xb
2/2dx on x > 0, check using

(1.20) from Exercise 1.4 that

∫ ∞

0

(1 − eiθx)Π(dx) = Ψ(θ)

for all θ ∈ R. Confirm that the triple (a, σ,Π) in the Lévy–Khintchine

formula are thus σ = 0, Π as above and a = −2sb−1
∫ b
0
(2π)−1/2e−y

2/2dy.
(iii) Taking

µs(dx) =
s√

2πx3
esbe−

1
2 (s2x−1+b2x)dx

on x > 0 show that
∫ ∞

0

e−λxµs(dx) = ebs−s
√
b2+2λ

∫ ∞

0

s√
2πx3

e
− 1

2 ( s√
x
−
√

(b2+2λ)x)2
dx

= ebs−s
√
b2+2λ

∫ ∞

0

√
2λ+ b2

2πu
e
− 1

2 ( s√
u
−
√

(b2+2λ)u)2
du.

Hence by adding the last two integrals together deduce that

∫ ∞

0

e−λxµs(dx) = e−s(
√
b2+2λ−b)

confirming both that µs(dx) is a probability distribution as well as being
the probability distribution of τs.

1.7. Show that for a simple Brownian motion B = {Bt : t > 0} the first
passage process τ = {τs : s > 0} (where τs = inf{t ≥ 0 : Bt ≥ s}) is a stable
process with parameters α = 1/2 and β = 1.

1.8 (Proof of Theorem 1.9). As we shall see in this exercise, the proof
of Theorem 1.9 follows from the proof of a more general result given by the
conclusion of parts (i)–(v) below for random walks.

(i) Suppose that S = {Sn : n ≥ 0} is a random walk with S0 = 0 and
jump distribution µ. By considering the variables S∗

k := Sn − Sn−k for
k = 0, 1, ..., n and noting that the joint distributions of (S0, ..., Sn) and
(S∗

0 , ..., S
∗
n) are identical, show that for all y > 0 and n ≥ 1,

P (Sn ∈ dy and Sn > Sj for j = 0, ..., n− 1)

= P (Sn ∈ dy and Sj > 0 for j = 1, ..., n).

[Hint: it may be helpful to draw a diagram of the path of the first n steps
of S and to rotate it by 180◦.]

(ii) Define

T−
0 = inf{n > 0 : Sn ≤ 0} and T+

0 = inf{n > 0 : Sn > 0}.
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By summing both sides of the equality

P (S1 > 0, ..., Sn > 0, Sn+1 ∈ dx)

=

∫

(0,∞)

P (S1 > 0, ..., Sn > 0, Sn ∈ dy)µ(dx− y)

over n show that for x ≤ 0,

P (ST−
0

∈ dx) =

∫

[0,∞)

V (dy)µ(dx− y),

where for y ≥ 0,

V (dy) = δ0(dy) +
∑

n≥1

P (Hn ∈ dy)

and H = {Hn : n ≥ 0} is a random walk with H0 = 0 and step distribution
given by P (ST+

0
∈ dz) for z ≥ 0.

(iii) Embedded in the Cramér–Lundberg model is a random walk S whose
increments are equal in distribution to the distribution of ceλ− ξ1, where
eλ is an independent exponential random variable with mean 1/λ. Noting
(using obvious notation) that ceλ has the same distribution as eβ where
β = λ/c show that the step distribution of this random walk satisfies

µ(z,∞) =

(∫ ∞

0

e−βuF (du)

)
e−βz for z ≥ 0

and

µ(−∞,−z) = E(F (eβ + z)) for z > 0,

where F is the tail of the distribution function F of ξ1 and E is expectation
with respect to the random variable eβ .

(iv) Since upward jumps are exponentially distributed in this random walk,
use the lack of memory property to reason that

V (dy) = δ0(dy) + βdy.

Hence deduce from part (iii) that

P (−ST−
0
> z) = E

(
F (eβ) +

∫ ∞

x

βF (eβ + z)dz

)

and so by writing out the latter with the density of the exponential dis-
tribution, show that the conclusions of Theorem 1.9 hold.
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1.9 (Proof of Theorem 1.11). Suppose that X is a compound Poisson
process of the form

Xt = t−
Nt∑

i=1

ξi,

where the process N = {Nt : t ≥ 0} is a Poisson process with rate λ > 0 and
{ξi : i ≥ 1} positive, independent and identically distributed with common
distribution F having mean µ.

(i) Show by analytic extension from the Lévy–Khintchine formula or otherwise
that E(eθXt) = eψ(θ)t for all θ ≥ 0, where

ψ(θ) = θ − λ

∫

(0,∞)

(1 − e−θx)F (dx).

Show that ψ is strictly convex, is equal to zero at the origin and tends to
infinity at infinity. Further, show that ψ(θ) = 0 has one additional root in
[0,∞) other than θ = 0 if and only if ψ′(0) < 0.

(ii) Show that {eθXt−ψ(θ)t : t ≥ 0} is a martingale and hence so is {eθ
∗X

t∧τ
+
x :

t ≥ 0} where τ+
x = inf{t > 0 : Xt > x}, x > 0 and θ∗ is the largest root

described in the previous part of the question. Show further that

P(X∞ > x) = e−θ
∗x

for all x > 0.
(iii) Show that for all t ≥ 0,

∫ t

0

1(Ws=0)ds = (Xt − w) ∨ 0,

where Wt = (w ∨Xt) −Xt.
(iv) Deduce that I :=

∫∞
0

1(Ws=0)ds = ∞ if λµ ≤ 1.
(v) Assume that λµ > 1. Show that

P(I ∈ dx; τ+
w = ∞|W0 = w) = (1 − e−θ

∗w)δ0(dx).

Next use the lack of memory property to deduce that

P(I ∈ dx; τ+
w < ∞|W0 = w) = θ∗e−θ

∗(w+x)dx.

1.10. Here we solve a slightly simpler optimal stopping problem than (1.16).
Suppose, as in the aforementioned problem, that X is a linear Brownian mo-
tion with scaling parameter σ > 0 and drift γ ∈ R. Fix K > 0 and let

v(x) = sup
a∈R

Ex(e
−qτ−

a (K − e
X

τ
−
a )+), (1.21)
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where

τ−a = inf{t > 0 : Xt < a}.
(i) Following similar arguments to those in Exercise 1.5 shows that {exp{θXt−

ψ(θ)t} : t ≥ 0} is a martingale, where ψ(θ) = σ2θ2/2 + γθ.
(ii) By considering the martingale in part (i) at the stopping time t∧ τ+

x and
then letting t ↑ ∞, deduce that

E(e−qτ
+
x ) = e−x(

√
γ2+2σ2q−γ)/σ2

and hence deduce that for a ≥ 0,

E(e−qτ
−
−a) = e−a(

√
γ2+2σ2q+γ)/σ2

.

(iii) Let v(x, a) = Ex(e
−qτ−

−a(K − exp{Xτ−
−a

})). For each fixed x differentiate

v(x, a) in the variable a and show that the solution to 1.21 is the same as
the solution given in Theorem 1.13.

1.11. In this exercise, we characterise the Laplace exponent of the continuous
time Markov branching process Y described in Sect. 1.3.4.

(i) Show that for φ > 0 and t ≥ 0 there exists some function ut(φ) > 0
satisfying

Ey(e
−φYt) = e−yut(φ),

where y ∈ {1, 2, ....}.
(ii) Show that for s, t ≥ 0,

ut+s(φ) = us(ut(φ)).

(iii) Appealing to the infinitesimal behaviour of the Markov chain Y show
that

∂ut(φ)

∂t
= ψ(ut(φ))

and u0(φ) = φ where

ψ(q) = λ

∫

[−1,∞)

(1 − e−qx)F (dx)

and F is given in (1.18).
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The Lévy–Itô Decomposition

and Path Structure

The main aim of this chapter is to establish a rigorous understanding of the
structure of the paths of Lévy processes. The way we shall do this is to prove
the assertion in Theorem 1.6 that given any characteristic exponent, Ψ , be-
longing to an infinitely divisible distribution, there exists a Lévy process with
the same characteristic exponent. This will be done by establishing the so-
called Lévy–Itô decomposition which describes the structure of a general Lévy
process in terms of three independent auxiliary Lévy processes, each with dif-
ferent types of path behaviour. In doing so it will be necessary to digress tem-
porarily into the theory of Poisson random measures and associated square
integrable martingales. Understanding the Lévy–Itô decomposition will allow
us to distinguish a number of important general subclasses of Lévy processes
according to their path type. The chapter is concluded with a discussion of
the interpretation of the Lévy–Itô decomposition in the context of some of
the applied probability models mentioned in Chap. 1.

2.1 The Lévy–Itô Decomposition

According to Theorem 1.3, any characteristic exponent Ψ belonging to an in-
finitely divisible distribution can be written, after some simple reorganisation,
in the form

Ψ(θ) =

{
iaθ +

1

2
σ2θ2

}

+

{
Π(R\(−1, 1))

∫

|x|≥1

(1 − eiθx)
Π(dx)

Π(R\(−1, 1))

}

+

{∫

0<|x|<1

(1 − eiθx + iθx)Π(dx)

}
(2.1)

for all θ ∈ R where a ∈ R, σ ≥ 0 and Π is a measure on R\{0} satisfying∫
R
(1 ∧ x2)Π(dx) < ∞. Note that the latter condition on Π implies that
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Π(A) < ∞ for all Borel A such that 0 is in the interior of Ac and particular
that Π(R\(−1, 1)) ∈ [0,∞). In the case that Π(R\(−1, 1)) = 0 one should
think of the second bracket in (2.1) as absent. Call the three brackets in
(2.1) Ψ (1), Ψ (2) and Ψ (3). The essence of the Lévy–Itô decomposition revolves
around showing that Ψ (1), Ψ (2) and Ψ (3) all correspond to the characteristic
exponents of three different types of Lévy processes. Therefore Ψ may be
considered as the characteristic exponent of the independent sum of these
three Lévy processes which is again a Lévy process (cf. Exercise 1.1). Indeed,
as we have already seen in Chap. 1, Ψ (1) and Ψ (2) correspond, respectively, to

a linear Brownian motion with drift, X(1) = {X(1)
t : t ≥ 0} where

X
(1)
t = σBt − at, t ≥ 0 (2.2)

and a compound Poisson process, say X(2) = {X(2)
t : t ≥ 0}, where,

X
(2)
t =

Nt∑

i=1

ξi, t ≥ 0, (2.3)

{Nt : t ≥ 0} is a Poisson process with rate Π(R\(−1, 1)) and {ξi : i ≥ 1} are
independent and identically distributed with distributionΠ(dx)/Π(R\(−1, 1))
concentrated on {x : |x| ≥ 1} (unless Π(R\(−1, 1)) = 0 in which case X(2) is
the process which is identically zero).

The proof of existence of a Lévy process with characteristic exponent given
by (2.1) thus boils down to showing the existence of a Lévy process, X(3),
whose characteristic exponent is given by Ψ (3). Noting that

∫

0<|x|<1

(1 − eiθx + iθx)Π(dx)

=
∑

n≥0

{
λn

∫

2−(n+1)≤|x|<2−n

(1 − eiθx)Fn(dx)

+iθλn

(∫

2−(n+1)≤|x|<2−n

xFn(dx)

)}
, (2.4)

where λn = Π({x : 2−(n+1) ≤ |x| < 2−n}) and Fn(dx) = Π(dx)/λn (again
with the understanding that the nth integral is absent if λn = 0). It would ap-
pear from (2.4) that the process X(3) consists of the superposition of (at most)
a countable number of independent compound Poisson processes with differ-
ent arrival rates and additional linear drift. To understand the mathematical
sense of this superposition we shall need to establish some facts concerning
Poisson random measures and related martingales. Hence Sects. 2.2 and 2.3
are dedicated to the study of the latter processes. The precise construction of
X(3) is given in Sect. 2.5.
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The identification of a Lévy process,X as the independent sum of processes
X(1), X(2) and X(3) is attributed to Lévy (1954) and Itô (1942) (see also Itô
(2004)) and is thus known as the Lévy–Itô decomposition. Formally speaking
and in a little more detail we quote the Lévy–Itô decomposition in the form
of a theorem.

Theorem 2.1. (Lévy–Itô decomposition) Given any a ∈ R, σ ≥ 0 and mea-
sure Π concentrated on R\{0} satisfying

∫

R

(1 ∧ x2)Π(dx) < ∞,

there exists a probability space on which three independent Lévy processes exist,
X(1), X(2) and X(3) where X(1) is a linear Brownian motion with drift given
by (2.2), X(2) is a compound Poisson process given by (2.3) and X(3) is a
square integrable martingale with an almost surely countable number of jumps
on each finite time interval which are of magnitude less than unity and with
characteristic exponent given by Ψ (3). By taking X = X(1) + X(2) + X(3) we
see that the conclusion of Theorem 1.6 holds, that there exists a probability
space on which a Lévy process is defined with characteristic exponent

Ψ(θ) = aiθ +
1

2
σ2θ2 +

∫

R

(1 − eiθx + iθx1(|x|<1))Π(dx) (2.5)

for θ ∈ R.

2.2 Poisson Random Measures

Poisson random measures turn out to be the right mathematical mechanism to
describe the jump structure embedded in any Lévy process. Before engaging in
an abstract study of Poisson random measures however, we give a rough idea
of how they are related to the jump structure of Lévy processes by considering
the less complicated case of a compound Poisson process.

Suppose then that X = {Xt : t ≥ 0} is a compound Poisson process with
a drift taking the form

Xt = dt+

Nt∑

i=1

ξi, t ≥ 0,

where d ∈ R and as usual {ξi : i ≥ 1} are independent and identically dis-
tributed random variable with common distribution function F . Further, let
{Ti : i ≥ 0} be the times of arrival of the Poisson process N = {Nt : t ≥ 0}
with rate λ > 0. See Fig. 2.1.
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Fig. 2.1. The initial period of a sample path of a compound Poisson process with
drift {Xt : t ≥ 0} and the field of points it generates.
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Suppose now that we pick any set in A ∈ B[0,∞) × B(R\{0}). Define

N(A) = #{i ≥ 0 : (Ti, ξi) ∈ A} =

∞∑

i=1

1((Ti,ξi)∈A). (2.6)

Clearly since X experiences an almost surely finite number of jumps over a
finite period of time it follows that N(A) < ∞ almost surely where for t ≥ 0,
A ⊆ B[0, t) × B(R\{0}).

Lemma 2.2. Choose k ≥ 1. If A1, ..., Ak are disjoint sets in B[0,∞) ×
B(R\{0}) then N(A1), ..., N(Ak) are mutually independent and Poisson dis-
tributed with parameters λi := λ

∫
Ai

dt × F (dx), respectively. Further, for

P-almost every realisation of X, N : B[0,∞)×B(R\{0}) → {0, 1, 2, ...}∪{∞}
is a measure.1

Proof. First recall a classic result concerning the Poisson process {Nt : t ≥ 0}.
That is, the law of {T1, ..., Tn} conditional on the event {Nt = n} is the same
as the law of an ordered independent sample of size n from the uniform dis-
tribution on [0, t]. (Exercise 2.2 has the full details). This latter fact together
with the fact that the variables {ξi : i = 1, ..., k} are independent and identi-
cally distributed with common law F implies that conditional on {Nt = n},
the joint law of the pairs {(Ti, ξi) : i = 1, ..., k} is that of n independent bivari-
ate random variables with common distribution t−1ds × F (dx) on [0, t] × R

ordered in time. In particular, for any A ∈ B[0, t] × B(R\{0}), the random
variable N(A) conditional on the event {Nt = n} is a Binomial random vari-
able with probability of success given by

∫
A
t−1ds × F (dx). A generalisation

of this latter statement for the k-tuple (N(A1), ..., N(Ak)), where A1, ..., Ak
are mutually disjoint and chosen from B[0, t]×B(R), is the following. Suppose

that A0 = {[0, t] × R}\{A1 ∪ ... ∪ Ak},
∑k

i=1 ni ≤ n, n0 = n −∑k
i=1 ni and

λ0 =
∫
A0

λds × F (dx) = λt − λ1 − ... − λk then (N(A1), ..., N(Ak)) has the
following multinomial law

P(N(A1) = n1, ..., N(Ak) = nk|Nt = n)

=
n!

n0!n1!...nk!

k∏

i=0

(
λi
λt

)ni

.

1Specifically, P-almost surely, N(∅) = 0 and for disjoint A1, A2, ... in B[0,∞) ×
B(R\{0}) we have

N

(
⋃

i≥1

Ai

)
=
∑

i≥1

N(Ai).
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Integrating out the conditioning on Nt it follows that

P(N(A1) = n1, ..., N(Ak) = nk)

=
∑

n≥Σk
i=1

ni

e−λt
(λt)n

n!

n!

n0!n1!...nk!

k∏

i=0

(
λi
λt

)ni

=
∑

n≥Σk
i=1

ni

e−λ0
(λ0)

(n−Σk
i=1ni)

(n−Σk
i=1ni)!

(
k∏

i=1

e−λi
(λi)

ni

ni!

)

=

k∏

i=1

e−λi
(λi)

ni

ni!

showing that N(A1), ..., N(Ak) are independent and Poisson distributed as
claimed.

To complete the proof for arbitrary disjoint A1, ..., Ak, in other words to
remove the restriction on the time horizon, suppose without loss of generality
that A1 belongs to B[0,∞) × B(R\{0}). Write A1 as a countable union of
disjoint sets and recall that the sum of an independent sequence of Poisson
random variables is Poisson distributed with the sum of their rates. If we agree
that a Poisson random variable with infinite rate is infinite with probability
one (see Exercise 2.1), then the proof is complete.

Finally the fact that N is a measure P-almost surely follows immediately
from its definition. �

Lemma 2.2 shows that N : B[0,∞) × B(R\{0}) → {0, 1, ...} ∪ {∞} fulfils
the following definition of a Poisson random measure.

Definition 2.3 (Poisson random measure). In what follows we shall
assume that (S,S, η) is an arbitrary σ-finite measure space. Let N : S →
{0, 1, 2, ...} ∪ {∞} in such a way that the family {N(A) : A ∈ S} are random
variables defined on the probability space (Ω,F ,P). Then N is called a Pois-
son random measure on (S,S, η) (or sometimes a Poisson random measure
on S with intensity η) if

(i) for mutually disjoint A1, ..., An in S, the variables N(A1), ..., N(An) are
independent,

(ii) for each A ∈ S, N(A) is Poisson distributed with parameter η(A) (here
we allow 0 ≤ η(A) ≤ ∞),

(iii) P-almost surely N is a measure.

In the second condition we note that if η(A) = 0 then it is understood
that N(A) = 0 with probability one and if η(A) = ∞ then N(A) is infinite
with probability one.



2.2 Poisson Random Measures 39

In the case of (2.6) we have S = [0,∞) × {R\{0}} and dη = λdt × dF .
Note also that by construction of the compound Poisson process on some
probability space (Ω,F ,P), all of the random variables 1((Ti,ξi)∈A) for each
A ∈ B[0,∞) × B(R\{0}) are F-measurable and hence so are the variables
N(A).

We complete this section by proving that a Poisson random measure as
defined above exists. This is done in Theorem 2.4, the proof of which has
many similarities to the proof of Lemma 2.2.

Theorem 2.4. There exists a Poisson random measure N as in Definition
2.3.

Proof. First suppose that S is such that η(S) < ∞. There exists a standard
construction of an infinite product space, say (Ω,F , P ) on which the indepen-
dent random variables

N and {υ1, υ2, ...}
are collectively defined such that N has a Poisson distribution with parameter
η(S) and each of the variables υi have distribution η(dx)/η(S) on S. Define
for each A ∈ S,

N(A) =

N∑

i=1

1(υi∈A)

so that N = N(S). As for each A ∈ S and i ≥ 1, the random variables 1(υi∈A)

are F-measurable, then so are the random variables N(A).
When presented with mutually disjoint sets of S, say A1, ..., Ak, a cal-

culation identical to the one given in the proof of Lemma 2.2 shows again
that

P (N(A1) = n1, ..., N(Ak) = nk) =

k∏

i=1

e−η(Ai)
η(Ai)

ni

ni!

for non-negative integers n1, n2, ..., nk. Returning to Definition 2.3 it is now
clear from the previous calculation together with the assumption that η is
non-atomic that conditions (i)–(iii) are met by N . In particular, similar to
the case dealt with in Lemma 2.2, the third condition is automatic as N is a
counting measure by definition.

Next we turn to the case that (S,S, η) is a σ-finite measure space. The
meaning of σ-finite is that there exists a countable disjoint exhaustive sequence
of sets B1, B2, ... in S such that 0 < η(Bi) < ∞ for each i ≥ 1. Define the
measures ηi(·) = η(· ∩ Bi) for each i ≥ 1. The first part of this proof shows
that for each i ≥ 1 there exists some probability space (Ωi,Fi,Pi) on which
we can define a Poisson random measure, say Ni, in (Bi,S ∩ Bi, ηi) where
S ∩ Bi = {A ∩ Bi : A ∈ S} (the reader should verify easily that S ∩ Bi is
indeed a sigma algebra on Bi). The idea is now to show that

N (·) =
∑

i≥1

Ni(· ∩Bi)
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is a Poisson random measure on S with intensity η defined on the product
space

(Ω,F ,P) :=
∏

i≥1

(Ωi,Fi,Pi).

First note that it is again immediate from its definition that N is P-almost
surely a measure. In particular with the help of Fubini’s Theorem, for disjoint
A1, A2, ..., we have

N

⎛
⎝
⋃

j≥1

Aj

⎞
⎠ =

∑

i≥1

Ni

⎛
⎝
⋃

j

Aj ∩Bi

⎞
⎠ =

∑

i≥1

∑

j≥1

N(Aj ∩Bi)

=
∑

j≥0

∑

i≥1

N(Aj ∩Bi)

=
∑

j≥0

N(Aj).

Next, for each i ≥ 1. we have that Ni(A ∩ Bi) is Poisson distributed with
parameter ηi(A ∩Bi); Exercise 2.1 tells us that under P the random variable
N (A) is Poisson distributed with parameter η(A). The proof is complete once
we show that for disjoint A1, ..., Ak in S the variables N(A1), ..., N(Ak) are
all independent under P. However this is obvious since the double array of
variables

{Ni(Aj ∩Bi) : i = 1, 2, ... and j = 1, ..., k}

is also an independent sequence of variables. �

From the construction of the Poisson random measure, the following two
corollaries should be clear.

Corollary 2.5. Suppose that N is a Poisson random measure on (S,S, η).
Then for each A ∈ S, N(· ∩A) is a Poisson random measure on (S ∩A,S ∩
A, η(· ∩A)). Further, if A,B ∈ S and A∩B = ∅ then N(· ∩A) and N(· ∩B)
are independent.

Corollary 2.6. Suppose that N is a Poisson random measure on (S,S, η),
then the support of N is P-almost surely countable. If in addition, η is a finite
measure, then the support is P-almost surely finite.

Finally, note that if η is a measure with an atom at, say, the singleton
s ∈ S, then it is intuitively obvious from the construction of N in the proof
of Theorem 2.4 that P(N({s}) ≥ 1) > 0. Conversely, if η has no atoms then
P(N({s}) = 0) = 1 for all singletons s ∈ S. For further discussion on this
point, the reader is referred to Kingman (1993).
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2.3 Functionals of Poisson Random Measures

Suppose as in Sect. 2.2 that N is a Poisson random measure on the measure
space (S,S, η). As N is P-almost surely a measure, the classical theory of
Lebesgue integration now allows us to talk of

∫

S

f(x)N(dx) (2.7)

as a well defined [0,∞]-valued random variable for measurable functions f :
S → [0,∞). Further (2.7) is still well defined and [−∞,∞] valued for signed
measurable f provided at most one the integrals of f+ = f ∨ 0 and f− =
(−f)∨ 0 is infinite. Note however, from the construction of the Poisson random
measure in the proof of Theorem 2.4 the integral in (2.7) may be interpreted
as equal in law to ∑

υ∈Υ
f(υ)mυ,

where Υ is the support of N (which from Corollary 2.6) is countable, and mυ

is the multiplicity of points at υ. Recalling the remarks following Corollary
2.6 if η has no atoms then mυ = 1 for all υ ∈ N .

We move to the main theorem of this section which is attributed to King-
man (1967) who himself accredits the earlier work of Campbell (1909, 1910).

Theorem 2.7. Suppose that N is a Poisson random measure on (S,S, η). Let
f : S → R be a measurable function.

(i) Then

X =

∫
f(x)N(dx)

is almost surely absolutely convergent if and only if
∫

S

(1 ∧ |f(x)|)η(dx) < ∞. (2.8)

(ii) When condition (2.8) holds, then (with E as expectation with respect to
P)

E
(
eiβX

)
= exp

{
−
∫

S

(1 − eiβf(x))η(dx)

}
(2.9)

for any β ∈ R.
(iii) Further

E (X) =

∫

S

f(x)η(dx) when

∫

S

|f(x)|η(dx) < ∞ (2.10)

and

E
(
X2
)

=

∫

S

f(x)2η(dx) +

(∫

S

f(x)η(dx)

)2

when

∫

S

f(x)2η(dx) < ∞.

(2.11)
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Proof. (i) We begin by defining simple functions to be those of the form

f (x) =

n∑

i=1

fi1Ai
(x) ,

where fi is constant and {Ai : i = 1, ..., n} are disjoint sets in S and further
η (A1 ∪ ... ∪An) < ∞.

For such functions we have

X =

n∑

i=1

fiN(Ai)

which is clearly finite with probability one since each N(Ai) has a Poisson
distribution with parameter η(Ai) < ∞. Now for any θ > 0 we have (using
the well known fact that the characteristic function of a Poisson distribution
with parameter λ > 0 is exp{−λ(1 − e−θ)}),

E
(
e−θX

)
=

n∏

i=1

E

(
e−θfiN(Ai)

)

=

n∏

i=1

exp
{
−(1 − e−θfi)η(Ai)

}

= exp

{
−

n∑

i=1

(1 − e−θfi)η(Ai)

}
.

Since 1 − e−θf(x) = 0 on S\(A1 ∪ ... ∪An) we may thus conclude that

E
(
e−θX

)
= exp

{
−
∫

S

(1 − e−θf(x))η(dx)

}
.

Next we establish the above equality for a general positive measurable
f. For the latter class of f, there exists a pointwise increasing sequence of
positive simple functions {fn : n ≥ 0} such that limn↑∞ fn = f, where the
limit is also understood in the pointwise sense. Since N is an almost surely
σ-finite measure, the monotone convergence theorem now implies that

lim
n↑∞

∫
fn (x)N (dx) =

∫
f (x)N (dx) = X

almost surely. An application of bounded convergence followed by an applica-
tion of monotone convergence again tells us that for any θ > 0,

E
(
e−θX

)
= E

(
exp

{
−θ
∫

f (x)N (dx)

})

= lim
n↑∞

E

(
exp

{
−θ
∫

fn (x)N (dx)

})
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= lim
n↑∞

exp

{
−
∫

S

(1 − e−θfn(x))η(dx)

}

= exp

{
−
∫

S

(1 − e−θf(x))η(dx)

}
. (2.12)

Note that the integral on the right-hand side of (2.12) is either infinite for
all θ > 0 or finite for all θ > 0 accordingly, with the cases that X = ∞
with probability one or X = ∞ with probability less than one, respectively. If∫
S
(1−e−θf(x))η(dx) < ∞ for all θ > 0 then as, for each x ∈ S, (1−e−θf(x)) ≤

(1 − e−f(x)) for all 0 < θ < 1, dominated convergence implies that

lim
θ↓0

∫

S

(1 − e−θf(x))η(dx) = 0

and hence dominated convergence applied again in (2.12) as θ ↓ 0 tells us that
P(X = ∞) = 0.

In conclusion we have that X < ∞ if and only if
∫
S
(1−e−θf(x))η(dx) < ∞

for all θ > 0 and it can be checked (see Exercise 2.3) that the latter happens
if and only if

∫

S

(1 ∧ f(x))η(dx) < ∞.

Note that both sides of (2.12) may be analytically extended by replacing θ
by θ − iβ for β ∈ R. Then taking limits on both sides as θ ↓ 0 we deduce
(2.9).

Now we shall remove the restriction that f is positive. Henceforth assume
as in the statement of the theorem that f is a measurable function. We may
write f = f+−f− where f+ = f ∨0 and f− = (−f)∨0 are both measurable.
The sum X can be written X+ −X− where

X+ =

∫

S

f(x)N+(dx) and X− =

∫

S

f(x)N−(dx)

and N+ = N(· ∩ {x ∈ S : f(x) ≥ 0) and N− = N(· ∩ {x ∈ S : f(x) < 0). From
Corollary 2.5 we know that N+ and N− are both Poisson random measures
with respective intensities η(· ∩ {f ≥ 0}) and η(· ∩ {f < 0}). Further, they
are independent and hence the same is true of X+ and X−. It is now clear
that X converges absolutely almost surely if and only if X+ and X− are
convergent. The analysis of the case when f is positive applied to the sums
X+ and X− now tells us that absolute convergence of X occurs if and only
if ∫

S

(1 ∧ |f(x)|)η(dx) < ∞ (2.13)

and the proof of (i) is complete.
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To complete the proof of (ii), assume that (2.13) holds. Using the inde-
pendence of X+ and X− as well as the conclusion of part (i) we have that for
any θ ∈ R,

E
(
eiθX

)
= E

(
eiθX+

)
E
(
e−iθX−

)

= exp

{
−
∫

{f>0}
(1 − eiθf+(x))η(dx)

}

× exp

{
−
∫

{f<0}
(1 − e−iθf−(x))η(dx)

}

= exp

{
−
∫

S

(1 − eiθf(x))η(dx)

}

and the proof of (ii) is complete.
Part (iii) is dealt with similarly as in the above treatment; that is first by

considering positive, simple f , then extending to positive measurable f and
then to a general measurable f by considering its positive and negative parts.
The proof is left to the reader. �

2.4 Square Integrable Martingales

We shall predominantly use the identities in the Theorem 2.7 for Poisson
random measures on ([0,∞) × R,B[0,∞) × B(R),dt ×Π(dx)) where Π is a
measure concentrated on R\{0}. We shall be interested in integrals of the
form ∫

[0,t]

∫

B

xN(ds× dx), (2.14)

where B ∈ B(R). The relevant integrals appearing in (2.8)–(2.11) for the
above functional of the given Poisson random measure can now be checked to
take the form

t

∫

B

(1 ∧ |x|)Π(dx), t

∫

B

(1 − eiβx)Π(dx),

t

∫

B

|x|Π(dx), and t

∫

B

x2Π(dx),

with the appearance of the factor t in front of each of the integrals being a
consequence of the involvement of Lebesgue measure in the intensity of N .
The following two lemmas capture the context in which we use sums of the
form (2.14). The first may be considered as a converse to Lemma 2.2 and the
second shows the relationship with martingales.

Lemma 2.8. Suppose that N is a Poisson random measure on ([0,∞) ×
R,B[0,∞)×B(R),dt×Π(dx)) where Π is a measure concentrated on R\{0}
and B ∈ B(R) such that 0 < Π(B) < ∞. Then
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Xt :=

∫

[0,t]

∫

B

xN(ds× dx), t ≥ 0

is a compound Poisson process with arrival rate Π(B) and jump distribution
Π(B)−1Π(dx)|B.

Proof. First note that since Π(B) < ∞ by assumption, from Corollary 2.6 we
know that almost surely, Xt may be written as the sum over finite number of
points for each t > 0. This explains why X = {Xt : t ≥ 0} is right continuous
with left limits. (One may also see finiteness of Xt from Theorem 2.7 (i)).
Next note that for all 0 ≤ s < t < ∞,

Xt −Xs =

∫

(s,t]

∫

B

xN(ds× dx)

which is independent of {Xu : u ≤ s} as N gives independent counts over
disjoint regions. Further, according to Theorem 2.7 (ii) we have that for all
θ ∈ R,

E(eiθXt) = exp

{
−t
∫

B

(1 − eiθx)Π(dx)

}
. (2.15)

When put together with the fact that X has independent increments this
shows that

E

(
eiθ(Xt−Xs)

)
=

E(eiθXt)

E(eiθXs)

= exp

{
−(t− s)

∫

B

(1 − eiθx)Π(dx)

}

= E
(
eiθXt−s

)

and hence that increments are stationary. Finally, we identify from (2.15) that
the Lévy–Khintchine exponent of X corresponds to that of a compound Pois-
son process with jump distribution and arrival rate given by Π(B)−1Π(dx)|B
and Π(B), respectively. Since two Lévy processes with the same increment
distributions must be equal in law (as all the finite dimensional distributions
are determined by the increment distributions and this in turn determines the
law of the process) then the Lévy process X must be a compound Poisson
process. �

Lemma 2.9. Suppose that N and B are as in the previous lemma with the
additional assumption that

∫
B
|x|Π(dx) < ∞.

(i) The compound Poisson process with drift

Mt :=

∫

[0,t]

∫

B

xN(ds× dx) − t

∫

B

xΠ(dx), t ≥ 0
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is a P-martingale with respect to the filtration

Ft = σ (N(A) : A ∈ B[0, t] × B (R)) , t > 0. (2.16)

(ii) If further,
∫
B
x2Π(dx) < ∞ then it is a square integrable martingale.

Proof. (i) First note that the process M = {Mt : t ≥ 0} is adapted to the
filtration {Ft : t ≥ 0}. Next note that for each t > 0,

E(|Mt|) ≤ E

(∫

[0,t]

∫

B

|x|N(ds× dx) + t

∫

B

|x|Π(dx)

)

which, from Theorem 2.7 (iii), is finite because
∫
B
|x|Π(dx) is. Next use the

fact that M has stationary independent increments to deduce that for 0 ≤
s ≤ t < ∞,

E(Mt −Ms|Fs)
= E(Mt−s)

= E

(∫

[s,t]

∫

B

xN(ds× dx)

)
− (t− s)

∫

B

xΠ(dx)

= 0

where in the final equality we have used Theorem 2.7 (iii) again.
(ii) To see that M is square integrable, we may yet again appeal to The-

orem 2.7 (iii) together with the assumption that
∫
B
x2Π(dx) < ∞ to deduce

that

E

({
Mt + t

∫

B

xΠ(dx)

}2
)

= t

∫

B

x2Π(dx)

+t2
(∫

B

xΠ(dx)

)2

.

Recalling from the martingale property that E(Mt) = 0, it follows by devel-
oping the left-hand side in the previous display that

E(M2
t ) = t

∫

B

x2Π(dx) < ∞

as required. �

The conditions in both Lemmas 2.8 and 2.9 mean that we may consider
sets, for example, of the form Bε := (−1,−ε)∪(ε, 1) for any ε ∈ (0, 1). However
it is not necessarily the case that we may consider sets of the form B =
(−1, 0)∪(0, 1). Consider for example the case thatΠ(dx) = 1(x>0)x

−(1+α)dx+

1(x<0)|x|−(1+α) for α ∈ (1, 2). In this case, we have that
∫
B
|x|Π(dx) = ∞
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whereas
∫
B
x2Π(dx) < ∞. It will turn out to be quite important in the proof

of the Lévy–Itô decomposition to understand the limit of the martingale in
Lemma 2.8 for sets of the form Bε as ε ↓ 0. For this reason, let us now state
and prove the following theorem.

Theorem 2.10. Suppose that N is as in Lemma 2.8 and
∫
(−1,1)

x2Π(dx) <

∞. For each ε ∈ (0, 1) define the martingale

Mε
t =

∫

[0,t]

∫

Bε

xN(ds× dx) − t

∫

Bε

xΠ(dx), t ≥ 0

and let F∗
t be equal to the completion of

⋂
s>t Fs by the null sets of P where

Ft is given in (2.16). Then there exists a martingale M = {Mt : t ≥ 0} with
the following properties,

(i) for each T > 0, there exists a deterministic subsequence {εTn : n = 1, 2, ...}
with εTn ↓ 0 along which

P( lim
n↑∞

sup
0≤s≤T

(M
εT

n
s −Ms)

2 = 0) = 1,

(ii) it is adapted to the filtration {F∗
t : t ≥ 0},

(iii) it has right continuous paths with left limits almost surely,
(iv) it has, at most, a countable number of discontinuities on [0, T ] almost

surely and
(v) it has stationary and independent increments.

In short, there exists a Lévy process, which is also a martingale with a count-
able number of jumps to which, for any fixed T > 0, the sequence of martin-
gales {Mε

t : t ≤ T} converges uniformly on [0, T ] with probability one along a
subsequence in ε which may depend on T .

Before proving Theorem 2.10 we need to remind ourselves of some general
facts concerning square integrable martingales. In our account we shall recall
a number of well established facts coming from quite standard L2 theory,
measure theory and continuous time martingale theory. The reader is referred
to Sects. 2.4, 2.5 and 9.6 of Ash and Doléans-Dade (2000) for a clear account
of the necessary background.

Fix a time horizon T > 0. Let us assume as in the above theorem that
(Ω,F , {F∗

t : t ∈ [0, T ]},P) is a filtered probability space in which the filtration
{F∗

t : t ≥ 0} is complete with respect to the null sets of P and right continuous
in the sense that F∗

t =
⋂
s>t F∗

s .

Definition 2.11. Fix T > 0. Define M2
T = M2

T (Ω,F , {F∗
t : t ∈ [0, T ]},P)

to be the space of real valued, zero mean right-continuous, square integrable
P-martingales with respect to the given filtration over the finite time period
[0, T ].

One luxury that follows from the assumptions on {F∗
t : t ≥ 0} is that any

zero mean square integrable martingale with respect to the latter filtration
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has a right continuous version which is also a member of M2
T . Recall that

M ′ = {M ′
t : t ∈ [0, T ]} is a version of M if it is defined on the same probability

space and {∃t ∈ [0, T ] : M ′
t �= Mt} is measurable with zero probability.

It is straightforward to deduce that M2
T is a vector space over the real

numbers with zero element Mt = 0 for all t ∈ [0, T ] and all ω ∈ Ω. In fact, as
we shall shortly see, M2

T is a Hilbert space2 with respect to the inner product

〈M,N〉 = E (MTNT ) ,

where M,N ∈ M2
T . It is left to the reader to verify the fact that 〈·, ·〉 forms an

inner product. The only mild technical difficulty in this verification is showing
that for M ∈ M2

T , 〈M,M〉 = 0 implies that M = 0, the zero element. Note
however that if 〈M,M〉 = 0 then by Doob’s Maximal Inequality, which says
that for M ∈ M2

T ,

E

(
sup

0≤s≤T
M2
s

)
≤ 4E

(
M2
T

)
,

we have that sup0≤t≤T Mt = 0 almost surely. Since M ∈ M2
T is right con-

tinuous it follows necessarily that Mt = 0 for all t ∈ [0, T ] with probability
one.

As alluded to above, we can show without too much difficulty that M2
T is

a Hilbert space. To do that we are required to show that given {M (n) : n =
1, 2, ...} is a Cauchy sequence of martingales taken from M2

T then there exists
an M ∈ M2

T such that ∥∥∥M (n) −M
∥∥∥→ 0

as n ↑ ∞ where ‖·‖ := 〈·, ·〉1/2 . To this end let us assume that the sequence
of processes

{
M (n) : n = 1, 2, ...

}
is a Cauchy sequence, in other words,

E

[(
M

(m)
T −M

(n)
T

)2
]1/2

→ 0 as m,n ↑ ∞.

Necessarily then the sequence of random variables {M (k)
T : k ≥ 1} is a Cauchy

sequence in the Hilbert space of zero mean, square integrable random vari-
ables defined on (Ω,FT ,P), say L2(Ω,FT ,P), endowed with the inner prod-
uct 〈M,N〉 = E(MN). Hence there exists a limiting variable, say MT in
L2(Ω,FT ,P) satisfying

E

[
(M

(n)
T −MT )2

]1/2
→ 0

2Recall that 〈·, ·〉 : L × L → R is an inner product on a vector space L over
the reals if it satisfies the following properties for f, g ∈ L and a, b ∈ R; (i)
〈af + bg, h〉 = a 〈f, h〉 + b 〈g, h〉 for all h ∈ L, (ii) 〈f, g〉 = 〈g, f〉, (iii) 〈f, f〉 ≥ 0
and (iv) 〈f, f〉 = 0 if and only if f = 0.

For each f ∈ L let ||f || = 〈f, f〉1/2. The pair (L, 〈·, ·〉) are said to form a
Hilbert space if all sequences, {fn : n = 1, 2, ...} in L that satisfy ||fn − fm|| → 0
as m, n → ∞, so called Cauchy sequences, have a limit which exists in L.
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as n ↑ ∞. Define the martingale M to be the right continuous version3 of

E (MT |F∗
t ) for t ∈ [0, T ]

and note that by definition
∥∥∥M (n) −M

∥∥∥→ 0

as n tends to infinity. Clearly it is an F∗
t -adapted process and by Jensen’s

inequality

E
(
M2
t

)
= E

(
E (MT |F∗

t )
2
)

≤ E
(
E
(
M2
T |F∗

t

))

= E
(
M2
T

)

which is finite. Hence Cauchy sequences converge in M2
T and we see that M2

T

is indeed a Hilbert space.

We are now ready to return to Theorem 2.10.

Proof (of Theorem 2.10). (i) Choose 0 < η < ε < 1, fix T > 0 and define
Mε = {Mε

t : t ∈ [0, T ]}. A calculation similar to the one in Lemma 2.9 (ii)
gives

E
(
(Mε

T −Mη
T )2
)

= E

⎛
⎝
{∫

[0,T ]

∫

η≤|x|<ε
xN(ds× dx)

}2
⎞
⎠

= T

∫

η≤|x|<ε
x2Π(dx).

Note however that the left-hand side above is also equal to ||Mε − Mη||2
(where as in the previous discussion, || · || is the norm induced by the inner
product on M2

T ).
Thanks to the assumption that

∫
(−1,1)

x2Π(dx) < ∞, we now have that

limε↓0 ||Mε −Mη|| = 0 and hence that {Mε : 0 < ε < 1} is a Cauchy family
in M2

T . As M2
T is a Hilbert space we know that there exists a martingale

M = {Ms : s ∈ [0, T ]} ∈ M2
T such that

lim
ε↓0

||M −Mε|| = 0.

An application of Doob’s maximal inequality tells us that in fact

lim
ε↓0

E

[
sup

0≤s≤T
(Ms −Mε

s )
2

]
≤ 4 lim

ε↓0
||M −Mε|| = 0. (2.17)

3Here we use the fact that {F∗
t : t ∈ [0, T ]} is complete and right continuous.
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From this one may deduce that the limit {Ms : s ∈ [0, T ]} does not depend
on T . Indeed suppose it did and we adjust our notation accordingly so that
{Ms,T : s ≤ T} represents the limit. Then from (2.17) we see that for any
0 < T ′ < T ,

lim
ε↓0

E

[
sup

0≤s≤T ′
(Mε

s −Ms,T ′)2
]

= 0

as well as

lim
ε↓0

E

[
sup

0≤s≤T ′
(Mε

s −Ms,T )2
]
≤ lim

ε↓0
E

[
sup

0≤s≤T
(Mε

s −Ms,T )2
]

= 0,

where the inequality is the result of a trivial upper bound. Hence using that
for any two sequences of real numbers {an} and {bn}, supn a

2
n = (supn |an|)2

and supn |an+bn| ≤ supn |an|+supn |bn|, we have together with an application
of Minkowski’s inequality that

E

[
sup

0≤s≤T ′
(Ms,T ′ −Ms,T )2

]1/2
≤ lim

ε↓0
E

[
sup

0≤s≤T ′
(Mε

s −Ms,T ′)2
]1/2

+ lim
ε↓0

E

[
sup

0≤s≤T ′
(Mε

s −Ms,T )2
]1/2

= 0

thus showing that the processes M·,T and M·,T ′ are almost surely uniformly
equal on [0, T ′]. Since T ′ and T may be arbitrarily chosen, we may now speak
of a well defined martingale limit M = {Mt : t ≥ 0}.

From the limit (2.17) we may also deduce that there exists a deterministic
subsequence {εTn : n ≥ 0} along which

lim
εT

n↓0
sup

0≤s≤T
(M

εT
n
s −Ms)

2 = 0

P-almost surely. This follows from the well established fact that L2 conver-
gence of a sequence of random variables implies almost sure convergence on a
deterministic subsequence.

(ii) Fix 0 < t < T . Clearly as M
εT

n
t is F∗

t -measurable, and by part (i) the
latter sequence has an almost sure limit as n ↑ ∞, then by standard measure
theory its limit is also F∗

t -measurable.

(iii) As the paths of Mε are right continuous with left limits, almost sure
uniform convergence (along a subsequence) on finite time intervals implies
that the limiting process, M , also has paths which are right continuous with
left limits. We are using here the fact that, if D[0, 1] is the space of functions
f : [0, 1] → R which are right continuous with left limits, then D[0, 1] is a
closed space under the metric d(f, g) = supt∈[0,1] |f(t)−g(t)| for f, g ∈ D[0, 1].
See Exercise 2.4 for a proof of this fact.
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(iv) According to Corollary 2.6 there are at most an almost surely count-
able number of points in the support of N . Further, as the measure dt×Π(dx)
has no atoms then N is necessarily {0, 1} valued on time–space singletons.4

Hence every discontinuity in {Ms : s ≥ 0} corresponds to a unique point
in the support of N , it follows that M has at most a countable number of
discontinuities. Another way to see there are at most a countable number
of discontinuities is simply to note that functions in the space D[0, 1] have
discontinuities of the first kind5 and hence there are necessarily a countable
number of such discontinuities; see Exercise 2.4.

(v) Uniform almost sure convergence along a subsequence also guarantees
convergence in distribution for a collection of fixed times along the same sub-
sequence. This shows that M has stationary independent increments since for
any 0 ≤ u ≤ v ≤ s ≤ t ≤ T < ∞ and θ1, θ2 ∈ R, dominated convergence gives

E(eiθ1(Mv−Mu)eiθ2(Mt−Ms))

= lim
n↑∞

E(eiθ1(M
εT

n
v −MεT

n
u )eiθ2(M

εT
n

t −MεT
n

s ))

= lim
n↑∞

E(eiθ1M
εT

n
v−u)E(eiθ2M

εT
n

t−s)

= E(eiθ1Mv−u)E(eiθ2Mt−s)

thus concluding the proof. �

2.5 Proof of the Lévy–Itô Decomposition

As previously indicated in Sect. 2, we will take X(1) to be the linear Brownian
motion (2.2) defined now on some probability space (Ω#,F#, P#).

Given Π in the statement of Theorem 2.1 we know from Theorem 2.4 that
there exists a probability space, say (Ω∗,F∗, P ∗), on which may construct
a Poisson random measure N on ([0,∞) × R,B[0,∞) × B(R),dt × Π(dx)).
We may think of the points in the support of N as having a time and space
co-ordinate, or alternatively, as points in R\{0} arriving in time.

Now define

X
(2)
t =

∫

[0,t]

∫

|x|≥1

xN(ds× dx), t ≥ 0

and note from Lemma 2.8 that since Π(R\(−1, 1)) < ∞ that it is a
compound Poisson process with rate Π(R\(−1, 1)) and jump distribution

4If one reconsiders the construction of a general Poisson random measure on
(S,S, η) in the proof of Theorem 2.4, then one sees that if η has atoms, it is
possible that the points which contribute to the support of N may lie on top of
one another. If η has no atoms then the aforementioned points are almost surely
distinct.

5A discontinuity of the first kind of f at x means that f(x+) and f(x−) both exist
but are not equal to one another.
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Π(R\(−1, 1))−1Π(dx)|R\(−1,1). (We may assume without loss of generality

that Π(R\(−1, 1)) > 0 as otherwise we may simply take the process X(2) as
the process which is identically zero.)

Next we construct a Lévy process having only small jumps. For each 1 >
ε > 0 define similarly the compound Poisson process with drift

X
(3,ε)
t =

∫

[0,t]

∫

ε≤|x|<1

xN(ds× dx) − t

∫

ε≤|x|<1

xΠ(dx), t ≥ 0. (2.18)

(As in the definition of X(2) we shall assume without loss of generality Π({x :
|x| < 1}) > 0 otherwise the process X(3) may be taken as the process which
is identically zero). Using Theorem 2.7 (ii) we can compute its characteristic
exponent,

Ψ (3,ε) (θ) :=

∫

ε≤|x|<1

(1 − eiθx + iθx)Π (dx) .

According to Theorem 2.10 there exists a Lévy process, which is also a
square integrable martingale, defined on (Ω∗,F∗, P ∗), to which X(3,ε) con-
verges uniformly on [0, T ] along an appropriate deterministic subsequence
in ε. Note that it is at this point that we are using the assumption that∫
(−1,1)

x2Π(dx) < ∞. It is clear that the characteristic exponent of this latter

Lévy process is equal to

Ψ (3)(θ) =

∫

|x|<1

(1 − eiθx + iθx)Π(dx).

From Corollary 2.5 we know that for each t > 0, N has independent counts
over the two domains [0, t] × {R\(−1, 1)} and [0, t] × (−1, 1). It follows that
X(2) and X(3) are independent. Further the latter two are independent of
X(1) which was defined on another probability space.

To conclude the proof of the Lévy–Itô decomposition in line with the
statement of Theorem 2.1, define the process

Xt = X
(1)
t +X

(2)
t +X

(3)
t , t ≥ 0. (2.19)

This process is defined on the product space

(Ω,F ,P) = (Ω#,F#, P#) × (Ω∗,F∗, P ∗),

has stationary independent increments, has paths that are right continuous
with left limits and has characteristic exponent

Ψ(θ) = Ψ (1)(θ) + Ψ (2)(θ) + Ψ (3)(θ)

= iaθ +
1

2
σ2θ2 +

∫

R

(1 − eiθx + iθx1(|x|<1))Π(dx)

as required. �

Let us conclude this section with some additional remarks on the Lévy–Itô
decomposition.
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Recall from (2.4) that the exponent Ψ (3) appears to have the form of
the infinite sum of characteristic exponents belonging to compound Poisson
processes with drift. Thus suggesting that X(3) may be taken as the superpo-
sition of such processes. We now see from the above proof that this is exactly
the case. Indeed moving ε to zero through the sequence {2−k : k ≥ 0} shows
us that in the appropriate sense of L2 convergence

lim
k↑∞

X
(3,2−k)
t = lim

k↑∞

∫

[0,t]

∫

2−k<|x|<1

xN(ds× dx) − t

∫

2−k<|x|<1

xΠ(dx)

= lim
k↑∞

k−1∑

i=0

{∫

[0,t]

∫

2−(i+1)<|x|<2−i

xN(ds× dx)

−t
∫

2−(i+1)<|x|<2−i

xΠ(dx)

}
.

It is also worth remarking that the definition of X(2) and X(3) in the proof
of the Lévy–Itô decomposition accordingly, with the partition of R\{0} into
R\(−1, 1) and (−1, 1)\{0} is to some extent arbitrary. The point is that one
needs to deal with the contribution of N to the path of the Lévy process which
comes from points which are arbitrarily close to the origin in a different way
to points which are at a positive distance from the origin. In this respect one
could have redrafted the proof replacing (−1, 1) by (α, β) for any α < 0 and
β > 0, in which case one would need to choose a different value of a in the
definition of X(1) in order to make terms add up precisely to the expression
given in the Lévy–Khintchine exponent. To be more precise, if for example

α < −1 and β > 1, then one should take X
(1)
t = a′t+ σBt where

a′ = a−
∫

α<|x|≤−1

xΠ(dx) −
∫

1≤|x|<β
xΠ(dx).

The latter also shows that the Lévy–Khintchine formula (2.1) is not a unique
representation and indeed the indicator 1(|x|<1) in (2.1) may be replaced by
1(α<x<β) with an appropriate adjustment in the constant a.

2.6 Lévy Processes Distinguished by Their Path Type

As is clear from the proof of the Lévy–Itô decomposition, we should think of
the measure Π given in the Lévy–Khintchine formula as characterising a Pois-
son random measure which encodes the jumps of the associated Lévy process.
In this section we shall re-examine elements of the proof of the Lévy–Itô de-
composition and show that, with additional assumptions on Π corresponding
to restrictions on the way in which jumps occur, we may further identify
special classes of Lévy processes embedded within the general class.
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2.6.1 Path Variation

It is clear from the Lévy–Itô decomposition that the presence of the linear
Brownian motion X(1) would imply that paths of the Lévy process have un-
bounded variation. On the other hand, should it be the case that σ = 0, then
the Lévy process may or may not have unbounded variation. The term X(2),
being a compound Poisson process, has only bounded variation. Hence in the
case σ = 0, understanding whether the Lévy process has unbounded variation
is an issue determined by the limiting process X(3); that is to say the process
of compensated small jumps.

Reconsidering the definition of X(3) it is natural to ask under what cir-
cumstances

lim
ε↓0

∫

[0,t]

∫

ε≤|x|<1

xN(ds× dx)

exists almost surely without the need for compensation. Once again, the an-
swer is given by Theorem 2.7 (i). Here we are told that

∫

[0,t]

∫

0<|x|<1

xN(ds× dx) < ∞

if and only if
∫
0<|x|<1

|x|Π(dx) < ∞. In that case we may identify X(3)

directly via

X
(3)
t =

∫

[0,t]

∫

0<|x|<1

xN(ds× dx) − t

∫

0<|x|<1

xΠ(dx), t ≥ 0.

This also tells us that X(3) will be of bounded variation if and only if∫
0<|x|<1

|x|Π(dx) < ∞. The latter combined with the general integral condi-

tion
∫

R
(1 ∧ x2)Π(dx) < ∞ in the light of the Lévy–Itô decomposition yields

the following Lemma.

Lemma 2.12. A Lévy process with Lévy–Khintchine exponent corresponding
to the triple (a, σ,Π) has paths of bounded variation if and only if

σ = 0 and

∫

R

(1 ∧ |x|)Π(dx) < ∞. (2.20)

Note that the finiteness of the integral in (2.20) also allows for the Lévy–
Khintchine exponent of any such bounded variation process to be re-written
as follows

Ψ(θ) = −idθ +

∫

R

(1 − eiθx)Π(dx), (2.21)

where the constant d ∈ R relates to the constant a and Π via

d = −
(
a+

∫

|x|<1

xΠ(dx)

)
.
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In this case, we may write the Lévy process in the form

Xt = dt+

∫

[0,t]

∫

R

xN(ds× dx), t ≥ 0. (2.22)

In view of the decomposition of the Lévy–Khintchine formula for a process
of bounded variation and the corresponding representation (2.22), the term
d is often referred to as the drift. Strictly speaking, one should not talk of
drift in the case of a Lévy process whose jump part is a process of unbounded
variation. If drift is to be understood in terms of a purely deterministic trend,
then it is ambiguous on account of the “infinite limiting compensation” that
one sees in X(3) coming from the second term on the right hand side of (2.18).

From the expression given in (1.3) of the Chap. 1 we see that if X is a
compound Poisson process with drift then its characterisitic exponent takes
the form of (2.21) with Π(R) < ∞. Conversely, suppose that σ = 0 and Π has
finite total mass, then we know from Lemma 2.8 that (2.22) is a compound
Poisson process with drift d. In conclusion we have the following lemma.

Lemma 2.13. A Lévy process is a compound Poisson process with drift if and
only if σ = 0 and Π(R) < ∞.

Processes which are of bounded variation but which are not compound
Poisson processes with drift are sometimes referred to as generalised compound
Poisson processes (with drift). This is because they are structurally the same
as compound Poisson processes in that they may be represented in the form
of (2.22). This is of course not true for Lévy processes of unbounded variation,
even if the Gaussian component is zero.

2.6.2 One-Sided Jumps

Suppose now that Π(−∞, 0) = 0. From the proof of the Lévy–Itô decomposi-
tion, we see that this implies that the corresponding Lévy process has no neg-
ative jumps. If further we have that

∫
(0,∞)

(1∧x)Π(dx) < ∞, σ = 0 and, in the

representation (2.21) of the characteristic exponent, d ≥ 0, then from the rep-
resentation (2.22) it becomes clear that the Lévy process has non-decreasing
paths. Conversely, suppose that a Lévy process has non-decreasing paths then
necessarily it has bounded variation. Hence

∫
(0,∞)

(1 ∧ x)Π(dx) < ∞, σ = 0

and then it is easy to see that in the representation (2.21) of the characteristic
exponent, we necessarily have d ≥ 0. Examples of such a process were given
in Chap. 1 (the gamma process and the inverse Gaussian process) and were
named subordinators. Summarising we have the following.

Lemma 2.14. A Lévy process is a subordinator if and only if Π(−∞, 0) = 0,∫
(0,∞)

(1 ∧ x)Π(dx) < ∞, σ = 0 and d = −
(
a+

∫
(0,1)

xΠ(dx)
)
≥ 0.
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For the sake of clarity, we note that when X is a subordinator, further to
(2.21), its Lévy-Khinchine formula may be written

Ψ(θ) = −idθ +

∫

(0,∞)

(1 − eiθx)Π(dx), (2.23)

where necessarily d ≥ 0.
If Π(−∞, 0) = 0 and X is not a subordinator, then it is referred to in

general as a spectrally positive Lévy process. A Lévy process, X, will then
be referred to as spectrally negative if −X is spectrally positive. Together the
latter two classes of processes are called spectrally one-sided. Spectrally one-
sided Lévy processes may be of bounded or unbounded variation and, in the
latter case, may or may not possess a Gaussian component. Note in particular
that when σ = 0 it is still possible to have paths of unbounded variation. When
a spectrally positive Lévy process has bounded variation then it must take
the form

Xt = −dt+ St, t ≥ 0

where {St : t ≥ 0} is a pure jump subordinator and necessarily d > 0 as
otherwise X would conform to the definition of a subordinator. Note that the
above decomposition implies that if E(X1) ≤ 0 then E(S1) < ∞ as opposed
to the case that E(X1) > 0 in which case it is possible that E(S1) = ∞.

A special feature of spectrally positive processes is that, if τ−x = inf{t >
0 : Xt < x} where x < 0, then P(τ−x < ∞) > 0 and hence, as there can be no
downwards jumps,

P(Xτ−
x

= x|τ−x < ∞) = 1

with a similar property for first passage upwards being true for spectrally
negative processes. A rigorous proof of the first of the above two facts will be
given in Corollary 3.13 at the end of Sect. 3.3. It turns out that the latter fact
plays a very important role in the simplification of a number of theorems we
shall encounter later on in this text which concern the fluctuations of general
Lévy processes.

2.7 Interpretations of the Lévy–Itô Decomposition

Let us return to some of the models considered in Chap. 1 and consider how
the understanding of the Lévy–Itô decomposition helps to justify working with
more general classes of Lévy processes.

2.7.1 The Structure of Insurance Claims

Recall from Sect. 1.3.1 that the Cramér–Lundberg model corresponds to a
Lévy process with characteristic exponent given by
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Ψ(θ) = −icθ + λ

∫

(−∞,0)

(1 − eiθx)F (dx),

for θ ∈ R. In other words, a compound Poisson process with arrival rate λ > 0
and negative jumps, corresponds to claims, having common distribution F
as well as a drift c > 0 corresponding to a steady income due to premiums.
Suppose instead we work with a general spectrally negative Lévy process. That
is a process for which Π(0,∞) = 0 (but not the negative of a subordinator).
In this case, the Lévy–Itô decomposition offers an interpretation for large
scale insurance companies as follows. The Lévy–Khintchine exponent may be
written in the form

Ψ(θ) =

{
1

2
σ2θ2

}
+

{
−iθc+

∫

(−∞,−1]

(1 − eiθx)Π(dx)

}

+

{∫

(−1,0)

(1 − eiθx + iθx)Π(dx)

}
(2.24)

for θ ∈ R. Assume that Π(−∞, 0) = ∞ so Ψ is genuinely different from
the characteristic of a Cramér–Lundberg model. The third bracket in (2.24)
we may understand as a Lévy process representing a countably infinite num-
ber of arbitrarily small claims compensated by a deterministic positive drift
(which may be infinite in the case that

∫
(−1,0)

|x|Π(dx) = ∞) corresponding to

the accumulation of premiums over an infinite number of contracts. Roughly
speaking, the way in which claims occur is such that in any arbitrarily small
period of time dt, a claim of size |x| (for x < 0) is made independently with
probability Π(dx)dt + o(dt). The insurance company thus counterbalances
such claims by ensuring that it collects premiums in such a way that in any
dt, |x|Π(dx)dt of its income is devoted to the compensation of claims of size
|x|. The second bracket in (2.24) we may understand as coming from large
claims which occur occasionally and are compensated against by a steady in-
come at rate c > 0 as in the Cramér–Lundberg model. Here “large” is taken
to mean claims of size one or more and c = −a in the terminology of the
Lévy–Khintchine formula given in Theorem 1.6. Finally the first bracket in
(2.24) may be seen as a stochastic perturbation of the system of claims and
premium income.

Since the first and third brackets in (2.24) correspond to martingales, the
company may guarantee that its revenues drift to infinity over an infinite time
horizon by assuming the latter behaviour applies to the compensated process
of large claims corresponding to the second bracket in (2.24).

2.7.2 General Storage Models

The workload of the M/G/1 queue was presented in Sect. 1.3.2 as a spectrally
negative compound Poisson process with rate λ > 0 and jump distribution F
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with positive unit drift reflected in its supremum. In other words, the under-
lying Lévy process has characteristic exponent

Ψ(θ) = −iθ + λ

∫

(−∞,0)

(1 − eiθx)F (dx)

for all θ ∈ R. A general storage model, described for example in the classic
books of Prabhu (1998) and Takács (1966), consists of working with a general
Lévy process which is the difference of a positive drift and a subordinator and
then reflected in its supremum. Its Lévy–Khintchine exponent thus takes the
form

Ψ(θ) = −idθ +

∫

(−∞,0)

(1 − eiθx)Π(dx),

where d > 0 and
∫
(−∞,0)

(1∧ |x|)Π(dx) < ∞. As with the case of the M/G/1

queue, the reflected process

Wt = (w ∨Xt) −Xt, t ≥ 0

may be thought of the stored volume or workload of some system where X
is the Lévy process with characteristic exponent Ψ given above and X is its
running supremum. The Lévy–Itô decomposition tells us that during the pe-
riods of time that X is away from its supremum, there is a natural “drainage”
of volume or “processing” of workload, corresponding to the downward move-
ment of W in a linear fashion with rate d. At the same time new “volume for
storage” or equivalently new “jobs” arrive independently so that in each dt,
one arrives of size |x| (where x < 0) with probability Π(dx)dt + o(dt) (thus
giving similar interpretation to the occurrence of jumps in the insurance risk
model described above). When Π(−∞, 0) = ∞ the number of jumps are
countably infinite over any finite time interval thus indicating that our model
is processing with “infinite frequency” in comparison to the finite activity of
the workload of the M/G/1 process.

Of course one may also envisage working with a jump measure which has
some mass on the positive half line. This would correspond negative jumps in
the process W . This, in turn, can be interpreted as follows. Over and above
the natural drainage or processing at rate d, in each dt there is independent
removal of a “volume” or “processing time of job” of size y > 0 with probabil-
ity Π(dy)dt + o(dt). One may also consider moving to models of unbounded
variation. However, in this case, the interpretation of drift is lost.

2.7.3 Financial Models

Financial mathematics has become a field of applied probability which has
embraced the use of Lévy processes, in particular, for the purpose of mod-
elling the evolution of risky assets. We shall not attempt to give anything like
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a comprehensive exposure of this topic here, nor elsewhere in this book. Espe-
cially since the existing text books of Boyarchenko and Levendorskii (2002b),
Schoutens (2003), Cont and Tankov (2004) and Barndorff–Nielsen and Shep-
hard (2005) already offer a clear and up-to-date overview between them. It is
however worth mentioning briefly some of the connections between path prop-
erties of Lévy processes seen above and modern perspectives within financial
modelling.

One may say that financial mathematics proper begins with the thesis of
Louis Bachellier who proposed the use of linear Brownian motion to model the
value of a risky asset, say the value of a stock (See Bachelier (1900, 1901)).
The classical model, proposed by Samuleson (1965), for the evolution of a
risky asset however is generally accepted to be that of an exponential linear
Brownian motion with drift;

St = seσBt+µt, t ≥ 0 (2.25)

where s > 0 is the initial value of the asset, B = {Bt : t ≥ 0} is a standard
Brownian motion, σ > 0 and µ ∈ R. This choice of model offers the feature
that asset values have multiplicative stationarity and independence in the
sense that for any 0 ≤ u < t < ∞,

St = Su × S̃t−u (2.26)

where S̃t−u is independent of Su and has the same distribution as St−u.
Whether this is a realistic assumption in terms of temporal correlations in
financial markets is open to debate. Nonetheless, for the purpose of a the-
oretical framework in which one may examine the existence or absence of
certain economic mechanisms, such as risk-neutrality, hedging and arbitrage
as well as giving sense to the value of certain financial products such as option
contracts, exponential Brownian motion has proved to be the right model to
capture the imagination of mathematicians, economists and financial practi-
tioners alike. Indeed, what makes (2.25) “classical” is that Black and Scholes
(1973) and Merton (1973) demonstrated how one may construct rational ar-
guments leading to the pricing of a call option on a risky asset driven by
exponential Brownian motion.

Two particular points (of the many) where the above model of a risky
asset can be shown to be inadequate concern the continuity of the paths and
the distribution of log-returns of the value of a risky asset. Clearly (2.25)
has continuous paths and therefore cannot accommodate for jumps which
arguably are present in observed historical data of certain risky assets due to
shocks in the market. The feature (2.26) suggests that if one would choose a
fixed period of time ∆, then for each n ≥ 1, the innovations log(S(n+1)∆/Sn∆)

are independent and normally distributed with mean µ∆ and variance σ
√

∆.
Empirical data suggests however that the tails of the distribution of the log-
returns are asymmetric as well as having heavier tails than those of normal
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distributions. The tails of the latter being particularly light as they decay like
exp{−x2} for large |x|. See for example the discussion in Schoutens (2003).

Recent literature suggests that a possible remedy for these two points is
to work with

St = seXt , t ≥ 0

instead of (2.25) where again s > 0 is the initial value of the risky asset and
X = {Xt : t ≥ 0} is now a Lévy process. This preserves multiplicative station-
ary and independent increments as well as allowing for jumps, distributional
asymmetry and the possibility of heavier tails than the normal distribution
can offer. A rather unsophisticated example of how the latter may happen is
simply to take for X a compound Poisson process whose jump distribution is
asymmetric and heavy tailed. A more sophisticated example however, and in-
deed quite a popular model in the research literature, is the so-called variance
gamma process, introduced by Madan and Seneta (1990). This Lévy process
is pure jump, that is to say σ = 0, and has Lévy measure given by

Π(dx) = 1(x<0)
C

|x|e
Gxdx+ 1(x>0)

C

x
e−Mxdx,

where C,G,M > 0. It is easily seen by computing explicitly the integral∫
R\{0}(1∧|x|)Π(dx) and the total mass Π(R) that the variance gamma process

has paths of bounded variation and further is not a compound Poisson process.
It turns out that the exponential weighting in the Lévy measure ensures that
the distribution of the variance gamma process at a fixed time t has expo-
nentially decaying tails (as opposed to the much lighter tails of the Gaussian
distribution).

Working with pure jump processes implies that there is no diffusive nature
to the evolution of risky assets. Diffusive behaviour is often found attractive
for modelling purposes as it has the taste of a physical interpretation in which
increments in infinitesimal periods of time are explained as the aggregate ef-
fect of many simultaneous conflicting external forces. Geman et al. (2001)
argue however the case for modelling the value of risky assets with Lévy
processes which have paths of bounded variation which are not compound
Poisson processes. In their reasoning, the latter has a countable number of
jumps over finite periods of time which correspond to the countable, but
nonetheless infinite number of purchases and sales of the asset which collec-
tively dictate its value as a net effect. In particular being of bounded variation
means the Lévy process can be written as the difference to two independent
subordinators (see Exercise 2.8). The latter two should be thought of the to-
tal prevailing price buy orders and total prevailing price sell orders on the
logarithmic price scale.

Despite the fundamental difference between modelling with bounded vari-
ation Lévy processes and exponential Brownian motion, Geman et al. (2001)
also provide an interesting link to the classical model (2.25) via time change.
The basis of their ideas lies with the following lemma.
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Lemma 2.15. Suppose that X = {Xt : t ≥ 0} is a Lévy process with char-
acteristic exponent Ψ and τ = {τs : s ≥ 0} is an independent subordinator
with characteristic Ξ. Then Y = {Xτs

: s ≥ 0} is again a Lévy process with
characteristic exponent Ξ ◦ Ψ .

Proof. First let us make some remarks about Ξ. We already know that the
formula

E(eiθτs) = e−Ξ(θ)s

holds for all θ ∈ R. However, since τ is a non-negative valued process, via
analytical extension, we may claim that the previous equality is still valid for
θ ∈ {z ∈ C : ℑz ≥ 0}. Note in particular then that since

ℜΨ(u) =
1

2
σ2u2 +

∫

R

(1 − cos(ux))Π(dx) > 0

for all u ∈ R, the equality

E(e−Ψ(u)τs) = e−Ξ(Ψ(u))s (2.27)

holds.
Since X and τ have right continuous paths, then so does Y . Next consider

0 ≤ u ≤ v ≤ s ≤ t < ∞ and θ1, θ2 ∈ R. Then by first conditioning on τ and
noting that 0 ≤ τu ≤ τv ≤ τs ≤ τt < ∞ we have

E

(
eiθ1(Yv−Yu)+iθ2(Yt−Ys)

)
= E

(
e−Ψ(θ1)(τv−τu)−Ψ(θ2)(τt−τs)

)

= E

(
e−Ψ(θ1)τv−u−Ψ(θ2)τt−s)

)

= e−Ξ(Ψ(θ1))(v−u)−Ξ(Ψ(θ2))(t−s)

where in the final equality we have used the fact that τ has stationary inde-
pendent increments together with (2.27). This shows that Y has stationary
and independent increments. �

Suppose in the above lemma we take for X a linear Brownian motion with
drift as in the exponent of (2.25). By sampling this continuous path process
along the range of an independent subordinator, one recovers another Lévy
process. Geman et al. (2001) suggest that one may consider the value of a
risky asset to evolve as the process (2.25) on an abstract time scale suitable
to the rate of business transactions called business time. The link between
business time and real time is given by the subordinator τ . That is to say, one
assumes that the value of a given risky asset follows the process Y = X ◦ τ
because at real time s > 0, τs units of business time have passed and hence
the value of the risky asset is positioned at Xτs

.
Returning to the example of the variance gamma process given above, it

turns out that one may recover it from a linear Brownian motion by applying
a time change using a gamma subordinator. See Exercise 2.9 for more details
on the facts mentioned here concerning the variance gamma process as well
as Exercise 2.12 for more examples of Lévy processes which may be written
in terms of a subordinated Brownian motion with drift.
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Exercises

2.1. The object of this exercise is to give a reminder of the additive property
of Poisson distributions (which is also the reason why they belong to the
class of infinite divisible distributions). Suppose that {Ni : i = 1, 2, ...} is
an independent sequence of random variables defined on (Ω,F , P ) which are
Poisson distributed with parameters λi for i = 1, 2, ..., respectively. Let S =∑

i≥1 Ni. Show that

(i) if
∑

i≥1 λi < ∞ then S is Poisson distributed with parameter
∑

i≥1 λi and
hence in particular P (S < ∞) = 1,

(ii) if
∑

i≥1 λi = ∞ then P (S = ∞) = 1.

2.2. Denote by {Ti : i ≥ 1} the arrival times in the Poisson process N = {Nt :
t ≥ 0} with parameter λ.

(i) By recalling that inter-arrival times are independent and exponential, show
that for any A ∈ B([0,∞)n),

P ((T1, ..., Tn) ∈ A|Nt = n) =

∫

A

n!

tn
1(0≤t1≤...≤tn≤t)dt1 × ...× dtn.

(ii) Deduce that the distribution of (T1, ..., Tn) conditional on Nt = n has the
same law as the distribution of an ordered independent sample of size n
taken from the uniform distribution on [0, t].

2.3. If η is a measure on (S,S) and f : S → [0,∞) is measurable then show
that

∫
S
(1−e−φf(x))η(dx) < ∞ for all φ > 0 if and only if

∫
S
(1∧f(x))η(dx) <

∞.

2.4. Recall that D[0, 1] is the space of functions f : [0, 1] → R which are right
continuous with left limits.

(i) Define the norm ||f || = supx∈[0,1] |f(x)|. Use the triangle inequality to
deduce that D[0, 1] is closed under uniform convergence with respect to
the norm || · ||. That is to say, show that if {fn : n ≥ 1} is a sequence in
D[0, 1] and f : [0, 1] → R such that limn↑∞ ||fn− f || = 0 then f ∈ D[0, 1].

(ii) Suppose that f ∈ D[0, 1] and let ∆ = {t ∈ [0, 1] : |f(t) − f(t−)| �= 0} (the
set of discontinuity points). Show that ∆ is countable if ∆c is countable
for all c > 0 where ∆c = {t ∈ [0, 1] : |f(t) − f(t−)| > c}. Next fix c > 0.
By supposing for contradiction that ∆c has an accumulation point, say x,
show that the existence of either a left or right limit at x fails as it would
imply that there is no left or right limit of f at x. Deduce that ∆c and
hence ∆ is countable.

2.5. The explicit construction of a Lévy process given in the Lévy–Itô de-
composition begs the question as to whether one may construct examples of
deterministic functions which have similar properties to those of the paths
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of Lévy processes. The objective of this exercise is to do precisely that. The
reader is warned however, that this is purely an analytical exercise and one
should not necessarily think of the paths of Lévy processes as being entirely
similar to the functions constructed below in all respects.

(i) Let us recall the definition of the Cantor function which we shall use to
construct a deterministic function which has bounded variation and that
is right continuous with left limits. Take the interval C0 := [0, 1] and
perform the following iteration. For n ≥ 0 define Cn as the union of
intervals which remain when removing the middle third of each of the
intervals which make up Cn−1. The Cantor set C is the limiting object,⋂
n≥0 Cn and can be described by

C = {x ∈ [0, 1] : x =
∑

k≥1

αk
3k

such that αk ∈ {0, 2} for each k ≥ 1}.

One sees then that the Cantor set is simply the points in [0, 1] which
omits numbers whose tertiary expansion contain the digit 1. To describe
the Cantor function, for each x ∈ [0, 1] let j(x) be the smallest j for which
αj = 1 in the tertiary expansion of

∑
k≥1 αk/3

k of x. If x ∈ C then
j(x) = ∞ and otherwise if x ∈ [0, 1]\C then 1 ≤ j(x) < ∞. The Cantor
function is defined as follows

f(x) =
1

2j(x)
+

j(x)−1∑

i=1

αj
2i+1

for x ∈ [0, 1].

Now consider the function g : [0, 1] → [0, 1] given by g(x) = f−1(x) − at
for a ∈ R. Here we understand f−1(x) = inf{θ : f(θ) > x}. Note that g is
monotone if and only if a ≤ 0. Show that g has only positive jumps and
the value of x for which g jumps form a dense set in [0, 1]. Show further
that g has bounded variation on [0, 1].

(ii) Now let us construct an example of a deterministic function which has
unbounded variation and that is right continuous with left limits. Denote
by Q2 the dyadic rationals. Consider a function J : [0,∞) → R as follows.
For all x ≥ 0 which are not in Q2, set J(x) = 0. It remains to assign a
value for each x = a/2n where a = 1, 3, 5, ... (even values of a cancel). Let

J(a/2n) =

{
2−n if a = 1, 5, 9, ...
−2−n if a = 3, 7, 11, ...

and define
f(x) =

∑

s∈[0,x]∩Q2

J(x).

Show that f is uniformly bounded on [0, 1], is right continuous with left
limits and has unbounded variation over [0, 1].
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2.6. Suppose that X is a Lévy process with Lévy measure Π.

(i) For each n ≥ 2 show that for each t > 0,

∫

[0,t]

∫

R

xnN(ds× dx) < ∞

almost surely if and only if

∫

|x|≥1

|x|nΠ(dx) < ∞.

(ii) Suppose now that Π satisfies
∫
|x|≥1

|x|nΠ(dx) < ∞ for n ≥ 2. Show that

∫

[0,t]

∫

R

xnN(ds× dx) − t

∫

R

xnΠ(dx), t ≥ 0

is a martingale.

2.7. Let X be a Lévy process with Lévy measure Π. Denote by N the Poisson
random measure associated with its jumps.

(i) Show that

P( sup
0<s≤t

|Xs −Xs−| > a) = 1 − e−tΠ(R\(−a,a))

for a > 0.
(ii) Show that the paths of X are continuous if and only if Π = 0.
(iii) Show that the paths of X are piece-wise linear if and only if it is a

compound Poisson process with drift if and only if σ = 0 and Π(R) < ∞.
[Recall that a function f : [0,∞) → R is right continuous and piece-wise
linear if there exist sequence of times 0 = t0 < t1 < ... < tn < ... with
limn↑∞ tn = ∞ such that on [tj−1, tj) the function f is linear].

(iv) Now suppose that Π(R) = ∞. Argue by contradiction that for each pos-
itive rational q ∈ Q there exists a decreasing sequence of jump times for
X, say {Tn(ω) : n ≥ 0}, such that limn↑∞ Tn = q. Hence deduce that the
set of jump times are dense in [0,∞).

2.8. Show that any Lévy process of bounded variation may be written as the
difference of two independent subordinators.

2.9. This exercise gives another explicit example of a Lévy process; the vari-
ance gamma process, introduced by Madan and Seneta (1990) for modelling
financial data.

(i) Suppose that Γ = {Γt : t ≥ 0} is a gamma subordinator with parameters
α, β and that B = {Bt : t ≥ 0} is a standard Brownian motion. Show that
for c ∈ R and σ > 0, the variance gamma process
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Xt := cΓt + σBΓt
, t ≥ 0

is a Lévy process with characteristic exponent

Ψ(θ) = β log(1 − i
θc

α
+
σ2θ2

2α
).

(ii) Show that the variance gamma process is equal in law to the Lévy process

Γ (1) − Γ (2) = {Γ (1)
t − Γ

(2)
t : t ≥ 0},

where Γ (1) is a Gamma subordinator with parameters

α(1) =

(√
1

4

c2

α2
+

1

2

σ2

α
+

1

2

c

α

)−1

and β(1) = β

and Γ (2) is a Gamma subordinator, independent of Γ (1), with parameters

α(2) =

(√
1

4

c2

α2
+

1

2

σ2

α
− 1

2

c

α

)−1

and β(2) = β.

2.10. Suppose that d is an integer greater than one. Choose a ∈ Rd and let
Π be a measure concentrated on Rd\{0} satisfying

∫

Rd

(1 ∧ |x|2)Π(dx)

where | · | is the standard Euclidian norm. Show that it is possible to construct
a d-dimensional process X = {Xt : t ≥ 0} on a probability space (Ω,F ,P)
having the following properties.

(i) The paths of X are right continuous with left limits P-almost surely in the
sense that for each t ≥ 0, P(lims↓tXs = Xt) = 1 and P(lims↑tXs exists) =
1.

(ii) P(X0 = 0) = 1, the zero vector in Rd.
(iii) For 0 ≤ s ≤ t, Xt − Xs is independent of σ(Xu : u ≤ s).
(iv) For 0 ≤ s ≤ t, Xt − Xs is equal in distribution to Xt−s.
(v) For any t ≥ 0 and θ ∈ Rd,

E(eiθ·Xt) = e−Ψ(θ)t

and

Ψ(θ) = ia · θ +
1

2
θ · Aθ +

∫

Rd

(1 − eiθ·x + i(θ · x)1(|x|<1))Π(dx), (2.28)

where for any two vectors x and y in Rd, x · y is the usual inner product
and A is a d× d matrix whose eigenvalues are all non-negative.
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2.11. Suppose that X is a subordinator. Show that it has a Laplace exponent
given by

− log E(e−qX1) = Φ(q) = dq +

∫

(0,∞)

(1 − e−qx)Π(dx)

for q ≥ 0. Show using integration by parts that

Φ(q) = dq + q

∫ ∞

0

e−qxΠ(x,∞)dx

and hence that the drift term d may be recovered from the limit

lim
q↑∞

Φ(q)

q
= d.

2.12. Here are some more examples of Lévy processes which may be written
as a subordinated Brownian motion.

(i) Let α ∈ (0, 2). Show that a Brownian motion subordinated by a stable
process of index α/2 is a symmetric stable process of index α.

(ii) Suppose that X = {Xt : t ≥ 0} is a compound Poisson process with Lévy
measure given by

Π(dx) =
{
1(x<0)e

−a|x| + 1(x>0)e
−ax
}

dx

for a > 0. Now let τ = {τs : s ≥ 0} be a pure jump subordinator with
Lévy measure

π(dx) = 1(x>0)2ae
−a2xdx.

Show that {
√

2Bτs
: s ≥ 0} has the same law as X where B = {Bt : t ≥ 0}

is a standard Brownian motion independent of τ .
(iii) Suppose now that X = {Xt : t ≥ 0} is a compound Poisson process with

Lévy measure given by

Π(dx) =
λ
√

2

σ
√
π

e−x
2/2σ2

dx

for x ∈ R. Show that {σBNt
: t ≥ 0} has the same law as X where B is as

in part (ii) and {Ns : s ≥ 0} is a Poisson process with rate 2λ independent
of B.

Further, the final part gives a simple example of Lévy processes which may
be written as a subordinated Lévy process.

(iv) Suppose that X is a symmetric stable process of index α ∈ (0, 2). Show
that X can be written as a symmetric stable process of index α/β subor-
dinated by an independent stable subordinator of index β ∈ (0, 1).
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More Distributional and Path-Related

Properties

In this chapter we consider some more distributional and path-related prop-
erties of general Lévy processes. Specifically we examine the Strong Markov
Property, duality, moments and exponential change of measure.

In Chap. 1 it was mentioned that any Lévy process X = {Xt : t ≥ 0} is
assumed to be defined on a probability space (Ω,F ,P). We now broaden this
assumption.

Henceforth any Lévy process X is assumed to be defined on a filtered prob-
ability space (Ω,F ,F,P) where now the filtration F = {Ft : t ≥ 0}, defined by
Ft = σ(F0

t ,O), F0
t = σ(Xs : s ≤ t) and O is the set of null sets of P.

Principally what will be of repeated use in making this assumption is the
consequence that the filtration F becomes right continuous.1 That is to say
for each t ≥ 0,

Ft =
⋂

s>t

Fs.

The proof of this fact is given in Exercise 3.1.

3.1 The Strong Markov Property

Recall that X = {Xt : t ≥ 0} defined on the filtered space (Ω,F ,F,P) is a
Markov Process if for each B ∈ B(R) and s, t ≥ 0,

P(Xt+s ∈ B|Ft) = P(Xt+s ∈ B|σ(Xt)). (3.1)

1It is important to stress that, in general, completing the filtration of a stochastic
process by the null sets of its measure is not sufficient to induce right continuity
in the modified filtration.
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In addition, recall that a non-negative random variable, say τ , defined on the
same filtered probability space (Ω,F ,F,P) is called a stopping time if

{τ ≤ t} ∈ Ft

for all t > 0. It is possible that a stopping time may have the property that
P(τ = ∞) > 0. In addition, for any stopping time τ ,

{τ < t} =
⋃

n≥1

{τ ≤ t− 1/n} ∈
⋃

n≥1

Ft−1/n ⊆ Ft.

However, given the right continuity of F, conversely we also have that any
random time τ which has the property that {τ < t} ∈ Ft for all t ≥ 0, must
also be a stopping time since

{τ ≤ t} =
⋂

n≥1

{τ < t+ 1/n} ∈
⋂

n≥1

Ft+1/n = Ft+ = Ft,

where in the last equality we use the right continuity of the filtration. In other
words, for a Lévy process whose filtration is right continuous we may also say
that τ is a stopping time if and only if {τ < t} ∈ Ft for all t ≥ 0.

Associated with a given stopping time is the sigma algebra

Fτ := {A ∈ F : A ∩ {τ ≤ t} ∈ Ft for all t ≥ 0}.

(Note, it is a simple exercise to verify that the above set of sets is a sigma
algebra). A Strong Markov Process satisfies the analog of relation (3.1) in
which the fixed time t may be replaced by any stopping time τ with respect
to F;

P(Xτ+s ∈ B|Fτ ) = P(Xτ+s ∈ B|σ(Xτ )) on {τ < ∞}.

It is easy to see that all Lévy processes are Markovian. Indeed Lévy processes
satisfy the stronger condition that the law of Xt+s−Xt is independent of Ft.
The next theorem indicates that the continuation of X beyond an F-stopping
time relative to its stopped position is completely independent of the history
of the process up to that stopping time and is equal in law to X. Hence in
particular, all Lévy processes exhibit the strong Markov property.

Theorem 3.1. Suppose that τ is a stopping time. Define on {τ < ∞} the

process X̃ = {X̃t : t ≥ 0} where

X̃t = Xτ+t −Xτ , t ≥ 0.

Then on the event {τ < ∞} the process X̃ is independent of Fτ and has the
same law as X and hence in particular is a Lévy process.
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Proof. As finite dimensional distributions determine the law of a stochastic
process, it would suffice to prove that for any 0 ≤ v ≤ u ≤ s ≤ t < ∞, H ∈ Fτ
and θ1, θ2 ∈ R,

E

(
eiθ1(Xτ+t−Xτ+s)+iθ2(Xτ+u−Xτ+v);H ∩ {τ < ∞}

)

= e−Ψ(θ1)(t−s)−Ψ(θ2)(u−v)P (H ∩ {τ < ∞}) ,

where Ψ is the characteristic exponent of X.
To this end, define a sequence of stopping times {τ (n) : n ≥ 1} by

τ (n) =

{
k2−n if (k − 1) 2−n < τ ≤ k2−n for k = 1, 2, ...

0 if τ = 0.
(3.2)

Stationary independent increments together with the fact that H∩{τ (n) =
k2−n} ∈ Fk2−n gives

E

(
e
iθ1(Xτ(n)+t

−X
τ(n)+s

)+iθ2(Xτ(n)+u
−X

τ(n)+v
)
;H ∩ {τ (n) < ∞}

)

=
∑

k≥0

E

(
e
iθ1(Xτ(n)+t

−X
τ(n)+s

)+iθ2(Xτ(n)+u
−X

τ(n)+v
)
;H ∩ {τ (n) = k2−n}

)

=
∑

k≥0

E

[
1(H∩{τ(n)=k2−n})

E

(
eiθ1(Xk2−n+t−Xk2−n+s)+iθ2(Xk2−n+u−Xk2−n+v)

∣∣∣Fk2−n

)]

=
∑

k≥0

E
(
eiθ1Xt−s+iθ2Xu−v

)
P(H ∩ {τ (n) = k2−n})

= e−Ψ(θ1)(t−s)−Ψ(θ2)(u−v)P(H ∩ {τ (n) < ∞}).

The paths of X are almost surely right continuous and τ (n) ↓ τ as n tends
to infinity, hence Xτ(n)+s → Xτ+s almost surely for all s ≥ 0 as n tends to
infinity. It follows by the dominated convergence theorem that

P

(
eiθ1(Xτ+t−Xτ+s)+iθ2(Xτ+u−Xτ+v);H ∩ {τ < ∞}

)

= lim
n↑∞

E

(
e
iθ1(Xτ(n)+t

−X
τ(n)+s

)+iθ2(Xτ(n)+u
−X

τ(n)+v
)
;H ∩ {τ (n) < ∞}

)

= lim
n↑∞

e−Ψ(θ1)(t−s)−Ψ(θ2)(u−v)P(H ∩ {τ (n) < ∞})

= e−Ψ(θ1)(t−s)−Ψ(θ2)(u−v)P (H ∩ {τ < ∞})

showing that X̃ is independent of Fτ on {τ < ∞} and has the same law as X.
�

Examples of F-stopping times which will repeatedly occur in the remaining
text are those of the first entrance time and first hitting time of a given open or
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closed set B ⊆ R. They are defined, respectively, as

TB = inf{t ≥ 0 : Xt ∈ B} and τB = inf{t > 0 : Xt ∈ B}.

We take the usual definition inf ∅ = ∞ here. Typically throughout this book
we shall work with the choice of B equal to (x,∞), [x,∞), (−∞, x), (−∞, x]
and {x} where x ∈ R. The two times TB and τB are very closely related.
They are equal when X0 �∈ B, however, they may possibly differ in value
when X0 ∈ B. Consider for example the case that B = [0,∞) and X is a
compound Poisson process with strictly negative drift. When X0 = 0 we have
P(TB = 0) = 1 where as P(τB > 0) = 1.2

To some extent it is intuitively obvious why TB and τB are stopping times.
Nonetheless, we complete this section by justifying this claim. The justifica-
tion comes in the form of a supporting lemma and a theorem establishing
the claim. The lemma illustrates that there exists a sense of left continuity
of Lévy processes when appropriately sampling the path with an increasing
sequence of stopping times; so called quasi-left-continuity. The proofs of the
forthcoming lemma and theorem are quite technical and it will do no harm if
the reader chooses to bypass their proofs and continue reading on to the next
section at this point in time. The arguments given are rooted in the works of
Dellacherie and Meyer (1975–1993) and Blumenthal and Getoor (1968) who
give a comprehensive and highly detailed account of the theory of Markov
processes in general.

Lemma 3.2 (Quasi-Left-Continuity). Suppose that T is a F-stopping time
and that {Tn: n ≥ 1} is an increasing sequence of F-stopping times such that
limn↑∞ Tn = T almost surely, then limn↑∞XTn

= XT on {T < ∞}. Hence
if Tn < T almost surely for each n ≥ 1, then X is left continuous at T on
{T < ∞}.

Note that for any fixed t > 0, the probability that X jumps at time t is
zero. Hence if {tn: n = 1, 2, ...} is a sequence of deterministic times satisfying
tn → t as n ↑ ∞ then with probability one Xtn → Xt; in other words, t is
a point of continuity of X.3 The statement in the above lemma thus asserts
that this property extends to the case of stopping times.

Proof (of Lemma 3.2). First suppose that P(T < ∞) = 1. As the sequence
{Tn : n ≥ 1} is almost surely increasing we can identify the limit of {XTn

:
n ≥ 0} by

2As we shall see later, this is a phenomenon which is not exclusive to compound
Poisson processes with strictly negative drift. The same behaviour is experienced
by Lévy processes of bounded variation with strictly negative drift.

3It is worth reminding oneself for the sake of clarity that Xtn → Xt as n ↑ ∞
means that for all ε > 0 there exists a N > 0 such that |Xtn − Xt| < ε for
all n > N and this does not contradict the fact that there might be an infinite
number of discontinuities in the path of X in an arbitrary small neighbourhood
of t.
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Z = 1AXT + 1AcXT−

where A =
⋃
n≥1

⋂
k≥n{Tk = T} = {Tk = T eventually}. Suppose that f and

g are two continuous functions with compact supports. Appealing to bounded
convergence and then to bounded convergence again together with the right
continuity and left limits of paths we have

lim
t↓0

lim
n↑∞

E(f(XTn
)g(XTn+t)) = lim

t↓0
E(f(Z)g(X(T+t)−))

= E(f(Z)g(XT )). (3.3)

Now write for short Ptg(x) = E(g(x+Xt)) = Ex(g(Xt)) which is uniformly
bounded in x and t and, by bounded convergence, continuous in x. Note that
right continuity of X together with bounded convergence also implies that
limt↓0 Ptg(x) = g(x) for each x ∈ R. These facts together with the Markov
property applied at time Tn and bounded convergence imply that

lim
t↓0

lim
n↑∞

E(f(XTn
)g(XTn+t)) = lim

t↓0
lim
n↑∞

E(f(XTn
)Ptg(XTn

))

= lim
t↓0

E(f(Z)Ptg(Z))

= E(f(Z)g(Z)). (3.4)

Equating (3.3) and (3.4) we see that for all uniformly bounded continuous
functions f and g,

E(f(Z)g(XT )) = E(f(Z)g(Z)).

From this equality we may deduce (using standard measure theory) that

E(h(Z,XT )) = E(h(Z,Z))

for any bounded measurable function h. In particular, if we take h(x, y) =
1(x=y) then we deduce that Z = XT almost surely.

When Tn < T almost surely for all n ≥ 1 it is clear that Z = XT− and the
concluding sentence in the statement of the lemma follows for the case that
P(T < ∞) = 1.

To remove the requirement that P(T < ∞) = 1 recall that for each t > 0,
T ∧ t is a finite stopping time. We have that Tn∧ t ↑ T ∧ t as n ↑ ∞ and hence,
from the previous part of the proof, limn↑∞XTn∧t = XT∧t almost surely. In
other words, limn↑∞XTn

= XT on {T ≤ t}. Since we may take t arbitrarily
large the result follows. �

Theorem 3.3. Suppose that B is open or closed. Then,

(i) TB is a stopping time and XTB ∈ B on {TB < ∞} and
(ii) τB is a stopping time and XτB ∈ B on {τB < ∞}
(note that B = B when B is closed).
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Proof. (i) First we deal with the case that B is open. Since any Lévy process
X = {Xt : t ≥ 0} has right continuous paths and B is open we may describe
the event {TB < t} in terms of the path of X at rational times. That is to
say,

{TB < t} =
⋃

s∈Q∩[0,t)

{Xs ∈ B}. (3.5)

Since each of the sets in the union are Ft-measurable and sigma algebras are
closed under countable set operations, then {TB < t} is also Ft-measurable.
Recalling that F is right continuous we have that {TB < t} is Ft-measurable if
and only if {TB ≤ t} is Ft-measurable and hence TB fulfills the definition of an
F-stopping time. Now note that on {TB < ∞} we have that either XTB ∈ B
or that at the time TB , X is at the boundary of B and at the next instant
moves into B; that is to say, X moves continuously into B by first approaching
its boundary arbitrarily closely. In the latter case, right continuity of paths
implies that XTB ∈ B. To illustrate this latter case, consider the example
whereB = (x,∞) for some x > 0 andX is any compound Poisson process with
strictly positive drift and negative jumps. It is clear that P(XT (x,∞) = x) > 0
as the process may drift up to the boundary point {x} and then continue into
(x,∞) before, for example, the first jump occurs.

For the case of closed B, the argument given above does not work. The
reason why lies with the possibility that X may enter B simply by touching
its boundary which is now included in B. Further, this may occur in a way
that cannot be described in terms of a countable sequence of events.

We thus employ another technique for the proof of (i) when B is closed.
Suppose then that {Bn : n ≥ 1} is a sequence of open sets given by

Bn = {x ∈ R : |x− y| < 1/n for some y ∈ B}.

Note that B ⊂ Bn for all n ≥ 1 and
⋂
n≥1 Bn = B. From the previous para-

graph we have that TBn are F-stopping times and clearly they are increasing.
Denote their limit by T . Since for all t ≥ 0,

{T ≤ t} = {sup
n≥1

TBn ≤ t} =
⋂

n≥1

{TBn ≤ t} ∈ Ft,

we see that T is an F-stopping time. Obviously TBn ≤ TB for all n and hence
T ≤ TB. On the other hand, according to quasi-left-continuity described in
the previous lemma, limn↑∞XTBn = XT on the event {T < ∞} showing that
XT ∈ B = B and hence that T ≥ TB on {T < ∞}. In conclusion we have
that T = TB and XTB ∈ B on {TB < ∞}.

(ii) Suppose now that B is open. Let TBε = inf{t ≥ ε : Xt ∈ B}. Note that
{TBε < t} = ∅ ∈ Ft for all t < ε and for t ≥ ε,
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{TBε < t} =
⋃

s∈Q∩[ε,t)

{Xs ∈ B},

which is Ft measurable and hence by right continuity of F, TBε is an F-stopping
time. Now suppose that B is closed. Following the arguments in part (i) but
with TBn

ε := inf{t ≥ ε : Xt ∈ Bn}, we conclude for closed B that TBε is again
an F-stopping time. In both cases, when B is open or closed, we also see as
in part (i) that XTB

ε
∈ B on {TBε < ∞}.

Now suppose that B is open or closed. The sequence of stopping times
{TBε : ε > 0} forms a decreasing sequence as ε ↓ 0 and hence has an almost
sure limit which is equal to τB by definition. Note also that {TBε < ∞}
increases to {τB < ∞} as ε ↓ 0. Since for all t ≥ 0 and decreasing sequences
ε ↓ 0,

{τB ≤ t}c = { inf
n≥1

TBεn
> t} =

⋂

n≥1

{TBεn
> t} ∈ Ft,

we see that τB is an F-stopping time. Right continuity of the paths of X tell
us that limε↓0 XTB

ε
= XτB on {τB < ∞} where the limit is taken in Q∩ [0, 1].

Hence XτB ∈ B whenever {τB < ∞}. �

3.2 Duality

In this section we discuss a simple feature of all Lévy processes which follows
as a direct consequence of stationary independent increments. That is, when
the path of a Lévy process over a finite time horizon is time reversed (in an
appropriate sense) the new path is equal in law to the process reflected about
the origin. This property will prove to be of crucial importance in a number
of fluctuation calculations later on.

Lemma 3.4 (Duality Lemma). For each fixed t > 0, define the reversed
process

{X(t−s)− −Xt : 0 ≤ s ≤ t}
and the dual process,

{−Xs : 0 ≤ s ≤ t}.
Then the two processes have the same law under P.

Proof. Define the time reversed process Ys = X(t−s)− −Xt for 0 ≤ s ≤ t and
note that under P we have Y0 = 0 almost surely as in the Poisson random
measure describing the jumps P(N({t} × R) = 0) = 1 and hence t is a jump
time with probability zero. As can be seen from Fig. 3.1, the paths of Y are
obtained from those of X by a reflection about the vertical axis with an
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Fig. 3.1. Duality of the processes X = {Xs : s ≤ t} and Y = {X(t−s)−−Xt : s ≤ t}.
The path of Y is a reflection of the path of X with an adjustment of continuity at
jump times.

adjustment of the continuity at the jump times so that its paths are almost
surely right continuous with left limits. Further, the stationary independent
increments of X imply directly the same as is true of Y. Further, for each
0 ≤ s ≤ t, the distribution of X(t−s)− − Xt is identical to that of −Xs and
hence, since the finite time distributions of Y determine its law, the proof is
complete. �

The Duality Lemma is also well known for (and in fact originates from)
random walks, the discrete time analogue of Lévy processes, and is justified
using an identical proof. See for example Feller (1971).

One interesting feature that follows as a consequence of the Duality Lemma
is the relationship between the running supremum, the running infimum, the
process reflected in its supremum and the process reflected in its infimum.
The last four objects are, respectively,

Xt = sup
0≤s≤t

Xs, Xt = inf
0≤s≤t

Xs

{Xt −Xt : t ≥ 0} and {Xt −Xt : t ≥ 0}.

Lemma 3.5. For each fixed t > 0, the pairs (Xt,Xt−Xt) and (Xt−Xt,−Xt)
have the same distribution under P.

Proof. Define X̃s = Xt −X(t−s) for 0 ≤ s ≤ t and write X̃t = inf0≤s≤t X̃s.
Using right continuity and left limits of paths we may deduce that

(Xt,Xt −Xt) = (X̃t − X̃t,−X̃t)

almost surely. One may visualise this in Fig. 3.2. By rotating the picture about
by 180◦ one sees the almost sure equality of the pairs (Xt,Xt − Xt) and
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Fig. 3.2. Duality of the pairs (Xt, Xt − Xt) and (Xt − Xt,−Xt).

(X̃t− X̃t,−X̃). Now appealing to the Duality Lemma we have that {X̃s : 0 ≤
s ≤ t} is equal in law to {Xs : 0 ≤ s ≤ t} under P. The result now follows. �

3.3 Exponential Moments and Martingales

It is well known that the position of a Brownian motion at a fixed time has
moments of all orders. It is natural therefore to cast an eye on similar issues
for Lévy processes. In general the picture is not so straightforward. One needs
only to consider compound Poisson processes to see how things can difffer.
Suppose we write the latter in the form

Xt =

Nt∑

i=1

ξi

where N = {Nt: t ≥ 0} is a Poisson process and {ξi: i ≥ 0} are indepen-
dent and identically distributed. By choosing the jump distribution of each
ξi in such a way that it has infinite first moment (for example any stable
distribution on (0,∞) with index α ∈ (0, 1)) it is clear that

E (Xt) = λtE (ξ1) = ∞

for all t > 0.
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As one might suspect, there is an intimate relationship between the mo-
ments of the Lévy measure and the moments of the distribution of the asso-
ciated Lévy process at any fixed time. We have the following theorem.

Theorem 3.6. Let β ∈ R, then

E
(
eβXt

)
< ∞ for all t ≥ 0 if and only if

∫

|x|≥1

eβxΠ(dx) < ∞.

Proof. First suppose that E
(
eβXt

)
< ∞ for some t > 0. Recall X(1), X(2)

and X(3) given in the Lévy–Itô decomposition. Note in particular that X(2)

is a compound Poisson process with arrival rate λ := Π(R\(−1, 1)) and jump
distribution F (dx) := 1(|x|≥1)Π(dx)/Π(R\(−1, 1)) and X(1) +X(3) is a Lévy
process with Lévy measure 1(|x|≤1)Π(dx). Since

E
(
eβXt

)
= E

(
eβX

(2)
t

)
E

(
eβ(X

(1)
t +X

(3)
t )
)
,

it follows that
E

(
eβX

(2)
t

)
< ∞, (3.6)

and hence as X(2) is a compound Poisson process,

E(eβX
(2)
t ) = e−λt

∑

k≥0

(λt)k

k!

∫

R

eβxF ∗k (dx)

= e−Π(R\(−1,1))t
∑

k≥0

tk

k!

∫

R

eβx(Π|R\(−1,1))
∗k (dx) < ∞, (3.7)

where F ∗n and (Π|R\(−1,1))
∗n are the n-fold convolution of F and Π|R\(−1,1),

the restriction of Π to R\(−1, 1), respectively. In particular the summand
corresponding to k = 1 must be finite; that is

∫

|x|≥1

eβxΠ (dx) < ∞.

Now suppose that
∫

R
eβx1(|x|≥1)Π (dx) < ∞ for some β ∈ R. Since

(Π|R\(−1,1))
∗n (dx) is a finite measure, we have

∫

R

eβx(Π|R\(−1,1))
∗n (dx) =

(∫

|x|≥1

eβxΠ (dx)

)n
,

and hence (3.7) and (3.6) hold for all t > 0. The proof is thus complete once
we show that for all t > 0,

E

(
eβ(X

(1)
t +X

(3)
t )
)
< ∞. (3.8)
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However, since X(1) + X(3) has a Lévy measure with bounded support, it
follows that its characteristic exponent,

−1

t
log E

(
eiθ(X

(1)
t +X

(3)
t )
)

= iaθ +
1

2
σ2θ2 +

∫

(−1,1)

(1 − eiθx + iθx)Π (dx) , θ ∈ R, (3.9)

can be extended to an entire function (analytic on the whole of C). To see
this, note that

∫

(−1,1)

(1 − eiθx + iθx)Π (dx) =

∫

(−1,1)

∑

k≥0

(iθx)k+2

(k + 2)!
Π (dx) .

The sum and the integral may be exchanged in the latter using Fubini’s The-
orem and the estimate

∑

k≥0

∫

(−1,1)

(|θ|x)k+2

(k + 2)!
Π (dx) ≤

∑

k≥0

(|θ|)k+2

(k + 2)!

∫

(−1,1)

x2Π (dx) < ∞.

Hence the right–hand side of (3.9) can be written as a power series for all
θ ∈ C and is thus entire. We have then in particular that (3.8) holds. �

In general the conclusion of the previous theorem can be extended to a
larger class of functions than just the exponential functions.

Definition 3.7. A function g : R →[0,∞) is called submultiplicative if there
exists a constant c > 0 such that g(x+ y) ≤ cg(x)g(y) for all x, y ∈ R.

It follows easily from the definition that, for example, the product of two
submultiplicative functions is submultiplicative. Again working directly with
the definition it is also easy to show that if g(x) is submultiplicative, then so
is {g(cx + γ)}α where c ∈ R, γ ∈ R and α > 0. An easy way to see this is
first to prove the statement for g(cx), then g(x+γ) and finally for g(x)α, and
then combine the conclusions.

Theorem 3.8. Suppose that g is measurable, submultiplicative and bounded
on compacts. Then

∫

|x|≥1

g(x)Π(dx) < ∞ if and only if E (g(Xt)) < ∞ for all t > 0.

The proof is essentially the same once one has established that for each
submultiplicative function, g, there exist constants ag > 0 and bg > 0 such that
g (x) ≤ ag exp{bg|x|}. See Exercise 3.3 where examples of submultiplicative
functions other than the exponential can be found.
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Theorem 3.6 gives us a criterion under which we can perform an exponen-
tial change of measure. Define the Laplace exponent

ψ(β) =
1

t
log E(eβXt) = −Ψ(−iβ), (3.10)

defined for all β for which it exits. We now know that the Laplace exponent
is finite if and only if

∫
|x|≥1

eβxΠ(dx) < ∞. Following Exercise 1.5 it is easy

to deduce under the latter assumption that E(β) = {Et(β): t ≥ 0} is a P-
martingale with respect to F where

Et(β) = eβXt−ψ(β)t, t ≥ 0. (3.11)

Since it has mean one, it may be used to perform a change of measure via

dPβ

dP

∣∣∣∣
Ft

= Et(β).

The change of measure above, known as the Esscher transform, is a natural
generalisation of the Cameron–Martin–Girsanov change of measure. As the
next theorem shows, it has the important property that the process X under
Pβ is still a Lévy process. This fact will play a crucial role in the analysis of
risk insurance models and spectrally negative Lévy processes later on in this
text.

Theorem 3.9. Suppose that X is Lévy process with characteristic triple
(a, σ,Π) and that β ∈ R is such that

∫

|x|≥1

eβxΠ(dx) < ∞.

Under the change of measure Pβ the process X is still a Lévy process with
characteristic triple (a∗, σ∗,Π∗) where

a∗ = a− βσ2 +

∫

|x|<1

(1 − eβx)xΠ(dx), σ∗ = σ and Π∗(dx) = eβxΠ(dx)

so that

ψβ(θ) = −θ
(
a− βσ2 +

∫

|x|<1

(1 − eβx)xΠ(dx)

)
+

1

2
σ2θ2

∫

R

(eθx − 1 − θx1(|x<1|))e
βxΠ(dx).

Proof. Suppose, without loss of generality that β > 0. In the case that β < 0
simply consider the forthcoming argument for −X and for β = 0 the statement
of the theorem is trivial. Begin by noting from Hölder’s inequality that for
any θ ∈ [0, β] and all t ≥ 0,
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E(eθXt) ≤ E(eβXt)θ/β < ∞.

Hence ψ(θ) < ∞ for all θ ∈ [0, β]. (In fact the inequality shows that ψ is
convex in this interval). This in turn implies that E(eiθXt) < ∞ for all θ
such that −ℑθ ∈ [0, β]} and t ≥ 0. By analytic extension the characteristic
exponent Ψ of X is thus finite on the same region of the complex plane.

Fix a time horizon t > 0 and note that the density exp{βXt − ψ(β)t} is
positive with probability one and hence P and Pβ are equivalent measures on
Ft. For each t > 0, let

At = {∀s ∈ (0, t], ∃ lim
u↑s

Xu and ∀s ∈ [0, t), ∃ lim
u↓s

Xu = Xs}.

Then, since P(At) = 1 for all t > 0 it follows that Pβ(At) = 1 for all t > 0.
That is to say, under Pβ , the process X still has paths which are almost surely
continuous from the right with left limits.

Next let 0 ≤ v ≤ u ≤ s ≤ t < ∞ and θ1, θ2 ∈ R. Write

Eβ
(
eiθ1(Xt−Xs)+iθ2(Xu−Xv)

)

= E

(
eβXv−ψ(β)ve(iθ2+β)(Xu−Xv)−ψ(β)(u−v)

× eβ(Xs−Xu)−ψ(β)(s−u)e(iθ1+β)(Xt−Xs)−ψ(β)(t−s)
)
.

Using the martingale property of the change of measure and stationary inde-
pendent increments of X under P, by first conditioning on Fs, then Fu and
finally Fv, we find from the previous equality that

Eβ
(
eiθ1(Xt−Xs)+iθ2(Xu−Xv)

)
= e(Ψ(−iβ)−Ψ(θ1−iβ))(t−s)e(Ψ(−iβ)−ψ(θ2−iβ))(u−v).

Hence under Pβ , X has stationary independent increments with characteristic
exponent given by

Ψ(θ − iβ) − Ψ(−iβ), θ ∈ R.

By writing out the latter exponent in terms of the triple (a, σ,Π) associated
with X we have

iθ

(
a− βσ2 +

∫

|x|<1

(1 − eβx)xΠ(dx)

)
+

1

2
θ2σ2, (3.12)

+

∫

R

(1 − eiθx + iθx1|x|<1)e
βxΠ(dx). (3.13)

We thus identify from the Lévy–Khintchine formula for X under Pβ , that the
triple (a∗, σ∗,Π∗) are as given. The Laplace exponent is obtained by applying
(3.10)–(3.13). �
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Seemingly then, the effect of the Esscher transform is to exponentially tilt
the Lévy measure, introduce an additional linear drift and leave the Gaussian
contribution untouched.

Note that in the case of a spectrally negative Lévy process the Laplace
exponent satisfies |ψ(θ)| < ∞ for θ ≥ 0. This follows as a consequence of
Theorem 3.6 together with the fact that Π(−∞, 0) = 0.

Corollary 3.10. The Esscher transform may be applied for all β ≥ 0 when
X is a spectrally negative Lévy process. Further, under Pβ, X remains within
the class of spectrally negative Lévy process. The Laplace exponent ψβ of X
under Pβ satisfies

ψβ(θ) = ψ(θ + β) − ψ(β)

for all θ ≥ −β.

Proof. The Esscher change of measure has the effect of exponentially tilting
the original Lévy measure and therefore does not have any influence on the
support of the Lévy measure. Compute as before, for θ ≥ −β,

e−ψβ(θ) = Eβ(eθX1) = E(e(θ+β)X1−ψ(β)) = E(e(θ+β)−ψ(β)),

which establishes the final statement of the corollary. �

Corollary 3.11. Under the conditions of Theorem 3.9, if τ is an F-stopping
time then on {τ < ∞},

dPβ

dP

∣∣∣∣
Fτ

= Eτ (β).

Proof. By definition if A ∈ Fτ , then A ∩ {τ ≤ t} ∈ Ft. Hence

Pβ(A ∩ τ ≤ t) = E(Et(β)1(A,τ≤t))

= E(E(Et(β)1(A,τ≤t)|Fτ ))
= E(Eτ (β)1(A,τ≤t)),

where in the third equality we have used the Strong Markov Property as well
as the martingale property for E(β). Now taking limits as t ↑ ∞, the result
follows with the help of the Monotone Convergence Theorem. �

We conclude this section, remaining with spectrally negative Lévy processes,
by giving another application of the exponential martingale E(α). Recall the
stopping times

τ+
x = inf{t > 0 : Xt > x}, (3.14)

for x ≥ 0; also called first passage times.
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Fig. 3.3. Two examples of ψ, the Laplace exponent of a spectrally negative Lévy
process, and the relation to Φ.

Theorem 3.12. For any spectrally negative Lévy process, with q ≥ 0,

E(e−qτ
+
x 1(τ+

x <∞)) = e−Φ(q)x,

where Φ(q) is the largest root of the equation ψ(θ) = q.

Before proceeding to the proof, let us make some remarks about the func-
tion

Φ(q) = sup{θ ≥ 0 : ψ(θ) = q}, (3.15)

also known as the right inverse of ψ. Exercise 3.5 shows that on [0,∞), ψ is
infinitely differentiable, strictly convex and that ψ(0) = 0 whilst ψ(∞) = ∞.
As a particular consequence of these facts, it follows that E(X1) = ψ′(0+) ∈
[−∞,∞). In the case that E(X1) ≥ 0, Φ(q) is the unique solution to ψ(θ) = q
in [0,∞). When E(X1) < 0 the latter statement is true only when q > 0 and
when q = 0 there are two roots to the equation ψ(θ) = 0, one of them being
θ = 0 and the other being Φ(0) > 0. See Fig. 3.3 for further clarification.

Proof (of Theorem 3.12). Fix q > 0. Using spectral negativity to write x =
Xτ+

x
on {τ+

x < ∞}, note with the help of the Strong Markov Property that

E(eΦ(q)Xt−qt|Fτ+
x

)

= 1(τ+
x ≥t)e

Φ(q)Xt−qt + 1(τ+
x <t)

eΦ(q)x−qτ+
x E(e

Φ(q)(Xt−Xτ
+
x

)−q(t−τ+
x )|Fτ+

x
),

= e
Φ(q)X

t∧τ
+
x
−q(t∧τ+

x )
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where in the final equality we have used the fact that E(Et(Φ(q))) = 1 for all
t ≥ 0. Taking expectations again we have

E(e
Φ(q)X

t∧τ
+
x
−q(t∧τ+

x )
) = 1.

Noting that the expression in the latter expectation is bounded above by
eΦ(q)x, an application of dominated convergence yields

E(eΦ(q)x−qτ+
x 1(τ+

x <∞)) = 1

which is equivalent to the statement of the theorem. �

The following two corollaries are worth recording for later.

Corollary 3.13. From the previous theorem we have that P(τ+
x < ∞) =

e−Φ(0)x which is one, if and only if Φ(0) = 0, if and only if ψ′(0+) ≥ 0,
if and only if E(X1) ≥ 0.

For the next corollary we define a killed subordinator to be a subordina-
tor which is sent to an additional “cemetery” state at an independent and
exponentially distributed time.

Corollary 3.14. If E(X1) ≥ 0 then the process {τ+
x : x ≥ 0} is a subordinator

and otherwise it is equal in law to a subordinator killed at an independent
exponential time with parameter Φ(0).

Proof. First we claim that Φ(q) − Φ(0) is the Laplace exponent of a non-
negative infinitely divisible random variable. To see this, note that for all
x ≥ 0,

E(e−qτ
+
x |τ+

x < ∞) = e−(Φ(q)−Φ(0))x = E(e−qτ
+
1 |τ+

1 < ∞)x,

and hence in particular

E(e−qτ
+
1 |τ+

1 < ∞) = E(e
−qτ+

1/n |τ+
1/n < ∞)n

showing that P(τ+
1 ∈ dz|τ+

1 < ∞) for z ≥ 0 is the law of an infinitely divisible
random variable. Next, using the Strong Markov Property, spatial homogene-
ity and again the special feature of spectral negativity that {Xτ+

x
= x} on the

event {τ+
x < ∞}, we have for x, y ≥ 0 and q ≥ 0,

E(e−q(τ
+
x+y

−τ+
x )1(τ+

x+y
<∞)|Fτ+

x
)1(τ+

x <∞)

= Ex(e
−qτ+

y 1(τ+
y <∞))1(τ+

x <∞)

= e−(Φ(q)−Φ(0))ye−Φ(0)y1(τ+
x <∞).
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In the first equality we have used standard notation for Markov processes,
Ex(·) = E(·|X0 = x). We see then that the increment τ+

x+y−τ+
x is independent

of Fτ+
x

on {τ+
x < ∞} and has the same law as the subordinator with Laplace

exponent Φ(q) − Φ(0) but killed at an independent exponential time with
parameter Φ(0).

When E(X1) ≥ 0 we have that Φ(0) = 0 and hence the concluding state-
ment of the previous paragraph indicates that {τ+

x : x ≥ 0} is a subordinator
(without killing). On the other hand, if E(X1) < 0, or equivalently Φ(0) > 0
then the second statement of the corollary follows. �

Note that embedded in the previous corollary is the same reasoning which
lies behind the justification of the fact that an inverse Gaussian process is a
Lévy process. See Sect. 1.2.5 and Exercise 1.6.

Exercises

3.1. Suppose that X is a Lévy process defined on (Ω,F ,P) and that Ft is the
sigma algebra obtained by completing σ(Xs : s ≤ t) by the null sets of P. The
aim of this exercise is to show that F := {Ft : t ≥ 0} is automatically right
continuous; that is to say that for all t ≥ 0,

Ft =
⋂

s>t

Fs.

(i) Fix t2 > t1 ≥ 0 and show that for any t ≥ 0,

lim
u↓t

E(eiθ1Xt1
+iθ2Xt2 |Fu) = E(eiθ1Xt1

+iθ2Xt2 |Ft)

almost surely where θ1, θ2 ∈ R.
(ii) Deduce that for any sequence of times t1, ..., tn ≥ 0,

E(g(Xt1 , ..., Xtn)|Ft) = E(g(Xt1 , ..., Xtn)|Ft+)

almost surely for all functions g satisfying E(|g(Xt1 , ..., Xtn)|) < ∞.
(iii) Conclude that for each A ∈ Ft+, E(1A|Ft) = 1A and hence that Ft =

Ft+.

3.2. Show that for any y ≥ 0,

{(y ∨Xt) −Xt : t ≥ 0} and {Xt − (Xt ∧ (−y)) : t ≥ 0}

are [0,∞)-valued strong Markov process.

3.3 (Proof of Theorem 3.8 and examples).

(i) Use the comments under Theorem 3.8 to prove it.
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(ii) Prove that the following functions are submultiplicative: x ∨ 1, xα ∨ 1
|x| ∨ 1, |x|α ∨ 1, exp(|x|β), log(|x| ∨ e), log log(|x| ∨ ee) where α > 0 and
β ∈ (0, 1].

(iii) Suppose that X is a stable process of index α ∈ (0, 2). Show that
E(|Xt|η) < ∞ for all t ≥ 0 if and only if η ∈ (0, α).

3.4. A generalised tempered stable process is a Lévy process with no Gaussian
component and Lévy measure given by

Π(dx) = 1(x>0)
c+

x1+α+ e−γ
+x dx+ 1(x<0)

c−

|x|1+α− eγ
−x dx,

where c± > 0, α± ∈ (−∞, 2) and γ± > 0. Show that if X is a generalized
stable process, then X may always be written in the form X = X+ − X−

where X+ = {X+
t : t ≥ 0} and X− = {X−

t : t ≥ 0} satisfy the following:

(i) If α± < 0 then X± is a compound Poisson process with drift.
(ii) If α± = 0 then X± is a gamma process with drift.
(iii) If α± = 1 then X± is a one-sided Cauchy process.
(iv) If α± ∈ (0, 1) ∪ (1, 2) then up to the addition of a linear drift X± has

the same law as a spectrally positive stable process with index α± but
considered under the change of measure P−γ±

.

3.5. Suppose that ψ is the Laplace exponent of a spectrally negative Lévy
process. By considering explicitly the formula

ψ(β) = −aβ +
1

2
σ2β2 +

∫

(−∞,0)

(eβx − 1 − βx1(x>−1))Π(dx)

show that on [0,∞), ψ is infinitely differentiable, strictly convex and that
ψ(0) = 0 whilst ψ(∞) = ∞.

3.6. Suppose thatX is a spectrally negative Lévy process with Lévy–Khintchine
exponent Ψ . Here we give another proof of the existence of a finite Laplace
exponent for all spectrally negative Lévy processes.

(i) Use spectral negativity together with the lack of memory property to show
that for x, y > 0,

P(Xeq
> x+ y) = P(Xeq

> x)P(Xeq
> y)

where eq is an exponentially distributed random variable4 independent of
X and Xt = sups≤tXs.

4We are making an abuse of notation in the use of the measure P. Strictly speaking
we should work with the measure P × P where P is the probability measure on
the space in which the random variable eq is defined. This abuse of notation will
be repeated for the sake of convenience at various points throughout this text.
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(ii) Deduce that Xeq
is exponentially distributed and hence the Laplace ex-

ponent ψ(β) = −Ψ(−iβ) exists and is finite for all β ≥ 0.
(iii) By considering the Laplace transform of the first passage time τ+

x as in
Sect. 3.3, show that one may also deduce via a different route that Xeq

is exponentially distributed with parameter Φ(q). In particular show that
X∞ is either infinite with probability one or is exponentially distributed
accordingly as E(X1) ≥ 0 or E(X1) < 0. [Hint: reconsider Exercise 3.5].

3.7. For this exercise it will be useful to refer to Sect. 1.2.6. Suppose that X
is a Stable Lévy process with index β = 1; that is to say Π(−∞, 0) = 0.

(i) Show that if α ∈ (0, 1) then X is a driftless subordinator with Laplace
exponent satisfying

− log E(e−θX1) = cθα, θ ≥ 0

for some c > 0.
(ii) Show that if α ∈ (1, 2), then X has a Laplace exponent satisfying

− log E(e−θX1) = −Cθα, θ ≥ 0

for some C > 0. Confirm that X has no integer moments of order 2 and
above as well as being a process of unbounded variation.





4

General Storage Models and Paths of Bounded

Variation

In this chapter we return to the queuing and general storage models discussed
in Sects. 1.3.2 and 2.7.2. Predominantly we shall concentrate on the asymp-
totic behaviour of the two quantities that correspond to the workload process
and the idle time in the M/G/1 queue but now in the general setting de-
scribed in Sect. 2.7.2. Along the way we will introduce some new tools which
will be of help, both in this chapter and in later chapters. Specifically we
shall spend some additional time looking at the change of variable and com-
pensation formulae. We also spend some time discussing similarities between
the mathematical description of the limiting distribution of workload process
(when it is non-trivial) and the Pollaczek–Khintchine formula which requires a
study of the small scale behaviour of Lévy processes of bounded variation. We
start however by briefly recalling and expanding a little on the mathematical
background of general storage models.

4.1 General Storage Models

A general storage model may be considered as consisting of two processes;
{At : t ≥ 0}, the volume of incoming work and {Bt : t ≥ 0}, the total amount
of work that can potentially exit from the system as a result of processing work
continuously. In the case of the M/G/1 queue we have At =

∑Nt

i=1 ξi where
{Nt : t ≥ 0} is a Poisson process and {ξi : i = 1, 2, ...} are the independent
service times of the ordered customers. Further, as the server processes at a
constant unit rate, we have simply that Bt = t. For all t ≥ 0 let Dt = At−Bt.
The process D = {Dt : t ≥ 0} is clearly related to the workload of the
system, although it is itself not a suitable candidate to model the workload
as in principle D may become negative and the workload is clearly a non-
negative quantity. The work stored in the system, W = {Wt : t ≥ 0}, is instead
defined by

Wt = Dt + Lt,
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where L = {Lt : t ≥ 0} is increasing with paths that are right continuous
(and left limits are of course automatic by monotonicity) and is added to the
process D to ensure that Wt ≥ 0 for all t ≥ 0. The process L must only
increase when W = 0 so in particular

∫ ∞

0

1(Wt>0)dLt = 0.

It is easy to check that we may take Lt = −(infs≤tDs ∧ 0). Indeed with this
choice of L we have that {Wt = 0} if and only if {Dt = infs≤tDs ∧ 0} if and
only if t is in the support of the measure dL. It can also be proved that there
is no other choice of L fulfilling these requirements (see for example Kella and
Whitt 1996).

We are concerned with the case that the process A is a pure jump subor-
dinator and B is a linear trend. Specifically, Dt = x−Xt where w ≥ 0 is the
workload already in the system at time t = 0 and X is a spectrally negative
Lévy process of bounded variation. A little algebra with the given expressions
for D and L shows that

Wt = (w ∨Xt) −Xt, t ≥ 0,

where Xt = sups≤tXs.
We know from the discussion in Sect. 3.3 (see also Exercise 3.6) that the

process X has Laplace exponent ψ(θ) = log E(eθX1) which is finite for all
θ ≥ 0. Writing X in the form dt − St where d > 0 and S = {St : t ≥ 0} is a
pure jump subordinator, it is convenient to write the Laplace exponent of X
in the form

ψ(θ) = dθ −
∫

(0,∞)

(1 − e−θx)ν(dx),

where ν is the Lévy measure of the subordinator S and necessarily
∫
(0,∞)

(1∧
x)ν(dx) < ∞. We interpret ν(dx)dt+o(dt) as the probability a job or storage
bulk of size x arrives independently in each dt.

4.2 Idle Times

We start by introducing the parameter

ρ :=
d− ψ′(0+)

d
.

Note that regimes 0 < ρ < 1, ρ = 1 and ρ > 1 correspond precisely to the
regimes ψ′(0+) > 0, ψ′(0+) = 0 and ψ′(0+) < 0, respectively. The first two
of these cases thus imply that Φ(0) = 0 and the third case implies Φ(0) > 0
where Φ is the right inverse of ψ defined in (3.15). When d = 1 and ν = λF
where F is a distribution function and λ > 0 is the arrival rate, the process
W is the workload of an M/G/1 queue. In that case ρ = λE(ξ) where ξ is a
random variable with distribution F and is called the traffic intensity.

The main purpose of this section is to prove the following result which
generalises Theorem 1.11.
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Theorem 4.1. Suppose that ρ > 1 then the total time that the storage process
spends idle

I :=

∫ ∞

0

1(Wt=0)dt,

has the following distribution

P (I ∈ dx) = (1 − e−Φ(0)w)δ0 (dx) + Φ(0)e−Φ(0)(w+xd)dx.

Otherwise if 0 < ρ ≤ 1 then I is infinite with probability one.

Proof (of Theorem 4.1). Essentially the proof mimics the steps of Exercise
1.9. As one sees for the case of the M/G/1 queue, a key ingredient to the

proof is that one may identify the process {d
∫ t
0
1(Ws=0)ds : t ≥ 0} as the

process {Xt : t ≥ 0}. To see why this is true in the general storage model,
recall from the Lévy–Itô decomposition that X has a countable number of
jumps over finite intervals of time and hence the same is true of W . Further
since X has negative jumps, Ws = 0 only if there is no jump at time s. Hence,
given that X is the difference of a linear drift with rate d and a subordinator
S, it follows that for each t ≥ 0,

Xt =

∫ t

0

1(Xs=Xs)dXs

= d

∫ t

0

1(Xs=Xs)ds−
∫ t

0

1(Xs=Xs)dSs

= d

∫ t

0

1(Xs=Xs)ds

almost surely where the final equality follows as a consequence of the fact that

∫ t

0

1(Xs=Xs)dSs ≤
∫ t

0

1(∆Ss=0)dSs = 0.

It is important to note that the latter calculation only works for spectrally
negative Lévy processes of bounded variation on account of the Lévy–Itô
decomposition.

Now following Exercise 3.6 (iii) we can use the equivalence of the events
{X∞ > x} and {τ+

x < ∞}, where τ+
x is the first hitting time of (x,∞) defined

in (3.14), to deduce that X∞ is exponentially distributed with parameter
Φ(0). When Φ(0) = 0 then the previous statement is understood to mean that
P(X∞ = ∞) = 1. When w = 0 we have precisely that

X∞
d

=

∫ ∞

0

1(Xs=Xs)ds =

∫ ∞

0

1(Ws=0)ds. (4.1)

Hence we see that I is exponentially distributed with parameter dΦ(0). Re-
calling which values of ρ imply that Φ(0) > 0 we see that the statement of the
theorem follows for the case w = 0.
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In general however, when w > 0 the equality (4.1) is not valid. Instead we
have that

∫ ∞

0

1(Ws=0)ds =

∫ τ+
w

0

1(Ws=0)ds+

∫ ∞

τ+
w

1(Ws=0)ds

= 1(τ+
w<∞)

∫ ∞

τ+
w

1(Ws=0)ds

= 1(X∞≥w)I
∗, (4.2)

where I∗ is independent of Fτ+
w

on {τ+
w < ∞} and equal in distribution to∫∞

0
1(Ws=0)ds when w = 0. Note that the first integral in the right-hand

side of the first equality disappears on account of the fact that Ws > 0 for all
s < τ+

w . The statement of the theorem now follows for 0 ≤ ρ ≤ 1 by once again
recalling that in this regime Φ(0) = 0 and hence from (4.2) X∞ = ∞ with
probability one and hence I = I∗. The latter has previously been shown to
be infinite with probability one. On the other hand, when ρ > 1, we see from
(4.2) that there is an atom at zero corresponding to the event {X∞ < w} with
probability 1− e−Φ(0)w. Otherwise, with independent probability e−Φ(0)w, the
integral I has the same distribution as I∗. Again from previous calculations
for the case w = 0 we have seen that this is exponential with parameter dΦ(0)
and the proof is complete. �

4.3 Change of Variable and Compensation Formulae

Next we spend a little time introducing the change of variable formula and the
compensation formula. Both formulae pertain to a form of stochastic calculus.
The theory of stochastic calculus is an avenue which we choose not to pursue
in full generality, choosing instead to make some brief remarks. Our exposition
will suffice to study in more detail the storage processes discussed in Chap. 1
as well as a number of other applications in later Chapters.

4.3.1 The Change of Variable Formula

We assume that X = {Xt : t ≥ 0} is a Lévy process of bounded variation.
Referring back to Chap. 2, (2.21) and (2.22) we recall that we may always
write its Lévy–Khintchine exponent as

Ψ(θ) = −idθ +

∫

R

(1 − eiθx)Π(dx)

and correspondingly identify X path-wise in the form of a generalised com-
pound Poisson process

Xt = dt+

∫

[0,t]

∫

R

xN(ds× dx),
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where d ∈ R and, as usual, N is the Poisson random measure associated with
the jumps of X.

Our goal in this section is to prove the following change of variable formula.

Theorem 4.2. Let C1,1([0,∞)×R) be the space of functions f : [0,∞)×R →
R which are continuously differentiable in each variable (in the case of the
derivative in the first variable at the origin a right derivative is understood).
If f(s, x) belongs to the class C1,1([0,∞) × R) then

f(t,Xt) = f(0, X0) +

∫ t

0

∂f

∂s
(s,Xs)ds+ d

∫ t

0

∂f

∂x
(s,Xs)ds

+

∫

[0,t]

∫

R

(f(s,Xs− + x) − f(s,Xs−))N(ds× dx).

It will become apparent from the proof of this theorem that the final
integral with respect to N in the change of variable formula is well defined.

It is worth mentioning that the change of variable formula exists in a much
more general form. For example it is known (cf. Protter 2004 that if V = {Vt :
t ≥ 0} is any mapping from [0,∞) to R (random or deterministic) of bounded
variation with paths that are right continuous and f(s, x) ∈ C1,1([0,∞) × R)
is continuously differentiable, then {f(t, Vt) : t ≥ 0} is a mapping from [0,∞)
to R of bounded variation which satisfies

f(t, Vt) = f(0, V0) +

∫ t

0

∂f

∂s
(s, Vs)ds+

∫ t

0

∂f

∂x
(s, Vs−)dVs

+
∑

s≤t
{f(s, Vs) − f(s, Vs−) − ∆Vs

∂f

∂x
(s, Vs)}, (4.3)

where ∆Vs = Vs − Vs−. Note also that since V is of bounded variation then
it has a minimal decomposition as the difference of two increasing functions
mapping [0,∞) to [0,∞) and hence left continuity of V is automatically guar-
anteed. This means that V has a countable number of jumps (see Exercise
2.4). One therefore may understand the final term on the right-hand side of
(4.3) as a convergent sum over the countable discontinuities of V . In the case
that V is a Lévy process of bounded variation, it is a straightforward exercise
to deduce that when one represents the discontinuities of V via a Poisson
random measure then (4.3) and the conclusion of Theorem 4.2 agree.

Proof (of Theorem 4.2). Define for all ε > 0,

Xε
t = dt+

∫

[0,t]

∫

{|x|≥ε}
xN(ds× dx), t ≥ 0.

As Π(R\(−ε, ε)) < ∞ it follows that N counts an almost surely finite number
of jumps over [0, t] × {R\(−ε, ε)} and Xε = {Xε

t : t ≥ 0} is a compound
Poisson process with drift. Suppose the collection of jumps of Xε up to time
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t are described by the time-space points {(Ti, ξi) : i = 1, ..., N} where N =
N([0, t] × {R\(−ε, ε)}). Let T0 = 0. Then a simple telescopic sum gives

f(t,Xε
t ) = f(0, Xε

0) +

N∑

i=1

(f(Ti, X
ε
Ti

) − f(Ti−1, X
ε
Ti−1

))

+(f(t,Xε
t ) − f(TN , X

ε
TN

)).

Now noting that Xε is piece-wise linear we have,

f(t,Xε
t )

= f(0, Xε
0)

+

N∑

i=1

(∫ Ti

Ti−1

∂f

∂s
(s,Xε

s ) + d
∂f

∂x
(s,Xε

s )ds+ (f(Ti, X
ε
Ti− + ξi) − f(Ti, X

ε
Ti−))

)

+

∫ t

TN

∂f

∂s
(s,Xε

s ) + d
∂f

∂x
(s,Xε

s )ds

= f(0, Xε
0) +

∫ t

0

∂f

∂s
(s,Xε

s ) + d
∂f

∂x
(s,Xε

s )ds

+

∫

[0,t]

∫

R\{0}
(f(s,Xε

s− + x) − f(x,Xε
s−))1(|x|≥ε)N(ds× dx). (4.4)

(Note that the smoothness of f has been used here).
From Exercise 2.8 we know that any Lévy process of bounded variation

may be written as the difference of two independent subordinators. In this

spirit write Xt = X
(1)
t −X

(2)
t where

X
(1)
t = (d ∨ 0)t+

∫

[0,t]

∫

(0,∞)

xN(ds× dx), t ≥ 0

and

X
(2)
t = |d ∧ 0|t−

∫

[0,t]

∫

(−∞,0)

xN(ds× dx), t ≥ 0.

Now let

X
(1,ε)
t = (d ∨ 0)t+

∫

[0,t]

∫

[ε,∞)

xN(ds× dx), t ≥ 0

and

X
(2,ε)
t = |d ∧ 0|t−

∫

[0,t]

∫

(−∞,−ε]
xN(ds× dx), t ≥ 0

and note by almost sure monotone convergence that for each fixed t ≥ 0,

X
(i,ε)
t ↑ X

(i)
t almost surely for i = 1, 2 as ε ↓ 0. Since Xε

t = X
(1,ε)
t − X

(2,ε)
t

we see that for each fixed t > 0 we have limε↓0 Xε
t = Xt almost surely. By

replacing [0, t] by [0, t) in the delimiters of the definitions above it is also clear
that for each fixed t > 0, limε↓0 Xε

t− = Xt− almost surely.
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Now define the random region B = {0 ≤ x ≤ |Xε
s | : s ≤ t and ε > 0} and

note that B is almost surely bounded in R since it is contained in

{0 ≤ x ≤ X(1)
s : s ≤ t} ∪ {0 ≥ x ≥ −X(2)

s : s ≤ t}

and the latter two are almost surely bounded sets on account of right conti-
nuity of paths. Due to the assumed smoothness of f , both derivatives of f are
uniformly bounded (by a random value) on [0, t] ×B, where B is the closure
of the set B. Using the limiting behaviour of Xε in ε and boundedness of the
derivatives of f on [0, t]×B together with almost sure dominated convergence
we see that

lim
ε↓0

∫ t

0

∂f

∂s
(s,Xε

s ) + d
∂f

∂x
(s,Xε

s )ds =

∫ t

0

∂f

∂s
(s,Xs) + d

∂f

∂x
(s,Xs)ds.

Again using uniform boundedness of ∂f/∂x but this time on [0, t] × {x+B :
|x| ≤ 1} we note with the help of the Mean Value Theorem that for all ε > 0
and s ∈ [0, t],

∣∣(f(s,Xε
s− + x) − f(s,Xε

s−))1(ε≤|x|<1),
∣∣ ≤ C |x|1(|x|<1),

where C > 0 is some random variable, independent of s, ε and x. The function
|x| integrates against N on [0, t]×{(−1, 1)} thanks to the assumption that X
has bounded variation. Now appealing to almost sure dominated convergence
again we have that

lim
ε↓0

∫

[0,t]

∫

(−1,1)

(f(s,Xε
s− + x) − f(s,Xε

s−))1(|x|≥ε)N(ds× dx)

=

∫

[0,t]

∫

(−1,1)

f(s,Xs− + x) − f(s,Xs−)N(ds× dx).

A similar limit holds when the delimiters in the double integrals above are
replaced by [0, t]×{R\(−1, 1)} as there are at most a finite number of atoms
in the support of N in this domain. Now taking limits on both sides of (4.4)
the statement of the theorem follows. �

It is clear from the above proof that one could not expect such a formula
to be valid for a general Lévy process. In order to write down a change of
variable formula for a general Lévy process, X, one must first progress to the
construction of stochastic integrals with respect to the X; at the very least,
integrals of the form ∫ t

0

g(s,Xs−)dXs (4.5)

for continuous functions g. Roughly speaking the latter integral may be un-
derstood as the limit
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lim
||P||↓0

∑

i≥1

g(ti−1, Xti−1
)(Xt∧ti −Xt∧ti−1

),

where P = {0 = t0 ≤ t1 ≤ t2 ≤ ...} is a partition of [0,∞), ||P|| = supi≥1(ti−
ti−1) and the limit is taken in probability uniformly in t on [0, T ] where T > 0
is some finite time horizon. This is not however the only way to make sense
of (4.5) although all definitions must be equivalent; see for example Exercise
4.5. In the case that X has bounded variation the integral (4.5) takes the
recognisable form

∫ t

0

g(s,Xs−)dXs = d

∫ t

0

g(s,Xs)ds+

∫

[0,t]

∫

R

g(s,Xs−)N(ds× dx). (4.6)

Establishing these facts is of course non-trivial and in keeping with the
title of this book we shy away from them. The reader is otherwise directed to
Applebaum (2004) for a focused account of the necessary calculations. Protter
(2004) also gives the much broader picture for integration with respect to a
general semi-martingale. (A Lévy process is an example of a broader family of
stochastic processes called semi-martingales which form a natural class from
which to construct a theory of stochastic integration). We finish this section
however by simply stating Itô’s formula for a general Lévy process1 which
functions as a change of variable for the cases not covered by Theorem 4.2.

Theorem 4.3. Let C1,2([0,∞) × R) be the space of functions f : [0,∞) ×
R which are continuously differentiable in the first variable (where the right
derivative is understood at the origin) and twice continuously differentiable
in the second variable. Then for a general Lévy process X with Gaussian
coefficient σ ≥ 0 and f ∈ C1,2([0,∞) × R) we have

f(t,Xt) = f(0, X0) +

∫ t

0

∂f

∂s
(s,Xs)ds+

∫ t

0

∂f

∂x
(s,Xs−)dXs

+

∫ t

0

1

2
σ2 ∂

2f

∂x2
(s,Xs)ds

+

∫

[0,t]

∫

R

(
f(s,Xs− + x) − f(s,Xs−) − x

∂f

∂x
(s,Xs−)

)
N(ds× dx).

4.3.2 The Compensation Formula

Although it was indicated that this chapter principally concerns processes of
bounded variation, the compensation formula, which we will shortly estab-
lish, is applicable to all Lévy processes. Suppose then that X is a general
Lévy process with Lévy measure Π. Recall our running assumption that X is
defined on the filtered probability space (Ω,F ,F,P) where F = {Ft : t ≥ 0}

1As with the change of variable formula, a more general form of Itô’s formula exists
which includes the statement of Theorem 4.3. The natural setting as indicated
above is the case that X is a semi-martingale.
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is assumed to is completed by null sets (and hence is right continuous as X
is a Lévy process). As usual, N will denote Poisson random measure with
intensity ds× dΠ describing the jumps of X. The main result of this section
may be considered as a generalisation of the results in Theorem 2.7.

Theorem 4.4. Suppose φ : [0,∞) × R ×Ω → [0,∞) is a random time-space
function such that

(i) as a trivariate function φ = φ(t, x)[ω] is measurable,
(ii) for each t ≥ 0 φ(t, x)[ω] is Ft × B(R)-measurable and
(iii) for each x ∈ R, with probability one, {φ(t, x)[ω] : t ≥ 0} is a left contin-

uous process.

Then for all t ≥ 0,

E

(∫

[0,t]

∫

R

φ(s, x)N(ds× dx)

)
= E

(∫ t

0

∫

R

φ(s, x)dsΠ(dx)

)
(4.7)

with the understanding that the right-hand side is infinite if and only if the
left-hand side is.

Note that for each ε > 0,
∫

[0,t]

∫

R\(−ε,ε)
φ(s, x)N(ds× dx)

is nothing but the sum over a finite number of terms of positive random
objects and hence, under the first assumption on φ, is measurable in ω. By
(almost sure) monotone convergence the integral

∫
[0,t]

∫
R
φ(s, x)N(ds× dx) is

well defined as

lim
ε↓0

∫

[0,t]

∫

R\(−ε,ε)
φ(s, x)N(ds× dx)

and is measurable in ω (recall when the limit of a sequence of measurable
functions exists it is also measurable). Hence the left-hand side of (4.7) is well
defined even if infinite in value.

On the other hand, under the first assumption on φ, Fubini’s Theorem
implies that, as a random variable,

∫ t

0

∫

R

φ(s, x)dsΠ(dx)

is measurable in ω. Hence the expression on the right-hand side of (4.7) is also
well defined even when infinite in value.

Proof (of Theorem 4.4). Suppose initially that in addition to the assumptions
of the theorem, φ is uniformly bounded by C(1∧x2) for some C > 0. Note that
this ensures the finiteness of the expressions on the left-hand and right-hand
side of (4.7). Write
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φn(t, x) = φ(0, x)1(t=0) +
∑

k≥0

φ(k/2n, x)1(t∈(k/2n,(k+1)/2n]) (4.8)

noting that φn also satisfies the assumptions (i)–(iii) of the theorem. Hence,
as remarked above, for each ε > 0,

∫

[0,t]

∫

R\(−ε,ε)
φn(s, x)N(ds× dx)

is well defined and measurable in ω. We have

E

(∫

[0,t]

∫

R\(−ε,ε)
φn(s, x)N(ds× dx)

)

= E

⎛
⎝
∑

k≥0

∫

( k
2n ,

k+1
2n ]

∫

R\(−ε,ε)
φ(k/2n, x)N(ds× dx)

⎞
⎠

= E

⎛
⎝
∑

k≥0

E

(∫

( k
2n ∧t, k+1

2n ∧t]

∫

R\(−ε,ε)
φ(k/2n, x)N(ds× dx)

∣∣∣∣∣F k
2n ∧t

)⎞
⎠

= E

⎛
⎝
∑

k≥0

∫

( k
2n ∧t, k+1

2n ∧t]

∫

R\(−ε,ε)
φ(k/2n, x)dsΠ(dx)

⎞
⎠

= E

(∫

[0,t]

∫

R\(−ε,ε)
φn(s, x)dsΠ(dx)

)
, (4.9)

where in the third equality we have used the fact that N has independent
counts on disjoint domains, the measurability of φn(k/2n, x) together with
an application of Theorem 2.7 (iii). Since it is assumed that φ is uniformly
bounded by C(1∧ x2) we may apply dominated convergence on both sides of
(4.9) as n ↑ ∞ together with the fact that limn↑∞ φn(t, x) = φ(t−, x) = φ(t, x)
almost surely (by the assumed left continuity of φ) to conclude that

E

(∫

[0,t]

∫

R\(−ε,ε)
φ(s, x)N(ds× dx)

)
= E

(∫ t

0

∫

R\(−ε,ε)
φ(s, x)dsΠ(dx)

)
.

Now take limits as ε ↓ 0 and apply the Monotone Convergence theorem on
each side of the above equality to deduce (4.7) for the case that φ is uniformly
bounded by C(1 ∧ x2).

To remove the latter condition, note that it has been established that (4.7)
holds for φ ∧ C(1 ∧ x2) where φ is given in the statement of the theorem. By
taking limits as C ↑ ∞ in the aforementioned equality, again with the help of
the Monotone Convergence theorem, the required result follows. �

Reviewing the proof of this result, there is a rather obvious corollary which
follows. We leave its proof to the reader as an exercise.
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Corollary 4.5. Under the same conditions as Theorem 4.4 we have for all
0 ≤ u ≤ t < ∞,

E

(∫

(u,t]

∫

R

φ(s, x)N(ds× dx)

∣∣∣∣∣Fu
)

= E

(∫ t

u

∫

R

φ(s, x)dsΠ(dx)

∣∣∣∣Fu
)
.

The last corollary also implies the martingale result below.

Corollary 4.6. Under the same conditions as Theorem 4.4 with the addi-
tional assumption that

E

(∫

[0,t]

∫

R

|φ(s, x)|dsΠ(dx)

)
< ∞,

we have that

Mt :=

∫

[0,t]

∫

R

φ(s, x)N(ds× dx) −
∫

[0,t]

∫

R

φ(s, x)dsΠ(dx), t ≥ 0,

is a martingale.

Proof. The additional integrability condition on φ and Theorem 4.4 implies
that for each t ≥ 0,

E|Mt| ≤ 2E

(∫

[0,t]

∫

R

|φ(s, x)|dsΠ(dx)

)
< ∞.

For 0 ≤ u ≤ t we see that

E(Mt|Fu) = Mu + E

(∫

(u,t]

∫

R

φ(s, x)N(ds× dx)

∣∣∣∣∣Fu
)

−E

(∫ t

u

∫

R

φ(s, x)dsΠ(dx)

∣∣∣∣Fu
)

= Mu

where the last equality is a consequence of Corollary 4.5. �

4.4 The Kella–Whitt Martingale

In this section we introduce a martingale, the Kella–Whitt martingale, which
will prove to be useful for the analysis concerning the existence of a stationary
distribution of the process W . The martingale itself is of implicit interest
as far as fluctuation theory of general spectrally negative Lévy processes are
concerned since one may derive a number of important identities from it. These
identities also appear later in this text as a consequence of other techniques
centred around the Wiener–Hopf factorisation. See in particular Exercise 4.8.

The Kella–Whitt martingale takes its name from Kella and Whitt (1992)
and is presented in the theorem below.
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Theorem 4.7. Suppose that X is a spectrally negative Lévy process of bounded
variation as described in the introduction. For each α ≥ 0, the process

ψ(α)

∫ t

0

e−α(Xs−Xs)ds+ 1 − e−α(Xt−Xt) − αXt, t ≥ 0

is a P-martingale with respect to F.

Proof. The proof of this theorem will rely on the change of variable and com-
pensation formulae. To be more precise, we will make use of the slightly more
general version of the change of variable formula given in Exercise 4.2 which
looks like

f(Xt, Xt) = f(X0, X0) + d

∫ t

0

∂f

∂x
(Xs, Xs)ds+

∫ t

0

∂f

∂s
(Xs, Xs)dXs

+

∫

[0,t]

∫

R

(f(Xs, Xs− + x) − f(Xs, Xs−))N(ds× dx).

for f(s, x) ∈ C1,1([0,∞) × R). From the latter we have that

e−α(Xt−Xt) = 1 + αd

∫ t

0

e−α(Xs−Xs)ds− α

∫ t

0

e−α(Xs−Xs)dXs

+

∫

[0,t]

∫

(−∞,0)

(e−α(Xs−Xs−−x) − e−α(Xs−Xs−))N(ds× dx)

= 1 + αd

∫ t

0

e−α(Xs−Xs)ds− α

∫ t

0

e−α(Xs−Xs)dXs

+

∫ t

0

∫

(0,∞)

(e−α(Xs−Xs−+x) − e−α(Xs−Xs−))dsν(dx)

+Mt (4.10)

(recall that ν is the Lévy measure of −X, defined at the end of Sect. 4.1)
where for each t ≥ 0,

Mt =

∫

[0,t]

∫

(−∞,0)

(e−α(Xs−Xs−−x) − e−α(Xs−Xs−))N(ds× dx)

−
∫ t

0

∫

(0,∞)

(e−α(Xs−Xs−+x) − e−α(Xs−Xs−))dsν(dx).

Note that the second integral on the right-hand side of (4.10) can be
replaced by Xt since the process X increases if and only if the integrand is
equal to one. Note also that the final integral on the right-hand side of (4.10)
also combines with the first integral to give

αd

∫ t

0

e−α(Xs−Xs)ds+

∫ t

0

e−α(Xs−Xs)ds

∫

(0,∞)

(e−αx − 1)ν(dx)

= ψ(α)

∫ t

0

e−α(Xs−Xs)ds.
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The theorem is thus proved once we show that M = {Mt : t ≥ 0} is a
martingale. However, this is a consequence of Corollary 4.6. �

For the reader who is more familiar with stochastic calculus and Itô’s
formula for a general Lévy process, the conclusion of the previous theorem is
still valid when we replace X by a general spectrally negative Lévy process.
See Exercise 4.7. The reader is also encouraged to consult Kella and Whitt
(1992) where general complex valued martingales of this type are derived.
Similarly in this vein one may consult Kennedy (1976), Jacod and Shiryaev
(1987) and Nugyen-Ngoc (2005).

The theorem below, taken from Kyprianou and Palmowski (2005), is an
example of how one may use the Kella–Whitt martingale to study the distri-
bution of the running infimum X = {Xt : t ≥ 0} where Xt := infs≤tXs.

Theorem 4.8. Suppose that X is a general spectrally negative Lévy process
with Laplace exponent ψ and that eq is a random variable which is exponen-
tially distributed with parameter q which is independent of X. Then for all
β ≥ 0 and q > 0,

E(e−β(Xeq−Xeq )) =
q

Φ(q)

β − Φ(q)

ψ(β) − q
. (4.11)

Proof. As indicated in the remarks following the proof of Theorem 4.7, the
statement of the latter theorem is still valid when X is a general spectrally
negative Lévy process. We will assume this fact without proof here (otherwise
refer to Exercise 4.7).

Since M is a martingale, it follows that E(Meq
) = 0. That is to say, for all

α ≥ 0,

ψ(α)E

(∫
eq

0

e−α(Xs−Xs)ds

)
+ 1 − E(e−α(Xeq−Xeq )) − αE(Xeq

) = 0. (4.12)

Taking the first of the three expectations note that

E

(∫
eq

0

e−α(Xs−Xs)ds

)
= E

(∫ ∞

0

du · qe−qu
∫ ∞

0

1(s≤u)e
−α(Xs−Xs)ds

)

=
1

q
E

(∫ ∞

0

qe−qse−α(Xs−Xs)ds

)

=
1

q
E

(
e−α(Xeq−Xeq )

)
.

To compute the third expectation of (4.12) we recall from Exercise 3.6 that
Xeq

is exponentially distributed with parameter Φ(q). Hence the latter expec-
tation is equal to 1/Φ(q).

Now returning to (4.12) and using the previous two main observations we
may re-write it as (4.11). �
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Corollary 4.9. In the previous theorem, by taking limits as q ↓ 0 on both
sides of the above equality, we obtain

E(e−β(X∞−X∞)) = (0 ∨ ψ′(0+))
β

ψ(β)
.

In particular this shows that P(X∞−X∞ = ∞) = 1 if and only if ψ′(0+) ≤ 0
and otherwise P(X∞ −X∞ < ∞) = 1.

Proof. Note that when Φ(0) = 0, equivalently ψ′(0+) ≥ 0,

ψ′(0+) = lim
θ↓0

ψ(θ)

θ
= lim

q↓0

q

Φ(q)
.

On the other hand, when Φ(0) > 0, equivalently ψ′(0+) < 0,

lim
q↓0

q

Φ(q)
= 0.

Using these limits in (4.11) the statement of the Corollary follows. �

4.5 Stationary Distribution of the Workload

In this section we turn to the stationary distribution of the workload process
W , making use of the conclusion in Corollary 4.9 which itself is drawn from the
Kella–Whitt martingale. The setting is as in the introduction to this chapter.

Theorem 4.10. Suppose that 0 < ρ < 1. Then for all w ≥ 0 the workload
has a stationary distribution,

lim
t↑∞

P(Wt ∈ dx|W0 = w) = (1 − ρ)

∞∑

k=0

ρkη∗k(dx), (4.13)

where

η(dx) =
1

dρ
ν(x,∞)dx.

Here we understand η∗0(dx) = δ0(dx) so that the distribution of W∞ has
an atom at zero. Otherwise if ρ ≥ 1 then there is no non-trivial stationary
distribution.

Proof. First suppose that ρ ≥ 1. In this case we know that ψ′(0+) ≤ 0
and then from Corollary 4.9 P(X∞ − X∞ = ∞) = 1. Next note that Wt =
(w ∨Xt) −Xt ≥ Xt −Xt thus showing that P(W∞ = ∞) = 1.

Now suppose that 0 < ρ < 1. In this case ψ′(0+) > 0 and hence from
Corollary 3.14 we know that P(τ+

w < ∞) = 1. It follows that for all t ≥ τ+
w ,

Wt = Xt −Xt and so from Corollary 4.9 we see that for all β > 0,
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lim
t↑∞

E(e−βWt) = ψ′(0+)
β

ψ(β)
. (4.14)

The remainder of the proof thus requires us to show that the right-hand side
of (4.13) has Laplace–Stieltjes transform equal to the right-hand side of (4.14).

To this end, note using integration by parts in the definition of ψ that

ψ(β)

β
= d−

∫ ∞

0

e−βxν(x,∞)dx. (4.15)

As ψ′(0+) > 0 we have that d−1
∫∞
0

ν(x,∞)dx < 1; indeed, for all β ≥ 0 we

have that d−1
∫∞
0

e−βxν(x,∞)dx < 1. We may thus develop the right-hand
side of (4.14) as follows

ψ′(0+)
β

ψ(β)
=

ψ′(0+)

d

∑

k≥0

(
1

d

∫ ∞

0

e−βxν(x,∞)dx

)k
.

Now define the measure η(dx) = (dρ)−1ν(x,∞)dx. We have

ψ′(0+)
β

ψ(β)
=

ψ′(0+)

d

∑

k≥0

ρk
∫ ∞

0

e−βxη∗k(dx) (4.16)

with the understanding that η∗0(dx) = δ0(dx). Noting that ψ′(0+)/d = 1− ρ
the result now follows by comparing (4.16) against (4.14). Note in particular
that the stationary distribution, as one would expect, is independent of the
initial value of the workload. �

Theorem 4.10 contains Theorem 1.12. To see this simply set d = 1, ν = λF
where F is the distribution with mean µ.

As noted earlier in Sect. 1.3.2 for the case of the M/G/1 queue, the ex-
pression for the stationary distribution given in statement Theorem 4.10 for
the case 0 < ρ < 1 is remarkably similar to the expression for the Pollaczek-
Khintchine formula given in Theorem 1.8. The similarity of these two can be
explained simply using Duality Lemma 3.4. Duality implies that for each fixed
t ≥ 0, Xt −Xt is equal in distribution to −Xt. As was noted in the proof of
Theorem 4.10, when 0 < ρ < 1, the limit in distribution of W is independent
of w and equal to the distributional limit of X−X and hence by the previous
remarks, is also equal to the distribution of −X∞. Noting further that

P(−X∞ ≤ x) = Px(τ
−
0 = ∞),

where τ−0 = inf{t > 0 : Xt < 0}, we see that Theorem 4.10 also reads for all
x > 0,

Px(τ
−
0 = ∞) = (1 − ρ)

∞∑

k=0

ρkη∗k(x)

where now η∗0(x) = 1. However, this is precisely the combined statements of
Theorems 1.8 and 1.9, but now for a general spectrally negative Lévy process
of bounded variation.
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4.6 Small-Time Behaviour and the Pollaczek–Khintchine

Formula

Either within the context of the stationary distribution of the workload
process or the ruin problem, the reason for the appearance of a geometric-
type sum in both cases is related to how spectrally negative Lévy processes
of bounded variation behave at arbitrarily small times and consequently, how
the entire path of the process X decomposes into objects called excursions.
This section is dedicated to explaining this phenomenon.

We start the discussion with a Lemma, essentially due to Shtatland (1965);
see also Chap. IV of Gikhman and Skorokhod (1975).

Lemma 4.11. Suppose that X is a spectrally negative Lévy process of bounded
variation. Then

lim
t↓0

Xt

t
= d

almost surely.

Proof. Recall from the Lévy–Itô decomposition that jumps of Lévy processes
are described by a Poisson random measure with intensity dt × ν(dx). From
this it follows that the first jump of X of magnitude greater than δ appears af-
ter a length of time which is exponentially distributed with parameter ν(δ,∞).
Since we are interested in small-time behaviour, it therefore is of no conse-
quence if we assume that ν is concentrated on (0, δ). That is to say, there are
no negative jumps of magnitude greater than δ.

Recall that as X is written in the form Xt = dt − St for t ≥ 0 where
S = {St : t ≥ 0} is a pure jump subordinator with Lévy measure ν. The proof
is then completed by showing that

lim
t↓0

St
t

= 0.

Note however that since S has non-decreasing paths, it follows that when
t ∈ [2−(n−1), 2−n), St ≤ S2−n and hence it suffices to prove that

lim
n↑∞

S2−n

2−(n−1)
= 0.

To achieve the latter, set Mn = S2−n/2−n and compute on the one hand

E(Mn+1|M1, ..., Mn) = 2Mn − 2n+1E(S2−n − S2−(n+1) |M1, ..., Mn). (4.17)

On the other hand, time reversing the path {St : t ≤ 2−n} and using the
stationarity and independence of increments we have that the law of S2−n/2−
S0 given {S2−n , S2−(n−1) , ..., S1/2} is equal in law to the law of S2−n −S2−n/2

given {S2−n , S2−(n−1) , ..., S1/2} and hence

E(S2−n − S2−(n+1) |M1, ..., Mn) = E(S2−(n+1) |M1, ..., Mn).
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Substituting back into (4.17) we see that E(Mn+1|M1, ..., Mn) = Mn and
hence the sequence M = {Mn : n ≥ 1} is a positive P-martingale with re-
spect to the filtration generated by M . The Martingale Convergence Theorem
implies that M∞ := limn↑∞Mn exists and Fatou’s Lemma implies that

E(M∞) ≤ E(M1) =

∫

(0,δ)

xν(dx).

We have then that

E

(
lim sup
t↓0

St
t

)
≤ 1

2
E(lim sup

n↑∞
Mn) =

1

2
E(M∞) ≤ 1

2

∫

(0,δ)

xν(dx). (4.18)

Since
∫
(0,1)

xν(dx) < ∞ the right-hand side above can be made arbitrarily

small by letting δ ↓ 0. This shows that the expectation on the left-hand side
of (4.18) is equal to zero and hence so is the limsup in the expectation with
probability one. �

The Lemma shows that for all sufficiently small times, Xt > 0 and hence
P(τ−0 > 0) = 1. That is to say, when starting from zero, it takes a strictly
positive amount of time before X visits (−∞, 0). Compare this with, for ex-
ample, the situation of a Brownian motion. It is intuitively clear that it will
visit both sides of the origin immediately. To be rigorous about this, recall
from Exercise 1.7 that the first passage process of a Brownian motion is a
stable- 1

2 subordinator. Since the latter subordinator is not a compound Pois-
son process, and hence does not remain at the origin for an initial almost
surely strictly positive period of time, first passage strictly above level zero of
B occurs immediately. By symmetry, the same can be said about first passage
strictly below the level zero.

In order to complete our explanation of the geometric-type sum appearing
in the Pollaczek–Khinchine formula let us proceed for the sake of convenience
by showing that P(σ+

x = ∞) takes the form given in the right-hand side of
(4.13) where now we take Y = −X and for each x ≥ 0, σ+

x = inf{t > 0 : Yt >
x}. Lemma 4.11 shows that P(σ+

0 > 0) = 1. This information allows us to
make the following path decomposition.

Define T0 = 0 and H0 = 0. Let T1 := σ+
0 and

H1 =

{
XT1

if T1 < ∞
∞ if T1 = ∞.

Next we construct iteratively the variables T1, T2, ... and H1,H2, ... in such a
way that

Tn :=

{
inf{t > Tn−1 : Xt > Hn−1} if Tn−1 < ∞

∞ if Tn−1 = ∞



104 4 General Storage Models and Paths of Bounded Variation

and

Hn :=

{
XTn

if Tn < ∞
∞ if Tn = ∞.

Note in particular that T1 = σ+
0 is a stopping time and that for each n ≥ 1,

Tn+1 − Tn is equal in distribution to T1. The Strong Markov Property and
stationary independent increments imply that in the event that {Tn−1 < ∞}
the path

ǫn = {Xt : Tn−1 < t ≤ Tn} (4.19)

is independent of FTn−1
and has the same law as

{Xt : 0 < t ≤ T1}.

In particular, the pair (Tn−Tn−1,Hn−Hn−1) are independent of FTn−1
and

have the same distribution as (σ+
0 , Xσ+

0
) under law P.

The sequence of independent and identically distributed sections of path
{ǫn : n ≥ 1} are called the excursions of X from its maximum. The sequence
of pairs {(T,H) := (Tn,Hn) : n ≥ 0} are nothing more than the jump times
and the consecutive heights of the new maxima of X so long as they are finite.
The assumption that X drifts to infinity implies that the distribution of σ+

0

(and hence Xσ+
0
) under P is defective. To see this, recall that X∞ − X∞ is

equal in distribution to −X∞ which in turn is equal to Y∞. From (4.15) we
see that as limβ↑∞ ψ(β)/β = d. Hence, as it is assumed that 0 < ρ < 1, or
equivalently that ψ′(0+) > 0, we see from Corollary 4.9 that

1 − ρ =
ψ′(0+)

d
= lim

β↑∞
E(e−βY∞) = P(Y∞ = 0) = E(σ+

0 = ∞).

It follows then that there exists an almost surely finite N for which (Tn,Hn)
are all finite for all n ≤ N and infinite for all n > N . We say that the
excursion ǫn is infinite if Tn−Tn−1 = ∞ and otherwise finite. Since excursions
are independent and identically distributed, the total number of excursions
N + 1 is the first time to failure in Bernoulli trials where “failure” means the
occurrence of an infinite excursion and, as noted above, failure has probability
1− ρ. That is to say N + 1 is geometrically distributed with parameter 1− ρ.
As the process Y is assumed to drift to ∞ the structure of the path of Y
must correspond to the juxtaposition of N finite excursions followed by a final
infinite excursion. Figure 4.1 gives a symbolic impression of this decomposition
leaving out details of the path within excursions.

Using the decomposition of the path of Y into the juxtaposition of inde-
pendent and identically distributed excursions from the maximum it is now
clear that the event that there is no ruin corresponds to the event that there
are N finite excursions which when pasted end to end have a right end point
which is no higher than x followed by an infinite excursion. Here, as above,
N+1 is geometrically distributed with parameter 1−ρ. It follows immediately
that
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x

infinite excursion

Tn− Tn

n

Fig. 4.1. A symbolic sketch of the decomposition of the path of Y when it fails to
cross the level x.

P(σ+
x = ∞) =

∑

n≥0

(1 − ρ)ρnP(Hn ≤ x|ǫ1, ..., ǫn are finite).

Recalling that the increments of Hn are independent and identically distrib-
uted with the same law as σ+

0 under P it follows that the probabilities in the
sum are each equal to µ∗n(x) where

µ(dx) = P(H1 ≤ x|T1 < ∞) = P(−Xτ−
0

≤ x|τ−0 < ∞)

thus explaining the form of the Pollaczek–Khintchine formula.
Note that in our reasoning above, we have not proved that µ(dx) =

(dρ)−1ν(x,∞)dx. However, by comparing the conclusions of the previous dis-
cussion with the conclusion of Theorem 4.10, we obtain the following corollary.

Corollary 4.12. Suppose that X is a spectrally negative Lévy process of
bounded variation such that ψ′(0+) > 0. Then P(τ−0 < ∞) = ρ and

P(−Xτ−
0

≤ x|τ−0 < ∞) =
1

dρ

∫ x

0

ν(y,∞)dy.

Exercises

4.1. Suppose that X = {Xt : t ≥ 0} is a spectrally negative process of
bounded variation. Suppose that we define for each t ≥ 0,

L0
t = #{0 < s ≤ t : Xt = 0}.
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(i) Show that the process {L0
t : t ≥ 0} is almost surely integer valued with

paths that are right continuous with left limits.
(ii) Suppose now that f is a function which is equal to a C1(R) function on

(−∞, 0) and equal to another C1(R) function on (0,∞) but may have a
discontinuity at 0. Show that for each t ≥ 0,

f(Xt) = f(X0) + d

∫ t

0

f ′(Xs)ds

+

∫

(0,t]

∫

(−∞,0)

(f(Xs− + x) − f(Xs−))N(ds× dx)

+

∫ t

0

(f(Xs) − f(Xs−))dL0
s.

4.2. Suppose that X = {Xt : t ≥ 0} is a spectrally negative Lévy process
of bounded variation with drift d (see the discussion following Lemma 2.14).
Show that for f(s, x) ∈ C1,1([0,∞) × R),

f(Xt, Xt) = f(X0, X0) + d

∫ t

0

∂f

∂x
(Xs, Xs)ds+

∫ t

0

∂f

∂s
(Xs, Xs)dXs

+

∫

[0,t]

∫

(−∞,0)

f(Xs, Xs− + x) − f(Xs, Xs−)N(ds× dx).

4.3. Suppose thatX is a Lévy process of bounded variation with Lévy measure
Π and drift d ∈ R. We exclude the case of a compound Poisson process where
the jump distribution has lattice support. Suppose further that f ∈ C1(R)
and λ ≥ 0 are such that {e−λtf(Xt) : t ≥ 0} is a martingale. Assume further
that for each y ∈ D,

∫

R

|f(x+ y) − f(y)|Π(dx) < ∞,

where D = [0,∞) if X is a subordinator and D = R otherwise.

(i) Let

Tn = inf

{
t ≥ 0 :

∣∣∣∣
∫

R

(f(Xt + x) − f(Xt))Π(dx)

∣∣∣∣ > n

}
.

Deduce that Tn is a stopping time with respect to F.
(ii) Show that {Mt∧Tn

: t ≥ 0} is a martingale where

Mt =

∫

[0,t]

∫

R

e−λs(f(Xs− + x) − f(Xs−))N(ds× dx)

−
∫

[0,t]

∫

R

e−λs(f(Xs + x) − f(Xs))dsΠ(dx), t ≥ 0.
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(iii) Deduce with the help of the change of variable formula that, under the
assumption that the support of the distribution of Xs is R for all s > 0,

d
∂f

∂y
(y) +

∫

R

(f(y + x) − f(y))Π(dx) = λf(y)

for all y ∈ R.
(iv) Assume now that for given β ∈ R,

∫
|x|>1

eβxΠ(dx) < ∞. Show that if

f(x) = eβx then necessarily λ = ψ(β).

4.4. Suppose that φ fulfils the conditions of Theorem 4.4 and that for each
t > 0, E(

∫
[0,t]

∫
R
|φ(s, x)|dsΠ(dx)) < ∞. If M = {Mt : t ≥ 0} is the mar-

tingale given in Corollary 4.6 and further, it is assumed that for all t ≥ 0,
E(
∫
[0,t]

∫
R
φ(s, x)2dsΠ(dx)) < ∞ show that

E(M2
t ) = E

(∫

[0,t]

∫

R

φ(s, x)2dsΠ(dx)

)
.

4.5. In this exercise, we use ideas coming from the proof of the Lévy–Itô
decomposition to prove Itô’s formula in Theorem 4.3 but for the case that
σ = 0. Henceforth we will assume that X is a Lévy process with no Gaussian
component and f(s, x) ∈ C1,2([0,∞) × R) which is uniformly bounded along
with its first derivative in s and first two derivatives in x.

(i) Suppose that X has characteristic exponent

Ψ(θ) = iθa+

∫

R

(1 − eiθx + iθx1(|x|<1))Π(dx).

For each 1 > ε > 0 let X(ε) = {X(ε)
t : t ≥ 0} be the Lévy process with

characteristic exponent

Ψ (ε)(θ) = iθa+

∫

R\(−ε,ε)
(1 − eiθx + iθx1(|x|<1))Π(dx).

Show that

f(t,X
(ε)
t )

= f(0, X0) +

∫ t

0

∂f

∂s
(s,X(ε)

s )ds

+

∫

[0,t]

∫

|x|>ε
(f(s,X

(ε)
s− + x) − f(s,X

(ε)
s− ) − x

∂f

∂x
(s,X

(ε)
s− ))N(ds× dx)

+

∫ t

0

∂f

∂x
(s,X

(ε)
s− )dX(2)

s +M
(ε)
t , (4.20)

where X(2) is a Lévy process with characteristic exponent aiθ+
∫
|x|≥1

(1−
eiθx)Π(dx) and M (ε) = {M (ε)

t : t ≥ 0} is a right continuous, square
integrable martingale with respect to the filtration {Ft : t ≥ 0} of X
which you should specify.
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(ii) Fix T > 0. Show that {M (ε) : 0 < ε < 1} is a Cauchy family in the
martingale space M2

T (see Definition 2.11).
(iii) Denote the limiting martingale in part (ii) by M . By taking limits as ε ↓ 0

along a suitable subsequence, show that the Itô formula holds where we
may define

∫ t

0

∂f

∂x
(s,Xs−)dXs =

∫ t

0

∂f

∂x
(s,Xs−)dX(2) +Mt.

Explain why the left-hand side above is a suitable choice of notation.
(iv) Show that if the restrictions of uniform boundedness of f and its deriva-

tives using stopping times are removed then the same conclusion may be
drawn as in (iii) except now there exists an increasing sequence of stop-
ping times tending to infinity, say {Tn : n ≥ 1} , such that for each n ≥ 1
the process M is a martingale when stopped at time Tn. In other words,
M is a local martingale and not necessarily a martingale.

4.6. Consider the workload process W of an M/G/1 queue as described in
Sect. 1.3.2. Suppose that W0 = w = 0 and the service distribution F has
Laplace transform F̂ (β) =

∫
(0,∞)

e−βxF (dx).

(i) Show that the first busy period (the time from the moment of first service
to the first moment thereafter that the queue is again empty), denoted B,
fulfils

E(e−βB) = F̂ (Φ(β))

where Φ(β) is the largest solution to the equation

θ −
∫

(0,∞)

(1 − e−θx)λF (dx) = β.

(ii) When ρ > 1, show that there are a geometrically distributed number of
busy periods. Hence give another proof of the first part of Theorem 4.1
when w = 0 by using this fact.

(iii) Suppose further that the service distribution F is that of an exponential
random variable with parameter µ > λ. This is the case of an M/M/1
queue. Show that the workload process has limiting distribution given by

(
1 − λ

µ

)(
δ0(dx) + 1(x>0)λe−(µ−λ)xdx

)
.

4.7. This exercise is only for the reader familiar with the general theory
of stochastic calculus with respect to semi-martingales. Suppose that X is
a general spectrally negative Lévy process. Recall the notation Et(α) =
exp{αXt − ψ(α)t} for t ≥ 0.

(i) If M is the Kella–Whitt martingale, show that

dMt = −e−Xt+ψ(α)tdEt(α)

and hence deduce that M is a local martingale.
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(ii) Show that E(Xt) < ∞ for all t > 0.
(iii) Deduce that E(sups≤t |Ms|) < ∞ and hence that M is a martingale.

4.8. Suppose thatX is a spectrally negative Lévy process of bounded variation
with characteristic exponent Ψ .

(i) Show that for each α, β ∈ R,

Mt = −Ψ(α)

∫ t

0

eiα(Xs−Xs)+iβXsds+ 1 − eiα(Xt−Xt)+iβXt

−i(α− β)

∫ t

0

eiα(Xs−Xs)+iβXsdXs, t ≥ 0

is a martingale. Note, for the reader familiar with general stochastic cal-
culus for semi-martingales, one may equally prove that the latter is a
martingale for a general spectrally negative Lévy process.

(ii) Use the fact that E(Meq
) = 0, where eq is an independent exponentially

distributed random variable with parameter q, to show that

E(eiα(Xeq−Xeq )+iβXeq ) =
q(Φ(q) − iα)

(Ψ(α) + q)(iβ − Φ(q))
, (4.21)

where Φ is the right inverse of the Laplace exponent ψ(β) = −Ψ(−iβ).
(iii) Deduce that Xeq

−Xeq
and Xeq

are independent.

4.9. Suppose that X is any Lévy process of bounded variation with drift d > 0
(excluding subordinators).

(i) Show that

lim
t↓0

Xt

t
= d

almost surely.
(ii) Define τ−0 = inf{t > 0 : Xt < 0}. By reasoning along similar lines for the

case of a spectrally negative process, show that P(τ−0 > 0) > 0
(iii) Suppose now that limt↑∞Xt = ∞. Let η(dx) = P(−Xτ−

0
∈ dx|τ−0 < ∞).

Conclude that the Pollaczek–Khinchine formula

Px(τ
−
0 = ∞) = (1 − ρ)

∞∑

k=0

ρkη∗k(x)

is still valid under these circumstances.





5

Subordinators at First Passage and

Renewal Measures

In this chapter we look at subordinators; Lévy processes which have paths
that are non-decreasing. In addition, we consider killed subordinators. That
is subordinators which are sent to a “graveyard state” (in other words an
additional point that is not on [0,∞)) at an independent time that is expo-
nentially distributed. Principally we are interested in first passage over a fixed
level and some asymptotic features of the processes as this level tends to in-
finity. In particular, the (asymptotic) law of the overshoot and undershoot as
well as the phenomena of crossing a level by hitting it. These three points of
interest turn out to be very closely related to renewal measures. The results
obtained in this chapter will be of significance later on when we consider first
passage of a general Lévy process over a fixed level. As part of the presenta-
tion on asymptotic first passage, we will review some basic facts about regular
variation. Regular variation will also be of use in later chapters.

5.1 Killed Subordinators and Renewal Measures

Recall that a subordinator is a Lévy process with paths which are non-
decreasing almost surely. Equivalently, a subordinator is a Lévy process of
bounded variation, positive drift d > 0 and jump measure concentrated on
(0,∞). In this section we shall consider a slightly more general class of process,
killed subordinators. Let Y be a subordinator and eη an independent exponen-
tially distributed random variable for some η > 0. Then a killed subordinator
is the process

Xt =

{
Yt if t < eη
∂ if t ≥ eη,

where ∂ is a “graveyard state”. We shall also refer to X as “Y killed at rate
η”. If we agree that eη = ∞ when η = 0 then the definition of a killed
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subordinator includes the class of regular subordinators.1 This will prove to
be useful for making general statements. The Laplace exponent of a killed
subordinator X is defined for all θ ≥ 0 by the formula

Φ(η) = − log E(e−θX1) = − log E(e−θY11(1<eη)) = η−log E(e−θY1) = η+Ψ(iθ),

where Ψ is the Lévy–Khintchine exponent of Y . From the Lévy–Khintchine
formula given in the form (2.21) we easily deduce that

Φ(θ) = η + dθ +

∫

(0,∞)

(1 − e−θx)Π(dx), (5.1)

where d ≥ 0 and
∫
(0,∞)

(1 ∧ x)Π(dx) < ∞; recall Exercise 2.11.

With each killed subordinator we associate a family of potential measures.
Define for each q ≥ 0 the q-potential measure by

U (q)(dx) = E

(∫ ∞

0

e−qt1(Xt∈dx)dt

)
=

∫ ∞

0

e−qtP(Xt ∈ dx)dt.

For notational ease we shall simply write U (0) = U and call it the poten-
tial measure. Note that the q-potential measure of a killed subordinator with
killing at rate η > 0 is equal to the (q + η)-potential measure of a subordi-
nator. Note also that for each q > 0, (q + η)U (q) is a probability measure on
[0,∞) and also that for each q ≥ 0 U (q)(x) := U (q)[0, x] is right continuous.
Roughly speaking, a q-potential measure is an expected discounted measure
of how long the process X occupies different regions of space.2

These potential measures will play an important role in the study of how
subordinators cross fixed levels. For this reason we will devote the remain-
der of this section to studying some of their analytical properties. One of the
most important facts about q-potential measures is that they are closely re-
lated to renewal measures. Recall that the renewal measure associated with a
distribution F concentrated on [0,∞) is defined by

V (dx) =
∑

k≥0

F ∗k(dx), x ≥ 0,

where we understand F ∗0(dx) := δ0(dx). As with potential measures we work
with the notation V (x) := V [0, x]. For future reference let us recall the two
versions of the classical Renewal Theorem.

Theorem 5.1 (Renewal Theorem). Suppose that V is the renewal func-
tion given above and assume that µ :=

∫
(0,∞)

xF (dx) < ∞.

1A killed subordinator is only a Lévy process when η = 0 however, it is still a
Markov process even when η > 0.

2From the general theory of Markov processes, U (q) also comes under name of
resolvent measure or Green’s measure.
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(i) If F does not have lattice support then for all y > 0,

lim
x↑∞

{V (x+ y) − V (x)} =
y

µ
.

(ii) 3If F does not have lattice support and h : R → R is directly Riemann
integrable, then

lim
x↑∞

∫ x

0

h(x− y)V (dy) =
1

µ

∫ ∞

0

h(y)dy.

(iii) Without restriction on the support of F ,

lim
x↑∞

V (x)

x
=

1

µ
.

The precise relationship between q-potential measures of subordinators
and renewal measures is given in the following lemma.

Lemma 5.2. Suppose that X is a subordinator (no killing). Let F = U (1) and
let V be the renewal measure associated with the distribution F . Then V (dx)
is equal to the measure δ0(dx) + U(dx) on [0,∞).

Proof. First note that for all θ > 0,
∫

[0,∞)

e−θxU (1)(dx) =

∫ ∞

0

dt · e−t
∫

[0,∞)

e−θxP(Xt ∈ dx)

=

∫ ∞

0

dt · e−(1+Φ(θ))t

=
1

1 + Φ(θ)
,

where Φ is the Laplace exponent of the underlying subordinator. Note that in
the final equality we have used the fact that Φ(θ) > 0.

Next compute the Laplace transform of V for all θ > 0 as follows,

∫

[0,∞)

e−θxV (dx) =
∑

k≥0

(∫

[0,∞)

e−θxU (1)(dx)

)k

=
∑

k≥0

(
1

1 + Φ(θ)

)k

=
1

1 − (1 + Φ(θ))−1

= 1 +
1

Φ(θ)
. (5.2)

3This part of the theorem is also known on its own as the Key Renewal Theorem.
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Note that in the third equality we have used the fact that |1/(1+Φ(θ))| < 1.
On the other hand, a similar computation to the one in the first paragraph

of this proof shows that the Laplace transform of δ0(dx) + U(dx) equals the
right-hand side of (5.2). Since distinct measures have distinct Laplace trans-
forms the proof is complete. �

The conclusion of the previous Lemma means that the Renewal Theorem
can, and will, be employed at a later stage to understand the asymptotic
behaviour of U . Specifically we have the following two asymptotics.

Corollary 5.3. Suppose that X is a subordinator (no killing) such that µ :=
E(X1) < ∞.

(i) If U does not have lattice support, then for all y > 0,

lim
x↑∞

{U(x+ y) − U(x)} =
y

µ
.

(ii) Without restriction on the support of U ,

lim
x↑∞

U(x)

x
=

1

µ
.

Proof. The proof is a direct consequence of Theorem 5.1 once one notes that

µ =

∫

[0,∞)

xU (1)(dx) =

∫ ∞

0

e−tE(Xt)dt =

∫ ∞

0

te−tE(X1)dt = E(X1)

and that U (1) has the same support as U . �

In the previous corollary, the requirement that U does not have a lattice
support is not a serious restriction as there are analogues to Corollary 5.3
(i); see for example Feller (1971). The following theorem, based on standard
results in Blumenthal and Getoor (1968), shows that in principle one can only
find examples of potential measures with lattice support when X is a killed
compound Poisson subordinator. The statement of the theorem gives in fact
a stronger conclusion than the latter.

Theorem 5.4. Suppose that X is a killed subordinator with Lévy measure Π.

(i) If Π(0,∞) = ∞ then for any q ≥ 0, U (q) has no atoms.
(ii) If Π(0,∞) < ∞ and Π has a non-lattice support then for all q ≥ 0, U (q)

does not have a lattice support.
(iii) If Π(0,∞) < ∞ and Π has a lattice support, then for all q ≥ 0, U (q) has

the same lattice support in (0,∞).

Proof. (i) Recall the definition

U (q)(dx) = E

(∫ ∞

0

e−qt1(Xt∈dx)dt

)
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and note that, on account of monotonicity of the paths of X, an atom at
x > 0 occurs only if, with positive probability, the path of X remains at level
x over some period of time (a, b) where 0 ≤ a < b < ∞. However, since
Π(0,∞) = ∞, we know the latter behaviour is impossible; see Exercise 2.7.

(ii) – (iii) Now suppose that X is equal in law to a compound Poisson
subordinator with jump distribution F and arrival rate λ > 0 which is killed
at rate η ≥ 0. (Note λF = Π). By conditioning on the number of jumps up
to time t > 0 we have

P(Xt ∈ dx) = e−ηt
∑

k≥0

e−λt
(λt)k

k!
F ∗k(dx),

where as usual we understand F ∗0 = δ0(dx). Using this representation of the
transition measure we compute

U (q)(dx) =
∑

k≥0

1

k!
F ∗k(dx)

∫ ∞

0

e−(λ+q+η)t(λt)kdt

=
ρ

λ

∑

k≥0

ρkF ∗k(dx), (5.3)

where ρ = λ/(λ + η + q). The second and third statements of the theorem
now follow from the last equality. In the case that F does not have a lattice
support in (0,∞), then neither does F ∗k for any k ≥ 1 and hence neither
does U (q). On the other hand, if F has a lattice support in (0,∞), then so
does F ∗k for any k ≥ 1 (the sum of k independent and identically distributed
lattice valued random variables is also lattice valued). �

Note that the above theorem shows that rescaling the Lévy measure of a
subordinator, that is Π �→ cΠ for some c > 0, has no effect on the presence
of atoms in the potential measure.

In addition to the close association of the potential measure U with
classical renewal measures, the connection of a subordinator with renewal
processes4 can be seen in a pathwise sense when X is a compound Poisson
subordinator with arrival rate λ > 0 and non-negative jumps with distribu-
tion F . In this case it is clear that the range of the process X, that is the
projection of the graph of {Xt : t ≥ 0} onto the spatial axis, is nothing more

4We recall briefly that a renewal process N = {Nx : x ≥ 0} counts the points
in [0, x] for x ≥ 0 of a point process (that is a random scattering of points) on
[0,∞) in which points are laid down as follows. Let F be a distribution function
on (0,∞) and suppose that {ξi : i = 1, 2, ...} is a sequence of independent random
variables with common distribution F . Points are positioned at {T1, T2, ...} where

for each k ≥ 1, Tk =
∑k

i=1
ξi. In other words, the underlying point process is

nothing more than the range of a random walk with jump distribution F . We
may now identify for each x ≥ 0, Nx = sup{i : Ti ≤ x}. Note that if F is an
exponential distribution then N is nothing more than a Poisson process.
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TNx+1 − x

x − TNx

x − X
τx

+
−

X
τx

+ − x

x

Fig. 5.1. A realisation of a compound Poisson subordinator. The range of the
process, projected onto the vertical axis, forms a renewal process thus relating over-
shoot and undershoot to excess and current lifetimes.

than a renewal process. Note that in this renewal process the spatial domain
of X plays the role of time and the inter-arrival times are precisely distributed
according to F . See Fig. 5.1.

Denote this renewal process N = {Nx : t ≥ 0} and let {Ti : i ≥ 0} be the
renewal epochs starting with T0 = 0. Then the excess lifetime of N at time
x > 0 is defined by TNx+1 − x and the current lifetime by x − TNx

. On the
other hand recall the stopping time (first passage time)

τ+
x = inf{t > 0 : Xt > x}.

Then the overshoot and undershoot at first passage of level x are given by
Xτ+

x
− x and x −Xτ+

x −, respectively. Excess and current lifetimes and over-
shoots and undershoots are thus related by

Xτ+
x
− x = TNx+1 − x and x−Xτ+

x − = x− TNx
. (5.4)

See Fig. 5.1.
Classical renewal theory presents the following result for the excess and

current lifetime; see for example Feller (1971) or Dynkin (1961). We give the
proof for the sake of later reference.

Lemma 5.5. Suppose that N is a renewal process with F as the distribution
for the spacings. Then the following hold.
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(i) For u > 0 and y ∈ (0, x],

P(TNx+1 − x ∈ du, x− TNx
∈ dy) = V (x− dy)F (du+ y), (5.5)

where V is the renewal measure constructed from F .
(ii) Suppose that F has mean µ < ∞ and is non-lattice, then for u > 0 and

y > 0,

lim
x↑∞

P(TNx+1 − x > u, x− TNx
> y) =

1

µ

∫ ∞

u+y

F (z)dz,

where F (x) = 1 − F (x).

Proof. (i) The key to the proof of the first part is to condition on the number
of renewal epochs at time x. We have for k ≥ 0,

P(TNx+1 − x > u, x− TNx
> y|Nx = k) =

∫

[0,x−y)
F ∗k(dv)F (x− v + u)

as the probability on the left-hand side requires that the kth renewal epoch
occurs sometime before x−y. Further, this epoch occurs in dv with probability
F ∗k(dv) and hence the probability that the excess exceeds u requires that the
next inter-arrival time exceeds x−v+u with probability F (x−v+u). Summing
over k and changing variable in the integral via z = x− v gives

P(TNx+1 − x > u, x− TNx
> y) =

∫

(y,x]

V (x− dz)F (z + u).

In differential form this gives the distribution given in the statement of part
(i).

(ii) From part (i) we may write for u > 0 and y ∈ [0, x),

P(TNx+1 − x > u, x− TNx
> y)

=

∫

(u,∞)

∫

[0,x−y)
V (dv)F (x− v + dθ)

=

∫

(0,∞)

F (dt)

∫

[0,x)

V (dv)1(t>u+x−v)1(v∈[0,x−y))

=

∫

(0,∞)

F (dt)

∫

[0,x)

V (dv)1(v>u+x−t)1(v∈[0,x−y)),

where we have applied the change of variables t = θ + x − v in the second
equality. Now note that the indicators and integral delimiters require that

v ≥ (u+ x− t) ∨ 0 and u+ x− t ≤ x− y.
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Hence for u > 0 and y ∈ [0, x),

P(TNx+1 − x > u, x− TNx
> y)

=

∫

(0,∞)

F (dt){V (x− y) − V ((u+ x− t) ∨ 0)}1(t≥u+y)

=

∫

(u+y,∞)

F (dt){V (x− y) − V (u+ x− t)}1(t<u+x)

+

∫

[u+x,∞)

F (dt)V (x− y). (5.6)

To deal with the second term on the right-hand side of (5.6) we may use the
Renewal Theorem 5.1 (iii) to show that for some ε > 0 and x sufficiently large

∫

(u+x,∞)

F (dt)V (x− y) ≤ 1 + ε

µ

∫

(u+x,∞)

tF (dt)

which tends to zero as x tends to infinity as µ =
∫
(0,∞)

tF (dt) < ∞.

For the first term on the right-hand side of (5.6) suppose that X is a
compound Poisson subordinator whose jump distribution is F and arrival
rate is 1, then for this subordinator

E(τ+
x ) =

∫ ∞

0

P(τ+
x > t)dt =

∫ ∞

0

P(Xt ≤ x)dt = V (x),

where the final equality follows from (5.3) with q = η = 0 and λ = 1. Now
applying the strong Markov property we can establish that

V (x+ y) = E(τ+
x+y)

= E(τ+
x + EX

τ
+
x

(τ+
x+y))

≤ E(τ+
x ) + E(τ+

y )

= V (x) + V (y).

Using then the bound V (x−y)−V (u+x−t) ≤ V (t−u−y), the right continuity
of V and the Renewal Theorem 5.1 (iii) we know that the integrand in first
term on the hand side of (5.6) is bounded by a constant times t. Hence as∫
(0,∞)

tF (dt) < ∞ dominated convergence applies together with Theorem 5.1

(i) to give

lim
x↑∞

∫

(u+y,∞)

F (dt){V (x− y) − V (u+ x− t)}1(t<u+x)

=
1

µ

∫

(u+y,∞)

(t− u− y)F (dt)

=
1

µ

∫ ∞

u+y

F (t)dt,

where the final equality follows on integration by parts. �



5.2 Overshoots and Undershoots 119

In light of (5.4) we see that Lemma 5.5 gives the exact and asymptotic
distribution of the overshoot and undershoot at first passage of a compound
Poisson subordinator with jump distribution F (with finite mean and non-
lattice support in the case of the asymptotic behaviour). In this spirit, the
aim of the remainder of this chapter is to study the exact and asymptotic
joint distributions of the overshoot and undershoot of a killed subordinator
at first passage.

There are a number of differences in the range of a killed subordinator
compared to the range of a compound Poisson subordinator which create
additional difficulties to the situation described above. Firstly, in the case of
a killed subordinator, the process may be killed before reaching a specified
fixed level and hence one should expect an atom in the distribution of the
overshoot at ∞. Secondly, the number of jumps over a finite time horizon
may be infinite, which occurs if and only if Π(0,∞) = ∞, and hence in this
case the analysis in the proof of Lemma 5.5 (i) is no longer valid. Finally,
in the case of a compound Poisson subordinator when F has no atoms, it
is clear that the probability that there is first passage over a given level by
hitting the level is zero. However, when moving to a killed subordinator for
which either Π(0,∞) = ∞ or there is a drift present, one should not exclude
the possibility that first passage over a fixed level occurs by hitting the level
with positive probability. The latter behaviour is called creeping over a fixed
level and is equivalent to there being an atom at zero in the distribution of
the overshoot at that level. As one might intuitively expect, creeping over a
specified fixed level turns out to occur only in the presence of a drift in which
case it is possible to creep over all fixed levels. These points will be dealt with
in more detail in Sect. 5.3

5.2 Overshoots and Undershoots

We begin with the following theorem which gives the generalisation of Lemma
5.5 (i); indeed containing it as a corollary. Weaker versions of this theorem
can be found in Kesten (1969) and Horowitz (1972). The format we give is
from Bertoin (1996a).

Theorem 5.6. Suppose that X is a killed subordinator. Then for u > 0 and
y ∈ [0, x],

P(Xτ+
x
− x ∈ du, x−Xτ+

x − ∈ dy) = U(x− dy)Π(y + du). (5.7)

Proof. The proof principally makes use of the compensation formula. Suppose
that f and g are two positive, bounded, continuous functions satisfying f(0) =
0. The latter ensures that the product f(Xτ+

x
−x)g(x−Xτ+

x −) is nonzero only
if X jumps strictly above x when first crossing x. This means that we may
write the expectation of the latter variable in terms of the Poisson random
measure associated with the jumps of X whilst avoiding the issue of creeping.
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To this end, let us assume that X is equal in law to a subordinator Y killed
at rate η ≥ 0. Then

E(f(Xτ+
x
− x)g(x−Xτ+

x −)) = E

(∫

[0,∞)

∫

(0,∞)

e−ηtφ(t, θ)N(dt× dθ)

)
,

where
φ(t, θ) = 1(Yt−≤x)1(Yt−+θ>x)f(Yt− + θ − x)g(x− Yt−),

and N is the Point random measure associated with the jumps of Y . Note
that it is straightforward to see that φ satisfies the conditions of Theorem
4.4; in particular that it is left continuous in t. Then with the help of the
aforementioned theorem
∫

[0,x]

g(y)

∫

(0,∞)

f(u)P(Xτ+
x
− x ∈ du, x−Xτ+

x − ∈ dy)

= E

(∫ ∞

0

dt · e−ηt1(Yt−≤x)g(x− Yt−)

∫

(x−Yt−,∞)

f(Yt− + θ − x)Π(dθ).

)

= E

(∫ ∞

0

dt · e−ηt1(Yt≤x)g(x− Yt)

∫

(x−Yt,∞)

f(Yt + θ − x)Π(dθ)

)

=

∫

[0,x]

g(x− z)

∫

(x−z,∞)

f(z + θ − x)Π(dθ)

∫ ∞

0

dt · e−ηtP(Yt ∈ dz)

=

∫

[0,x]

g(x− z)

∫

(x−z,∞)

f(z + θ − x)Π(dθ)U(dz)

=

∫

[0,x]

g(y)

∫

(0,∞)

f(u)Π(du+ y)U(x− dy), (5.8)

where the final equality follows by changing variables with y = x−z and then
again with u = θ−y. (Note also that U is the potential measure of X and not
Y ). As f and g are arbitrary within their prescribed classes, we read off from
the left and right-hand sides of (5.8) the required distributional identity. �

Intutively speaking, the proof of Theorem 5.6 follows the logic of the proof
of Lemma 5.5 (i). The compensation formula serves as a way of “decomposing”
the event of first passage by a jump over level x according to the position of X
prior to its first passage even when there are an unbounded number of jumps
over finite time horizons.

To make the connection with the expression given for renewal processes
in Lemma 5.5 (i), recall from (5.3) that U(dx) = λ−1V (dx) on (0,∞) where
U is the potential measure associated with a compound Poisson subordinator
with jump distribution F and arrival rate λ > 0 and V is the renewal measure
associated with the distribution F . For this compound Poisson subordinator,
we also know that Π(dx) = λF (dx) so that U(x−dy)Π(du+ y) = V (x−dy)
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F (u + dy). Setting f(·) = 1(·>u) and g(·) = 1(·>y), an easy calculation now
brings one from the right hand side of (5.8) to the right-hand side of (5.5).

As (5.7) is the analogue of the statement in Lemma 5.5 (i) it is now natural
to reconsider the proof of part (ii) of the same lemma in the more general
context. The following result was presented in Bertoin et al. (1999).

Theorem 5.7. Suppose that X is a subordinator (no killing) with finite mean
µ := E(X1) and such that U does not have lattice support (cf. Theorem 5.4).
Then for u > 0 and y ≥ 0, in the sense of weak convergence

lim
x↑∞

P(Xτ+
x
− x ∈ du, x−Xτ+

x − ∈ dy) =
1

µ
dyΠ(y + du).

In particular it follows that the asymptotic probability of creeping satisfies

lim
x↑∞

P(Xτ+
x

= x) =
d

µ
.

The proof of this result is a straightforward adaptation of the proof of
Lemma 5.5 (ii) taking advantage of Corollary 5.3 and is left to the reader to
verify in Exercise 5.1.

5.3 Creeping

Now let us turn to the issue of creeping. Although τ+
x is the first time that X

strictly exceeds the level x > 0 it is possible that in fact P(Xτ+
x

= x) > 0; recall
the statement and proof of Theorem 3.3. The following conclusion, found for
example in Horowitz (1972), shows that crossing the level x > 0 by hitting it
cannot occur by jumping onto it from a position strictly below x in the case
where the jump measure is infinite. In other words, if our killed subordinator
makes first passage above x with a jump then it must do so by jumping it
clear, so {Xτ+

x
= x} = {Xτ+

x
− x = 0, x − Xτ+

x − = 0}, which is of implicit
relevance when computing the atom at zero in the overshoot distribution.

Lemma 5.8. Let X be any killed subordinator with Π(0,∞) = ∞. For all
x > 0 we have

P(Xτ+
x
− x = 0, x−Xτ+

x − > 0) = 0. (5.9)

Proof. Suppose for a given x > 0 that

P(Xτ+
x
− x = 0, x−Xτ+

x − > 0) > 0.

Then this implies that there exists a y < x such that

P(Xτ+
y

= x) > 0.

However the latter cannot happen because of the combined conclusions of
Theorem 5.6 and Theorem 5.4 (i). Hence by contradiction (5.9) holds. �
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Although one may write with the help of Theorem 5.6 and Lemma 5.8

P(Xτ+
x

= x) = 1 − P(Xτ+
x
> x) = 1 −

∫

(0,x]

U(x− dy)Π(y,∞)

this does not bring one closer to understanding when the probability on the
left-hand side above is strictly positive. In fact, although the answer to this
question is intuitively obvious, it turns out to be difficult to prove. It was
resolved by Kesten (1969); see also Bretagnolle (1972). The result is given
below.

Theorem 5.9. For any killed subordinator with jump measure Π satisfying
Π(0,∞) = ∞, and drift coefficient d we have the following.

(i) If d = 0 then P(Xτ+
x

= x) = 0 for all x > 0.
(ii) If d > 0 then U has a strictly positive and continuous density on (0,∞),

say u, satisfying
P(Xτ+

x
= x) = du(x).

The version of the proof we give here for the above result follows the
reasoning in Andrew (2005) (see also Section III.2 of Bertoin (1996a)) and first
requires two auxiliary Lemmas given below. In the proof of both we shall make
use of the following two key estimates for the probabilities px := P(Xτ+

x
= x),

x > 0. For all 0 < y < x,

px ≤ pypx−y + (1 − px−y) (5.10)

and
px ≥ pypx−y. (5.11)

The upper bound is a direct consequence of the fact that

P(Xτ+
x

= x) = P(Xτ+
x−y

= x− y, Xτ+
x

= x)

+P(Xτ+
x−y

> x− y, Xτ+
x

= x)

≤ P(Xτ+
x−y

= x− y)P(Xτ+
x

= x|X0 = x− y)

+P(Xτ+
x−y

> x− y),

where in the last line the Strong Markov Property has been used. In a similar
way the lower bound is a consequence of the fact that

P(Xτ+
x

= x) ≥ P(Xτ+
x−y

= x− y)P(Xτ+
x

= x|X0 = x− y).

Lemma 5.10.

(i) If for some x > 0 we have px > 0 then limε↓0 supη∈(0,ε) pη = 1.
(ii) If for some x > 0 we have px > 3/4 then

py ≥ 1/2 +
√
px − 3/4

for all y ∈ (0, x].



5.3 Creeping 123

Proof. (i) From Lemma 5.8 we know that X cannot jump onto x. In other
words

P(Xτ+
x

= x > Xτ+
x −) = 0.

This implies that

{Xτ+
x

= x} ⊆
⋂

n≥1

{X visits (x− 1/n, x)}

almost surely. On the other hand, on the event
⋂
n≥1{X visits (x − 1/n, x)}

we also have by quasi-left-continuity (cf. Lemma 3.2) that Xσ = x where
σ = limn↑∞ τ+

x−1/n (the limit exists because of monotonicity). Since

{σ ≤ t} =
⋂

n≥1

{τ+
x−1/n ≤ t}

almost surely it follows that σ is a stopping time with respect to F. Applying
the Strong Markov Property at time σ, since Xσ = x and X is not a compound
Poisson subordinator, we have that Xt > x for all t > σ showing that in fact
σ = τ+

x . In conclusion

{Xτ+
x

= x} =
⋂

n≥1

{X visits (x− 1/n, x)}

almost surely.
We may now write

px = lim
n↑∞

P(X visits (x− 1/n, x)). (5.12)

Also we may upper estimate

px ≤ P(X visits (x− 1/n, x)) sup
z∈(0,1/n)

pz.

Letting n ↑ ∞ in the above inequality and taking (5.12) into account we see
that limε↓0 supη∈(0,ε) pη = 1.

(ii) Suppose that 0 < y < x. We may assume without loss of generality
that py < px for otherwise it is clear that py ≥ px > 3/4 ≥ 1/2 +

√
px − 3/4.

From (5.10) it is a simple algebraic manipulation replacing y by x− y to
show that

py ≤ 1 − px
1 − px−y

.

and again replacing y by x− y in the above inequality to deduce that

1 − px−y ≥ px − py
1 − py

.
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Combining the last two inequalities we therefore have

py ≤ (1 − px)(1 − py)

px − py

and hence the quadratic inequality p2
y − py + 1− px ≥ 0. This in turn implies

that

py ∈ [0, 1/2 −
√
px − 3/4] ∪ [1/2 +

√
px − 3/4, 1]. (5.13)

The remainder of the proof is thus dedicated to showing that inclusion of py
in the first of the two intervals cannot happen.

Suppose then for contradiction that (5.13) holds for all y ≤ x and there
exists a y ∈ (0, x) such that py ≤ 1/2 −

√
px − 3/4. Now define

g = sup{z ∈ [0, y); pz ≥ 1/2 +
√
px − 3/4}

which is well defined since at least p0 = 1. Note from this definition that it
could be the case that g = y. Reconsidering the definition of g and (5.13), we
see that either there exists an ε > 0 such that pz ≤ 1/2 −

√
px − 3/4 for all

z ∈ (g − ε, g) or for all ε > 0, there exists a sequence of z ∈ (g − ε, g) such
that pz ≥ 1/2 +

√
px − 3/4. In the former case it is clear by the definition of

g that pg ≥ 1/2 +
√
px − 3/4. In the latter case, we see when referring back

to (5.12) that

pg = lim
z↑g

P(X visits (z, g)) ≥ lim
ε↓0

sup
η∈(0,ε)

pg−η

and hence pg ≥ 1/2 +
√
px − 3/4. For both cases this implies in particular

that g < y. On the other hand, using (5.11) and the conclusion of part (i) we
see that

lim
ε↓0

sup
η∈(0,ε)

pg+η ≥ pg × lim
ε↓0

sup
η∈(0,ε)

pη = pg ≥ 1/2 +
√
px − 3/4.

Since (5.13) is in force for all y ≤ x and g < y, this implies that there exists a
g′ > g such that pg′ ≥ 1/2 +

√
px − 3/4 which contradicts the definition of g.

The consequence of this contradiction is that there does not exist a y ∈ (0, x)
for which py < 1/2 +

√
px − 3/4 and hence from (5.13) it necessarily follows

that py ≥ 1/2 +
√
px − 3/4 for all y ∈ (0, x). �

Lemma 5.11. Suppose there exists an x > 0 such that px > 0, then

(i) limε↓0 pε = 1 and
(ii) x �→ px is strictly positive and continuous on [0,∞).
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Proof. (i) The first part is a direct consequence of parts (i) and (ii) of Lemma
5.10.

(ii) Positivity follows from a repeated use of the lower estimate in (5.11)
to obtain px ≥ (px/n)n and the conclusion of part (i).

To show continuity, note with the help of (5.10),

lim sup
ε↓0

px+ε ≤ lim sup
ε↓0

{pεpx + 1 − pε} = px

and from (5.11) and part (i),

lim inf
ε↓0

px+ε ≥ lim inf
ε↓0

pxpε = px.

Further, arguing in a similar manner,

lim sup
ε↓0

px−ε ≤ lim sup
ε↓0

px
pε

= px

and

lim inf
ε↓0

px−ε ≥ lim inf
ε↓0

px + pε − 1

pε
= px.

Thus continuity is confirmed. �

Finally we return to the proof of Theorem 5.9.

Proof (of Theorem 5.9). Consider the function

M(a) := E

(∫ a

0

1(X
τ
+
x

=x)dx

)
=

∫ a

0

pxdx

for all a ≥ 0.
For convenience, suppose further that X is equal in law to a subordinator

Y killed at rate η. Let N be the Poisson random measure associated with
the jumps of X (or equivalently Y ). Then we may write with the help of the
Lévy–Itô decomposition for subordinators,

M(a) = E

(
Y(τ+

a ∧eη)− −
∫

[0,τ+
a ∧eη)

∫

(0,∞)

xN(ds× dx)

)
= dE(τ+

a ∧ eη).

(i) If d = 0 then px = 0 for Lebesgue almost every x. Lemma 5.11 now
implies that px = 0 for all x > 0.

(ii) If d > 0 then three exists an x > 0 such that px > 0. Hence from
Lemma 5.11, x �→ px is strictly positive and continuous. Further, we see that

M(a) = d

∫ ∞

0

P(τ+
a ∧ eη > t)dt = d

∫ ∞

0

P(Xt ≤ a)dt = dU(a).

The latter implies that U has a density which may be taken as equal to d−1px
for all x ≥ 0. �
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We close this section by noting that the reason why the case of a killed
compound Poisson subordinator (Π(0,∞) < ∞) is excluded from Theorem 5.9
is because of possible atoms in Π. Take for example the case that Π consists
of a single atom at x0 > 0 then the same is true of the jump distribution. This
means that P(Xτ+

nx0
= nx0) > 0 for all n ≥ 1. None the less P(Xτ+

x
= x) = 0

for all other x.

5.4 Regular Variation and Tauberian Theorems

The inclusion of the forthcoming discussion on regular variation and Tauberian
theorems is a prerequisite to Sect. 5.5 which gives the Dynkin–Lamperti as-
ymptotics for the joint law of the overshoot and undershoot. However, the
need for facts concerning regular variation will also appear in later sections
and chapters.

Suppose that U is a measure supported on [0,∞) and with Laplace–
transform

Λ(θ) =

∫

[0,∞)

e−θxU(dx)

for θ ≥ 0 which may be infinite. Note that if there exists a θ0 such that
Λ(θ0) < ∞ then Λ(θ) < ∞ for all θ ≥ θ0. The point of this chapter is to
present some classic results which equivalently relate certain types of tail be-
haviour of the measure U to a similar type of behaviour of Λ. Our presentation
will only offer the bare essentials based on the so called Karamata theory of
regularly varying functions. Aside from their intrinsic analytic curiosity, reg-
ularly varying functions have proved to be of great practical value within
probability theory, not least in the current context. The highly readable ac-
count given in Feller (1971) is an important bridging text embedding into
probability theory the classic work of Karamata and his collaborators which
dates back to the period between 1930 and the 1960s. For a complete account,
the reader is referred to Bingham et al. (1987) or Embrechts et al. (1997). The
presentation here is principally based on these books.

Definition 5.12. A function f : [0,∞) → (0,∞) is said to be regularly vary-
ing at zero with index ρ ∈ R if for all λ > 0,

lim
x↓0

f(λx)

f(x)
= λρ.

If the above limit holds as x tends to infinity then f is said to be regularly
varying at infinity with index ρ. The case that ρ = 0 is referred to as slow
variation.

Note that any regularly varying function f may always be written in the
form

f(x) = xρL(x)
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where L is a slowly varying function. Any function which has a strictly pos-
itive and finite limit at infinity is slowly varying at infinity so the class of
slowly (and hence regularly) varying functions is clearly non-empty due to
this trivial example. There are however many non-trival examples of slowly
varying functions. Examples include L(x) = log x, L(x) = logk x (the kth
iterate of log x) and L(x) = exp{(log x)/ log log x}. All of these examples have
the property that they are functions which tend to infinity at infinity. The
function

L(x) := exp{(log x)
1
3 cos[(log x)

1
3 ]}

is an example of a regularly varying function at infinity which oscillates. That
is to say lim infx↑∞ L(x) = 0 and lim supx↑∞ L(x) = ∞.

The main concern of this section are the following remarkable results.

Theorem 5.13. Suppose that L is slowly varying at infinity, ρ ∈ [0,∞) and
U is a measure supported on [0,∞). Then the following two statements are
equivalent.

(i) Λ(θ) ∼ θ−ρL(1/θ), as θ → 0,
(ii)U(x) ∼ xρL(x)/Γ (1 + ρ) as x → ∞.

In the above theorem we are using the notation f ∼ g for functions f and g
to mean that lim f(x)/g(x) = 1.

Theorem 5.14. Suppose that L is slowly varying at infinity, ρ ∈ (0,∞) and
U is a measure on [0,∞) which has an ultimately monotone density, u. Then
the following two statements are equivalent.

(i) Λ(θ) ∼ θ−ρL(1/θ), as θ → 0,
(ii) u(x) ∼ xρ−1L(x)/Γ (ρ) as x → ∞.

Recalling that Γ (1 + ρ) = ρΓ (ρ), Theorem 5.14 is a natural statement
next to Theorem 5.13. It says that, up to a slowly varying function, the as-
ymptotic behaviour of the derivative of U(x) behaves like the derivative of the
polynomial that U(x) asymptotically mimics; providing of course the density
u exists and is ultimately monotone. The methods used to prove these results
also produce the following corollary with virtually no change at all.

Corollary 5.15. The statement of Theorems 5.13 and 5.14 are still valid
when instead the limits in their parts (i) and (ii) are simultaneously changed
to θ → ∞ and x → 0.

We now give the proof of Theorem 5.13 which, in addition to the assumed
regular variation, uses little more than the Continuity Theorem for Laplace
transforms of positive random variables.

Proof (of Theorem 5.13). It will be helpful for this proof to record the well
known fact that for any ∞ > ρ ≥ 0 and λ > 0,
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∫ ∞

0

xρe−λxdx =
Γ (1 + ρ)

λ1+ρ
. (5.14)

In addition we will also use the fact that for all λ > 0 and θ > 0,
∫

[0,∞)

e−λxU(dx/θ) = Λ(λθ). (5.15)

First we prove that (i) implies (ii). Fix λ0 > 0. From (5.15) we have for
θ > 0 that e−λ0xU(dx/θ)/Λ(λ0θ) is a probability distribution. Again from
(5.15) we can compute its Laplace transform as Λ((λ + λ0)θ)/Λ(λ0θ). The
regular variation assumed in (i) together with (5.14) implies that

lim
θ↓0

∫

[0,∞)

e−(λ+λ0)x
U(dx/θ)

Λ(λ0θ)
=

λρ0
(λ0 + λ)ρ

=
λρ0
Γ (ρ)

∫ ∞

0

xρ−1e−(λ+λ0)xdx,

where the right-hand side is the Laplace transform of a gamma distribution.
It follows from the Continuity Theorem for Laplace transforms of probability
distributions that e−λ0xU(dx/θ)/Λ(λ0θ) converges weakly to e−λ0xλρ0x

ρ−1/
Γ (ρ)dx as θ tends to zero. Using the regular variation of Λ again, this implies
that for all x > 0,

lim
θ↓0

U(y/θ)

L(1/θ)
λρ0θ

ρ =
λρ0y

ρ

ρΓ (ρ)
.

Now setting y = 1, rewriting x = 1/θ and recalling that Γ (1 + ρ) = ρΓ (ρ),
statement (ii) follows.

Now to prove that (ii) implies (i). The assumption in (ii) expressed in
terms of weak convergence implies that for each y ≥ 0,

lim
x↑∞

U(xdy)

U(x)
= ρyρ−1dy,

in particular for any t > 0 and λ > 0,

lim
x↑∞

∫ t

0

e−λy
U(xdy)

U(x)
= ρ

∫ t

0

y(ρ−1)e−λydy. (5.16)

In view of (5.15), the Laplace transform of the measure U(xdy)/U(x) is given
by Λ(λ/x)/U(x) for λ > 0. Now suppose that for some 0 < λ0 < 1 and x0 > 0,
the sequence {Λ(λ0/x)/U(x) : x > x0} is uniformly bounded by some C > 0.
With this further assumption in place, we may pick a sufficiently large t > 0
such that

∫ ∞

t

e−y
U(xdy)

U(x)
< e−(1−λ0)t

∫ ∞

t

e−λ0y
U(xdy)

U(x)
< Ce−(1−λ0)t.

Together with (5.16), the above estimate is sufficient to deduce that

lim
x↑∞

Λ(1/x)

U(x)
= lim

x↑∞

∫ ∞

0

e−y
U(xdy)

U(x)
= ρ

∫ ∞

0

y(ρ−1)e−ydy = Γ (1 + ρ).

Choosing λ = 1 and writing θ = 1/x, the statement in (i) follows.
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It remains then to show that for some 0 < λ0 < 1 and x0, the sequence
{Λ(λ0/x)/U(x) : x > x0} is uniformly bounded by some C > 0. This is
done by partitioning the domain of integration over the lattice {2kx : k ≥ 0}
for some x > 0. The assumed regular variation of U implies that for all x
sufficiently large U(2x) < 2ρ+1U(x). This can be iterated to deduce for x
sufficiently large, U(2nx) < 2n(1+ρ)U(x) for each n ≥ 1. With this inequality
in hand we may quite coarsely estimate for all sufficiently large x,

Λ(λ0/x)

U(x)
≤
∑

n≥1

e−λ02
n−1 U(2nx)

U(x)
<
∑

n≥1

2n(1+ρ)e−λ02
n−1

< ∞

and the proof is complete. �

Next we turn to the proof of Theorem 5.14 which implicitly uses the state-
ment of Theorem 5.13.

Proof (of Theorem 5.14). First we prove that (ii) implies (i). It suffices to
prove that (ii) implies Theorem 5.13 (ii). However this is a simple issue of
weak convergence and regular variation, since for any y > 0,

ρU(xdy)

xu(x)
=

ρu(xy)x

xu(x)
dy → ρyρ−1dy

as x tends to infinity in the sense of weak convergence. This implies that

ρU(xy)

xu(x)
∼ yρ.

Now choosing y = 1 and taking account of the fact that xu(x)/ρ ∼
xρL(x)/Γ (1 + ρ) (here we use that Γ (1 + ρ) = ρΓ (ρ)), the result follows.

Next we prove that (i) implies (ii). From Theorem 5.13 we see that U(x) ∼
xρL(x)/Γ (1 + ρ) for some slowly varying function L. Let us assume that u is
eventually monotone non-decreasing. For any 0 < a < b < ∞ we have

U(bx) − U(ax) =

∫ bx

ax

u(y)dy

and hence for x large enough,

(b− a)xu(ax)

xρL(x)/Γ (1 + ρ)
≤ U(bx) − U(ax)

xρL(x)/Γ (1 + ρ)
≤ (b− a)xu(bx)

xρL(x)/Γ (1 + ρ)
. (5.17)

Using the regular variation of U we also have that

lim
x↑∞

U(bx) − U(ax)

xρL(x)/Γ (1 + ρ)
= (bρ − aρ).



130 5 Subordinators at First Passage and Renewal Measures

Hence from the left inequality of (5.17) we have

lim sup
x↑∞

u(ax)

xρ−1L(x)/Γ (1 + ρ)
≤ (bρ − aρ)

(b− a)
.

Now taking a = 1 and letting b ↓ 1 gives

lim sup
x↑∞

u(x)

xρ−1L(x)
≤ ρ

Γ (1 + ρ)
.

A similar treatment for the right inequality with b = 1 and letting a ↑ 1 shows
that

lim inf
x↑∞

u(x)

xρ−1L(x)
≥ ρ

Γ (1 + ρ)
.

Recalling that Γ (1 + ρ) = ρΓ (ρ), the statement of the theorem follows.
The proof when u is eventually non-increasing is essentially the same with

minor adjustments. �

5.5 Dynkin–Lamperti Asymptotics

Let us return to the issue of the asymptotic behaviour of overshoots and un-
dershoots of subordinators. The following theorem, due to Dynkin (1961) and
Lamperti (1962), shows that obtaining an asymptotic bivariate limit of the
overshoot and undershoot via rescaling by the level of the barrier is equiv-
alent to an assumption of regular variation on the Laplace exponent of the
subordinator.

Theorem 5.16. Suppose that X is any subordinator with Laplace exponent Φ
which is regularly varying at zero (resp. infinity) with some index α ∈ (0, 1).
Then, in the sense of weak convergence,

P

(
Xτ+

x
− x

x
∈ du,

x−Xτ+
x −

x
∈ dy

)

→ α sinπα

π
(1 − y)α−1(y + u)−α−1dy du (5.18)

for u > 0 and y ∈ [0, 1) as x tends to infinity (resp. zero).

Note that the statement of the theorem is not empty as one sees that
any stable subordinator fulfills the assumptions. Recall from Exercise 3.7 that
a stable subordinator necessarily has Laplace exponent on [0,∞) given by
Φ(θ) = cθα for some c > 0 and α ∈ (0, 1).

It is possible to prove more than the above statement. For example, one
may prove conversely that the pair

(
Xτ+

x
− x

x
,
x−Xτ+

x −
x

)
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F(q)

q

Fig. 5.2. Examples of the shape of the Laplace exponent Φ(θ). The solid concave
curve corresponds to the case of a compound Poisson process with infinite mean
(Φ′(0+) = ∞ and Φ(∞) < ∞). The dashed concave curve corresponds to the case
of a finite mean subordinator with strictly positive linear drift (Φ′(0+) < ∞ and
limθ↑∞ Φ(θ)/θ = d).

has a non-degenerate limit in distribution as x ↑ ∞ only if Φ is regularly
varying with index α ∈ (0, 1). See Exercise 5.7.

It is also possible to calculate the marginal laws of (5.18) as follows,

P

(
Xτ+

x
− x

x
∈ du

)
→ sinπα

π
u−α(1 + u)−1du

and

P

(
x−Xτ+

x −
x

∈ dy

)
→ sinπα

π
y−α(1 − y)α−1dy

in the sense of weak convergence as x ↑ ∞ or x ↓ 0. The latter case is known
as the generalised arcsine law; the arcsine law itself being a special case when
α = 1/2. In that case, the density (π

√
y(1 − y))−1 is related (via a linear

transform) to the derivative of the arcsine function.
Before moving to the proof of Theorem 5.16 let us make some remarks

about regular variation of the Laplace exponent Φ of a subordinator. It is
easy to deduce with the help of dominated convergence that Φ is infinitely
differentiable and strictly concave. In addition Φ′(0+) = E(X1) ∈ (0,∞],
Φ(0) = 0 and Φ(∞) = − log P(X1 = 0) (which is only finite in the case that X
is a compound Poisson subordinator). Finally recall again from Exercise 2.11
that limθ↑∞ Φ(θ)/θ = d. See Fig. 5.2 for a visualization of these facts.
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Suppose now that Φ is regularly varying at the origin with index α ∈ R.
As Φ(0) = 0 this implies that necessarily α ≥ 0. If E(X1) < ∞ then clearly
Φ(θ)/θ ∼ E(X1) as θ ↓ 0 forcing α = 1. On the other hand, if E(X1) = ∞
then Φ(θ)/θ explodes as θ ↓ 0 forcing α < 1. In conclusion, regular variation
at the origin of Φ with index α ∈ R means necessarily that α ∈ [0, 1].

Now suppose that Φ is regularly varying at infinity with index α ∈ R. Since
Φ(∞) > 0 (actually infinite in the case that X is not a compound Poisson
subordinator) again implies that α ≥ 0. On the other hand, the fact that
Φ(θ)/θ tends to the constant d at infinity also dictates that α ≤ 1. Hence
regular variation at infinity of Φ with index α ∈ R again necessarily implies
that α ∈ [0, 1].

We now turn to the proof of Theorem 5.16, beginning with the following
preparatory Lemma. Recall U is the potential measure of the given subordi-
nator.

Lemma 5.17. Suppose that the Laplace exponent of a subordinator, Φ, is reg-
ularly varying at zero (resp. infinity) with index α ∈ [0, 1]. Then for all λ > 0

(i) U(λx)Φ(1/x) → λα/Γ (1 + α) as x ↑ ∞ (resp. x ↓ 0) and
(ii) when α is further restricted to [0, 1), Π(λx,∞)/Φ(1/x) → λ−α/Γ (1 − α)

as x ↑ ∞ (resp. x ↓ 0).

Proof. (i) Recall that ∫

[0,∞)

e−qxU(dx) =
1

Φ(q)
.

The assumption on Φ means that Φ(θ) ∼ θαL(1/θ) as θ tends to zero where
L is slowly varying at infinity. That is to say 1/Φ(1/x) ∼ xα/L(x) as x tends
to infinity. Noting that 1/L is still slowly varying at infinity, theorem 5.13
thus implies that U(x) ∼ xα/L(x)Γ (1 + α) as x ↑ ∞. Regular variation
now implies the statement in part (i). The same argument works when Φ is
regularly varying at infinity rather than zero.

(ii) Now recall that

Φ(θ)

θ
= d+

∫ ∞

0

e−θxΠ(x,∞)dx

showing that Φ(θ)/θ is the Laplace transform of the measure dδ0(dx) +
Π(x,∞)dx. The assumed regular variation on Φ implies that Φ(θ)/θ ∼
θ−(1−α)L(1/θ), for some slowly varying L at infinity. Theorem 5.14 now im-
plies that Π(x,∞) ∼ x−αL(x)/Γ (1 − α). Regular variation now implies the
statement in part (ii). As usual, the same argument works when instead it
is assumed that Φ is regularly varying at infinity. Note also in this case the
assumption that α ∈ [0, 1) implies that d = 0 as otherwise if d > 0 then
necessarily α = 1. �

Finally we are ready for the proof of the Dynkin–Lamperti Theorem.

Proof (of Theorem 5.16). We give the proof for the case that x ↑ ∞. The
proof for x ↓ 0 requires minor modification.
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Starting from the conclusion of Theorem 5.6 we have for θ ∈ (0, 1] and
φ > 0,

P

(
Xτ+

x
− x

x
∈ dφ,

x−Xτ+
x −

x
∈ dθ

)
= U(x(1 − dθ))Π(x(θ + dφ))

and hence for 0 < a < b < 1 and c > 0,

P

(
Xτ+

x
− x

x
> c,

x−Xτ+
x −

x
∈ (a, b)

)

=

∫

(a,b)

Π(x(θ + c),∞)U(x(1dθ))

=

∫

(1−b,1−a)

Π(x(1 − η + c),∞)

Φ(1/x)
U(xdη)Φ(1/x), (5.19)

where in the last equality we have changed variables. From Lemma 5.17 (i) we
see on the one hand that U(xdη)Φ(1/x) converges weakly to ηα−1dη/Γ (α)
(we have used that Γ (1+α) = αΓ (α)). On the other hand we have seen from
part (ii) of the same lemma that

lim
x↓0

Π(x(1 − η + c),∞)

Φ(1/x)
=

(1 − η + c)−α

Γ (1 − α)
.

Since Π(x(1 − η + φ),∞) is monotone in η, it follows that the convergence
above is uniform on (1 − b, 1 − a); recall Exercise 2.4. It follows that the
right-hand side of (5.19) converges to

∫

(1−b,1−a)

(1 − η + c)−α

Γ (1 − α)

ηα−1

Γ (α)
dη

=
1

Γ (α)Γ (1 − α)

∫

(a,b)

(θ + c)−α(1 − θ)α−1dθ

as x ↑ ∞ which is tantamount to

lim
x↑∞

P

(
x−Xτ+

x −
x

∈ dy,
Xτ+

x −x
x

∈ du

)

=
α

Γ (α)Γ (1 − α)
(y + u)−α−1(1 − y)α−1dy du

in the sense of weak convergence. Finally, a special property of gamma
functions gives 1/(Γ (α)Γ (1 − α)) = (sinπα)/π and hence the proof is
complete. �

Exercises

5.1. Prove Theorem 5.7.
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5.2. Suppose that Y is a spectrally positive Lévy process of bounded variation
drifting to −∞ with Laplace exponent written in the usual form

log E(e−θY1) = ψ(θ) = dθ −
∫

(0,∞)

(1 − e−θx)ν(dx),

where necessarily d > 0,
∫
(0,∞)

(1 ∧ x)ν(dx) < ∞ and ψ′(0+) > 0. Define

σ+
x = inf{t > 0 : Yt > x} and Y t = sups≤t Ys.

(i) Suppose that X = {Xt : t ≥ 0} is a compound Poisson subordinator with
jump distribution (d−ψ′(0+))−1ν(x,∞)dx. By following similar reasoning
to the explanation of the Pollaczeck–Khintchin formula in Chap. 4 show
that

P(Yσ+
x
−x ∈ du, x−Y σ+

x − ∈ dy|σ+
x < ∞) = P(Xτ+

x
−x ∈ du, x−Xτ+

x − ∈ dy).

(ii) Hence deduce that if
∫∞
0

xν(x,∞)dx < ∞ then for u, y > 0, in the sense
of weak convergence

lim
x↑∞

P(Yσ+
x
− x ∈ du, x− Y σ+

x − ∈ dy|σ+
x < ∞)

=
1∫∞

0
xν(x,∞)dx

ν(u+ y,∞)du dy

(iii) Give an interpretation of the result in (ii) in the context of modelling
insurance claims.

5.3. Suppose that X is a finite mean subordinator and that its associated
potential measure U does not have lattice support. Suppose that Z is a random
variable whose distribution is equal to that of the limiting distribution of
Xτ+

x
− Xτ+

x − as x ↑ ∞. Suppose further that (V,W ) is a bivariate random
variable whose distribution is equal to the limiting distribution of (Xτ+

x
−x, x−

Xτ+
x −) as x ↑ ∞ and U is independent of V,W,Z and uniformly distributed

on [0, 1]. Show that (V,W ) is equal in distribution to ((1 − U)Z,UZ).

5.4. Let X and Y be two (possibly correlated) subordinators killed indepen-
dently at the rate η ≥ 0. Denote their bivariate jump measure by Π(·, ·).
Define their bivariate renewal function

U(dx,dy) =

∫ ∞

0

dt · P(Xt ∈ dx, Yt ∈ dy),

and suppose that as usual

τ+
x = inf{t > 0 : Xt > x}.
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Use a generalised version of the compensation formula to establish the follow-
ing quadruple law

P (∆Xτ+
x
∈ dt,Xτ+

x − ∈ ds, x− Yτ+
x − ∈ dy, Yτ+

x
− x ∈ du)

= U(ds, x− dy)Π(dt,du+ y)

for u > 0, y ∈ [0, x] and s, t ≥ 0. This formula will be of use later on while
considering the first passage of a general Lévy process over a fixed level.

5.5. Let X be any subordinator with Laplace exponent Φ and recall that
τ+
x = inf{t > 0 : Xt > x}. Let eα be an exponentially distributed random

variable which is independent of X.

(i) By applying the Strong Markov Property at time τ+
x in the expectation

E(e−βXeα 1(Xeα>x)
) show that for all α, β, x ≥ 0 we have

E

(
e
−ατ+

x −βX
τ
+
x

)
= (α+ Φ(β))

∫

(x,∞)

e−βzU (α)(dz) (5.20)

for all x > 0.
(ii) Show further with the help of the identity in (i) that when q > β,

∫ ∞

0

e−qxE

(
e
−ατ+

x −β(X
τ
+
x
−x)
)

dx =
1

q − β

(
1 − α+ Φ (β)

α+ Φ (q)

)
.

(iii) Deduce with the help of Theorem 5.9 that

E(e−ατ
+
x 1(X

τ
+
x

=x)) = du(α)(x)

where, if d = 0 the term u(α)(x) may be taken as equal to zero and oth-
erwise the potential measure U (α) has a density and u(α) is a continuous
and strictly positive version thereof.

(iv) Show that for this version of the density, u(α)(0+) = 1/d where d is the
drift of X.

5.6. Suppose that X is a stable subordinator with parameter α ∈ (0, 1) thus
having Laplace exponent Φ(θ) = cθα for θ ≥ 0 and some c > 0 which in this
exercise we will take equal to unity.

(i) Show from Exercise 1.4 that the precise expression for the jump measure
is

Π(dx) =
x−(1+α)

−Γ (−α)
dx.

(ii) By considering the Laplace transform of the potential measure U , show
that

U(dx) =
xα−1

Γ (α)
dx.
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(iii) Hence deduce that

P(Xτ+
x
− x ∈ du, x−Xτ+

x − ∈ dy)

=
α sinαπ

π
(x− y)α−1(y + u)−(α+1)du dy

for u > 0 and y ∈ [0, x]. Note further that the distribution of the pair

(
x−Xτ+

x −
x

,
Xτ+

x
− x

x

)
(5.21)

is independent of x.
(iv) Show that stable subordinators do not creep.

5.7. Suppose that X is any subordinator.

(i) Use the joint law of the overshoot and undershoot of a subordinator to
deduce that for β, γ ≥ 0,

∫ ∞

0

dx · e−qxE(e
−βX

τ
+
x −−γ(X

τ
+
x
−x)

1(X
τ
+
x
>x))

=
1

q − γ

(
Φ(q) − Φ(γ)

Φ(q + β)

)
− d

Φ(q + β)
.

(ii) Taking account of creeping, use part (i) to deduce that
∫ ∞

0

dx · e−qxE(e
−β(X

τ
+
tx

−/t)−γ(X
τ
+
tx

−tx)/t
) =

1

(q − γ)

Φ(q/t) − Φ(γ/t)

Φ((q + β)/t)
.

(iii) Show that if Φ is regularly varying at zero (resp. infinity) with index α
equal to 0 or 1, then the limiting distribution of the pair in (5.21) is trivial
as x tends to infinity (resp. zero).

(iv) It is possible to show that if a function f : [0,∞) → (0,∞) satisfies

lim
f(λt)

f(t)
= g(λ)

for all λ > 0 as t tends to zero (resp. infinity) then in fact f must be
regularly varying. Roughly speaking, the reason for this is that for λ, µ >
0,

g(λµ) = lim
f(λµt)

f(λt)

f(λt)

f(t)
= g(µ)g(λ)

showing that g is a multiplicative function. With a little measure theory,
one can show that necessarily, it must follow that g(λ) = λρ for some
ρ ∈ R. See Theorem 1.4.1 of Bingham et al. (1987) for the full details.
Use the above remarks to deduce that if (5.21) has a limiting distribution
as x tends to infinity (resp. zero), then necessarily Φ is regularly varying
at zero (resp. infinity) with index α ∈ [0, 1]. Hence conclude that (5.21)
has a non-trivial limiting distribution if and only if α ∈ (0, 1).
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5.8. An important class of distributions, denoted L(α) where α is a parameter
in [0,∞), are defined as follows. Suppose that F is a probability distribution
function. Write F (x) = 1−F (x). Then F belongs to L(α) if the support of F
is in [0,∞) and non-lattice, F (x) > 0 for all x ≥ 0 and for all y > 0,

lim
x↑∞

F (x+ y)

F (x)
= e−αy.

Note that the requirement that F is a probability measure can be weakened
to a finite measure as one may always normalise by total mass to fulfill the
conditions given earlier.

We are interested in establishing an asymptotic conditional distribution
for the overshoot of a killed subordinator. To this end we assume that X is a
killed subordinator with killing rate η > 0, Laplace exponent Φ, jump measure
Π, drift d ≥ 0 and potential measure U which is assumed to belong to class
L(α) for some α ≥ 0 such that Φ(−α) < ∞.

(i) Show that

P(τ+
x < ∞) = ηU(x,∞)

where τ+
x = inf{t > 0 : Xt > x}.

(ii) Show that for all β ≥ 0,

E(e
−β(X

τ
+
x
−x)|τ+

x < ∞) =
Φ(β)

ηU(x,∞)

∫

(x,∞)

e−β(y−x)U(dy).

(iii) Applying integration by parts, deduce that

lim
x↑∞

E(e
−β(X

τ
+
x
−x)|τ+

x < ∞) =
Φ(β)

η

(
α

α+ β

)
.

(iv) Now take the distribution G defined by its tail

G(x,∞) =
e−αx

η

{
Φ(−α) +

∫

(x,∞)

(eαy − eαx)Π(dy)

}
.

Show that G has an atom at zero and

∫

(0,∞)

e−βyG(dy) =
Φ(β)

η

(
α

α+ β

)
− dα

η
,

where d is the drift coefficient of X.
(v) Deduce that

lim
x↑∞

P(Xτ+
x
− x > u|τ+

x < ∞) = G(u)
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and

lim
x↑∞

P(Xτ+
x

= x|τ+
x < ∞) =

dα

η
.

5.9. Suppose that X is any Lévy process of bounded variation with zero drift
which is not a compound Poisson process. By writing it as the difference of
two independent subordinators prove that for any x ∈ R,

P(inf{t > 0 : Xt = x} < ∞) = 0.



6

The Wiener–Hopf Factorisation

This chapter gives an account of the theory of excursions of a Lévy process
from its maximum and the Wiener–Hopf factorisation that follows as a con-
sequence from it.

In Sect. 4.6 the analytical form of the Pollaczek–Khintchine formula was
explained in terms of the decomposition of the path of the underlying Lévy
process into independent and identically distributed sections of path called
excursions from the supremum. The decomposition made heavy use of the fact
that for the particular class of Lévy processes considered, namely spectrally
positive processes of bounded variation, the times of new maxima form a
discrete set.

For a general Lévy process, it is still possible to decompose its path into
“excursions from the running maximum”. However conceptually this decom-
position is a priori somewhat more tricky as, in principle, a general Lévy
process may exhibit an infinite number of excursions from its maximum over
any finite period of time. Nonetheless, when considered in the right mathe-
matical framework, excursions from the maximum can be given a sensible de-
finition and can be shown to form the support of a Poisson random measure.
The theory of excursions presents one of the more mathematically challenging
aspects of the theory of Lévy processes. This means that in order to keep to
the level outlined in the preface of this text, there will be a number of proofs in
the forthcoming sections which are excluded or only discussed at an intuitive
level.

Amongst a very broad spectrum of probabilistic literature, the Wiener–
Hopf factorisation may be thought of as a common reference to a multitude of
statements concerning the distributional decomposition of the excursions of
any Lévy process when sampled at an independent and exponentially distrib-
uted time. (We devote a little time later in this text to explain the origin of
the name “Wiener–Hopf factorisation”.) In the light of the excursion theory
given in this chapter we explain in detail the Wiener–Hopf factorisation. The
collection of conclusions which fall under the umbrella of the Wiener–Hopf
factorisation turn out to provide a robust tool from which one may analyse a
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number of problems concerning the fluctuations of Lévy processes; in particu-
lar problems which have relevance to the applications we shall consider in later
chapters. The chapter concludes with some special classes of Lévy processes
for which the Wiener–Hopf factorisation may be exemplified in more detail.

6.1 Local Time at the Maximum

Unlike the Lévy processes presented in Sect. 4.6, a general Lévy process may
have an infinite number of new maxima over any given finite period of time. As
our ultimate goal is to show how to decompose events concerning the path of a
Lévy process according to the behaviour of the path in individual excursions,
we need a way of indexing them. To this end we introduce the notion of local
time at the maximum.

To avoid trivialities we shall assume throughout this section that neither
X nor −X is a subordinator. Recall also the definition Xt = sups≤tXs. In

the sequel we shall repeatedly refer to the process X−X = {Xt−Xt : t ≥ 0},
which we also recall from Exercise 3.2, which can be shown to be Strong
Markov.

Definition 6.1 (Local time at the maximum). A continuous, non-
decreasing, [0,∞)-valued, F-adapted process L = {Lt : t ≥ 0} is called a
local time at the maximum (or just local time for short) if the following hold.

(i) The support of the Stieltjes measure dLt is the closure of the (random) set
of times {t ≥ 0 : Xt = Xt} and is finite for each t ≥ 0.

(ii) For every F-stopping time T such that XT = XT on {T < ∞} almost
surely, the shifted trivariate process

{(XT+t −XT ,XT+t −XT+t, LT+t − LT ) : t ≥ 0}

is independent of FT on {T < ∞} and has the same law as
(
X,X −X,L

)

under P.

(The process which is identically zero is excluded).

Let us make some remarks about the above definition. Firstly if L is a
local time then so is kL for any constant k > 0. Hence local times can at best
be defined uniquely up to a multiplicative constant. On occasion we shall need
to talk about both local time and the time scale on which the Lévy process
itself is defined. In such cases we shall refer to the latter as real time. Finally,
by applying this definition of local time to −X it is clear that one may talk
of a local time at the minimum. The latter shall always be referred to as L̂.

Local times as defined above do not always exist on account of the re-
quirement of continuity. Nonetheless, in such cases, it turns out that one may
construct right continuous processes which satisfy conditions (i) and (ii) of
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Definition 6.1 and which serve their purpose equally well in the forthcoming
analysis of the Wiener–Hopf factorisation. We provide more details shortly.
We give next, however, some examples for which a continuous local time can
be identified explicitly.

Example 6.2 (Spectrally negative processes). Recall that the formal definition
of a spectrally negative Lévy process is simply one for which the Lévy measure
satisfies Π(0,∞) = 0 and whose paths are not monotone. As there are no
positive jumps the process X must therefore be continuous. It is easy to check
that L = X fulfils Definition 6.1.

Example 6.3 (Compound Poisson processes with drift d ≥ 0). Just by consid-
ering the piece-wise linearity of the paths of these processes, one has obviously
that over any finite time horizon, the time spent at the maximum has strictly
positive Lebesgue measure with probability one. Hence the quantity

Lt :=

∫ t

0

1(Xs=Xs)ds, t ≥ 0 (6.1)

is almost surely positive and may be taken as a candidate for local time.
Indeed it increases on {t : Xt = Xt}, is continuous, non-decreasing and is an
F-adapted process. Taking T as in part (ii) of Definition 6.1 we also see that
on {T < ∞},

LT+t − LT =

∫ T+t

T

1(Xs=Xs)ds (6.2)

which is independent of FT because {XT+t − XT+t : t ≥ 0} is and has the
same law as L by the Strong Markov Property applied to the process X −X
and the fact that XT − XT = 0. The distributional requirement in part (ii)
for the trivariate process (X,X −X,L) follows by similar reasoning.

If we only allow negative jumps and d > 0, then according to the previous
example X also fulfils the definition of local time. However, as we have seen
in the proof of Theorem 4.1,

Xt = d

∫ t

0

1(Xs=Xs)ds

for all t ≥ 0.

Next we would like to identify the class of Lévy processes for which con-
tinuous local time cannot be constructed and for which a right continuous
alternative is introduced instead. In a nutshell, the aforementioned class are
those Lévy processes whose moments of new maxima form a discrete set. The
qualifying criterion for this turns out to be related to the behaviour of the
Lévy process at arbitrarily small times; a sense of this has already been given
in the discussion of Sect. 4.6. We spend a little time developing the relevant
notions, namely path regularity, in order to complete the discussion on local
time.
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Definition 6.4. For a Lévy process X, the point x ∈ R is said to be regular
(resp. irregular) for an open or closed set B if

Px
(
τB = 0

)
= 1 (resp. 0),

where the stopping time τB = inf{t > 0 : Xt ∈ B}. Intuitively speaking, x is
regular for B if, when starting from x, the Lévy process hits B immediately.

Note that as τB is a stopping time, it follows that

1(τB=0) = Px(τ
B = 0|F0).

On the other hand, since F0 contains only null sets, Kolmogorov’s definition
of conditional expectation implies

Px(τ
B = 0|F0) = Px(τ

B = 0)

and hence Px(τ
B = 0) is either zero or one. In fact one may replace {τB = 0}

by any event A ∈ F0 and reach the same conclusion about P(A). This is
nothing but Blumenthal’s zero–one law.

We know from the Lévy–Itô decomposition that the range of a Lévy process
over any finite time horizon is almost surely bounded and thanks to right
continuity, limt↓0 max{−Xt,Xt} = 0. Hence for any given open or closed B,
the points x ∈ R for which Px(τ

B = 0) = 1 are necessarily those belonging to
B ∪∂B. However, x ∈ ∂B is not a sufficient condition for Px(τ

B = 0) = 1. To
see why, consider the case that B = (0,∞) and X is any compound Poisson
process.

Finally note that the notion of regularity can be established for any Markov
process with analogous definition to the one given earlier. However, for the
special case of a Lévy process, stationary independent increments allow us
reduce the discussion of regularity of x for open and closed sets to simply the
regularity of 0 for open and closed sets. Indeed, for any Lévy process, x is
regular for B if and only if 0 is regular for B − x.

As we shall see shortly, it is regularity of 0 for [0,∞) which dictates whether
one may find a continuous local time. The following result, due in parts to
Rogozin (1968), Shtatland (1965) and Bertoin (1997), gives precise conditions
for the slightly different issue of regularity of 0 for (0,∞).

Theorem 6.5. For any Lévy process, X, other than a compound Poisson
process, the point 0 is regular for (0,∞) if and only if

∫ 1

0

1

t
P (Xt > 0) dt = ∞ (6.3)

and the latter holds if and only if one of the following three conditions hold,

(i) X is a process of unbounded variation,
(ii) X is a process of bounded variation and d > 0 ,
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(iii) X is a process of bounded variation, d = 0 and

∫

(0,1)

xΠ (dx)∫ x
0
Π (−∞,−y) dy

= ∞.

Here d is the drift coefficient in the representation (2.21) of a Lévy process of
bounded variation.

Recall that if N is the Poisson random measure associated with the jumps
of X, then the time of arrival of a jump of size ε > 0 or greater, say, T (ε), is
exponentially distributed since

P(T (ε) > t) = P(N([0, t] × {R\(−ε, ε)}) = 0) = exp{−tΠ(R\(−ε, ε))}.

This tells us that, if Π(R) = ∞, then jumps of size greater than ε become less
and less probable as t ↓ 0. Hence that the jumps that have any influence over
the initial behaviour of the path of X, if at all, will necessarily be arbitrarily
small. With this in mind, one may intuitively see the conditions (i)–(iii) in
Theorem 6.5 in the following way.

In case (i) when σ > 0 regularity follows as a consequence of the presence of
Brownian motion whose behaviour on the small time scale always dominates
the path of the Lévy process. If on the other hand σ = 0, the high intensity
of small jumps causes behaviour on the small time scale close to that of
Brownian motion even though the paths are not continuous. (We use the
words “high intensity” here in the sense that

∫
(−1,1)

|x|Π(dx) = ∞). Case

(ii) says that when the Poisson point process of jumps fulfils the condition∫
(−1,1)

|x|Π(dx) < ∞, over small time scales, the sum of the jumps grows sub-

linearly in time almost surely. Therefore if a drift is present, this dominates
the initial motion of the path. In case (iii) when there is no dominant drift,
the integral test may be thought of as a statement about what the “relative
weight” of the small positive jumps compared to the small negative jumps
needs to be in order for regularity to occur.

In the case of bounded variation, the integral
∫ x
0
Π (−∞,−y) dy is finite for

all x > 0. This can be deduced by noting that for any Lévy process of bounded
variation

∫
(−1,0)

|x|Π(dx) < ∞ and then integrating by parts. Note also that

Theorem 6.5 implies that processes of unbounded variation are such that 0 is
regular for both (0,∞) and (−∞, 0) and that processes of bounded variation
with d > 0 are irregular for (−∞, 0]. For processes of bounded variation with
d = 0 it is possible to find examples where 0 is regular for both (0,∞) and
(−∞, 0). See Exercise 6.1.

We offer no proof of Theorem 6.5 here. However it is worth recalling that
from Lemma 4.11 and the follow up Exercise 4.9 (i) we know that for any
Lévy process, X, of bounded variation,

lim
t↓0

Xt

t
= d

almost surely where d is the drift coefficient. This shows that if d > 0 (resp.
d < 0) then for all t > 0 sufficiently small, Xt must be strictly positive
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(resp. negative). That is to say, 0 is regular for (0,∞) and irregular for (−∞, 0]
if d > 0 (resp. regular for (−∞, 0) and irregular for [0,∞) if d < 0). For the
case of a spectrally negative Lévy process of unbounded variation, Exercise
6.2 deduces regularity properties in agreement with Theorem 6.5. In addition,
Exercise 6.8 shows how to establish the criterion (6.3).

There is a slight difference between regularity of 0 for (0,∞) and regu-
larity of 0 for [0,∞). Consider for example the case of a compound Poisson
Process. The latter is regular for [0,∞) but not for (0,∞) due to the initial
exponentially distributed period of time during which the process remains at
the origin. On the other hand, we also have the following conclusion.

Corollary 6.6. The only Lévy process for which 0 is regular for [0,∞) but
not for (0,∞) is a compound Poisson process.

Proof. If a process is regular for [0,∞) but not for (0,∞) then, according to
the cases given in Theorem 6.5 it must be a process of bounded variation with
zero drift. If the underlying Lévy process is not a compound Poisson process
then this would require that the process jumps into (−∞, 0) and back on
to 0 infinitely often for arbitrarily small times. This is impossible when one
takes into account Exercise 5.9 which shows that a Lévy process of bounded
variation with no drift which is not a compound Poisson process cannot hit a
pre-specified point. �

By definition, when 0 is irregular for [0,∞) the Lévy process takes a strictly
positive period of time to return to reach a new maximum above the origin.
Hence, applying the Strong Markov Property at the time of first entry into
[0,∞) we see that in a finite interval of time there are almost surely a finite
number of new maxima, in other words, {0 < s ≤ t : Xs = Xs} is a discrete
set. (Recall that this type of behaviour has been observed for spectrally posi-
tive Lévy process of bounded variation in Chap. 4). In this case we may then
define the counting process n = {nt : t ≥ 0} by

nt = #{0 < s ≤ t : Xs = Xs}. (6.4)

We are now ready to make the distinction between those processes which
admit continuous local times in Definition 6.1 and those that do not.

Theorem 6.7. Let X be any Lévy process.

(i) There exists a continuous version of L which is unique up to a multiplica-
tive constant if and only if 0 is regular for [0,∞).



6.1 Local Time at the Maximum 145

(ii) If 0 is irregular for [0,∞) then we can take as our definition of local time

Lt =

nt∑

i=0

e
(i)
λ , (6.5)

satisfying (i) and (ii) of Definition 6.1, where {e(i)
λ : i ≥ 0} are indepen-

dent and exponentially distributed random variables with parameter λ > 0
(chosen arbitrarily) and {nt : t ≥ 0} is the counting process defined in
(6.4).

We offer no proof for case (i) which is a particular example of a classic
result from potential theory of stochastic processes, a general account of which
can be found in Blumenthal and Getoor (1968). The proof of part (ii) is
quite accessible and we leave it as an Exercise. Note that one slight problem
occurring in the definition of L in (6.5) is that it is not adapted to the filtration
of X. However this is easily resolved by simply broadening out the filtration

to include σ(e
(i)
λ : i ≥ 0) before completing it with null sets. Also the choice

of exponential distribution used in (6.5) is of no effective consequence. One
could in principle always work with the definition

L′
t =

nt∑

i=0

e
(i)
1 .

Scaling properties of exponential distributions would then allow us to con-

struct the e
(i)
λ s and e

(i)
1 s on the same probability space so that λe

(i)
λ = e

(i)
1

for each i = 0, 1, 2... and this would imply that L′ = λL where L is local
time constructed using exponential distributions with parameter λ. So in fact
within the specified class of local times in part (ii) of the above theorem, the
only effective difference is a multiplicative constant. The reason why we do
not simply define Lt = nt has to do with the fact that we shall require some
special properties of the inverse L−1. This will be discussed in Sect. 6.2.

In accordance with the conclusion of Theorem 6.7, in the case that 0 is
regular for [0,∞) we shall henceforth work with a continuous version of L
and in the case that 0 is irregular for [0,∞) we shall work with the definition
(6.5) for L.

In Example 6.3 we saw that we may use a multiple of the Lebesgue measure
of the real time spent at the maximum to give a version of local time which is
continuous. The fact that the latter is non-zero is a clear consequence of piece-
wise linearity of the process. Although compound Poisson processes (with
drift) are the only Lévy processes which are piecewise linear, it is nonetheless
natural to investigate to what extent one may work with the Lebesgue measure
of the time spent at the maximum for local time in the case that 0 is regular
for [0,∞). Rubinovitch (1971) supplies us with the following charactarisation
of such processes.
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Theorem 6.8. Suppose that X is a Lévy process for which 0 is regular for
[0,∞). Let L be some continuous version of local time. The constant a ≥ 0
satisfying the relation ∫ t

0

1(Xs=Xs)ds = aLt

is strictly positive if and only if X is a Lévy process of bounded variation and
0 is irregular for (−∞, 0).

Proof. Note that
∫∞
0

1(Xt=Xt)
dt > 0 with positive probability if and only if

E

(∫ ∞

0

1(Xt−Xt=0)dt

)
> 0.

By Fubini’s Theorem and the Duality Lemma the latter occurs if and only
if
∫∞
0

P(Xt = 0)dt = E(
∫∞
0

1(Xt=0)dt) > 0 (recall that Xt := infs≤tXs).
Due to the fact that X has paths that are right continuous and monotone
decreasing, the positivity of the last integral happens if and only if it takes an
almost surely strictly positive time for X to visit (−∞, 0). In short we have
that

∫∞
0

1(Xt=Xt)
dt > 0 with positive probabiltiy if and only if 0 is irregular

for (−∞, 0). By Theorem 6.5 the latter can only happen when X has bounded
variation.

Following the same reasoning as used in Example 6.3 it is straightforward
to deduce that ∫ t

0

1(Xs=Xs)ds, t ≥ 0

may be used as a local time. Theorem 6.7 (i) now gives us the existence of a
constant a > 0 so that for a given local time L,

aLt =

∫ t

0

1(Xs=Xs)ds.

When 0 is regular for (−∞, 0) the reasoning above also shows that∫ t
0
1(Xs=Xs)ds = 0 almost surely for all t ≥ 0 and hence it is clear that

the constant a = 0. �

We can now summarise the discussion on local times as follows. There are
three types of Lévy processes which are associated with three types of local
times.

1. Processes of bounded variation for which 0 is irregular for [0,∞). The set
of maxima forms a discrete set and we take a right continuous version of
local time in the form

Lt =

nt∑

i=0

e
(i)
1 ,

where nt is the count of the number of maxima up to time t and {e(i)
1 : i =

0, 1, ...} are independent and exponentially distributed random variables
with parameter 1.
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2. Processes of bounded variation for which 0 is irregular for (−∞, 0). There
exists a continuous version of local time given by,

Lt = a

∫ t

0

1(Xs=Xs)ds

for some arbitrary a > 0. In the case that X is spectrally negative, we
have that L is equal to a multiplicative constant times X.

3. Processes of unbounded variation, in which case 0 is implicitly regular for
[0,∞). We take a continuous version of local time exists but cannot be
identified explicitly as a functional of the path of X in general. However,
if X is a spectrally negative Lévy process, then this local time may be
taken as X.

6.2 The Ladder Process

Define the inverse local time process L−1 = {L−1
t : t ≥ 0} where

L−1
t :=

{
inf{s > 0 : Ls > t} if t < L∞

∞ otherwise.

Next define the process H = {Ht : t ≥ 0} where

Ht :=

{
XL−1

t
if t < L∞

∞ otherwise.

The range of inverse local time, L−1, corresponds to the set of real times at
which new maxima occur, called the ascending ladder times. The range of
process H corresponds to the set of new maxima called the ascending ladder
heights. The bivariate process (L−1,H) := {(L−1

t ,Ht) : t ≥ 0}, called the
ascending ladder process, is the main object of study of this section. Note
that it is implicit from their definition that L−1 and H are processes with
paths that are right continuous with left limits.

The word “ascending” distinguishes the process (L−1,H) from the anal-

ogous object (L̂−1, Ĥ), constructed from −X, which is called the descending
ladder process (note that local time at the maximum of −X is the local time at

the minimum of X which was previously referred to as L̂). When the context
is obvious we shall drop the use of the words ascending or descending.

The ladder processes we have defined here are the continuous time ana-
logue of the processes with the same name for random walks1. In the case of
random walks, one defines Ln to be the number of times a maxima is reached
after n steps, Tn = inf{k ≥ 1 : Lk = n} as the number of steps required to
achieve n new maxima and Hn as the n-th new maxima.

1Recall that {Sn : n = 0, 1, 2, ...} is a random walk if S0 = 0 and Sn =
∑n

i=1
ξi

where {ξi : i = 1, 2, ...} are independent and identically distributed.
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An additional subtlety for random walks is that the count Ln may be taken
to include visits to previous maxima (consider for example a simple random
walk which may visit an existing maximum several times before generating
a strictly greater maximum). In that case the associated ascending ladder
process is called weak. When {Ln : n ≥ 0} only counts the number of new
maxima which exceed all previous maxima, the associated ascending ladder
process is called strict.

The same subtlety appears in the definition of L for Lévy processes when
0 is irregular for [0,∞) and our definition of the process {nt : t ≥ 0} is
analogous to a count of weak ascending ladder heights. However, this is of no
consequence in the forthcoming discussion as we shall see that, it turns out
that in this setting with probability one no two maxima can be equal anyway.
When 0 is regular for [0,∞) but X is not a compound Poisson process we
shall again see in due course that ladder heights at different ladder times are
distinct. Finally when X is a compound Poisson process, although one cannot
count the times spent at the maximum, the distinction between weak and
strict maxima will become an issue at some point in later discussion. Indeed
the choice of local time

Lt = a

∫ t

0

1(Xs=Xs)ds, t ≥ 0

is analogous to the count of weak ascending ladder heights in a random walk.
Consider for example the continuous time version of a simple random walk;
that is a compound Poisson process with jumps in {−1, 1}.

Our interest in this section will be to characterise the ladder process. We
start with the following lemma which will be used at several places later on.

Lemma 6.9. For each t ≥ 0, both L−1
t and L−1

t− are F-stopping times.

Proof. Recall from Sect. 3.1 that thanks to the assumed right continuity of F

it suffices to prove that for each s > 0, {L−1
t < s} ∈ Fs and a similar notion

for L−1
t− . For all s, t ≥ 0, {L−1

t < s} = {Ls− > t} which belongs to Fs as the

process L is F-adapted. To prove that L−1
t− is a stopping time note that

{L−1
t− < s} =

⋂

n≥1

{L−1
t−1/n < s} ∈ Fs.

�

In the next theorem we shall link the process (L−1,H) to a bivariate
subordinator. Let us remind ourselves what the latter object is. With Exer-
cise 2.10 in mind, recall that a bivariate subordinator is a two-dimensional
(0,∞)2-valued stochastic processes X = {Xt : t ≥ 0} with paths that are
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right continuous with left limits as well as having stationary independent in-
crements2 and further, each component is non-decreasing. It is important to
note that in general it is not correct to think of a bivariate subordinator simply
as a vector process composed of two independent subordinators. Correlation
between the subordinators in each of the co-ordinates may be represented as
follows. Write X in the form

Xt = dt+

∫

[0,t]

∫

(0,∞)2
xN(ds× dx), t ≥ 0,

where d ∈ [0,∞)2 and N is the Poisson random measure describing the jumps
defined on [0,∞)× (0,∞)2 with intensity measure given by dt×Λ(dx,dy) for
a bivariate measure Λ on (0,∞)2 satisfying

∫

(0,∞)2
(1 ∧

√
x2 + y2)Λ(dx,dy) < ∞.

Independence of the two individual co-ordinate processes of X corresponds to
the case that Λ is a product measure; say Λ(dx,dy) = Λ1(dx)Λ2(dy).

For a general bivariate subordinator, positivity allows us to talk about
their Laplace exponent φ (α, β) given by

E

(
exp

{
−
(
α

β

)
· Xt

})
= exp{−φ (α, β) t}.

Referring back to Chap. 2, it is a straightforward exercise to deduce that that

φ (α, β) = d ·
(
α

β

)
+

∫

(0,∞)2
(1 − e−(α

β)·(
x
y))Λ(dx,dy).

Theorem 6.10. Let X be a Lévy process and eq an independent and expo-
nentially distributed random variable with parameter q ≥ 0. Then

P

(
lim sup
t↑∞

Xt < ∞
)

= 0 or 1

and the ladder process (L−1,H) satisfies the following properties.

(i) If P
(
lim supt↑∞Xt = ∞

)
= 1 then (L−1,H) has the law of a bivariate

subordinator.
(ii) If P

(
lim supt↑∞Xt < ∞

)
= 1 then for some q > 0 L∞

d
= eq, the exponen-

tial distribution with parameter q, and {(L−1
t ,Ht) : t < L∞} has the same

law as (L−1,H) := {(L−1
t ,Ht) : t < eq} where (L−1,H) is a bivariate

subordinator independent of eq.

2Recall that right continuous with left limits and stationary independent incre-
ments for a multi-dimensional process means that the same properties hold
component-wise. However, it does not necessarily mean that the individual com-
ponent processes are independent.
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Proof. Since
{lim sup

t↑∞
Xt < ∞} = {lim sup

Q∋t↑∞
Xt < ∞}

and the latter event is in the tail sigma algebra
⋂
t∈Q∩[0,∞) σ (Xs : s ≥ t) , then

Kolmogorov’s zero–one law for tail events tells us that P
(
lim supt↑∞Xt < ∞

)

= 0 or 1.
To deal with (i) and (ii) in the case that 0 is irregular for [0,∞), the analysis

proceeds in the sprit of the discussion around the Pollaczek–Khintchine for-
mula in Chap. 4. We give a brief outline of the arguments again. If we agree
that a geometric distribution with parameter 1 is infinite with probability
one then, the total number of excursions from the maximum n∞ defined in
(6.4) is geometrically distributed with parameter 1 − ρ = P(τ+

0 = ∞) where
τ+
0 = inf{t > 0 : Xt > 0}. Now define the sequence of times T0 = 0,

Tn+1 = inf{t > Tn : Xt > XTn
}

= inf{t > Tn : ∆Lt > 0}
= inf{t > Tn : ∆nt = 1}

for n = 0, 1, ..., n∞ where ∆Lt = Lt −Lt−, ∆nt = nt − nt− and inf ∅ = ∞. It
is easy to verify that the latter times form a sequence of stopping times with
Tn < ∞ for all n ≥ 0 and otherwise Tn∞ < ∞ and Tn∞+1 = ∞ when n∞ < ∞.
Further, by the Strong Markov Property for Lévy processes, if n∞ < ∞ then
the successive excursions of X from its maximum,

ǫn := {Xt : t ∈ (Tn−1, Tn]}

for n = 1, ..., n∞ are equal in law to an independent sample of n∞ − 1 copies
of the first excursion from the maximum conditioned to be finite followed by
a final independent copy conditioned to be infinite in length. If n∞ = ∞ then
the sequence {ǫn : n = 1, 2, ...} is equal in law to an independent sample of
the first excursion from the maximum.

By considering Fig. 6.1 we see that L−1 (the reflection of L about the di-
agonal) is a step function and its successive jumps (the flat sections of L)
correspond precisely to the sequence {Tn+1 − Tn : n = 0, ..., n∞}. From the
previous paragraph, it follows that L−1 has independent and identically dis-
tributed jumps and is sent independently to infinity (which we may consider
as a “graveyard” state) on the n∞-th jump accordingly with the arrival of the
first infinite excursion. As the jumps of L are independent and exponentially
distributed it also follows that the periods between jumps of L−1 are indepen-
dent and exponentially distributed. According to Exercise 6.3 the process L−1

is now equal in law to a compound Poisson subordinator killed independently
after an exponentially distributed time with parameter λ(1 − ρ). (Again we
work with the notation that an exponential distribution with parameter 0
is infinite with probability one). It follows by construction that H is also a
compound Poisson subordinator killed at the same rate.
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L

X

e1
(0)

e1
(1)

τ0
+

Fig. 6.1. A realisation of local time and inverse local time for a Lévy process for
which 0 is irregular for [0,∞). The upper graph plots the paths of L and the lower
graph plots the path of X symbolically in terms of the excursions from the maximum.

Next we prove (i) and (ii), for the case that 0 is regular for [0,∞) so that
the version of local time we work with is assumed to have continuous paths.
Fix t > 0. In Definition 6.1 let us work with the stopping time T = L−1

t for
t > 0. Note that LL−1

t
= t on the event that t < L∞. Define the processes

X̃ = {X̃t := XL−1
t +s −XL−1

t
: s ≥ 0} and L̃ = {L̃s := LL−1

t +s − t : s ≥ 0}.

From Lemma 6.9 we know that L−1
t is a stopping time and hence according

to Definition 6.1, on the event L−1
t < ∞, that is t < L∞, the process L̃ is

the local time of X̃ at its maximum. Note also from Theorem 3.1 and again
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Definition 6.1 that X̃ and L̃ are independent of FL−1
t
. It is clear that

L̃−1
s = L−1

t+s − L−1
t . (6.6)

Further
H̃s := X̃

L̃−1
s

= XL−1
t+s

−XL−1
t

= Ht+s −Hs. (6.7)

In conclusion we have established that on t < L∞,

{(L−1
t+s − L−1

t ,Ht+s −Ht) : s ≥ 0}

is independent of FL−1
t

and equal in law to (L−1,H). With this in hand, note

that for any α, β ≥ 0,

E

(
e−αL

−1
t+s

−βHt+s1(t+s<L∞)

)

= E

(
e−αL

−1
t −βHt1(t<L∞)E

(
e−αL̃

−1
s −βH̃s1

(s<L̃s)

∣∣∣FL−1
t

))

= E

(
e−αL

−1
t −βHt1(t<L∞)

)

×E

(
e−αL

−1
s −βHs1(s<L∞)

)
.

As the expectation on the left-hand side above is also right continuous in t
(on account of the same being true of L−1 and H) a standard argument shows
that the multiplicative decomposition implies that

E

(
e−αL

−1
t −βHt1(t<L∞)

)
= e−κ(α,β)t, (6.8)

where κ(α, β) = −log E(e−αL
−1
1 −βH11(1<L∞)) ≥ 0. In particular we see

that L∞ must follow an exponential distribution with parameter κ(0, 0) if
κ(0, 0) > 0 and L∞ = ∞ otherwise. Now writing for each α, β,

κ(α, β) = κ(0, 0) + φ(α, β), (6.9)

Bayes formula applied to (6.8) shows that for all t ≥ 0,

e−φ(α,β) = E

(
e−αL

−1
1 −βH1

∣∣∣ 1 < L∞
)

=
{

E

(
e−αL

−1
t −βHt

∣∣∣ t < L∞
)}1/t

(6.10)

illustrating that φ(α, β) is the Laplace exponent of a bivariate, component-
wise positive, infinitely divisible distribution

η(dx,dy) = P(L−1
1 ∈ dx,H1 ∈ dy|1 < L∞).

(Consider (6.10) for t = 1/n where n is a positive integer). In the spirit of the
Lévy–Itô decomposition, there exists a bivariate subordinator, say (L−1,H)
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whose Laplace exponent is φ(α, β). We now see from (6.8) and (6.9) that
(L−1,H) is equal in law to (L−1,H) killed independently (with “graveyard”
state ∞) after an exponentially distributed time with parameter q = κ(0, 0).
In particular X∞ = ∞ almost surely if and only if q = 0 and otherwise
X∞ = Heq

< ∞ almost surely. �

Corollary 6.11. In the previous Theorem, the subordinator associated with
L−1 has drift a where a is the constant appearing in Theorem 6.8.

Proof. Note that ∆L−1
t := L−1

t − L−1
t− is greater than ε > 0 follows as a

consequence of the path of X moving away from its maximum for a period
of real time exceeding ε. That is to say, individual jumps of L−1 correspond
to individual excursions of X from X. Let us denote by NL−1 the Poisson
random measure associated with the jumps of L−1. Then the time it takes
to accumulate t < L∞ units of local time is the sum of the periods of time
that X has spent away from its maximum plus the real time that X has
spent at its maximum (if at all). The latter qualification is only of significance
when X is of bounded variation with 0 irregular for (−∞, 0) in which case
the constant a in Theorem 6.8 is strictly positive and then the local time is
taken as the Lebesgue measure of the time spent at the maximum. We have
on {t < L∞},

L−1
t =

∫ L−1
t

0

1(Xs=Xs)ds+

∫

[0,t]

∫

(0,∞)

xNL−1(ds× dx).

From Theorem 6.8 we know that the integral is equal to aLL−1
t

= at and

hence a is the drift of the subordinator L−1. �

Finally note in the case of compound Poisson process for which, with pos-
itive probability, the same maxima may be visited over two intervals of time
separated by at least one excursion, we have that ∆Ht = 0 when ∆L−1

t > 0.
In other words, the jump measure of H may have an atom at zero. This would
be the case for the earlier given example of a compound Poisson process with
jumps in {−1, 1}. Strictly speaking this violates our definition of a subordina-
tor. However, this does not present a serious problem since H is necessarily a
compound Poisson subordinator and hence its paths are well defined with the
presence of this atom. Further, this does not affect the forthcoming analysis
unless otherwise mentioned.

Example 6.12 (Spectrally negative processes). Suppose that X is a spectrally
negative Lévy process with Laplace exponent ψ having right inverse Φ; re-
call the latter part of Sect. 3.3 for a reminder of what this means. As noted
earlier, we may work with local time given by L = X. It follows that L−1

x

is nothing more than the first passage time above x > 0. (Note that in gen-
eral it is not true that L−1

x is the first passage above x). As X is spectrally
negative we have in particular that Hx = XL−1

x
= x on {x < L∞}. Recalling
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Corollary 3.14 we already know that L−1 is a subordinator killed at rate Φ(0).
Hence we may easily identify for α, β ≥ 0, κ(α, β) = Φ(0) + φ(α, β) where

φ(α, β) = [Φ(α) − Φ(0)] + β

is the Laplace exponent of a bivariate subordinator. Note in particular that
L∞ < ∞ if and only if Φ(0) > 0 if and only if ψ′(0+) = E(X1) ∈ [−∞, 0) and,
on account of the fact that L−1 is the first passage process, the latter occurs
if and only if P(lim supt↑∞Xt < ∞) = 1.

In the special case that X is a Brownian motion with drift ρ, we know
explicitly that ψ(θ) = ρθ + 1

2θ
2 and hence Φ(α) = −ρ +

√
ρ2 + 2α. Inverse

local time can then be identified precisely as an inverse Gaussian process
(killed at rate 2|ρ| if ρ < 0).

We close this section by making the important remark that the brief intro-
duction to excursion theory offered here has not paid fair dues to their general
setting. Excursion theory formally begins with Itô (1970) with further founda-
tional contributions coming from Maisonneuve (1975) and can be applied to a
much more general class of Markov processes than just Lévy processes. Recall
that X −X is a Markov process and hence one may consider L as the local
time at 0 of the latter process. In general it is possible to identify excursions
of well defined Markov processes from individual points in their state space
with the help of local time. The reader interested in a comprehensive account
should refer to the detailed but nonetheless approachable account given in
Chap. IV of Bertoin (1996) or Blumenthal (1992).

6.3 Excursions

Recall that in Sect. 4.6 we gave an explanation of the Pollaczek–Khintchine
formula by decomposing the path of the Lévy processes considered there in
terms of excursions from the maximum. Clearly this decomposition relied
heavily on the fact that the number of new maxima over any finite time
horizon is finite. That is to say, that 0 is irregular for [0,∞) and the local time
at the maximum is a step function as in case 1 listed at the end of Sect. 6.1.
Now that we have established the concept of local time at the maximum for
any Lévy process we can give the general decomposition of the path of a Lévy
process in terms of its excursions from the maximum.

Definition 6.13. For each moment of local time t > 0 we define

ǫt =

{
{XL−1

t−+s −XL−1
t−

: 0 < s ≤ L−1
t − L−1

t−} if L−1
t− < L−1

t

∂ if L−1
t− = L−1

t

where we take L−1
0− = 0 and ∂ is some “dummy” state. Note that when

L−1
t− < L−1

t the object ǫt is a process and hence is double indexed with
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ǫt(s) = XL−1
t−+s − XL−1

t−
for 0 < s ≤ L−1

t − L−1
t− . When ǫt �= ∂ we refer

to it as the excursion (from the maximum) associated with local time t.

Note also that excursion paths are right continuous with left limits and, with
the exception of its terminal value (if L−1

t < ∞), is valued in (−∞, 0).

Definition 6.14. Let E be the space of excursions of X from its running
supremum. That is the space of mappings which are right continuous with left
limits satisfying

ǫ : (0, ζ) → (−∞, 0) for some ζ ∈ (0,∞]
ǫ : {ζ} → [0,∞) if ζ < ∞

where ζ = ζ(ǫ) is the excursion length. Write also h = h(ǫ) for the terminal
value of the excursion so that h(ǫ) = ǫ(ζ). Finally let ǫ = − infs∈(0,ζ) ǫ(s) for
the excursion height.

We will shortly state the fundamental result of excursion theory which
relates the process {(t, ǫt) : t < L∞ and ǫt �= ∂} to a Poisson point process
on [0,∞) × E . The latter process has not yet been discussed in this text
however and so we devote a little time to its definition first. Recall that in
Chap. 2 the existence of a Poisson random measure on an arbitrary sigma
finite measure space (S,S, η) was proved in Theorem 2.4. If we reconsider the
proof of Theorem 2.4 then in fact what was proved was the existence of a
random set of points in S, each of which is assigned a unit mass thus defining
the Poisson random measure N . Instead of referring to the Poisson random
measure on (S,S, η) we can instead refer to its support. The latter is called
a Poisson point process on (S,S, η) (or sometimes the Poisson point process
on S with intensity η). In the case that S = [0,∞) × E we may think of the
associated Poisson point process as a process of E-valued points appearing in
time.

Theorem 6.15. There exists a σ-algebra Σ and σ-finite measure n such that
(E , Σ, n) is a measure space and Σ is rich enough to contain sets of the form

{ǫ ∈ E : ζ (ǫ) ∈ A, ǫ ∈ B, h(ǫ) ∈ C}

where, for a given ǫ ∈ E, ζ (ǫ), ǫ and h(ǫ) were all given in Definition 6.14.
Further, A,B and C are Borel sets of [0,∞].

(i) If P(lim supt↑∞Xt = ∞) = 1 then {(t, ǫt) : t ≥ 0 and ǫt �= ∂} is a Poisson
point process on ([0,∞) × E ,B[0,∞) ×Σ,dt× dn).

(ii) If P(lim supt↑∞Xt < ∞) = 1 then {(t, ǫt) : t < L∞ and ǫt �= ∂} is a
Poisson point process on ([0,∞)×E ,B[0,∞)×Σ,dt× dn) stopped at the
first arrival of an excursion which has infinite length.
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We offer no proof for this result as it goes beyond the scope of this book. We
refer instead to Bertoin (1996) who gives a rigorous treatment. However, the
intuition behind this theorem lies with the observation that for each t > 0, by
Lemma 6.9, L−1

t− is a stopping time and hence by Theorem 3.1 the progression

of XL−1
t−+s

−XL−1
t−

in the time interval (L−1
t− , L

−1
t ] is independent of FL−1

t−
. As

alluded to earlier, this means that the paths of X may be decomposed into the
juxtaposition of independent excursions from the maximum. The case that the
drift coefficient a of L−1 is strictly positive is the case of a bounded variation
Lévy process with 0 irregular for (−∞, 0) and hence local time which may
be taken as proportional to the Lebesgue measure of the time that X = X.
In this case excursions from the maximum are interlaced by moments of real
time where X can be described as drifting at its maximum. That is to say,
moments of real time which contribute to a strict increase in the Lebesgue
measure of the real time the process spends at its maximum. If there is a
last maximum, then the process of excursions is stopped at the first arrival in
E∞ := {ǫ ∈ E : ζ (ǫ) = ∞}.

Theorem 6.15 generalises the statement of Theorem 6.10. To see why,
suppose that we write

Λ(dx,dy) = n(ζ (ǫ) ∈ dx, h(ǫ) ∈ dy). (6.11)

On {t < L∞} the jumps of the ladder process (L−1,H) form a Poisson process
on [0,∞) × (0,∞)2 with intensity measure dt×Λ(dx,dy). We can write L−1

t

as the sum of the Lebesgue measure of the time X spends drifting at the
maximum (if at all) plus the jumps L−1 makes due to excursions from the
maximum. Hence, if N is the counting measure associated with the Poisson
point process of excursions, then on {L∞ > t},

L−1
t =

∫ L−1
t

0

1(ǫs=∂)ds+

∫

[0,t]

∫

E
ζ (ǫ)N(ds× dǫ)

=

∫ L−1
t

0

1(Xs=Xs)ds+

∫

[0,t]

∫

E
ζ (ǫ)N(ds× dǫ)

= at+

∫

[0,t]

∫

(0,∞)

xNL−1(ds× dx). (6.12)

We can also write the ladder height process H in terms of a drift, say b ≥ 0,
and its jumps which are given by the terminal values of excursions. Hence, on
{t < L∞},

Ht = bt+

∫

[0,t]

∫

E
h(ǫ)N(ds× dǫ). (6.13)

Also we can see that P(L∞ > t) is the probability that in the process of
excursions the first arrival in E∞ is after time t. Written in terms of the Poisson
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point process of excursions we see that

P(L∞ > t) = P(N([0, t] × E∞) = 0) = e−n(E∞)t.

This reinforces the earlier conclusion that L∞ is exponentially distributed and
we equate the parameters

κ(0, 0) = n(E∞). (6.14)

6.4 The Wiener–Hopf Factorisation

A fundamental aspect of the theory of Lévy processes is a set of conclusions
which in modern times are loosely referred to as the Wiener–Hopf factorisa-
tion. Historically the identities around which the Wiener–Hopf factorisation
is centred are the culmination of a number of works initiated from within
the theory of random walks. These include Spitzer, (1956, 1957, 1964), Feller
(1971), Borovkov (1976), Pecherskii and Rogozin (1969), Gusak and Korolyuk
(1969), Greenwood and Pitman (1980), Fristedt (1974) and many others; al-
though the analytical roots of the so-called Wiener–Hopf method go much fur-
ther back than these probabilistic references (see Sect. 6.6). The importance of
the Wiener–Hopf factorisation is that it gives us information concerning the
characteristics of the ascending and descending ladder processes. As indicated
earlier, we shall use this knowledge in later chapters to consider a number of
applications as well as to extract some generic results concerning course and
fine path properties of Lévy process.

In this section we treat the Wiener–Hopf factorisation following closely
the presentation of Greenwood and Pitman (1980) which relies heavily on
the decomposition of the path of a Lévy process in terms of excursions from
the maximum. Examples of the Wiener–Hopf factorisation will be treated in
Sect. 6.5.

We begin by recalling that for α, β ≥ 0 the Laplace exponents κ(α, β) and
κ̂(α, β) of the ascending ladder process (L−1,H) and the descending ladder

process (L̂−1, Ĥ) are defined, respectively, by,

E

(
e−αL

−1
1 −βH11(1<L∞)

)
= e−κ(α,β) and E

(
e−αL̂

−1
1 −βĤ11

(1<L̂∞)

)
= e−κ̂(α,β).

Further, on account of Theorems 6.10 and 6.15,

κ(α, β) = q + φ (α, β) (6.15)

where φ is the Laplace exponent of a bivariate subordinator and L∞ is expo-
nentially distributed with parameter q = n(E∞) ≥ 0. The exponent φ can be
written in the form

φ (α, β) = αa + βb +

∫

(0 ,∞)2
(1 − e−αx−βy)Λ (dx ,dy) , (6.16)



158 6 The Wiener–Hopf Factorisation

where the constant a was identified in Corollary 6.8, b is some non-negative
constant representing the drift of H and Λ(dx,dy) is given in terms of the
excursion measure n in (6.11). It is also important to remark that both κ(α, β)
and κ̂(α, β) can be analytically extended in β to C+ = {z ∈ C : ℜz ≥ 0}.

The next theorem gives the collection of statements which are known as
the Wiener–Hopf factorisation. We need to introduce some additional notation
first. As in earlier chapters, we shall understand ep to be an independent
random variable which is exponentially distributed with mean 1/p. Further,
we define

Gt = sup{s < t : Xs = Xs}
and

Gt = sup{s < t : Xs = Xs}.
An important fact concerning the definition of Gt which is responsible for

the first sentence in the statement of the Wiener–Hopf factorisation (Theorem
6.16 below) is that, if X is not a compound Poisson process, then its maxima
are obtained at unique times. To see this first suppose that 0 is regular for
[0,∞). Since we have excluded Poisson processes, then by Corollary 6.6 this
implies that 0 is regular for (0,∞). In this case, for any stopping time T
such that XT = XT it follows by the Strong Markov Property and regularity
that XT+u > XT for all u > 0; in particular, we may consider the stopping
times L−1

t which run through all the times at which X visits its maximum.
If the aforementioned regularity fails, then since X is assumed not to be a
compound Poisson process, then 0 must be regular for (−∞, 0). In that case,
the conclusions of the previous case apply to −X. However, −X has the same
law as X time reversed. Hence the path of X over any finite time horizon
when time reversed has new maxima which are obtained at unique times.
This implies that X itself cannot touch the same maxima at two different
times when sampled over any finite time horizon.

As mentioned earlier however, if X is a compound Poisson process with an
appropriate jump distribution, it is possible that X visits the same maxima
at distinct ladder times.

Theorem 6.16 (The Wiener–Hopf factorisation). Suppose that X is
any Lévy process other than a compound Poisson process. As usual, denote by
ep an independent and exponentially distributed random variable.

(i) The pairs
(Gep

,Xep
) and (ep −Gep

,Xep
−Xep

)

are independent and infinitely divisible, yielding the factorisation

p

p− iϑ+ Ψ (θ)
= Ψ+

p (ϑ, θ) · Ψ−
p (ϑ, θ) (6.17)

where θ, ϑ ∈ R,

Ψ+
p (ϑ, θ) = E

(
eiϑGep+iθXep

)
and Ψ−

p (ϑ, θ) = E

(
e
iϑG

ep
+iθX

ep

)
.

The pair Ψ+
p (ϑ, θ) and Ψ−

p (ϑ, θ) are called the Wiener–Hopf factors.
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(ii) The Wiener–Hopf factors may themselves be identified in terms of the an-
alytically extended Laplace exponents κ(α, β) and κ̂(α, β) via the Laplace
transforms,

E

(
e−αGep−βXep

)
=

κ(p, 0)

κ(p+ α, β)
and E

(
e
−αG

ep
+βX

ep

)
=

κ̂(p, 0)

κ̂(p+ α, β)
(6.18)

for α, β ∈ C+.
(iii) The Laplace exponents κ(α, β) and κ̂(α, β) may also be identified in terms

of the law of X in the following way,

κ(α, β) = k exp

(∫ ∞

0

∫

(0,∞)

(
e−t − e−αt−βx

) 1

t
P(Xt ∈ dx)dt

)
(6.19)

and

κ̂(α, β) = k̂ exp

(∫ ∞

0

∫

(−∞,0)

(
e−t − e−αt+βx

) 1

t
P(Xt ∈ dx)dt

)
(6.20)

where α, β ∈ R and k and k̂ are strictly positive constants.
(iv) By setting ϑ = 0 and taking limits as p tends to zero in (6.17) one obtains

for some constant k′ > 0 (which may be taken equal to unity by a suitable
normalisation of local time),

k′Ψ (θ) = κ(0,−iθ)κ̂(0, iθ). (6.21)

Let us now make some notes concerning the statement of the Wiener–Hopf
factorisation.

Firstly, there are a number of unidentified constants in the expressions
concerning the Wiener–Hopf factorisation. To some extent, these constants
are meaningless since, as a little reflection reveals, they are dependent on
the normalisation chosen in the definition of local time (cf. Definition 6.1).
In this context local time is nothing other than an artificial clock to measure
intrinsic time spent at the maximum. Naturally a different choice of local time
will induce a different inverse local time and hence ladder height process.
Nonetheless the range of the bivariate ladder process will be invariant to
this choice as this will always correspond to the range of the real times and
positions of the new maxima of the underlying Lévy process.

Secondly, the exclusion of the compound Poisson processes from the state-
ment of the theorem is not to say that a Wiener–Hopf factorisation for this
class of Lévy processes does not exist. The case of the compound Poisson
process is essentially the case of the random walk and has some subtle differ-
ences which we shall come back to later on.

The proof of Theorem 6.16 we shall give makes use of a simple fact about
infinitely divisible distributions as well as the fundamental properties of the
Poisson point processes describing the excursions of X. We give these facts
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in the following two preparatory Lemmas. For the first, it may be useful to
recall Exercise 2.10

Lemma 6.17. Suppose that X = {Xt : t ≥ 0} is any d-dimensional Lévy
process with characteristic exponent Ψ(θ) = −log E(eiθ·Xt) for θ ∈ Rd. Then
the pair (ep,Xep

) has a bivariate infinitely divisible distribution with Lévy–
Khintchine exponent given by

E
(
eiϑep+iθXep

)
= exp

{
−
∫ ∞

0

∫

Rd

(1 − eiϑt+iθ·x)
1

t
e−ptP (Xt ∈ dx) dt

}

=
p

p− iϑ+ Ψ(θ)
.

Proof. Noting from the Lévy–Khintchine formula (cf. Exercise 2.10) that
ℜΨ (θ) = θ ·Aθ/2 +

∫
Rd(1 − cos θ · x)Π(dx) where A is a d× d matrix which

has non-negative eigenvalues, Π is the Lévy measure on Rd and θ ∈ Rd, it
follows that ℜΨ (θ) ≥ 0. Hence we have

E
(
eiϑep+iθXep

)
=

∫ ∞

0

pe−pt+iϑt−Ψ(θ)tdt =
p

p− iϑ+ Ψ (θ)
.

On the other hand using the Frullani integral in Lemma 1.7 we see that

exp

{
−
∫ ∞

0

∫

R

(1 − eiϑt+iθ·x)
1

t
e−ptP (Xt ∈ dx) dt

}

= exp

{
−
∫ ∞

0

(1 − e−(Ψ(θ)−iϑ)t)
1

t
e−ptdt

}

=
p

p− iϑ+ Ψ (θ)
.

The result now follows. �

The next result concerns the Poisson point process of excursions {(t, ǫt) :
t ≥ 0 and ǫt �= ∂}. However, the conclusion depends only on the fact that
points of the latter process belong to a product measure space ([0,∞) ×
E ,B([0,∞)) ×Σ,dt× dn) and not that E is the space of excursions.

Lemma 6.18. Suppose that {(t, ǫt) : t ≥ 0} is a Poisson point process on
([0,∞) × E ,B[0,∞) × Σ,dt × dn). Choose A ∈ Σ such that n(A) < ∞ and
define

σA = inf{t > 0 : ǫt ∈ A}.

(i) The random time σA is exponentially distributed with parameter n(A).
(ii) The process {(t, ǫt) : t < σA} is equal in law to a Poisson point process on

[0,∞)×E\A with intensity dt× dn′ where n′(dǫ) = n(dǫ∩E\A) which is
stopped at an independent exponential time with parameter n(A).

(iii) The process {(t, ǫt) : t < σA} is independent of ǫσA .
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Proof. Let S1 = [0,∞) × A and S2 = [0,∞) × (E\A). Suppose that N is the
Poisson random measure associated with the given Poisson point process. All
three conclusions follow from Corollary 2.5 applied to the restriction of N to
the disjoint sets S1 and S2, say N (1) and N (2), respectively.

Specifically, for (i) note that P(σA > t) = P(N (1)([0, t]×A) = 0) = e−n(A)t

as N (1) has intensity dt× n(dǫ ∩ A). For (ii) and (iii) it suffices to note that
N (2) has intensity dt× n(dǫ ∩ E\A), that

{(t, ǫt) ∈ [0,∞) × E : t < σA} = {(t, ǫt) ∈ [0,∞) × (E\A) : t < σA}

and that the first arrival in A is a point belonging to the process N (1) which
is independent of N (2). �

Note in fact that, since {σA ≤ t} = {N([0, t] × A) ≥ 1}, it is easily seen
that σA is a stopping time with respect to the filtration G = {Gt : t ≥ 0}
where

Gt = σ(N(U × V ) : U ∈ B[0, t] and V ∈ Σ).

In the case that E is taken as the space of excursions, one may take G = F.
Now we are ready to give the proof of the Wiener–Hopf factorisation.

Proof (of Theorem 6.16 (i)). The crux of the first part of the Wiener–Hopf
factorisation lies with the following important observation. Consider the Pois-
son point process of marked excursions on

([0,∞) × E × [0,∞),B[0,∞) ×Σ × B[0,∞),dt× dn× dη)

where η(dx) = pe−pxdx for x ≥ 0. That is to say, a Poisson point process

whose points are described by {(t, ǫt, e(t)
p ) : t ≥ 0 and ǫt �= ∂} where e

(t)
p is an

independent copy of an exponentially distributed random variable if t is such

that ǫt �= ∂ and otherwise e
(t)
p := ∂. The Poisson point process of excursions

is then just a projection of the latter on to [0,∞) × E . Sampling the Lévy
process X up to an independent exponentially distributed random time ep
corresponds to sampling the Poisson process of excursions up to time Lep

;
that is {(t, ǫt) : t < Lep

and t �= ∂}. In turn, we claim that the latter is equal
in law to the projection on to [0,∞) × E of

{(t, ǫt, e(t)
p ) : t < σ1 ∧ σ2 and ǫt �= ∂} (6.22)

where

σ1 := inf{t > 0 :

∫ L−1
t

0

1(Xs=Xs)ds > ep}

and
σ2 := inf{t > 0 : ζ(ǫt) > e(t)

p }
where we recall that ζ(ǫt) is the duration of the excursion indexed by local
time t. Note that in the case that the constant a in Theorem 6.8 is zero,
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in other words
∫ ·
0
1(Xs=Xs)ds = 0, we have simply that σ1 = ∞. A formal

proof of this claim would require the use of some additional mathematical
tools. However, for the sake of brevity, we shall lean instead on an intuitive
explanation as follows.

We recall that the path of the Lévy process up to time ep is the independent
juxtaposition of excursions and further, in the case that the constant a in
Theorem 6.8 is strictly positive, excursions are interlaced with moments of
real time when X = X and which accumulate positive Lebesgue measure. By
the lack of memory property the event {t < Lep

}, that is the event that there
are at least t units of local time for a given stretch of ep units of real time,
is equivalent to the event that the total amount of real time accumulated at
the maximum by local time t has survived independent exponential killing at
rate p as well as each of the excursion lengths up to local time t have survived
independent exponential killing at rate p. This idea is easier to visualise when
one considers the case that X is a compound Poisson process with strictly
positive or strictly negative drift; see Figs. 6.2 and 6.3.

The times σ1 and σ2 are independent and further σ2 is of the type of
stopping time considered in Lemma 6.18 with A = {ζ(ǫ) > ep} when applied
to the Poisson point process (6.22). From each of the three statements given
in Lemma 6.18 we deduce three facts concerning the Poisson point process
(6.22).

(1) Since
∫ L−1

t

0
1(Xs=Xs)ds = at we have

P(σ1 > t) = P

(∫ L−1
t

0

1(Xs=Xs)ds < ep

)
= e−apt.

As mentioned earlier, if the constant a = 0 then we have that σ1 = ∞.
Further, with the help of Lemma 6.18 (i) we also have that

P(σ2 > t)

= exp

{
−t
∫ ∞

0

pe−pxdx · n(ζ(ǫ) > x)

}

= exp

{
−t
∫ ∞

0

pe−pxdx · [n(∞ > ζ(ǫ) > x) + n(ζ(ǫ) = ∞)]

}

= exp

{
−n(E∞)t− t

∫

(0,∞)

(1 − e−px)n(ζ(ǫ) ∈ dx)

}
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Fig. 6.2. A symbolic sketch of the decomposition of the path of a compound Poisson
process with strictly positive drift over an independent and exponentially distributed
period of time. The situation for bounded variation Lévy processes for which 0 is
irregular for (−∞, 0) is analogous to the case in this sketch in the sense that the
Lebesgue measure of the time spent at the maximum over any finite time horizon is
strictly positive.

where we recall that E∞ = {ǫ ∈ E : ζ(ǫ) = ∞}. As σ1 and σ2 are indepen-
dent and exponentially distributed it follows3 that

P(σ1∧σ2 > t)=exp

{
−t
(
n(E∞) + ap+

∫

(0,∞)

(1 − e−px)n(ζ(ǫ) ∈ dx)

)}
.

However, recall from (6.11) and (6.14) that κ(0, 0) = n(E∞) and Λ(dx,
[0,∞)) = n(ζ(ǫ) ∈ dx) and hence the exponent above is equal to κ(p, 0)
where κ is given by (6.15) and (6.16).

(2) From Lemma 6.18 (ii) and the observation (1) above, we see that the
Poisson point process (6.22) is equal in law to a Poisson point process on

3Recall that the minimum of two independent exponential random variables is
again exponentially distributed with the sum of their rates
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Xep

− Xep

−
Xep

z(   t) < e
p
(t)

−

Lt
−1

e
p

t

Fig. 6.3. A symbolic sketch of the decomposition of the path of a compound Poisson
process with strictly negative drift over an independent and exponentially distrib-
uted period of time. The situation for a Lévy process of unbounded variation or a
Lévy process for which 0 is irregular for [0,∞) is analogous to the case in this sketch
in the sense that the Lebesgue measure of the time spent at the maximum is zero.

[0,∞) × E × [0,∞) with intensity

dt× n(dǫ; ζ(ǫ) < x) × η(dx) (6.23)

which is stopped at an independent time which is exponentially distributed
with parameter κ(p, 0).

(3) Lemma 6.18 (iii) tells us that on the event σ2 < σ1, the process (6.22) is
independent of ǫσ2

= ǫσ1∧σ2
. On the other hand, when σ1 < σ2 since at

the local time σ1 we have ∂ = ǫσ1
= ǫσ1∧σ2

We conclude that ǫσ1∧σ2
is

independent of (6.22).

Now note with the help of (6.12) and (6.13) that

Gep
= L−1

(σ1∧σ2)− = a(σ1 ∧ σ2) +

∫

[0,σ1∧σ2)

∫

E
ζ(ǫt)N(dt× dǫ)

and

Xep
= H(σ1∧σ2)− = b(σ1 ∧ σ2) +

∫

[0,σ1∧σ2)

∫

E
h(ǫt)N(dt× dǫ).

From point (3) above, the previous two random variables are independent of
the excursion ǫσ1∧σ2

. This last excursion occupies the final ep −Gep
units of

real time in the interval [0, ep] and reaches a depth of Xep
−Xep

relative to
its spatial point of issue (see Figs. 6.2 and 6.3). Note that the last two random
variables are both zero if and only if ǫσ1∧σ2

= ∂ if and only if σ1 < σ2. In
conclusion (Gep

,Xep
) is independent of (ep −Gep

,Xep
−Xep

).
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From point (2), the process {(L−1
t ,Ht) : t < σ1 ∧ σ2} behaves like a

subordinator with characteristic measure
∫ ∞

0

pe−ptdt · n(ζ(ǫ) ∈ dx, h(ǫ) ∈ dy, x < t) = e−pxΛ(dx,dy)

and drift (a, b) which is stopped at an independent exponentially distrib-
uted time with parameter κ(p, 0). Suppose that we denote this subordinator
(L−1,H) = {(L−1

t ,Ht) : t ≥ 0}. Then

(L−1
eχ
,Heχ

)
d
= (Gep

,Xep
)

where eχ is an independent exponential random variable with parameter χ =
κ(p, 0). From Lemma 6.17 we also see that (Gep

,Xep
) is infinitely divisible.

Now note that by appealing to the Duality Lemma and the fact that maxima
are attained at unique times (recall the discussion preceding the statement of
Theorem 6.16), one sees that

(ep −Gep
,Xep

−Xep
)
d
= (G

ep
,−X

ep
). (6.24)

(This is seen for example in Figs. 6.2 and 6.3 by rotating them about 180◦).
For reasons similar to those given above, the pair (G

ep
,−X

ep
) must also be

infinitely divisible. The factorisation (6.17) now follows. �

Proof (of Theorem 6.16 (ii)). From the proof of part (i), the bivariate subor-
dinator (L−1,H) has Laplace exponent equal to

aα+ bβ +

∫

(0 ,∞)2
(1 − e−αx−βy)e−pxΛ(dx ,dy) = κ(α+ p, β) − κ(p, 0 )

for α, β ≥ 0, where the second equality follows from (6.15) and (6.16). Hence
from the second equality in the statement of Lemma 6.17,

E

(
e−αGep−βXep

)
= E

(
e
−αL−1

eχ
−βHeχ

)

=
χ

κ(α+ p, β) − κ(p, 0) + χ

=
κ(p, 0)

κ(α+ p, β)
. (6.25)

Part (ii) follows from (6.25) by analytically extending the identity from α, β ≥
0 to C+. �

Proof (of Theorem 6.16 (iii)). According to Lemma 6.17 the bivariate random
variable (ep, Xep

) is infinitely divisible and has Lévy measure given by

π(dt,dx) =
1

t
e−ptP(Xt ∈ dx)dt.
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Since by part (i) we can write (ep, Xep
) as the independent sum

(Gep
,Xep

) + (ep −Gep
, Xep

−Xep
)

it follows that π = π+ + π− where π+ and π− are the Lévy measures of
(Gep

,Xep
), and (ep − Gep

, Xep
− Xep

), respectively. Further, π+ must be
supported on [0,∞) × [0,∞) and π− must be supported on [0,∞) × (−∞, 0]
since these are the supports of (Gep

,Xep
) and (ep −Gep

, Xep
−Xep

).
As X is not a compound Poisson process we have that P(Xt = 0) = 0 for

Lebesgue almost all t > 0.4 We can now identify π+ as simply the restriction
of π to [0,∞)×(0,∞) and π− as the restriction of π to [0,∞)×(−∞, 0). Using
the Lévy–Khintchine formula (2.28) from Exercise 2.10 for a bivariate pair of
infinitely divisible random variables we can conclude that for some constants
k ≥ 0 and k ≥ 0 we can identify the Wiener–Hopf factors in the form

Ψ+
p (ϑ, θ) = exp

{
ikϑ+ ikθ +

∫ ∞

0

∫

(0,∞)

(eiϑt+iθx − 1)
1

t
e−ptP(Xt ∈ dx)dt

}

and

Ψ−
p (ϑ, θ)=exp

{
−ikϑ−ikθ+

∫ ∞

0

∫

(−∞,0)

(eiϑt+iθx − 1)
1

t
e−ptP(Xt ∈ dx)dt

}
.

Note in particular that the identification of Ψ+ and Ψ− should also take
account of the fact that Ψ+ extends analytically to the upper half of the
complex plane in θ and Ψ− extends to the lower half of the complex plane
in θ. Since ep can take arbitrarily small values, then so can Gep

and Xep
. In

which case the Lévy–Khintchine exponent of (Gep
,Xep

) should not contain
the drift term ikϑ+ ikθ.

From (6.25) we can now identify κ(α, β) up to a constant and formula
(6.19) follows. Similarly we may identify the formula given for κ̂(α, β). �

Proof (of Theorem 6.16 (iv)). Note from the expressions established in part
(iii) and Lemma 1.7 for the Frullani integral,

κ(p, 0)κ̂(p, 0) = k′ exp

{∫ ∞

0

(e−t − e−pt)
1

t
dt

}

= k′ exp

{∫ ∞

0

(1 − e−pt)e−t
1

t
dt−

∫ ∞

0

(1 − e−t)e−pt
1

t
dt

}

= k′p

4This statement is intuitively appealing; however it requires a rigorous proof. We
refrain from giving it here in order to avoid distraction from the proof at hand.
The basic idea however is to prove, in the spirit of Theorem 5.4, that for each
q > 0, the potential measure U (q)(dx) := E(

∫∞
0

1(Xt∈dx)dt) has no atoms. See
for example Proposition I.15 of Bertoin (1996).
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where k′ = kk̂. Equation (6.17) now reads

1

p− iϑ+ Ψ(θ)
=

k′

κ(p− iϑ,−iθ) · κ̂(p− iϑ, iθ)
.

Setting ϑ = p = 0 delivers the required result. �

Corollary 6.19. Suppose that X is a Lévy process other than a compound
Poisson process and a factorisation (6.17) exists where Ψ+

p and Ψ−
p are char-

acteristic functions of infinitely divisible laws, then the factorisation is unique.

Proof. The proof is a consequence of the argument given in the proof of part
(iii) of the Wiener–Hopf factorisation. �

We conclude this section with some remarks about the case that X is a
compound Poisson process. In this case, most of the proof of Theorem 6.16
goes through as stated. However, the following subtleties need to be taken
account of.

In the proof of the part (i) of Theorem 6.16 it is no longer true that (6.24)
holds. One needs to be more careful concerning the definition ofGt and Gt. For
compound Poisson processes, it is necessary to work with the new definitions

Gt = sup{s < t : Xs = Xt} and G∗
t = inf{s < t : Xs = Xt}, (6.26)

instead. It was shown in the case that X is not a compound Poisson process
that maxima are obtained at distinct times. Hence the above definitions are
consistent with the original definitions of Gt and Gt outside the class of com-
pound Poisson processes.

Still appealing to duality the statement (6.24) should now be replaced by

(ep −Gep
,Xep

−Xep
)
d
= (G∗

ep
,−X

ep
) (6.27)

and the factorisation (6.17) requires redefining

Ψ−
p (ϑ, θ) = E(e

iϑG∗
ep

+iθX
ep ).

Further, in the proof of parts (ii) and (iii) of Theorem 6.16 an adjustment
is required in the definitions of κ and κ̂. Recall that in the decomposition
π = π+ + π−, the respective supports of π+ and π− are [0,∞) × (0,∞)
and [0,∞) × (−∞, 0). Unlike earlier, we are now faced with the difficulty of
assigning the mass given by the probabilities P(Xt = 0) for t ≥ 0 to one or
other of the integrals that, respectively, define κ and κ̂. The way to do this is
to first consider the process Xε = {Xε

t : t ≥ 0} where

Xε
t := Xt + εt, t ≥ 0

and ε ∈ R. A little thought reveals that for each fixed t ≥ 0, limε↓0 G
ε

t = Gt

where G
ε

t is given by (6.26) applied to Xε and Gt is also given by (6.26).
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Similarly, limε↓0 X
ε

t = Xt where X
ε

= sups≤tX
ε
s . Next note, in the sense of

weak convergence

lim
ε↓0

1

t
e−ptP(Xε

t ∈ dx)dt1(x>0) =
1

t
e−ptP(Xt ∈ dx)dt1(x≥0)

whilst

lim
ε↓0

1

t
e−ptP(Xε

t ∈ dx)dt1(x<0) =
1

t
e−ptP(Xt ∈ dx)dt1(x<0).

Hence applying Theorem 6.16 to Xε and taking limits as ε ↓ 0 in (6.18) and
(6.19) one recovers statements (ii), (iii) and (iv) of Theorem 6.16 for compound
Poisson processes but now with

κ(α, β) = k exp

(∫ ∞

0

∫

[0,∞)

(
e−t − e−αt−βx

) 1

t
P(Xt ∈ dx)dt

)

(there is now closure of the interval at zero on the delimiter of the inner
integral).

The reader may be curious about what would happen if we considered
applying the conclusion of Theorem 6.16 to X−ε as ε ↓ 0. In this case, using

obvious notation for G
−ε
t , it would follow that limε↓0 G

−ε
t = G

∗
t where now

G
∗
t = inf{s < t : Xs = Xt}.

This pertains to another version of the Wiener–Hopf factorisation. which
states that

(ep −G
∗
ep
,Xep

−Xep
)
d
= (G

ep
,−X

ep
)

with the new definition

Gt = sup{s < t : Xs = Xt}.

Further, one would also have that κ satisfies (6.19) but κ̂ satisfies (6.20) but
with the delimiter (−∞, 0) replaced by (−∞, 0].

6.5 Examples of the Wiener–Hopf Factorisation

We finish this chapter by describing some examples for which the Wiener–Hopf
factorisation is explicit.

6.5.1 Brownian Motion

The simplest example of all, the Wiener–Hopf factorisation for a Brownian
motion B = {Bt : t ≥ 0}, verifies what has otherwise been established
via different means earlier on in this text. In this case Ψ (θ) = θ2/2 for θ ∈ R
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and
p

p− iϑ+ θ2/2
=

√
2p√

2p− 2iϑ− iθ
·

√
2p√

2p− 2iϑ+ iθ
.

From the factorisation (6.17) and the transforms given in (6.18) we know by
analytic extension that

Ψ+
p (ϑ, θ) =

κ(p, 0)

κ(p− iϑ,−iθ)
(6.28)

and

Ψ−
p (ϑ, θ) =

κ̂(p, 0)

κ̂(p− iϑ, iθ)
. (6.29)

By inspection and the above expression for Ψ−
p , we can identify

κ (α, β) = κ̂ (α, β) =
√

2α+ β. (6.30)

The fact that both κ and κ̂ have the same expression is obvious by symmetry.
Further, (6.30) tells us that the ladder process (L−1,H) is a one-sided stable-
1
2 process in the case of L−1 and a linear drift in the case of H. This is of
course to be expected when one reconsiders Example 6.12. In particular, it
was shown there that L−1 has Laplace exponent Φ (α)− Φ (0) where Φ is the
inverse of the Lévy–Khintchine exponent of B. For Brownian motion

Φ (q) =
√

2q =

∫ ∞

0

(
1 − e−qx

)
(2π)−1/2x−3/2dx

where the second equality uses Exercise 1.4.

6.5.2 Spectrally Negative Lévy Processes

The previous example could also be seen as a consequence of the follow-
ing more general analysis for spectrally negative Lévy processes. For such
processes we know from Example 6.2 that we may work with the definition
L = X. We also know from Example 6.12 that

L−1
x = inf{s > 0 : Xs > x} = inf{s > 0 : Xs > x} = τ+

x

and
Hx = XL−1

x
= x

on {x < L∞}. Hence

E

(
e−αL

−1
1 −βH11(1<L∞)

)
= e−Φ(α)−β

showing that we may take

κ (α, β) = Φ (α) + β.
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In that case, taking account of (6.28), one of the Wiener–Hopf factors must
be

Φ (p)

Φ (p− iϑ) − iθ

and hence the other factor must be

p

Φ (p)

Φ (p− iϑ) − iθ

p− iϑ+ Ψ (θ)
.

By inspection of (6.29) we see then that

κ̂ (α, β) =
α+ Ψ (−iβ)

Φ (α) − β
=

α− ψ (β)

Φ (α) − β

where in the second equality we have used the relation ψ (θ) = −Ψ (−iθ) be-
tween the Laplace exponent and the Lévy–Khintchine exponent. Given this
expression for κ̂ however, there is little we can say in particular about the
descending ladder process (L̂−1, Ĥ). Nonetheless, as we shall see in later chap-
ters, the identification of the Wiener–Hopf factors does form the basis of a
semi-explicit account of a number of fluctuation identities for spectrally neg-
ative processes.

6.5.3 Stable Processes

Suppose that X is an α-stable process so that for each t > 0, Xt is equal in
distribution to t1/αX1. This has the immediate consequence that for all t > 0,

P (Xt ≥ 0) = ρ

for some ρ ∈ [0, 1] known as the positivity parameter. It is possible to compute
ρ in terms of the original parameters; see Zolotarev (1986) who showed that

ρ =
1

2
+

1

πα
arctan(β tan

πα

2
)

for α ∈ (0, 1) ∪ (1, 2) and β ∈ [−1, 1]. For α = 1 and β = 0 we clearly have
ρ = 1/2. We exclude the cases ρ = 1 and ρ = 0 in the subsequent discussion
as these correspond to the cases that X and −X are subordinators.

Note now from (6.19) that for λ ≥ 0,

κ(λ, 0) = k exp

(∫ ∞

0

∫

[0,∞)

(
e−t − e−λt

) 1

t
P(Xt ∈ dx)dt

)

= k exp

(∫ ∞

0

(
e−t − e−λt

) ρ
t
dt

)

= kλρ (6.31)



6.5 Examples of the Wiener–Hopf Factorisation 171

where in the final equality we have used the Frullani integral. This tells us
directly that the process L−1 is itself stable. We can proceed further and
calculate for λ ≥ 0,

κ(0, λ) = k exp

(∫ ∞

0

∫

[0,∞)

(
e−t − e−λx

) 1

t
P(Xt ∈ dx)dt

)

= k exp

(∫ ∞

0

1

t
E
((

e−t − e−λXt
)
1(Xt≥0)

)
dt

)

= k exp

(∫ ∞

0

1

t
E

((
e−t − e−λt

1/αX1

)
1(X1≥0)

)
dt

)

= k exp

(∫ ∞

0

1

s
E

((
e−sλ

−α − e−s
1/αX1

)
1(X1≥0)

)
ds

)

= k exp

(∫ ∞

0

1

s
E
((

e−s − e−Xs
)
1(Xs≥0)

)
ds

)

× exp

(
−
∫ ∞

0

ρ

s

(
e−s − e−sλ

−α
)

ds

)

= κ(0, 1) × exp

(
−
∫ ∞

0

1

s

(
e−s − e−sλ

−α
)

ds

)

= κ(0, 1)λαρ,

where in the third and fifth equality we have used the fact that s1/αX1 is
equal in distribution to Xs. The term κ(0, 1) is nothing more than a constant
and hence we deduce that the ascending ladder height process is also a stable
process of index αρ. It is now immediate from (6.21) that the descending
ladder height process is a stable process of index α(1− ρ) which is consistent
with the fact that P (Xt ≤ 0) = 1 − ρ. Note that this necessarily implies that
0 < αρ ≤ 1 and 0 ≤ α(1 − ρ) ≤ 1 when ρ ∈ (0, 1). The extreme cases αρ = 1
and α(1 − ρ) = 1 correspond to spectrally negative and spectrally positive
processes, respectively. For example, when β = −1 and α ∈ (1, 2) we have a
spectrally negative process of unbounded variation. It is easily checked that
ρ = 1/α and hence from the calculation above κ(0, λ) = const.×λ consistently
with earlier established facts for spectrally negative Lévy processes. Note that
κ(0, 0) = κ̂(0, 0) = 0 showing that the killing rates in the ascending and
descending ladder height processes are equal to zero and hence

lim sup
t↑∞

Xt = − lim inf
t↑∞

Xt = ∞.

Unfortunately it is not as easy to establish a closed expression for the
bivariate exponent κ. The only known results in this direction are those of
Doney (1987) who only deals with a set of parameter values of α and β which
are dense in the full parameter range (0, 2) and [−1, 1]. The expressions ob-
tained by Doney are quite complicated however and we refrain from including
them here.
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6.5.4 Other Examples

Other than the stable processes, there are very few examples where one knows
of explicit details of the Wiener–Hopf factorisation for processes which have
both positive and negative jumps. One example, found in Feller (1971), is the
case that X is the difference of a compound Poisson process with exponentially
distributed jumps and another independent subordinator. The reason why the
latter example is, up to a certain point, analytically tractable boils down to
the fact that the ascending ladder height process must again be a (possibly
killed) compound Poisson subordinator with exponential jumps. This is obvi-
ous when one considers that if a new maxima is incurred then it is achieved
by an exponentially distributed jump and hence by the lack of memory prop-
erty, the overshoot over the previous maximum must again be exponentially
distributed. Knowing the nature of the ascending ladder height process allows
one to compute the factor Ψ+

p (0, θ) and hence establish the function κ(α, β)
as well as the κ̂(α, β) from the factorisation (6.17).

There is another class of distributions which observe a property similar in
nature to the lack of memory property and these are phase-type distributions.
A distribution F on (0,∞) is phase-type if it is the distribution of the absorp-
tion time in a finite state continuous time Markov process J = {Jt : t ≥ 0}
with one state ∆ absorbing and the remaining ones 1, ...,m transient. The pa-
rameters of this system are m, the restriction T of the full intensity matrix to
the m transient states and the initial probability (row) vector a = (a1, ..., am)
where ai = P(J0 = i). For any i = 1, ...,m, let ti be the intensity of the
transition i → ∆ and write t for the column vector of intensities into ∆. It
follows that

1 − F (x) = aexTu

where u is the m × 1 vector with unit entries. An easy differentiation shows
that the density is given by f(x) = aeTxt.

The “lack of memory”-type property which phase-type distributions en-
joy can be expressed as follows. Suppose that {Pj : j = 1, ...,m} are the
respective probabilities of J when started from state j = 1, ...,m and write
Pa =

∑m
j=1 ajPj for the probability of J with randomised initial state having

distribution a. Let τ∆ be the absorption time into state ∆ of J . Then for
t, s ≥ 0,

Pa(τ
∆ > t+ s|τ∆ > t) = PJt

(τ∆ > s)

which is again a phase-type distribution but with the vector a replaced by the
vector which has a 1 in position Jt and otherwise zeros for the other entries.

Recently, Mordecki (2002) and Asmussen et al. (2004) have used this prop-
erty to establish another example of a Lévy process for which elements of the
Wiener–Hopf factorisation can be expressed in more mathematical detail. See
also Pistorius (2006) and Mordecki (2005). The process they consider takes
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the form

Xt = X
(+)
t −

N(t)∑

j=1

Uj , t ≥ 0

where {X(+)
t : t ≥ 0} is a Lévy process which has no negative jumps,

{Nt : t ≥ 0} is an independent Poisson process with rate λ and {Uj : j ≥ 1}
are i.i.d. random variables with a common phase-type distribution F . The
idea exploited by the aforementioned authors is that when X obtains a new
maximum, it either does so continuously on account of the process X(+) or
with a jump which is phase-type distributed. Suppose this jump is of length
s + t where t is the undershoot and s is the overshoot. If one thinks of this
jump as the time it takes for absorption of an auxiliary Markov chain, J , from
a randomised initial position with distribution a, then s corresponds to the
time it takes to absorption from a randomised initial position Jt. In conclu-
sion, the overshoot must be again phase-type distributed but with a different
parameter set. The above phase-type processes thus offer sufficient mathe-
matical structure for the Laplace exponent κ̂(α, β) to be computed in more
detail. We give a brief indication of the structure of κ̂(α, β) below without
going into details however for the sake of brevity.

The characteristic exponent thus takes the form

Ψ(θ) = aiθ +
1

2
σ2θ2 +

∫

(0,∞)

(1 − eiθx − iθx1(x<1))Π(dx) + λ(E(eiθU1) − 1)

for θ ∈ R. Since E(eiθU1) = −a(iθI + T)−1t, where I is the identity matrix,
and the latter expression is effectively the ratio of two complex polynomials,
it can be shown that Ψ , can be analytically extended to {z ∈ C : ℜz ≤ 0}
with the exception of a finite number of poles (the eigenvalues of T). Define
for each α > 0, the finite set of roots with negative real part

Iα = {ρi : Ψ(ρi) + α = 0 and ℜρi < 0},
where multiple roots are counted individually. Next, define for each α > 0, a
second set of roots with negative real part

Jα =

{
ηi :

1

α+ Ψ(ηi)
= 0 and ℜηi < 0

}

again taking multiplicity into account. Asmussen et al. (2004) show that

κ̂(α, β) =

∏
i∈Iα

(β − ρi)∏
i∈Jα

(β − ηi)

thus giving a semi-explicit expression for the Wiener–Hopf factor,

Ψ−
p (ϑ, θ) =

∏
i∈Ip

(−ρi)∏
i∈Jp

(−ηi)

∏
i∈Ip−iϑ

(−iθ − ρi)∏
i∈Jp−iϑ

(−iθ − ηi)

for ℜs ≥ 0.
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Earlier examples of Wiener–Hopf factorisations for which both factors take
a rational form as above were investigated by Borovkov (1976) and Feller
(1971).

6.6 Brief Remarks on the Term “Wiener–Hopf”

Having now completed our exposition of the Wiener–Hopf factorisation, the
reader may feel somewhat confused as to the association of the name “Wiener–
Hopf” with Theorem 6.16. Indeed, in our presentation we have made no refer-
ence to works of Wiener nor Hopf. The connection between Theorem 6.16 and
these two scientists lies with their analytic study of the solutions to integral
equations of the form

Q(x) =

∫ ∞

0

Q(y)f(x− y)dy, x > 0 (6.32)

where f : R → [0,∞) is a pre-specified kernel; see Payley and Wiener (1934)
and Hopf (1934). If one considers a compound Poisson processX which has the
property that lim supt↑∞Xt < ∞ then the Strong Markov Property implies

that X∞ is equal in distribution to (ξ + X∞) ∨ 0 where ξ is independent
of X∞ and has the same distribution as the jumps of X. If the latter jump
distribution has density f then one shows easily that H(x) = P(X∞ ≤ x)
satisfies

H(x) =

∫ x

−∞
H(x− y)f(y)dy =

∫ ∞

0

f(x− y)H(y)dy

and hence one obtains immediately the existence of a solution to (6.32) for
the given f . This observation dates back to the work of Spitzer (1957).

Embedded in the complex analytic techniques used to analyse (6.32) and
generalisations thereof by Wiener, Hopf and many others that followed, are
factorisations of operators (which can take the form of Fourier transforms).
In the probabilistic setting here, this is manifested in the form of the inde-
pendence seen in Theorem 6.16 (i) and how this is used to identify the factors
Ψ+ and Ψ− in conjunction with analytic extension in the proof of part (iii)
of the same theorem. The full extent of the analytic Wiener–Hopf factorisa-
tion techniques go far beyond the current setting and we make no attempt to
expose them here. The name “Wiener–Hopf” factorisation thus appears as a
rather obscure feature of what may otherwise be considered as a sophisticated
path decomposition of a Lévy process.

Exercises

6.1. Give an example of a Lévy process which has bounded variation with zero
drift for which 0 is regular for both (0,∞) and (−∞, 0). Give an example of
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a Lévy process of bounded variation and zero drift for which 0 is only regular
for (0,∞).

6.2. Suppose that X is a spectrally negative Lévy process of unbounded vari-
ation with Laplace exponent ψ and recall the definition τ+

x = inf{t > 0 :
Xt > x} . Recall also that the process τ+ := {τ+

x : x ≥ 0} is a (possibly
killed) subordinator (see Corollary 3.14) with Laplace exponent Φ, the right
inverse of ψ.

(i) Suppose that d is the drift of the process τ+. Show that necessarily d = 0.
(ii) Deduce that

lim
x↓0

τ+
x

x
= 0

and hence that

lim sup
t↓0

Xt

t
= ∞.

Conclude from the latter that 0 is regular for (0,∞) and hence that the
jump measure of τ+ cannot be finite.

(iii) From the Wiener–Hopf factorisation of X show that

lim
θ↑∞

E(e
θX

eq ) = 0

and hence use this to give an alternative proof that 0 is regular for (0,∞).

6.3. Fix ρ ∈ (0, 1]. Show that a compound Poisson subordinator with jump
rate λρ killed at an independent and exponentially distributed time with pa-
rameter λ(1 − ρ) is equal in law to a compound Poisson subordinator killed
after an independent number of jumps which is distributed geometrically with
parameter 1 − ρ.

6.4. Show that the only processes for which

∫ ∞

0

1(Xt=Xt)
dt > 0 and

∫ ∞

0

1(Xt=Xt
)dt > 0

almost surely are compound Poisson processes.

6.5. Suppose that X is spectrally negative with Lévy measure Π and Gaussian
coefficient σ and suppose that E(Xt) > 0. (Recall that in general E(Xt) ∈
[−∞,∞).)

(i) Show that ∫ −1

−∞
Π(−∞, x)dx < ∞.
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(ii) Using Theorem 6.16 (iv) deduce that, up to a constant,

κ̂(0, iθ) =

(
−a+

∫

(−∞,−1)

xΠ(dx)

)

−1

2
iθσ2 +

∫

(−∞,0)

(1 − eiθx)Π(−∞, x)dx.

Hence deduce that there exists a choice of local time at the maximum for
which the descending ladder height process has jump measure given by
Π(−∞,−x)dx on (0,∞), drift σ2/2 and is killed at rate E(X1).

6.6. Suppose that X is a spectrally negative stable process of index 1 < α < 2.

(i) Deduce with the help of Theorem 3.12 that up to a multiplicative constant

κ(θ, 0) = θ1/α

and hence that P(Xt ≥ 0) = 1/α for all t ≥ 0.
(ii) By reconsidering the Wiener–Hopf factorisation, show that for each t ≥ 0

and θ ≥ 0,

E(e−θXt) =
∞∑

n=0

(−θt1/α)n

Γ (1 + n/α)
.

This identity is taken from Bingham (1971, 1972).

6.7 (The second factorisation identity). In this exercise we derive what
is commonly called the second factorisation identity which is due to Perch-
eskii and Rogozin (1969). It uses the Laplace exponents κ and κ̂ to give an
identity concerning the problem of first passage above a fixed level x ∈ R.
The derivation we use here makes use of calculations in Darling et al. (1972)
and Alili and Kyprianou (2004). We shall use the derivation of this identity
later to solve some optimal stopping problems.

Define as usual
τ+
x = inf{t > 0 : Xt > x}

where X is any Lévy process.

(i) Using the same technique as in Exercise 5.5, prove that for all α > 0, β ≥ 0
and x ∈ R we have

E

(
e
−ατ+

x −βX
τ
+
x 1(τ+

x <∞)

)
=

E

(
e−βXeα 1(Xeα>x)

)

E

(
e−βXeα

) . (6.33)

(ii) Establish the second factorisation identity as follows. If X is not a subor-
dinator then

∫ ∞

0

e−qxE

(
e
−ατ+

x −β(X
τ
+
x
−x)

1(τ+
x <∞)

)
dx =

κ (α, q) − κ (α, β)

(q − β)κ (α, q)
.
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6.8. Suppose that X is any Lévy process which is not a subordinator and
ep is an independent random variable which is exponentially distributed with
parameter p > 0. Note that 0 is regular for (0,∞) if and only if P (Xep

= 0) =
0 where ep is an independent exponential random variable with parameter p.
Use the Wiener–Hopf factorisation to show that 0 is regular for (0,∞) if and
only if ∫ 1

0

1

t
P(Xt > 0)dt = ∞.

Now noting that 0 is irregular for [0,∞) if and only if P(Gep
= 0) > 0. Show

that 0 is regular for [0,∞) if and only if

∫ 1

0

1

t
P(Xt ≥ 0)dt = ∞.

6.9. This exercise gives the random walk analogue of the Wiener–Hopf factori-
sation. In fact this is the original setting of the Wiener–Hopf factorisation. We
give the formulation in Greenwood and Pitman (1980a). However, one may
also consult Feller (1971) and Borovkov (1976) for other accounts.

Suppose that under P , S = {Sn : n ≥ 0} is a random walk with S0 = 0
and increment distribution F . We assume that S can jump both upwards and
downwards, in other words min{F (−∞, 0), F (0,∞)} > 0 and that F has no
atoms. Denote by Γp an independent random variable which has a geometric
distribution with parameter p ∈ (0, 1) and let

G = min{k = 0, 1, ...,Γp : Sk = max
j=1,...,Γp

Sj}.

Note that SG is the last maximum over times {0, 1, ...,Γp}. Define N =
inf{n > 0 : Sn > 0} the first passage time into (0,∞) or equivalently the
first strict ladder time. Our aim is to characterise the joint laws (G,SG) and
(N,SN ) in terms of F , the basic data of the random walk.

(i) Show that (even without the restriction that min{F (0,∞), F (−∞, 0)} >
0),

E(sΓpeiθSΓp ) = exp

{
−
∫

R

∞∑

n=1

(1 − sneiθx)qn
1

n
F ∗n(dx)

}

where 0 < s ≤ 1, θ ∈ R, q = 1 − p and E is expectation under P . Deduce
that the pair (Γp, SΓp

) is infinitely divisible.
(ii) Let ν be an independent random variable which is geometrically distrib-

uted on {0, 1, 2, ...} with parameter P (N > Γp). Using a path decom-
position in terms of excursions from the maximum, show that the pair
(G,SG) is equal in distribution to the component-wise sum of ν indepen-
dent copies of (N,SN ) conditioned on the event {N ≤ Γp} and hence
form an infinitely divisible 2D distribution.
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(iii) Show that (G,SG) and (Γp−G,SΓp
−SG) are independent. Further, that

the latter pair is equal in distribution to (D,SD) where

D = max{k = 0, 1, ...,Γp : Sk = min
j=1,...,Γp

Sj}.

(iv) Deduce that

E(sGeiθSG) = exp

{
−
∫

(0,∞)

∞∑

n=1

(1 − sneiθx)qn
1

n
F ∗n(dx)

}

for 0 < s ≤ 1 and θ ∈ R. Note when s = 1, this identity was established
by Spitzer (1956).

(v) Show that

E(sGeiθSG) =
P (Γp < N)

1 − E((qs)NeiθSN )

and hence deduce that

1

1 − E(sNeiθSN )
= exp

{∫

(0,∞)

∞∑

n=1

sneiθx 1

n
F ∗n(dx)

}
.

According to Feller (1971), this is known as Baxter’s identity.



7

Lévy Processes at First Passage

and Insurance Risk

This chapter is devoted to studying how the Wiener–Hopf factorisation can be
used to characterise the behaviour of any Lévy process at first passage over a
fixed level. The case of a subordinator will be excluded throughout this chapter
as this has been dealt with in Chap. 5. Nonetheless, the understanding of how
subordinators make first passage will play a crucial role in understanding the
case of a general Lévy process.

Recall from Sects. 1.3.1 and 2.7.1 that a natural extension of the classical
Cramér–Lundberg model for risk insurance is that of a spectrally negative
Lévy process. In that case, if we take X to model the negative of the capital
of an insurance firm, then due to spatial homogeneity a characterisation of
first passage of X at x > 0 corresponds precisely to a characterisation of ruin
when there is an initial capital at time zero of x units.

To some extent, the results we present on the first passage problem suf-
fer from a lack of analytical explicitness which is due to the same symptoms
being present in the Wiener–Hopf factorisation. None the less there is suffi-
cient mathematical structure to establish qualitative statements concerning
the characterisation of first passage, or equivalently ruinous behaviour of in-
surance risk processes. This becomes more apparent when looking at asymp-
totic properties of the established characterisations.

We start by looking at the general Lévy risk insurance model, when the
probability of ruin is strictly less than one and further we consider a version
of Cramér’s estimate of ruin for a reasonably general class of Lévy processes.
Then we move to a full characterisation of the ruin problem and conclude
with some results concerning the asymptotic behaviour of ruin for a special
class of insurance risk models.

7.1 Drifting and Oscillating

Suppose that X is any Lévy process, then define as usual

τ+
x = inf{t > 0 : Xt > x}
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for x ∈ R. If we now define −X as the capital of an insurance firm, then the
probability of ruin when starting from an initial capital of x > 0 is given by
P(τ+

x < ∞). In this section we shall establish precisely when the probability of
ruin is strictly less than one. Further, in the latter case, we shall give sufficient
conditions under which the ruin probability decays exponentially as x ↑ ∞;
that is to say we handle the case of Cramér’s estimate of ruin.

Suppose now that H = {Ht : t ≥ 0} is the ascending ladder height process
of X. If

T+
x = inf{t > 0 : Ht > x},

then quite clearly
P(τ+

x < ∞) = P(T+
x < ∞). (7.1)

Recall from Theorem 6.10 that the process H behaves like a subordinator,
possibly killed at an independent and exponentially distributed time. The
criterion for killing is that P(limsupt↑∞Xt < ∞) = 1. Suppose the latter fails.
Then the probability on the right-hand side of (7.1) is equal to 1. If on the
other hand there is killing, then since killing can occur at arbitrarily small
times with positive probability, then P(T+

x < ∞) < 1. In conclusion we know
that for any x > 0,

P(ruin from initial reserve x) < 1 ⇔ P(lim
t↑∞

supXt < ∞) = 1. (7.2)

We devote the remainder of this section then to establishing conditions under
which P(lim supt↑∞Xt < ∞) = 1.

Theorem 7.1. Suppose that X is a Lévy process.

(i) If
∫∞
1

t−1P(Xt ≥ 0)dt < ∞ then

lim
t↑∞

Xt = −∞

almost surely and X is said to drift to −∞.
(ii) If

∫∞
1

t−1P(Xt ≤ 0)dt < ∞ then

lim
t↑∞

Xt = ∞

almost surely and X is said to drift to ∞.
(iii) If both the integral tests in (i) and (ii) fail, 1 then

lim
t↑∞

supXt = − lim
t↑∞

inf Xt = ∞

almost surely and X is said to oscillate.

1Note that
∫∞
1

t−1P(Xt ≥ 0)dt +
∫∞
1

t−1P(Xt ≤ 0)dt ≥
∫∞
1

t−1dt = ∞ and hence
at least one of the integral tests in (i) or (ii) fails.
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Proof. We follow a similar proof to the one given in Bertoin (1996).
(i) From Theorem 6.16 (see also the discussion at the end of Sect. 6.4

concerning the adjusted definitions of G∞ and G∞ for the case of compound
Poisson processes) we have for all α ≥ 0,

E

(
e−αGep

)
= exp

{
−
∫ ∞

0

(1 − e−αt)
1

t
e−ptP(Xt ≥ 0)dt

}
. (7.3)

Letting p tend to zero in (7.3) and applying the Dominated Convergence
Theorem on the left-hand side and the Monotone Convergence Theorem on
the right-hand side we see that

E

(
e−αG∞

)
= exp

{
−
∫ ∞

0

(1 − e−αt)
1

t
P(Xt ≥ 0)dt

}
. (7.4)

If
∫∞
1

t−1P(Xt ≥ 0)dt < ∞ then since 0 ≤ (1−e−αt) ≤ 1∧ t for all sufficiently
small α, we see that

∫ ∞

0

(1 − e−αt)
1

t
P(Xt ≥ 0)dt ≤

∫ ∞

0

(1 ∧ t)
1

t
P(Xt ≥ 0)dt

≤
∫ ∞

1

1

t
P(Xt ≥ 0)dt+

∫ 1

0

P(Xt ≥ 0)dt < ∞.

Hence once again appealing to the Dominated Convergence Theorem, taking
α to zero in (7.4), it follows that

lim
α↓0

∫ ∞

0

(1 − e−αt)
1

t
P(Xt ≥ 0)dt = 0

and therefore P
(
G∞ < ∞

)
= 1. This implies that P

(
X∞ < ∞

)
= 1.

Now noting that
∫∞
1

t−1P(Xt ≥ 0)dt =
∫∞
1

t−1(1 − P(Xt < 0))dt < ∞,

since
∫∞
1

t−1dt = ∞, we are forced to conclude that

∫ ∞

1

1

t
P(Xt < 0)dt = ∞.

The Wiener–Hopf factorisation also gives us

E

(
e
−αG

ep

)
= exp

{
−
∫ ∞

0

(1 − e−αt)
1

t
e−ptP(Xt ≤ 0)dt

}
.

Taking limits as p ↓ 0 and noting that

∫ ∞

0

(1 − e−αt)
1

t
P(Xt ≤ 0)dt ≥ k

∫ ∞

1

1

t
P(Xt ≤ 0)dt = ∞

for some appropriate constant k > 0, we get P (G∞ = ∞) = 1. Equivalently
P (X∞ = −∞) = 1.
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We have proved that lim supt↑∞Xt < ∞ and lim inft↑∞Xt = −∞ almost
surely. This means that

τ−−x := inf{t > 0 : Xt < −x}

is almost surely finite for each x > 0. Note that

{Xt > x/2 for some t > 0} = {X∞ > x/2}

and hence, since P
(
X∞ < ∞

)
= 1, for each 1 > ε > 0, there exists an xε > 0

such that for all x > xε,

P (Xt > x/2 for some t > 0) < ε.

Since τ−−x is a stopping time which is almost surely finite, we can use the
previous estimate together with the Strong Markov Property and conclude
that for all x > xε,

P
(
Xt > −x/2 for some t > τ−−x

)

≤ P (Xt > x/2 for some t > 0) < ε.

This gives us the uniform estimate for x > xε,

P

(
lim sup
t↑∞

Xt ≤ −x/2
)

≥ P
(
Xt ≤ −x/2 for all t > τ−−x

)

≥ 1 − ε.

Since both x may be taken arbitrarily large and ε may be taken arbitrarily
close to 0 the proof of part (i) is complete.

(ii) The second part follows from the first part applied to −X.
(iii) The argument in (i) shows that in fact when

∫∞
1

t−1P(Xt ≤ 0)dt =∫∞
1

t−1P(Xt ≥ 0)dt = ∞, then −X∞ = X∞ = ∞ almost surely and the
assertion follows. �

Whilst the last theorem shows that there are only three types of asymp-
totic behaviour, the integral tests which help to distinguish between the three
cases are not particularly user friendly. What would be more appropriate is a
criterion in terms of the triple (a, σ,Π). The latter is provided by Chung and
Fuchs (1951) and Erickson (1973) for random walks; see also Bertoin (1997).
To state their criteria, recall from Theorem 3.8 and Exericse 3.3 that the mean
of X1 is well defined if and only if

∫ ∞

1

xΠ(dx) < ∞ or

∫ −1

−∞
|x|Π(dx) < ∞

in which case E(X1) ∈ [−∞,∞]. When both the above integrals are infinite
the mean E(X1) is undefined.
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Theorem 7.2. Suppose that X is a Lévy process with characteristic measure
Π.

(i) If E(X1) is defined and valued in [−∞, 0) or if E(X1) is undefined and

∫ ∞

1

xΠ(dx)∫ x
0
Π(−∞,−y)dy < ∞,

then
lim
t↑∞

Xt = −∞.

(ii) If E(X1) is defined and valued in (0,∞] or if E(X1) is undefined and

∫ −1

−∞

|x|Π(dx)
∫ |x|
0

Π(y,∞)dy
< ∞,

then
lim
t↑∞

Xt = ∞.

(iii) If E(X1) is defined and equal to zero or if E(X1) is undefined and both
of the integral tests in part (i) and (ii) fail, then

lim sup
t↑∞

Xt = − lim inf
t↑∞

Xt = ∞.

We give no proof here of this important result, although one may consult
Exercise 7.2 for related results which lean on the classical Strong Law of Large
Numbers.

It is interesting to compare the integral tests in the above theorem with
those of Theorem 6.5. It would seem that the issue of regularity 0 for the
half line may be seen as the “small time” analogue of drifting or oscillating,
however there is no known formal path-wise connection.

In the case that X is spectrally negative, thanks to the finiteness and
convexity of its Laplace exponent ψ(θ) = log E(eθX1) on θ ≥ 0 (see Exercise
3.5), one always has that E(X1) ∈ [−∞,∞). That is to say, the asymptotic
behaviour of a spectrally negative Lévy process can always be determined
from its mean or equivalently ψ′(0+). See Exercise 7.3 which shows how to
derive this conclusion from Theorem 7.1 and the Wiener–Hopf factorisation.

On account of the trichotomy of drifting and oscillating, we may now revise
the statement (7.2) as

P(ruin from initial capital x) < 1 ⇔ P(lim
t↑∞

Xt = −∞) = 1.

We close this section by making some brief remarks on the link between
drifting and oscillating and another closely related dichotomy known as tran-
sience and recurrence which is often discussed within the more general context
of Markov Processes.
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Definition 7.3. A Lévy process X is said to be transient if for all a > 0,

P

(∫ ∞

0

1(|Xt|<a)dt < ∞
)

= 1

and recurrent if for all a > 0,

P

(∫ ∞

0

1(|Xt|<a)dt = ∞
)

= 1

In the previous definition, the requirements for transience and recurrence
may appear quite strong as in principle, the given probabilities could be less
than one. The events in the definition however belong to the tail sigma algebra⋂
t∈Q∩[0,∞) σ(Xs : s ≥ t) and hence according to Kolmogorov’s zero-one can

only have probabilities equal to zero or one. Nonetheless, one could argue
that it could be the case for example that for small a it is the case that
P(
∫∞
0

1(|Xt|<a)dt = ∞) = 0 and for large values of a the same probability
is 1. It turns out that Lévy processes always adhere to one of the two cases
given in the definition as the following classic analytic dichotomy due to Port
and Stone (1971)2 confirms.

Theorem 7.4. Suppose that X is a Lévy process with characteristic exponent
Ψ , then it is transient if and only if for some sufficiently small ε > 0,

∫

(−ε,ε)
ℜ
(

1

Ψ(θ)

)
dθ < ∞

and otherwise it is recurrent.

Probabilistic reasoning also leads to the following interpretation of the di-
chotomy.

Theorem 7.5. Suppose that X is any Lévy process.

(i) Then, X is transient if and only if

lim
t↑∞

|Xt| = ∞

almost surely.
(ii) Suppose that X is not a compound Poisson process, then X is recurrent

if and only if for all x ∈ R,

lim inf
t↑∞

|Xt − x| = 0 (7.5)

almost surely.

2Theorem 7.4 is built on the strength of the original, but weaker result of Chung
and Fuchs (1951). See also Kingman (1964).
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The reason for the exclusion of compound Poisson processes in part (ii) can
be seen when one considers the case of a compound Poisson process where the
jump distribution is supported on a lattice, say δZ for some δ > 0. In that
case it is clear that the set of points visited will be a subset of δZ and (7.5) no
longer makes sense. Otherwise part (ii) says that recurrence is equivalent to
the path of X approaching any given point arbitrarily closely over an infinite
time horizon. Note that this behaviour does not imply that for a given x ∈ R,
P(τ{x} < ∞) > 0 where τ{x} = inf{t > 0 : Xt = x}. Precisely when the latter
happens will be discussed later in Sect. 7.5.

By definition a process which is recurrent cannot drift to ∞ or −∞ and
therefore must oscillate. Whilst it is clear that a process drifting to ∞ or −∞
is transient, an oscillating process may not necessarily be recurrent. Indeed
it is possible to construct an example of a transient process which oscillates.
Inspired by similar remarks for random walks in Feller (1971) one finds such an
example in the form of a symmetric stable process (β = 0) of index 0 < α < 1.
Up to a multiplicative constant, the characteristic exponent for this process
is simply Ψ(θ) = |θ|α. According to the integral test in Theorem 7.4, the
latter class of processes are transient. Nonetheless, since by symmetry P(Xt ≥
0) = 1/2 = P(Xt ≤ 0), it is clear from the Theorem 7.1 that X oscillates.
In contrast, note however that for a linear Brownian motion, the definitions
oscillation and recurrence coincide as do the definitions of transience and
drifting to ±∞.

7.2 Cramér’s Estimate of Ruin

In this section we extend the classical result of Cramér presented in Theorem
1.10 to the case of a general Lévy process; in particular, a Lévy process which
is not necessarily spectrally negative (which was noted to be the natural gener-
alisation of the Cramér–Lundberg model). We follow the treatment of Bertoin
and Doney (1994). Recall from the previous section that the probability of
ruin may be written in the form P(τ+

x < ∞). Roughly speaking, our aim is to
show that under suitable circumstances, there exists a constant ν > 0 so that
eνxP(τ+

x < ∞) has a precise asymptotic behaviour as x ↑ ∞. That is to say,
the probability of ruin decays exponentially when the initial capital becomes
larger. The precise result is formulated as follows.

Theorem 7.6. Assume that X is a Lévy process which does not have monotone
paths, for which

(i) limt↑∞Xt = −∞,
(ii) there exists a ν ∈ (0,∞) such that ψ(ν) = 0 where ψ(θ) = log E (exp{θX1})

is the Laplace exponent of X,
(iii) the support of Π is not lattice if Π (R) < ∞.
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Then

lim
x↑∞

eνxP
(
τ+
x < ∞

)
= κ(0, 0)

(
ν
∂κ(0, β)

∂β

∣∣∣∣
β=−ν

)−1

, (7.6)

where the limit is interpreted to be zero if the derivative on the right-hand side
is infinite.

Note that condition (ii) implies the existence of E(X1) and because of
the conclusion in Theorem 7.2, condition (i) implies further that E(X1) < 0.
We know that if the moment generating function of X1 exists to the right
of the origin, then it must be convex (this may be shown using arguments
similar to those in Exercise 3.5 or alternatively note the remarks in the proof
of Theorem 3.9). Conditions (i) and (ii) therefore also imply that for θ ∈
(0, ν), the function ψ(θ) is below the origin, eventually climbing above it at
θ = ν. Condition (ii) is known as the Cramér condition. Essentially Cramér’s
estimate of ruin says that the existence of exponential moments of a Lévy
process which drifts to −∞ implies an exponentially decaying tail of its all time
maximum. Indeed note that P(τ+

x < ∞) = P(X∞ > x). Since renewal theory
will play a predominant role in the proof, the third condition of Theorem 7.6
is simply for convenience allowing the use of the Renewal Theorem without
running into the special case of lattice supports. Nonetheless, it is possible to
remove condition (iii). See Bertoin and Doney (1994) for further details.

Proof (of Theorem 7.6). The proof is long and we break it into steps.

Step 1. Define the potential measure for the ascending ladder height
process,

U(A) = E

(∫ ∞

0

1(Ht∈A)dt

)

for Borel sets A in [0,∞) where L and H are the local time at the supremum
and the ascending ladder height process, respectively. Let T+

x = inf{t > 0 :
Ht > x}. Applying the Strong Markov Property at this stopping time for H
we get

U(x,∞) = E

(∫ ∞

0

1(Ht>x)dt;T
+
x < L∞

)

= P
(
T+
x < L∞

)
E

(∫ L∞

T+
x

1(Ht>x)dt

∣∣∣∣∣Hs : s ≤ T+
x

)

= P
(
T+
x < L∞

)
E

(∫ L∞

0

1(Ht≥0)dt

)

= P
(
T+
x < L∞

)
E (L∞) . (7.7)

Since limt↑∞Xt = −∞ we know that L∞ is exponentially distributed with
some parameter which is recovered from the joint Laplace exponent κ(α, β) by
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setting α = β = 0. Note also that P (T+
x < L∞) = P(X∞ > x) = P(τ+

x < ∞).
Hence (7.7) now takes the form

κ(0, 0)U(x,∞) = P(τ+
x < ∞). (7.8)

Step 2. In order to complete the proof, we henceforth need to establish a
precise asymptotic for eνxU(x,∞). To this end, we shall show via a change of
measure that in fact Uν(dx) := eνxU(dx) on (0,∞) is a renewal measure in
which case the Key Renewal Theorem 5.1 (ii) will help us clarify the required
asymptotic.

Since ψ(ν) = 0, we know (cf. Chap. 3) that {exp{νXt} : t ≥ 0} is a
martingale with unit mean and hence it can be used to define a change of
measure via

dPν

dP

∣∣∣∣
Ft

= eνXt

which by Theorem 3.9 keeps the process X within the class of Lévy processes.
From Theorem 6.9 we know that L−1

t is a stopping time and hence we have
with the help of the Strong Markov Property,

Pν
(
Ht ∈ dx, L−1

t < s
)

= E
(
eνXs ;Ht ∈ dx, L−1

t < s
)

= E

(
e
νX

L
−1
t ;Ht ∈ dx, L−1

t < s
)

= eνxP
(
Ht ∈ dx, L−1

t < s
)
.

Appealing to monotone convergence and taking s ↑ ∞,

Pν (Ht ∈ dx) = eνxP (Ht ∈ dx) . (7.9)

Now note that on (0,∞),

Uν(dx) = eνxU(dx) =

∫ ∞

0

Pν(Ht ∈ dx)dt.

The final equality shows that Uν(dx) is equal to the potential measure of the
ascending ladder height process H under Pν on (0,∞). According to Lemma
5.2, the latter is equal to a renewal measure providing that H is a subordinator
under Pν (as opposed to a killed subordinator). This is proved in the next step.

Step 3. A similar argument to the one above yields

Pν(Ĥt ∈ dx) = e−νxP(Ĥt ∈ dx),

where now Ĥ is the descending ladder height process. From the last two equal-
ities we can easily deduce that the Laplace exponents κ̂ν of the descending
ladder processes under the measure Pν satisfy

κ̂ν(0, β) = κ̂(0, β + ν)
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showing in particular κ̂ν(0, 0) = κ̂(0, ν) > 0. The latter is the rate at which

the local time L̂ is stopped under Pν and hence Pν(lim inft↑∞Xt > −∞)
almost surely. By the trichotomy given in Theorem 7.1 this is equivalent to
Pν(limt↑∞Xt = ∞). We now have, as required in the previous step, that H
is a subordinator without killing.

Step 4. We should like to use the Renewal Theorem in conjunction with
Uν(dx). Note from Lemma 5.2 that the underlying distribution of the latter

renewal measure is given by F (dx) = U
(1)
ν (dx) on [0,∞). In order to calculate

its mean, we need to reconsider briefly some properties of κν .
From (7.9) one deduces that κ(0, β) < ∞ for β ≥ −ν. Convexity of ψ

on [0, ν] (see the proof of Theorem 3.9) implies that it is also finite along
this interval. We may now appeal to analytic extension to deduce from the
Theorem 6.16 (iv) that

Ψ(θ − iβ) = −ψ(β + iθ) = k′κ(0,−β − iθ)κ̂(0, β + iθ)

for some k′ > 0, β ∈ [0, ν] and θ ∈ R. Now setting β = ν and θ = 0 we further
deduce that

−ψ(ν) = 0 = k′κ(0,−ν)κ̂(0, ν).

Since k′κ̂(0, ν) > 0, we conclude that κ(0,−ν) = 0.
We may now compute the mean of the distribution F ,

µ =

∫

[0,∞)

xU (1)
ν (dx)

=

∫ ∞

0

dt · e−t
∫

[0,∞)

xPν(Ht ∈ dx)

=

∫ ∞

0

dt · e−tE(Hte
νHt)

=

∫ ∞

0

dt · e−t−κ(0,−ν)t ∂κ(0, β)

∂β

∣∣∣∣
β=−ν

=
∂κ(0, β)

∂β

∣∣∣∣
β=−ν

which is possibly infinite in value.
Finally, appealing to the Key Renewal Theorem 5.1 (ii) we have that

Uν(dx) converges weakly as a measure to µ−1dx. Hence it now follows from
(7.8) that
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lim
x↑∞

eνxP(τ+
x < ∞) = κ(0, 0) lim

x↑∞

∫ ∞

x

e−ν(y−x)Uν(dy)

= κ(0, 0) lim
x↑∞

∫ ∞

0

e−νzUν(x+ dz)

=
κ(0, 0)

µ

∫ ∞

0

e−νzdz

=
κ(0, 0)

νµ
,

where the limit is understood to be zero if µ = ∞. �

Let us close this section by making a couple of remarks.
Firstly, in the case where X is spectrally negative, the Laplace exponent

ψ(θ) is finite on θ ≥ 0. When ψ′(0+) < 0 condition (i) of Theorem 7.6 holds.
In that case we know already from Theorem 3.12 that

E(eΦ(q)x−qτ+
x 1(τ+

x <∞)) = 1,

where Φ is the right inverse of ψ. Taking q ↓ 0 we recover

eΦ(0)xP(τ+
x < ∞) = 1

for all x ≥ 0 which is a stronger statement than that of the above theorem.
Taking account of the fact that the Wiener–Hopf factorisation shows that
κ(α, β) = β + Φ(α) for α, β ≥ 0 one may also check that the constant on
the right-hand side of (7.6) is consistently equal to 1. Of course, when X is
spectrally negative, first passage at level x always occurs by hitting this level
and hence this case is of less interest as far as ruin problems are concerned.

Secondly, when X is such that we are considering the classical Cramér–
Lundberg model (the assumptions of the above theorem are not necessary), it
is a straightforward exercise to show that formula (7.8) can be re-written to
give the Pollaczek–Khintchine formula in (1.11). The point now being that the
ascending ladder height process H whose potential measure is U is equal in law
to a killed compound Poisson subordinator whose jumps have the integrated
tail distribution given in (1.12).

7.3 A Quintuple Law at First Passage

In this section we shall give a quantitative account of how a general Lévy
process undergoes first passage over a fixed barrier when it jumps clear over it.
There will be a number of parallels between the analysis here and the analysis
in Chap. 5 concerning first passage of a subordinator. Since subordinators have
already been dealt with, they are excluded from the following discussion.
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Recall the notation from Chap. 6

Gt = sup{s < t : Xs = Xs}

and our standard notation already used in this chapter,

τ+
x = inf{t > 0 : Xt > x}.

The centre-piece of this section will concern a quintuple law at first passage
of the following variables,

Gτ+
x − : the time of the last maximum prior to first passage,

τ+
x −Gτ+

x − : the length of the excursion making first passage,

Xτ+
x
− x : the overshoot at first passage,

x−Xτ+
x − : the undershoot at first passage,

x−Xτ+
x − : the undershoot of the last maximum at first passage.

In order to state the main result of this section let us introduce some
more notation. Recall from Chap. 6 that for α, β ≥ 0, κ(α, β) is the Laplace
exponent of the ascending ladder process (L−1,H); see (6.8). Associated with
the latter is the bivariate potential measure

U(ds,dx) =

∫ ∞

0

dt · P(L−1
t ∈ ds,Ht ∈ dx)

supported on [0,∞)2. On taking a bivariate Laplace transform we find with
the help of Fubini’s Theorem that

∫

[0,∞)2
e−αs−βxU(ds,dx) =

∫ ∞

0

dt · E(e−αL
−1
t −βHt) =

1

κ(α, β)
(7.10)

for α, β ≥ 0. An important fact to note here is that since L can only be defined
up to a multiplicative constant, this in turn affects the exponent κ which in
turn affects the measure U . To see precisely how, suppose that L = cL where
L is some choice of local time at the maximum (and hence so is L). It is easily
checked that L−1

t = L−1
t/c and if H is the ladder height process associated with

L then Ht = XL−1
t

= XL−1
t/c

= Ht/c. If U∗ is the measure associated with L
instead of L then we see that

U∗(ds,dx) =

∫ ∞

0

dt · P(L−1
t/c ∈ ds,Ht/c ∈ dx) = cU(ds,dx)

where the final equality follows by the substitution u = t/c in the integral.

We shall define the bivariate measure Û on [0,∞)2 in the obvious way

from the descending ladder process (L̂−1, Ĥ).
The following main result is due to Doney and Kyprianou (2005), al-

though similar ideas to those used in the proof can be found in Spitzer (1964),
Borovkov (1976) and Bertoin (1996).
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Fig. 7.1. A symbolic description of the quantities involved in the quintuple law.

Theorem 7.7. Suppose that X is not a compound Poisson process. Then
there exists a normalisation of local time at the maximum such that for each
x > 0 we have on u > 0, v ≥ y, y ∈ [0, x], s, t ≥ 0,

P(τ+
x −Gτ+

x − ∈ dt, Gτ+
x−∈ ds,Xτ+

x
−x ∈ du, x−Xτ+

x − ∈ dv, x−Xτ+
x − ∈ dy)

= U(ds, x− dy)Û(dt,dv − y)Π(du+ v)

where Π is the Lévy measure of X.

Before going to the proof, let us give some intuition behind the statement
of this result with the help of Fig. 7.1. Roughly speaking the event on the left-
hand side of the quintuple law requires that there is an ascending ladder height
at the time-space point (s, x− y) before going into the final excursion which
crosses the level x. Recalling that excursions when indexed by local time at the
maximum form a Poisson point process. This means that the behaviour of the
last excursion is independent of the preceding ones and hence the quintuple
law factorises into the laws of the last excursion and the preceding excursions.
The first factor, U(ds, x− dy) thus measures the aforementioned event of an
ascending ladder height at (s, x − y). To measure the behaviour of the final
excursion, one should look at it rotated about 180◦. In the rotated excursion,
one starts with a jump of size u + v which is measured by Π(du + v). The
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remaining path of the rotated excursion must meet the last ascending ladder
height with one of its own descending ladder points. By the Duality Lemma
3.4, rotation of a finite segment of path of a Lévy process produces a path
with the same law as the original process. Hence in the rotated excursion,
independently of the initial jump of size u+ v, the quintuple law requires the
path descends to a ladder point at a time-space point (t, v − y), and this has

measure Û(dt,dv − y).
The proof of Theorem 7.7 is somewhat more demanding however as in

general there are a countably infinite number of excursions to deal with unlike
the case of a random walk where there are only a finite number of excursions.

Proof (of Theorem 7.7). We prove the result in three steps.

Step 1. Let us suppose that m, k, f, g and h are all positive, continuous
functions with compact support satisfying f(0) = g(0) = h(0) = 0. We prove
in this step that

E(m(τ+
x −Gτ+

x −)k(Gτ+
x −)f(Xτ+

x
− x)g(x−Xτ+

x −)h(x−Xτ+
x −))

= Êx

(∫ τ−
0

0

m(t−Gt)k(Gt)h(Xt)w(Xt)dt

)
, (7.11)

where w(z) = g(z)
∫
(z,∞)

Π(du)f(u− z) and Êx is expectation under the law,

P̂x, of −X initiated from position −X0 = x.
The proof of (7.11) follows by an application of the compensation formula

applied to the Poisson random measure, N , with intensity measure dtΠ(dx)
associated to the jumps of X. We have

E(m(τ+
x −Gτ+

x −)k(Gτ+
x −)f(Xτ+

x
− x)g(x−Xτ+

x −)h(x−Xτ+
x −))

= E

(∫

[0,∞)

∫

R

m(t−Gt−)k(Gt−)g(x−Xt−)h(x−Xt−)

×1(x−Xt−>0)f(Xt− + z − x)1(z>x−Xt−)N(dt× dz)
)

= E

(∫ ∞

0

dt ·m(t−Gt−)k(Gt−)g(x−Xt−)h(x−Xt−)

×1(x−Xt−>0)

∫

(x−Xt−,∞)

Π(dφ)f(Xt− + φ− x)

)

= E

(∫ ∞

0

dt ·m(t−Gt−)k(Gt−)h(x−Xt−)1(x−Xt−>0)w(x−Xt−)

)

= Êx

(∫ ∞

0

dt · 1(t<τ−
0 )m(t−Gt)k(Gt)h(Xt)w(Xt)

)

which is equal to the right-hand side of (7.11). In the last equality we have
rewritten the previous equality in terms of the path of −X. Note that the
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condition f(0) = g(0) = h(0) = 0 has been used implicitly to exclude from
the calculation the event {Xτ+

x
= x}.

Step 2. Next we prove that

Ex

(∫ τ−
0

0

m(t−Gt)k(Gt)h(Xt)w(Xt)dt

)

=

∫

[0,∞)

∫

[0,∞)

U(dt,dφ)

·
∫

[0,∞)

∫

[0,x]

Û(ds,dθ)m(t)k(s)h(x− θ)w(x+ φ− θ). (7.12)

(In fact we need the same identity as above but with the expectation E re-

placed by Ê, however for convenience we establish the identity as given).
For q > 0,

Ex

(∫ τ−
0

0

dt · m(t − Gt)k(Gt)h(Xt)w(Xt)e
−qt

)

= q−1
Ex

(
m(eq − G

eq
)k(G

eq
)h(X

eq
)w(Xeq − X

eq
+ X

eq
); eq < τ−

0

)

= q−1

∫

[0,∞)

∫

[0,x]

P(G
eq

∈ ds,−X
eq

∈ dθ)k(s)

·
∫

[0,∞)

∫

[0,∞)

P(eq − G
eq

∈ dt, Xeq − X
eq

∈ dφ)m(t)h(x − θ)w(x + φ − θ)

= q−1

∫

[0,∞)

∫

[0,x]

P(G
eq

∈ ds,−X
eq

∈ dθ)k(s)

·
∫

[0,∞)

∫

[0,∞)

P(Geq ∈ dt, Xeq ∈ dφ)m(t)h(x − θ)w(x + φ − θ), (7.13)

where the Wiener–Hopf factorisation3 and duality have been used in the
second and third equalities, respectively. Further it is also known from the
Wiener–Hopf factorisation, Theorem 6.16, that

1

κ(q, 0)
E

(
e−αGeq−βXeq

)
=

1

κ(α+ q, β)

and hence recalling (7.10) it follows that

lim
q↓0

1

κ(q, 0)
P(Geq

∈ dt,Xeq
∈ dφ) = U(dt,dφ)

3Specifically we use the independence of the pairs (G
eq

, X
eq

) and (eq −G
eq

, Xeq −
X

eq
).
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in the sense of weak convergence. A similar convergence holds for

P(G
eq

∈ ds,−X
eq

∈ dθ)/κ̂(q, 0).

Equality (7.12) thus follows by splitting the divisor q into the product κ(q, 0)×
κ̂(q, 0) (this factorisation was observed in the proof of Theorem 6.16 (iv)) and
taking limits in (7.13). Note that in general q = kκ(q, 0)κ̂(q, 0) for some k > 0
which depends on the normalisation of local time (at the maximum). It is thus
here that we require a suitable normalisation of local time at the maximum
in order to have k = 1.

Step 3. We combine the conclusions of steps 1 and 2 (where step 2 is
applied to −X) to conclude that

E(m(τ+
x −Gτ+

x −)k(Gτ+
x −)f(Xτ+

x
− x)g(x−Xτ+

x −)h(x−Xτ+
x −))

=

∫

u>0,y∈[0,x],0<y≤v,s≥0,t≥0

m(t)k(s)f(u)g(v)h(y)

P(τ+
x −Gτ+

x − ∈ dt, Gτ+
x −∈ds,Xτ+

x
−x∈du, x−Xτ+

x −∈dv, x−Xτ+
x − ∈ dy)

=

∫

[0,∞)

∫

[0,∞)

Û(dt,dφ)

∫

[0,∞)

∫

[0,x]

U(ds,dθ)m(t)k(s)

·h(x− θ)g(x+ φ− θ)

∫

(x+φ−θ,∞)

Π(dη)f(η − (x+ φ− θ)).

Substituting y = x− θ, then y+φ = v and finally η = v+u in the right-hand
side above yields

E(m(τ+
x −Gτ+

x −)k(Gτ+
x −)f(Xτ+

x
− x)g(x−Xτ+

x −)h(x−Xτ+
x −))

=

∫

[0,∞)

∫

[0,x]

U(ds, x− dy)

∫

[0,∞)

∫

[y,∞)

Û(dt,dv − y)

·
∫

(0,∞)

Π(du+ v)m(t)k(s)f(u)g(v)h(y)

and the statement of the theorem follows. �

The case of a compound Poisson process has been excluded from the state-
ment of the theorem on account of the additional subtleties that occur in con-
nection with the ascending and descending ladder height processes and their
definitions in the weak or strict sense. (Recall the discussion of weak and strict
ladder processes in Sect. 6.1). Nonetheless the result is still valid provided one
takes the bivariate renewal measure U as that of the weak (resp. strict) as-
cending ladder process and Û is taken as the bivariate renewal measure of the
strict (resp. weak) descending ladder process.

To be realistic, the quintuple law in general does not necessarily bring
one closer to explicit formulae for special examples of Lévy processes on ac-
count of the indirect involvement of the quantities κ and κ̂ which themselves
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are embedded into the Wiener–Hopf factorisation. There are two examples
where one may make reasonable progress into making these formulae more
explicit. These are the cases of stable processes, dealt with in Exercise 7.4
and spectrally positive processes which we shall now treat.

For any spectrally positive process X, let U(dx) =
∫
[0,∞)

U(ds,dx) and

note from the Wiener–Hopf factorisation in Sect. 6.5.2, which gives an expres-
sion for κ(α, β), and the Laplace transform (7.10) that

∫

[0,∞)

e−βxU(dx) =
β − Φ(0)

ψ(β)
, (7.14)

where Φ is the right inverse of the Laplace exponent ψ of −X. Using obvious
notation, it is also clear from (7.10) that since we may take κ̂(0, β) = Φ(0)+β

then Û(dx) = e−Φ(0)xdx.
The quintuple law for spectrally positive Lévy processes marginalises to

the triple law

P(Xτ+
x
− x ∈ du, x−Xτ+

x − ∈ dv, x−Xτ+
x − ∈ dy)

= e−Φ(0)(v−y)U(x− dy)Π(du+ v)dv (7.15)

for y ∈ [0, x], v ≥ y and u > 0. If we assume further that lim inft↑∞Xt = −∞
then we know that Φ(0) = 0 and the right-hand side of (7.15) is equal to the
inverse Laplace transform of β/ψ(β).

7.4 The Jump Measure of the Ascending Ladder Height

Process

Recall that the basic information on the ladder height process H is captured
in its Laplace exponent κ(0, β) which itself is embedded in the Wiener–Hopf
factorisation. In this section we shall show that the quintuple law allows us
to gain some additional insight into the analytical form of the jump measure
of the ascending ladder height. Since the Wiener–Hopf factorisation played
a major role in establishing the quintuple law, one may consider the main
result below ultimately as extracting information concerning the ascending
ladder height process out of the Wiener–Hopf factorisation. The result is due
to Vigon (2002).

Theorem 7.8. Suppose that ΠH is the jump measure associated with the as-
cending ladder height process of a Lévy process X, other than a compound
Poisson process, with jump measure Π. Then for all y > 0 and a suitable
normalisation of local time at the maximum

ΠH(y,∞) =

∫

[0,∞)

Û(dz)Π(z + y,∞),

where Û(dz) =
∫
[0,∞)

Û(ds,dz) = E(
∫∞
0

1
(Ĥt∈dz)

dt).
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Proof. The result follows from the joint law of the overshoot and undershoot
of the maximum of X at first passage of some x > 0 as given by the quintuple
law by comparing it against the overshoot and undershoot of the process H
at the same level.

Define T+
x = inf{t > 0 : Ht > x} and use again the definition U(dx) =∫

[0,∞)
U(dx,ds). Note that since the range of X is the same as the range of

H it follows that HT+
x − = Xτ+

x −. Hence from Theorem 5.6 we have for u > 0
and y ∈ [0, x],

P(Xτ+
x
− x ∈ du, x−Xτ+

x − ∈ dy)

= P(HT+
x
− x ∈ du, x−HT+

x − ∈ dy)

= U(x− dy)ΠH(du+ y). (7.16)

On the other hand, the quintuple law gives for u > 0 and y ∈ [0, x],

P(Xτ+
x
− x ∈ du, x−Xτ+

x − ∈ dy)

= U(x− dy)

∫

[y,∞)

Û(dv − y)Π(du+ v). (7.17)

Equating the right-hand sides of (7.16) and (7.17) implies that

ΠH(du+ y) =

∫

[y,∞)

Û(dv − y)Π(du+ v).

Integrating over u > 0 the statement of the theorem easily follows. �

Similar techniques allow one to make a more general statement concerning
the bivariate jump measure of the ascending ladder process (L−1,H). This is
done in Exercise 7.5. As in the previous theorem however, the expression for
jump measure still suffers from a lack of explicitness due to the involvement
of the quantity Û . However, if one considers the case of a spectrally positive
Lévy process then the situation becomes somewhat more favourable for ΠH .

Corollary 7.9. Under the conditions of Theorem 7.8, if X is spectrally posi-
tive then

ΠH(y,∞) =

∫

[0,∞)

e−Φ(0)zΠ(z + y,∞)dz,

where Φ is the right inverse of the Laplace exponent ψ of −X.

Proof. Taking into account the remarks in the final paragraph of Sect. 7.3 the
result follows easily. �

Note in particular that if the spectrally positive process in the above corol-
lary has the property that lim inft↑∞Xt = −∞ then Φ(0) = 0 and hence for
x > 0,

ΠH(dx) = Π(x,∞)dx. (7.18)
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The same conclusion was drawn in Exercise 6.5 using the Wiener–Hopf
factorisation. If we take further the case that −X is a Cramér–Lundberg
process then the previous statement is consistent with Theorem 1.9. In the
notation of the latter theorem, on account of irregularity of 0 for (−∞, 0) for
the process −X, the ascending ladder height process of X must be a compound
Poisson subordinator and therefore the jump measure ΠH is proportional to η
which is the jump distribution of the descending ladder process of the Cramér–
Lundberg process. The constant of proportionality is the arrival rate of the
compound Poisson subordinator. (The latter depends on the normalization of
local time).

7.5 Creeping

As with the case of a subordinator, one may talk of a Lévy process creeping
over a fixed level x > 0. To be precise, a Lévy process creeps over the level x
when

P(Xτ+
x

= x) > 0. (7.19)

The class of Lévy processes which creep upwards atleast one point can easily
be seen to be non-empty by simply considering any spectrally negative Lévy
process. By definition, any spectrally negative Lévy process has the property
that for all x ≥ 0

P(Xτ+
x

= x|τ+
x < ∞) = 1.

From the latter, (7.19) easily follows when we recall from Theorem 3.12 that
P(τ+

x < ∞) = e−Φ(0)x > 0 where Φ is the right inverse of the Laplace exponent
of X.

Lemma 7.10. Suppose that X is not a compound Poisson process. Then X
creeps upwards at some (and then all) x > 0 if and only if

lim
β↑∞

κ (0, β)

β
> 0. (7.20)

Proof. The key to understanding when an arbitrary Lévy process creeps up-
wards is embedded within the problem of whether a subordinator creeps up-
wards. Indeed we know that X creeps across x > 0 if and only if with positive
probability the point x lies in the range of {Xt : t ≥ 0}. The latter range is al-
most surely identical to the range of the ascending ladder process {Ht : t ≥ 0}.
Hence we see that X creeps across x > 0 if and only if H creeps across x. For
this reason it follows that if a Lévy process creeps over some x > 0, then it
will creep over all x > 0 provided H has the same behaviour. We know from
Sect. 5.3 that the only subordinators which may creep over some levels but
not others are compound Poisson subordinators whose jumps are distributed
with lattice support and hence we need to rule this case out. Let us now split
the discussion into two cases, according to the regularity of 0 for (0,∞).
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Suppose that 0 is regular for (0,∞). Recall from Theorem 6.10 that H
has the law of a (possibly killed) subordinator. This subordinator cannot be
a compound Poisson process by the assumption of regularity. We are then
within the scope of Theorem 5.9 which tells us that there is creeping if and
only if the underlying subordinator has a strictly positive drift. By definition,
however, the Laplace exponent κ(0, β) of H, up to an additive constant (the
killing rate), is the Laplace exponent of the underlying subordinator. Hence
the presence of a strictly positive drift coefficient is exposed by taking the limit
given in the statement of the lemma (recall Exercise 2.11). In other words,
there is creeping if and only if (7.20) holds.

Suppose now that 0 is irregular for (0,∞) which has the consequence that
the ascending ladder height must be a compound Poisson process subordina-
tor. We may not appeal to Theorem 5.9 as in the previous paragraph. Since
it has been assumed that X is not a compound Poisson process, it also means
that 0 must be regular for (−∞, 0) and hence the descending ladder height
process cannot be a compound Poisson subordinator. According to Corollary
7.8 we know that ΠH(dx) =

∫
[0,∞)

Û(dv)Π(dx + v). Theorem 5.4 (i) shows

that Û has no atoms on (0,∞) as Ĥ is not a compound Poisson process. Hence
ΠH has no atoms. In conclusion, whilst H is a compound Poisson process, its
Lévy measure, which is proportional to the jump distribution of H, has no
atoms and therefore the compound Poisson subordinator H cannot hit speci-
fied points. As X will creep over x > 0 if and only if H can hit x with positive
probability, then we conclude that X cannot creep over x and hence (7.20)
fails. �

Note that, as in the case of subordinators, the exclusion of compound Pois-
son processes from the previous theorem is due to the possibility of examples
in which the jump measure has atoms allowing the process X to jump on to
specific points with positive probability.

The criterion given in the above corollary is not particularly useful in
general for determining whether a process can creep upwards or not. Ideally
one would like to establish a criterion in terms of the components of the Lévy–
Khintchine exponent which is equivalent to upward creeping. The following
result does precisely this.

Theorem 7.11. Suppose that X is a Lévy process which is not a compound
Poisson process. Then X creeps upwards if and only if one of the following
three situations occur,

(i) X has bounded variation with Lévy–Khintchine exponent

Ψ (θ) = −iθd+

∫

R\{0}
(1 − eiθx)Π(dx)

and d > 0,
(ii) X has a Gaussian component,
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(iii) X has unbounded variation, has no Gaussian component and its charac-
teristic measure Π satisfies

∫ 1

0

xΠ(x,∞)∫ x
0
Π(−1,−u)du

dx < ∞.

The proof of parts (i) and (ii) appear in Exercise 7.6. The precise formula-
tion and proof of part (iii) remained a challenging open problem until recently
when it was resolved by Vigon (2002). We do not give details of the proof which
requires a deep analytical understanding of the Wiener–Hopf factorisation and
goes far beyond the scope of this text. A recent, more probabilistic proof is
given in Doney (2006).

We close this section by making some remarks on the difference between
a Lévy process X creeping over x and hitting the point x. Formally speaking,
we say that X hits the point x if P(τ{x} < ∞) > 0 where

τ{x} = inf{t > 0 : Xt = x}

with the usual convention that inf ∅ = ∞. Clearly if X creeps over x (either
upwards or downwards) then it must hit x. When X is a subordinator, the
converse is also obviously true. However, if X is not a subordinator, then it
can be shown that the converse is not necessarily true. The following result
due to Kesten (1969) and Bretagnolle (1971) gives a complete characterisation
of the range of a Lévy process.

Theorem 7.12. Suppose that X is not a compound Poisson process. Let

C := {x ∈ R : P(τ{x} < ∞) > 0}

be the set of points that a Lévy process can hit. Then C �= ∅ if and only if

∫

R

ℜ
(

1

1 + Ψ(u)

)
du < ∞. (7.21)

Moreover,

(i) If σ > 0, then (7.21) is satisfied and C = R.
(ii) If σ = 0 and X is of unbounded variation and (7.21) is satisfied then

C = R.
(iii) If X is of bounded variation, then (7.21) is satisfied if and only if d �= 0

where d is the drift in the representation (2.22) of its Lévy–Khintchine
exponent Ψ . In that case C = R unless X or −X is a subordinator and
then C = (0,∞) or C = (−∞, 0), respectively.

From this characterisation one may deduce that, for example, a symmetric
α-stable process where α ∈ (1, 2) cannot creep and yet C = R. See Exercise
7.6 for details.
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7.6 Regular Variation and Infinite Divisibility

It has been pointed out at several points earlier in this chapter that the quin-
tuple law lacks to some extent a degree of explicitness which would otherwise
give it far greater practical value for the study of ruin problems. In Sect. 7.7
we shall give some indication of how the quintuple law gives some analyt-
ical advantage however when studying the asymptotic of ruin problems as
the ruinous barrier tends to infinity. We need to make a short digression first
however into the behaviour of infinitely divisible random variables whose Lévy
measures have regularly varying tails.

Recall from Definition 5.12 that a function f : [0,∞) → (0,∞) is regularly
varying at infinity with index ρ ∈ R if for all λ > 0,

lim
x↑∞

f(λx)

f(x)
= λρ.

Let us suppose that H is a random variable valued on [0,∞) which is infinitely
divisible with Lévy measure ΠH . Throughout this section we shall suppose
that ΠH(·,∞) is regularly varying with index −α for some α > 0. Our interest
here is to understand how this assumed tail behaviour of ΠH reflects on the
tail behaviour of the distribution of the random variable H. We do this with
a sequence of lemmas. The reader may skip their proofs at no cost to the
understanding of their application in Sect. 7.7. The first of these lemmas is
taken from Feller (1971).

Lemma 7.13. Define the probability measure

ν(dx) =
ΠH(dx)

ΠH(1,∞)
1(x>1).

Then using the usual notation νn for the n-fold convolution of ν with itself,
we have that

ν∗n(x,∞) ∼ nν(x,∞) (7.22)

as x ↑ ∞ for each n = 2, 3, ....

Proof. The result follows by proving a slightly more general result. Suppose
that F1 and F2 are distribution functions on [0,∞) such that Fi(x,∞) ∼
x−αLi(x) for i = 1, 2 as x ↑ ∞ where L1 and L2 are slowly varying at infinity.
Then

(F1 ∗ F2)(x,∞) ∼ x−α(L1(x) + L2(x)) (7.23)

as x ↑ ∞. Indeed from the latter one may argue that (7.22) clearly holds for
n = 2 and hence by induction it holds for all integers n ≥ 2.

To prove (7.23), let Y1 and Y2 be independent random variables with distri-
butions F1 and F2. Fix δ > 0 and write x′ = x(1+δ). The event {Y1+Y2 > x}
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contains the event {Y1 > x′} ∪ {Y2 > x′} and hence

F1 ∗ F2(x,∞) ≥ F1(x
′,∞) + F2(x

′,∞).

On the other hand set 1/2 > δ > 0, suppose x′′ = (1 − δ)x then the event
{Y1 +Y2 > x} is a subset of the event {Y1 > x′′}∪{Y2 > x′′}∪{min(Y1, Y2) >
δx}. On account of the assumptions made on F1 and F2, it is clear that as
x ↑ ∞ P(min(Y1, Y2) > δx) = P(Y1 > δx)2 is of considerably smaller order
than P(Yi > x′′) for each i = 1, 2. It follows that as x ↑ ∞

F1 ∗ F2(x,∞) ≤ (1 + ε)(F1(x
′′,∞) + F2(x

′′,∞))

for all small ε > 0. The two inequalities for F1 ∗F2 together with the assumed
regular variation imply that

(1 + δ)−α ≤ lim inf
x↑∞

F1 ∗ F2(x,∞)

x−α(L1(x) + L2(x))

≤ lim sup
x↑∞

F1 ∗ F2(x,∞)

x−α(L1(x) + L2(x))
≤ (1 + ε)(1 − δ)−α.

Since δ and ε may be made arbitrarily small, the required result follows. �

Note that any distribution on [0,∞) which fulfils the condition (7.22)
in fact belongs to a larger class of distributions known as subexponential.4

The latter class was introduced by Christyakov (1964) within the context of
branching processes. The following Lemma, due to Kesten, thus gives a general
property of all subexponential distributions.

Lemma 7.14. Suppose that Y is any random variable whose distribution G,
satisfying G(x) > 0 for all x > 0, has the same asymptotic convolution prop-
erties as (7.22). Then given any ε > 0 there exists a constant C = C(ε) > 0
such that

G∗n(x,∞)

G(x,∞)
≤ C(1 + ε)n

for all n ∈ {1, 2, ...} and x > 0.

Proof. The proof is inductive. Suppose that for each n = 1, 2, ...,

ξn := sup
x≥0

G∗n(x,∞)

G(x,∞)
.

It is clear that ξ1 ≤ 1. Next note that 1−G∗(n+1) = 1−G ∗ (1−G∗n). Then
for any 0 < T < ∞,

4Any distribution F is thus subexponential if, when X1, ..., Xn are independent
random variables with distribution F , P(X1 + · · · + Xn > x) ∼ nP(X1 > x) as
x ↑ ∞.
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ξn+1 ≤ 1 + sup
0≤x≤T

∫ x

0

1 −G∗n(x− y)

1 −G(x)
G(dx)

+ sup
x>T

∫ x

0

1 −G∗n(x− y)

1 −G(y)

1 −G(x− y)

1 −G(x)
G(dx)

≤ 1 +
1

1 −G(T )
+ ξn sup

t>T

G(x) −G∗2(x)

1 −G(x)
.

Since G satisfies (7.22), given any ε > 0, we can choose T > 0 such that

ξn+1 ≤ 1 +
1

1 −G(T )
+ ξn(1 + ε).

Hence, iterating we find

ξn+1 ≤
(

2 −G(T )

1 −G(T )

)
1

ε
(1 + ε)n+1

which establishes the claim with the obvious choice of C. �

In the next lemma, we use the asymptotic behaviour in Lemma 7.13 and
the uniform bounds in Lemma 7.14 to show that the distribution of H must
also have regularly varying tails. The result is due to Embrechts et al. (1979).
Recall that we are assuming throughout that ΠH(·,∞) is slowly varying with
index −α for some α > 0.

Lemma 7.15. As x ↑ ∞,

P(H > x) ∼ ΠH(x,∞)

implying that the distribution of H has a regularly varying tail at infinity with
index −α.

Proof. The relationship between H and ΠH is expressed via the Lévy–
Khintchine formula. In this case, since H is [0,∞)-valued, we may consider
instead its Laplace exponent Φ(θ) := − log E(e−θH) which from the Lévy–
Khintchine formula satisfies

Φ(θ) = dθ +

∫

(0,∞)

(1 − e−θx)ΠH(dx)

= dθ +

∫

(0,1]

(1 − e−θx)ΠH(dx) (7.24)

+

∫

(1,∞)

(1 − e−θx)ΠH(dx). (7.25)

The second equality above allows the random variable H to be seen as equal
in distribution to the independent sum of two infinitely divisible random
variables, say H1 and H2, where H1 has Laplace exponent given by (7.24)
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and H2 has Laplace exponent given by (7.25). According to Theorem 3.6,
E(eλH1) < ∞ for any λ > 0 because trivially

∫
x≥1

eλxΠH1
(dx) < ∞ where

ΠH1
(dx) = ΠH(dx)1(x∈(0,1]). It follows that one may upper estimate the tail

of H1 by any exponentially decaying function. Specifically, with the help of
the Markov inequality, P(H1 > x) ≤ E(eλH1)e−λx for any λ > 0.

On the other hand, by assumption, the tail of the measure ΠH2
(dx) =

ΠH(dx)1(x≥1) is regularly varying with index −α. Since ΠH2
necessarily has

finite total mass, we may consider H2 as the distribution at time 1 of a com-
pound Poisson process with rate η := ΠH(1,∞) and jump distribution ν
(defined in Lemma 7.13). We know then that

P(H2 > x) = e−η
∑

k≥0

ηk

k!
ν∗k(x,∞),

where as usual we interpret ν∗0(dx) = δ0(dx) (so in fact the first term of
the above sum is equal to zero). Next use the conclusion of Lemma 7.14 with
dominated convergence to establish that

lim
x↑∞

P(H2 > x)

ΠH(x,∞)/η
= lim

x↑∞
e−η

∑

k≥1

ηk

k!

ν∗k(x,∞)

ν(x,∞)
.

The conclusion of Lemma 7.13 allows the computation of the limiting sum
explicitly. That is to say

∑
k≥1 eηηk/(k − 1)! = η. In conclusion, we have

lim
x↑∞

P(H2 > x)

ΠH(x,∞)
= 1.

The proof of this lemma is thus completed once we show that

lim
x↑∞

P(H1 +H2 > x)

P(H2 > x)
= 1. (7.26)

However, this fact follows by reconsidering the proof of Lemma 7.13. If in this
proof one takes Fi as the distribution of Hi for i = 1, 2, then with the slight
difference that F1 has exponentially decaying tails, one may follow the proof
step by step to deduce that the above limit holds. Intuitively speaking, the
tails of H1 are considerably lighter than those of H2 and hence for large x, the
event in the nominator of (7.26) essentially occurs due to a large observation
of H2. The details are left as an exercise to the reader. �

7.7 Asymptotic Ruinous Behaviour with Regular

Variation

In this section, we give the promised example of how to use the quintuple law
to obtain precise analytic statements concerning asymptotic ruinous behav-
iour under assumptions of regular variation. The following theorem, due to
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Asmussen and Klüppelberg (1996) and Klüppelberg and Kyprianou (2005),
is our main objective.

Theorem 7.16. Suppose that X is any spectrally positive Lévy process with
mean E(X1) < 0. Suppose that Π(·,∞) is regularly varying at infinity with
index −(α + 1) for some α ∈ (0,∞). Then we have the following ruinous
behaviour:

(i) As x ↑ ∞ we have

P(τ+
x < ∞) ∼ 1

|E(X1)|

∫ ∞

x

Π(y,∞)dy

and consequently, the ruin probability is regularly varying at infinity with
index −α. (Note that convexity of the Laplace exponent of −X dictates
that |E(X1)| < ∞ when E(X1) < 0).

(ii) For all u, v >0,

lim
x↑∞

P

(
Xτ+

x
− x

x/α
> u,

−Xτ+
x −

x/α
> v

∣∣∣∣ τ
+
x < ∞

)
=

(
1 +

v + u

α

)−α
.

(7.27)

Part (i) of the above theorem shows that when the so called Cramér condi-
tion appearing in Theorem 7.6 fails, conditions may exist where one may still
gain information about the asymptotic behaviour of the ruin probability. Part
(ii) shows that with re-scaling, the overshoot and undershoot converges to a
non-trivial distribution. In fact the limiting distribution takes the form of a
bivariate generalised Pareto distribution (cf. Definition 3.4.9 in Embrechts et
al. (1997)). The result in part (ii) is also reminiscent of the following extrac-
tion from extreme value theory. It is known that a distribution, F , is in the
domain of attraction of a generalised Pareto distribution if F (·,∞) is regularly
varying at infinity with index −α for some α > 0; in which case

lim
x↑∞

F (x+ xu/α,∞)

F (x)
=
(
1 +

u

α

)−α

for α > 0 and u > 0.
Generalised Pareto distributions have heavy tails in the sense that their

moment generating functions do not exist on the positive half of the real axis.
Roughly speaking this means that there is a good chance to observe relatively
large values when sampling from this distribution. This fact is important in
the conclusion of the theorem as it confirms the folk-law that when modelling
insurance risk where claims occur with heavy tails, when ruin occurs, it can
occur when the insurance company has quite healthy reserves and the deficit
at ruin will be quite devastating.

Proof (of Theorem 7.16). (i) Following the logic that leads to (7.8) we have
that

P(τ+
x < ∞) = qU(x,∞) = q

∫ ∞

0

P(Ht > x)dx,
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where q = κ(0, 0) is the killing rate of the ascending ladder process. Writing
[t] for the integer part of t and note with the help of Lemma 7.14 that for
x > 0,

P(Ht > x)

P(H1 > x)
≤ P(H[t]+1 > x)

P(H1 > x)
≤ C(1 + ε)[t]+1e−q[t].

(To see where the exponential term on the right-hand side comes from, recall
that H is equal in law to a subordinator killed independently at rate q). Now
appealing to the Dominated Convergence Theorem, we have

lim
x↑∞

P(τ+
x < ∞)

P(H1 > x)
= q

∫ ∞

0

dt · lim
x↑∞

P(Ht > x)

P(H1 > x)
. (7.28)

In order to deal with the limit on the right-hand side above, we shall use
the fact that P(Ht > x) = e−qtP(Ht > x) where Ht is an infinitely divisible
random variable. To be more specific, one may think of {Ht : t ≥ 0} as a
subordinator which when killed at an independent and exponentially distrib-
uted time with parameter q, has the same law as {Ht : t ≥ 0}. Associated to
the random variable Ht is its Lévy measure, which necessarily takes the form
tΠH . By Lemma 7.15 it follows that

lim
x↑∞

P(Ht > x)

P(H1 > x)
= te−q(t−1).

Hence referring back to (7.28) we have that

lim
x↑∞

P(τ+
x < ∞)

ΠH(x,∞)
= q

∫ ∞

0

te−qtdt =
1

q
.

On the other hand, taking account of exponential killing, one easily computes

U(∞) =

∫ ∞

0

P(Ht < ∞)dt =

∫ ∞

0

e−qtdt =
1

q
.

The conclusion of the first part now follows once we note from (7.14) that
U(∞) = limβ↓0 β/ψ(β) = 1/ψ′(0+) where ψ(β) = log E(e−βX1) and which in
particular implies q = |E(X1)|.

(ii) Applying the quintuple law in marginalised form, we have

P

(
Xτ+

x
− x > u∗, x−Xτ+

x − > v∗
)

=

∫ x

0

U(x− dy)

∫

[v∗∨y,∞)

dzΠ(u∗ + z,∞)

for u∗, v∗ > 0. For any spectrally positive Lévy process which drifts to −∞,
Vigon’s identity in Theorem 7.8 reads

ΠH(u,∞) =

∫ ∞

u

Π(z,∞)dz.
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Choosing u∗ = ux/α and v∗ = x+ vx/α we find that

P

(
Xτ+

x
− x

x/α
> u,

−Xτ+
x −

x/α
> v

)
= U(x)Π(x+ x(v + u)/α,∞). (7.29)

From part (i), if the limit exists then it holds that

lim
x↑∞

P

(
Xτ+

x
− x

x/α
> u,

−Xτ+
x −

x/α
> v

∣∣∣∣ τx < ∞
)

= lim
x↑∞

U(x)

U(∞)

Π(x+ x(v + u)/α,∞)

ΠH(x,∞)
. (7.30)

Since Π(·,∞) is regularly varying with index −(α + 1) by assumption, the
Monotone Density Theorem 5.14 implies that ΠH(·,∞) is regularly varying
with index −α. Hence the limit in (7.30) exists and in particular (7.27) holds
thus concluding the proof. �

Exercises

7.1 (Moments of the supremum). Fix n = 1, 2, ... and suppose that

∫

(1,∞)

xnΠ(dx) < ∞ (7.31)

(or equivalently E((max{X1, 0})n) < ∞ by Exercise 3.3).

(i) Suppose that XK is the Lévy process with the same characteristics as X
except that the measure Π is replaced by ΠK where

ΠK(dx) = Π(dx)1(x>−K) + δ−K(dx)Π(−∞,−K).

In other words, the paths of XK are an adjustment of the paths of X
in that all negative jumps of magnitude K or greater are replaced by a
negative jump of precisely magnitude K.
Deduce that E(|XK

t |n) < ∞ for all t ≥ 0 and that the descending ladder
height process of XK has moments of all orders.

(ii) Use the Wiener–Hopf factorisation together with Maclaurin expansions
up to order n of the terms therein to deduce that

E(X
n

eq
) < ∞

holds for any q > 0.
(iii) Now suppose that q = 0 and lim supt↑∞Xt < ∞ and that (7.31) holds

for n = 2, 3, .... By adapting the arguments above, show that

E(X
n−1

∞ ) < ∞.
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7.2 (The Strong Law of Large Numbers for Lévy Processes). Sup-
pose that X is a Lévy process such that E|X1| < ∞. For n ≥ 0 let
Yn = supt∈[n,n+1] |Xt − Xn|. Clearly this is a sequence of independent and
identically distributed random variables.

(i) Use the previous exercise to show that E(Yn) < ∞.
(ii) Use the classical Strong Law of Large Numbers to deduce that limn↑∞ n−1

Yn = 0.
(iii) Now deduce that

lim
t↑∞

Xt

t
= E(X1).

(iv) Now suppose that E(X1) = ∞. Show that

lim
t↑∞

Xt

t
= ∞.

(Hint: consider truncating the Lévy measure on (0,∞)).

7.3. The idea of this exercise is to recover the conclusion of Theorem 7.2 for
spectrally negative Lévy processes, X, using Theorem 7.1 and the Wiener–
Hopf factorisation. As usual the Laplace exponent of X is denoted ψ and its
right inverse is Φ.

(i) Using one of the Wiener–Hopf factors show that

E

(
eβX∞1(−X∞<∞)

)
=

{
0 if ψ′(0) < 0
ψ′(0)β/ψ (β) if ψ′(0) ≥ 0.

(ii) Using the other Wiener–Hopf factor show that

E

(
e−βX∞1(X∞<∞)

)
=

{
Φ (0) /(β + Φ (0)) if ψ′(0) < 0
0 if ψ′(0) ≥ 0.

(iii) Deduce from Theorem 7.1 that limt↑∞Xt = ∞ when E(X1) > 0,
limt↑∞Xt = −∞ when E(X1) < 0, and lim supt↑∞Xt = − lim inft↑∞Xt =
∞ when E(X1) = 0.

(iv) Deduce that a spectrally negative stable process of index α ∈ (1, 2) nec-
essarily oscillates.

7.4. Let X be a stable process with index α ∈ (0, 2) which is not (the negative
of) a subordinator and has positive jumps. Let ρ = P(Xt ≥ 0).

(i) Explain why such processes cannot creep upwards. If further it experiences
negative jumps, explain why it cannot creep downwards either.

(ii) Suppose that U(dx) =
∫
[0,∞)

U(dx,ds) for x ≥ 0. Show that (up to a

multiplicative constant)

U(dx) =
xαρ−1

Γ (αρ)
dx

for x ≥ 0. [Hint: reconsider Exercise 5.6].
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(iii) Show that for y ∈ [0, x], v ≥ y and u > 0,

P(Xτ+
x
− x ∈ du, x−Xτ+

x − ∈ dv, x−Xτ+
x − ∈ dy)

= c · (x− y)αρ−1(v − y)α(1−ρ)−1

(v + u)1+α
dydvdu

where c is a strictly positive constant.
(iv) Explain why the constant c must normalise the above triple law to a

probability distribution. Show that

c =
sinαρπ

π

Γ (α+ 1)

Γ (αρ)Γ (α(1 − ρ))
.

7.5. Suppose that X is a Lévy process but not a compound Poisson process
with jump measure Π and ascending ladder process (L−1,H) having jump
measure Π(dt,dh). Using the conclusion of Exercise 5.4 show that

Π(dt,dh) =

∫

[0,∞)

Û(dt,dθ)Π(dh+ θ).

Show further that if X is spectrally positive then

Π(dt,dh) =

∫ ∞

0

dθ · P(L−1
θ ∈ dt)Π(dh+ θ).

7.6. Here we deduce some statements about creeping and hitting points.

(i) Show that

lim
|θ|↑∞

Ψ (θ)

θ2
=

σ2

2

where σ is the Gaussian coefficient of Ψ . Show with the help of the Wiener–
Hopf factorisation, k′Ψ (θ) = κ(0,−iθ)κ̂(0, iθ), that a Lévy process creeps
both upwards and downwards if and only if it has a Gaussian component
(that is if and only if σ > 0).

(ii) Show that a Lévy process of bounded variation with Lévy–Khintchine
exponent

Ψ (θ) = −iθd+

∫

R\{0}
(1 − eiθx)Π(dx)

creeps upwards if and only if d > 0.
(iii) Show that any Lévy process for which 0 is irregular for (0,∞) cannot

creep upwards.
(iv) Show that a spectrally negative Lévy process with no Gaussian compo-

nent cannot creep downwards.
(v) Use part (i) to show that a symmetric α-stable process with α ∈ (1, 2)

cannot creep. Use the integral test (7.21) to deduce that the latter Lévy
process can hit all points.
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7.7. Characterising the first passage over a fixed level for a general Lévy
process is clearly non-trivial. Characterizing the first passage outside of a fixed
interval for a general Lévy process (the so-called two-sided exit problem) has
many more difficulties. This exercise concerns one of the few examples of Lévy
processes for which an explicit characterisation can be obtained. The result is
due to Rogozin (1972).

Suppose that X is a stable process with both positive and negative jumps
and index α ∈ (0, 2) with symmetry parameter β ∈ (−1, 1). The case that X
or −X is a subordinator or spectrally negative is thus excluded.5 From the
discussion in Sect. 6.5.3 we know that the positivity parameter ρ ∈ (0, 1) and
that αρ ∈ (0, 1) and α(1 − ρ) ∈ (0, 1).

(i) With the help of the conclusion of Exercise 5.6 (ii) show that

Px(Xτ+
1
≤ 1 + y) = Φαρ

(
y

1 − x

)

for x ≤ 1 and

Px(−Xτ−
0

≤ y) = Φα(1−ρ)
(y
x

)

for x ≥ 0 where

Φq(u) =

{
sinπq
π

∫ u
0
t−q(1 + t)−1dt for u ≥ 0

0 for u < 0.

[Hint: it will be helpful to prove that
∫ 1/(1+θ)

0

uα−1(1 − u)−(α+1)dv =
θ−α

α

for any θ > 0].
(ii) Define

r(x, y)=Px(Xτ+
1
≤ 1+y; τ+

1 < τ−0 ) and l(x, y)=Px(Xτ−
0

≥ −y; τ+
1 >τ−0 ).

Show that the following system of equations hold

r(x, y) = Φαρ

(
y

1 − x

)
−
∫

(0,∞)

Φαρ

(
y

1 + z

)
l(x,dz)

and

l(x, y) = Φα(1−ρ)
(y
x

)
−
∫

(0,∞)

Φα(1−ρ)

(
y

1 + z

)
r(x,dz).

(iii) Assuming the above system of equations has a unique solution show that

r(x, y) =
sinπαρ

π
(1 − x)αρxα(1−ρ)

∫ y

0

t−αρ(t+ 1)−α(1−ρ)(t+ 1 − x)−1dt

and write down a similar expression for l(x, y).

5The case that X or −X is spectrally negative is dealt with later in Exercise 8.12.
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Exit Problems for Spectrally Negative

Processes

In this chapter we consider in more detail the special case of spectrally negative
Lévy processes. As we have already seen in a number of examples in previous
chapters, Lévy processes which have jumps in only one direction turn out to
offer a significant advantage for many calculations. We devote our time in this
chapter, initially, to gathering facts about spectrally negative processes from
earlier chapters, and then to an ensemble of fluctuation identities which are
semi-explicit in terms of a class of functions known as scale functions whose
properties we shall also explore.

8.1 Basic Properties Reviewed

Let us gather what we have already established in previous chapters together
with other easily derived facts.

The Laplace exponent. Rather than working with the Lévy–Khintchine ex-
ponent, it is preferable to work with the Laplace exponent

ψ (λ) :=
1

t
log E

(
eλXt

)
= −Ψ (−iλ) ,

which is finite at least for all λ ≥ 0. The function ψ : [0,∞) → R is zero at
zero and tends to infinity at infinity. Further, it is infinitely differentiable
and strictly convex. In particular ψ′(0+) = E (X1) ∈ [−∞,∞). Define the
right inverse

Φ (q) = sup{λ ≥ 0 : ψ (λ) = q}
for each q ≥ 0. If ψ′(0+) ≥ 0 then λ = 0 is the unique solution to ψ (λ) = 0
and otherwise there are two solutions to the latter with λ = Φ (0) > 0
being the larger of the two, the other is λ = 0 (see Fig. 3.3).



212 8 Exit Problems for Spectrally Negative Processes

First passage upwards. The first passage time above a level x > 0 has been
defined by τ+

x = inf{t > 0 : Xt > x}. From Theorem 3.12 we know that
for each q ≥ 0,

E(e−qτ
+
x 1(τ+

x <∞)) = e−Φ(q)x.

Further, the process {τ+
x : x ≥ 0} is a subordinator with Laplace exponent

Φ(q) − Φ(0) killed at rate Φ(0).

Path variation. A spectrally negative Lévy process has paths of bounded or
unbounded variation. Given the triple (a, σ,Π) as in Theorem 1.6 where
necessarily suppΠ ⊆ (−∞, 0) we may always write

ψ (λ) = −aλ+
1

2
σ2λ2 +

∫

(−∞,0)

(eλx − 1 − λx1(x>−1))Π (dx) ,

where (a, σ,Π) are the same as those given in the Lévy–Khintchine for-
mula. When X has bounded variation we may always write

ψ (λ) = dλ−
∫

(−∞,0)

(
1 − eλx

)
Π (dx) , (8.1)

where necessarily

d = −a−
∫ 0

−1

xΠ(dx)

is strictly positive. Hence a spectrally negative Lévy process of bounded
variation must always take the form of a positive drift minus a pure jump
subordinator. Note that if d ≤ 0 then we would see the Laplace exponent
of a decreasing subordinator which is excluded from the definition of a
spectrally negative process.

Regularity. From Theorem 6.5 (i) and (ii) one sees immediately then that
0 is regular for (0,∞) for X irrespective of path variation. Further, by
considering the process −X, we can see from the same theorem that 0
is regular for (−∞, 0) if and only if X has unbounded variation. Said
another way, 0 is regular for both (0,∞) and (−∞, 0) if and only if it has
unbounded variation.

Creeping. We know from Corollary 3.13 and the fact that there are no positive
jumps that

P(Xτ+
x

= x|τ+
x < ∞) = 1.

Hence spectrally negative Lévy processes necessarily creep upwards. It
was shown however in Exercise 7.6 that they creep downward if and only
if σ > 0.

Wiener–Hopf factorisation. In Chap. 6 we identified up to a multiplicative
constant

κ(α, β) = Φ (α) + β and κ̂(α, β) =
α− ψ (β)

Φ (α) − β
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for α, β ≥ 0. Appropriate choices of local time at the maximum and
minimum allow the multiplicative constants to be taken as equal to unity.
From Theorem 6.16 (ii) this leads to

E

(
e−βXep

)
=

Φ (p)

Φ (p) + β
and E

(
e
βX

ep

)
=

p

Φ (p)

Φ (p) − β

p− ψ (β)
, (8.2)

where ep is an independent and exponentially distributed random variable
with parameter p ≥ 0. The first of these two expressions shows that Xep

is exponentially distributed with parameter Φ (p). Note that when p = 0
in the last statement, we employ our usual notation that an exponential
variable with parameter zero is infinite with probability one.

Drifting and oscillating. From Theorem 7.2 or Exercise 7.3 we have the fol-
lowing asymptotic behaviour for X. The process drifts to infinity if and
only if ψ′(0+) > 0, oscillates if and only if ψ′(0+) = 0 and drifts to minus
infinity if and only if ψ′(0+) < 0.

Exponential change of measure. From Exercise 1.5 we know that

{ecXt−ψ(c)t : t ≥ 0}

is a martingale for each c ≥ 0. Define for each c ≥ 0 the change of measure

dPc

dP

∣∣∣∣
Ft

= ecXt−ψ(c)t. (8.3)

(Recall that F = {Ft : t ≥ 0} is the filtration generated by X which has
been completed by null sets of P, which in the case of a Lévy process
means that it is right continuous). When X is a Brownian motion this is
the same change of measure that appears in the most elementary form of
the Cameron–Martin–Girsanov Theorem. In that case we know that the
effect of the change of measure is that the process X under Pc has the
same law as a Brownian motion with drift c. In Sect. 3.3 we showed that
when (X,P) is a spectrally negative Lévy process then (X,Pc) is also a
spectrally negative Lévy process and a straightforward calculation shows
that its Laplace exponent ψc (λ) is given by

ψc (λ) = ψ (λ+ c) − ψ (c)

=

(
σ2c− a+

∫

(−∞,0)

x(ecx − 1)1(x>−1)Π(dx)

)
λ

+
1

2
σ2λ2 +

∫

(−∞,0)

(eλx − 1 − λx1(x>−1))e
cxΠ(dx), (8.4)

for λ ≥ −c.
When we set c=Φ (p) for p ≥ 0 we discover that ψΦ(p) (λ)=ψ (λ+ Φ (p))−
p and hence ψ′

Φ(p) (0) = ψ′ (Φ (p)) ≥ 0 on account of the strict convexity
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of ψ. In particular, (X,PΦ(p)) always drifts to infinity for p > 0. Roughly
speaking, the effect of the change of measure has been to change the char-
acteristics of X to those of a spectrally negative Lévy process with expo-
nentially tilted Lévy measure. Note also that (X,P) is of bounded variation
if and only if (X,Pc) is of bounded variation. This statement is clear when
σ > 0. When σ = 0 it is justified by noting that

∫
(−1,0)

|x|Π(dx) < ∞
if and only if

∫
(−1,0)

|x|ecxΠ(dx) < ∞. In the case that X is of bounded

variation and we write the Laplace exponent in the form (8.1) we also see
from the second equality of (8.4) that

ψc(θ) = dθ −
∫

(−∞,0)

(1 − eθx)ecxΠ(dx).

Thus under Pc the process retains the same drift and only the Lévy mea-
sure is exponentially tilted.

8.2 The One-Sided and Two-Sided Exit Problems

In this section we shall develop semi-explicit identities concerning exiting from
a half line and a strip. Recall that Px and Ex are shorthand for P(·|X0 = x)
and E(·|X0 = x) and for the special case that x = 0 we keep with our old
notation, so that P0 = P and E0 = E, unless we wish to emphasise the fact
that X0 = 0. Recall also

τ+
x = inf{t > 0 : Xt > x} and τ−x = inf{t > 0 : Xt < x}

for all x ∈ R. The main results of this section are the following.

Theorem 8.1 (One- and two-sided exit formulae). There exist a family
of functions W (q) : R → [0,∞) and

Z(q)(x) = 1 + q

∫ x

0

W (q)(y)dy, for x ∈ R

defined for each q ≥ 0 such that the following hold (for short we shall write
W (0) = W ).

(i) For any q ≥ 0, we have W (q)(x) = 0 for x < 0 and W (q) is characterised
on [0,∞) as a strictly increasing and continuous function whose Laplace
transform satisfies

∫ ∞

0

e−βxW (q)(x)dx =
1

ψ (β) − q
for β > Φ (q) . (8.5)

(ii) For any x ∈ R and q ≥ 0,

Ex

(
e−qτ

−
0 1(τ−

0 <∞)

)
= Z(q)(x) − q

Φ (q)
W (q)(x) , (8.6)
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where we understand q/Φ (q) in the limiting sense for q = 0, so that

Px(τ
−
0 < ∞) =

{
1 − ψ′(0+)W (x) if ψ′(0+) > 0

1 if ψ′(0+) ≤ 0
. (8.7)

(iii) For any x ≤ a and q ≥ 0,

Ex

(
e−qτ

+
a 1(τ−

0 >τ
+
a )

)
=

W (q)(x)

W (q)(a)
, (8.8)

and

Ex

(
e−qτ

−
0 1(τ−

0 <τ
+
a )

)
= Z(q)(x) − Z(q)(a)

W (q)(x)

W (q)(a)
. (8.9)

The function W has been called the scale function because of the analogous
role it plays in (8.8) to scale functions for diffusions in the sense of equation
(8.8). In keeping with existing literature we will refer to the functions W (q)

and Z(q) as the q-scale functions.1

Note also that (8.7) should give the Pollaczek–Khintchine formula (1.11)
when X is taken as the Cramér–Lundberg risk process. Exercise 8.3 shows
how.

Let us make some remarks on the historical appearance of these formulae.
Identity (8.6) appears in the form of its Fourier transform in Emery (1973)
and for the case that Π is finite and σ = 0 in Korolyuk (1975a). Identity
(8.8) first appeared for the case q = 0 in Zolotarev (1964) followed by Takács
(1966) and then with a short proof in Rogers (1990). The case q > 0 is found
in Korolyuk (1975a) for the case that Π is finite and σ = 0, in Bertoin (1996a)
for the case of a purely asymmetric stable process and then again for a general
spectrally negative Lévy process in Bertoin (1997a) (who refered to a method
used for the case q = 0 in Bertoin (1996a)). See also Doney (2006) for further
remarks on this identity. Finally (8.9) was proved for the case that Π is finite
and σ = 0 by Korolyuk (1974, 1975a); see Bertoin (1997a) for the general
case.

Proof (of Theorem 8.1 (8.8)). We prove (8.8) for the case that ψ′(0+) > 0
and q = 0, then for the case that q > 0 (no restriction on ψ′(0+)). Finally the
case that ψ′(0+) ≤ 0 and q = 0 is achieved by passing to the limit as q tends
to zero.

Assume that ψ′(0+) > 0 so that −X∞ is P-almost surely finite. Now define
the non-decreasing function

W (x) = Px(X∞ ≥ 0).

1One may also argue that the terminology “scale function” is also inappropriate
as the mentioned analogy breaks down in a number of other respects.
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A simple argument using the law of total probability and the Strong Markov
Property now yields for x ∈ [0, a)

Px(X∞ ≥ 0) = Ex

(
Px(X∞ ≥ 0|Fτ+

a
)
)

= Ex

(
1(τ+

a <τ
−
0 )Pa(X∞ ≥ 0)

)
+ Ex

(
1(τ+

a >τ
−
0 )PXτ

−
0

(X∞ ≥ 0)

)

= Pa(X∞ ≥ 0)Px(τ
+
a < τ−0 ).

To justify that the second term in the second equality disappears note the
following. If X has no Gaussian component then it cannot creep downwards
implying that Xτ−

0
< 0 and then we use that Px(X∞ ≥ 0) = 0 for x < 0.

If X has a Gaussian component then Xτ−
0

≤ 0 and we need to know that

W (0) = 0. However since 0 is regular for (−∞, 0) and (0,∞) it follows that
X∞ < 0 P-almost surely which is the same as W (0) = 0.

We now have

Px(τ
+
a < τ−0 ) =

W (x)

W (a)
. (8.10)

It is trivial, but nonetheless useful for later use, to note that the same equality
holds even when x < 0 since both sides are equal to zero.

Now assume that q > 0 or q = 0 and ψ′(0+) < 0. In this case, by the
convexity of ψ, we know that Φ (q) > 0 and hence ψ′

Φ(q) (0) = ψ′ (Φ (q)) > 0

(again by convexity) which implies that under PΦ(q), the process X drifts to
infinity. For (X,PΦ(q)) we have already established the existence of a 0-scale

function WΦ(q)(x) = P
Φ(q)
x (X∞ ≥ 0) which fulfils the relation

PΦ(q)
x (τ+

a < τ−0 ) =
WΦ(q)(x)

WΦ(q)(a)
. (8.11)

However by definition of PΦ(q), we also have that

PΦ(q)
x (τ+

a < τ−0 ) = Ex(e
Φ(q)(X

τ
+
a
−x)−qτ+

a 1(τ+
a <τ

−
0 ))

= eΦ(q)(a−x)Ex(e
−qτ+

a 1(τ+
a <τ

−
0 )). (8.12)

Combining (8.11) and (8.12) gives

Ex

(
e−qτ

+
a 1(τ+

a <τ
−
0 )

)
= e−Φ(q)(a−x)WΦ(q)(x)

WΦ(q)(a)
=

W (q)(x)

W (q)(a)
, (8.13)

where W (q)(x) = eΦ(q)xWΦ(q)(x). Clearly W (q) is identically zero on (−∞, 0)
and non-decreasing.

Suppose now the final case that ψ′(0+) = 0 and q = 0. Since the limit
as q ↓ 0 on the left-hand side of (8.13) exists then the same is true of the
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right-hand side-By choosing an arbitrary b > a we can thus define, W (x) =
limq↓0 W (q)(x)/W (q)(b) for each x ≤ a. Consequently,

W (x) = lim
q↓0

W (q)(x)

W (q)(b)

= lim
q↓0

Ex

(
e−qτ

+
a 1(τ+

a <τ
−
0 )

) W (q)(a)

W (q)(b)

= Px(τ
+
a < τ−0 )W (a). (8.14)

Again it is clear that W is identically zero on (−∞, 0) and non-decreasing.
It is important to note for the remaining parts of the proof that the de-

finition of W (q) we have given above may be taken up to any multiplicative
constant without affecting the validity of the arguments. �

Proof (of Theorem 8.1 (i)). Suppose again that X is assumed to drift to
infinity so that ψ′(0+) > 0. First consider the case that q = 0. Recalling that
the definition of W in (8.8) may be taken up to a multiplicative constant, let
us work with

W (x) =
1

ψ′(0+)
Px(X∞ ≥ 0). (8.15)

We may take limits in the second Wiener–Hopf factor given in (8.2) to deduce
that

E
(
eβX∞

)
= ψ′(0+)

β

ψ (β)

for β > 0. Integrating by parts, we also see that

E
(
eβX∞

)
=

∫

[0,∞)

e−βxP (−X∞ ∈ dx)

= P (−X∞ = 0) +

∫

(0,∞)

e−βx dP (−X∞ ∈ (0, x])

=

∫ ∞

0

P (−X∞ = 0)β e−βx dx+ β

∫ ∞

0

e−βxP (−X∞ ∈ (0, x]) dx

= β

∫ ∞

0

e−βxP (−X∞ ≤ x) dx

= β

∫ ∞

0

e−βxPx (X∞ ≥ 0) dx,

and hence ∫ ∞

0

e−βxW (x) dx =
1

ψ (β)
(8.16)

for all β > 0 = Φ(0).
Now for the case that q > 0 or q = 0 and ψ′(0+) < 0 take as before

W (q)(x) = eΦ(q)xWΦ(q)(x). As remarked earlier, X under PΦ(q) drifts to infin-
ity and hence using the conclusion from the previous paragraph together with
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(8.4) we have

∫ ∞

0

e−βxW (q)(x)dx =

∫ ∞

0

e−(β−Φ(q))xWΦ(q)(x)dx

=
1

ψΦ(q) (β − Φ (q))

=
1

ψ (β) − q

provided β−Φ (q) > 0. Since W (q) is an increasing function we can also talk of
the measure W (q)(dx) associated with the distribution W (q)(0, x]. Integration
by parts gives a characterisation of the measure W (q),
∫

[0,∞)

e−βx W (q)(dx) = W (q)(0) +

∫

(0,∞)

e−βx dW (q)(0, x]

=

∫ ∞

0

β e−βxW (q)(0)dx+

∫ ∞

0

β e−βx W (q)(0, x]dx

=
β

ψ (β) − q
(8.17)

for β > Φ (q).
For the case that q = 0 and ψ′(0+) = 0 one may appeal to the Ex-

tended Continuity Theorem for Laplace Transforms (see Feller (1971), Theo-
rem XIII.1.2a) to deduce that since

lim
q↓0

∫

[0,∞)

e−βx W (q)(dx) = lim
q↓0

β

ψ (β) − q
=

β

ψ (β)
,

then there exists a measure W ∗ such that W ∗ (dx) = limq↓0 W (q) (dx)

∫

[0,∞)

e−βxW ∗(dx) =
β

ψ (β)
.

Clearly W ∗(x) := W ∗[0, x] is a multiple of W given in (8.14) so we may take
as definition W = W ∗. Hence integration by parts shows that (8.16) holds
again.

Next we turn to continuity and strict monotonicity of W (q). The argument
is taken from Bertoin (1996a,b). Recall that {(t, ǫt) : t ≥ 0 and ǫt �= ∂} is
the Poisson point process of excursions on [0,∞) × E with intensity dt × dn
decomposing the path of X. Write ǫ for the height of each excursion ǫ ∈ E ; see
Definition 6.14. Choose a > x ≥ 0 . For spectrally negative Lévy processes we
work with the definition of local time L = X and hence Lτ+

a−x
= Xτ+

a−x
= a−x.

Therefore it holds that

{Xτ+
a−x

> −x} = {∀t ≤ a− x and ǫt �= ∂, ǫt < t+ x}.
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It follows with the help of (8.10) that

W (x)

W (a)
= Px

(
Xτ+

a
> 0
)

= P

(
Xτ+

a−x
> −x

)

= P(∀t ≤ a− x and ǫt �= ∂, ǫt < t+ x)

= P(N(A) = 0),

where N is the Poisson random measure associated with the process of excur-
sions and A = {(t, ǫt) : t ≤ a−x and ǫt ≥ t+x}. Since N(A) is Poisson distrib-

uted with parameter
∫

1A dt n(dǫ) =
∫ a−x
0

n (ǫ ≥ t+ x) dt =
∫ a
x
n (ǫ ≥ t) dt

we have that
W (x)

W (a)
= exp

{
−
∫ a

x

n (ǫ ≥ t) dt

}
. (8.18)

Since a may be chosen arbitrarily large, continuity and strict monotonicity
follow from (8.18). Continuity of W also guarantees that it is uniquely defined
via its Laplace transform on [0,∞). From the definition

W (q)(x) = eΦ(q)xWΦ(q) (x) , (8.19)

the properties of continuity, uniqueness and strict monotonicity carry over to
the case q > 0. �

Proof (of Theorem 8.1 (ii)). Using the Laplace transform of W (q)(x) (given
in (8.5)) as well as the Laplace–Stieltjes transform (8.17), we can interpret
the second Wiener–Hopf factor in (8.2) as saying that for x ≥ 0,

P(−X
eq

∈ dx) =
q

Φ (q)
W (q)(dx) − qW (q)(x)dx, (8.20)

and hence for x ≥ 0,

Ex

(
e−qτ

−
0 1(τ−

0 <∞)

)
= Px(eq > τ−0 )

= Px(Xeq
< 0)

= P(−X
eq
> x)

= 1 − P(−X
eq

≤ x)

= 1 + q

∫ x

0

W (q)(y)dy − q

Φ (q)
W (q)(x)

= Z(q)(x) − q

Φ (q)
W (q)(x). (8.21)

Note that since Z(q)(x) = 1 and W (q)(x) = 0 for all x ∈ (−∞, 0), the state-
ment is valid for all x ∈ R. The proof is now complete for the case that
q > 0.
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Finally we have that limq↓0 q/Φ (q) = limq↓∞ ψ(Φ(q))/Φ(q) which is either
ψ′(0+) if the process drifts to infinity or oscillates so that Φ(0) = 0, or zero
otherwise when Φ(0) > 0. The proof is thus completed by taking the limit in
q in (8.6). �

Proof (of Theorem 8.1 (8.9)). Fix q > 0. We have for x ≥ 0,

Ex(e
−qτ−

0 1(τ−
0 <τ

+
a )) = Ex(e

−qτ−
0 1(τ−

0 <∞)) − Ex(e
−qτ−

0 1(τ+
a <τ

−
0 )).

Applying the Strong Markov Property at τ+
a and using the fact that X creeps

upwards, we also have that

Ex(e
−qτ−

0 1(τ+
a <τ

−
0 )) = Ex(e

−qτ+
a 1(τ+

a <τ
−
0 ))Ea(e

−qτ−
0 1(τ−

0 <∞)).

Appealing to (8.6) and (8.8) we now have that

Ex(e
−qτ−

0 1(τ−
0 <τ

+
a )) = Z(q)(x) − q

Φ(q)
W (q)(x)

−W (q)(x)

W (q)(a)

(
Z(q)(a) − q

Φ(q)
W (q)(a)

)

and the required result follows. �

8.3 The Scale Functions W (q) and Z(q)

Let us explore a little further the analytical properties of the functions W (q)

and Z(q).

Lemma 8.2. For all q ≥ 0, the function W (q) has left and right derivatives
on (0,∞) which agree if and only if the measure n(ǫ ∈ dx) has no atoms. In
that case, W (q) ∈ C1(0,∞).

Proof. First suppose that q > 0. Since W (q)(x) := eΦ(q)xWΦ(q)(x), it suffices
to prove the result for q = 0. However, in this case, we identified

W (x) = W (a) exp

{
−
∫ a

x

n(ǫ ≥ t)dt

}

for any arbitrary a > x. It follows then that the left and right first derivatives
exist and are given by

W ′
−(x) = n(ǫ ≥ x)W (x) and W ′

+(x) = n(ǫ > x)W (x).

Since W is continuous, W ′ exists if and only if n(ǫ ∈ dx) has no atoms as
claimed. In that case it is clear that it also belongs to the class C1(0,∞). �
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Although the proof is a little technical, it can be shown that n(ǫ ∈ dx) has
no atoms if X is a process of unbounded variation. If X has bounded variation
then it is very easy to construct an example where n(ǫ ∈ dx) has at least
one atom. Consider for example the case of a compound Poisson process with
positive drift and negative jumps whose distribution has an atom at unity. An
excursion may therefore begin with a jump of size one. Since thereafter the
process may fail to jump again before reaching its previous maximum, we see
the excursion measure of heights must have at least an atom at 1; n(ǫ = 1) > 0.
In Exercise 8.3 however, for each k = 1, 2, ..., conditions are established under
which W belongs to the class of Ck(0,∞) when the underlying process has
bounded variation.

Next we look at how W (q) and Z(q) extend analytically in the parameter
q. This will turn out to be important in some of the exercises at the end of
this chapter.

Lemma 8.3. For each x ≥ 0, the function q �→ W (q)(x) may be analytically
extended to q ∈ C.

Proof. For a fixed choice of q > 0,
∫ ∞

0

e−βxW (q)(x)dx =
1

ψ (β) − q

=
1

ψ (β)

1

1 − q/ψ (β)

=
1

ψ (β)

∑

k≥0

qk
1

ψ (β)
k

(8.22)

for β > Φ(q). The latter inequality implies that 0 < q/ψ(β) < 1. Next note
that ∑

k≥0

qkW ∗(k+1) (x)

converges for each x ≥ 0 where W ∗k is the k th convolution of W with itself.
This is easily deduced once one has the estimates

W ∗(k+1) (x) ≤ xk

k!
W (x)

(k+1)
, (8.23)

which itself can easily be proved by induction. Indeed note that if (8.23) holds
for k ≥ 1 then by monotonicity of W ,

W ∗(k+1) (x) ≤
∫ x

0

yk−1

(k − 1)!
W (y)

k
W (x− y) dy

≤ 1

(k − 1)!
W (x)

k+1
∫ x

0

yk−1 dy

=
xk

k!
W (x)

k+1
.
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Returning to (8.22) we may now apply Fubini’s Theorem (justified by the
assumption that β > Φ(q)) and deduce that

∫ ∞

0

e−βxW (q)(x)dx =
∑

k≥0

qk
1

ψ (β)
k+1

=
∑

k≥0

qk
∫ ∞

0

e−βxW ∗(k+1) (x) dx

=

∫ ∞

0

e−βx
∑

k≥0

qkW ∗(k+1) (x) dx.

Thanks to continuity of W and W (q) we have that

W (q)(x) =
∑

k≥0

qkW ∗(k+1) (x) . (8.24)

Now noting that
∑

k≥0 q
kW ∗(k+1) (x) converges for all q ∈ C we may extend

the definition of W (q) for each fixed x ≥ 0 by the equality given in (8.24). �

Suppose that for each c ≥ 0 we call W
(q)
c the function fulfilling the defini-

tions given in Theorem 8.1 but with respect to the measure Pc. The previous

Lemma allows us to establish the following relationship for W
(q)
c with different

values of q and c.

Lemma 8.4. For any q ∈ C and c ∈ R such that ψ(c) < ∞ we have

W (q)(x) = ecxW (q−ψ(c))
c (x) (8.25)

for all x ≥ 0.

Proof. For a given c ∈ R such that ψ(c) < ∞ the identity (8.25) holds for
q − ψ(c) ≥ 0 on account of both left and right-hand side being continuous
functions with the same Laplace transform. By Lemma 8.3 both left- and
right-hand side of (8.25) are analytic in q for each fixed x ≥ 0. The Identity
Theorem for analytic functions thus implies that they are equal for all q ∈ C.

�

Unfortunately a convenient relation such as (8.25) cannot be given for
Z(q). Nonetheless we do have the following obvious corollary.

Corollary 8.5. For each x > 0 the function q �→ Z(q)(x) may be analytically
extended to q ∈ C.

The final Lemma of this section shows that a discontinuity of W (q) at zero
may occur even when W (q) belongs to C1(0,∞).

Lemma 8.6. For all q ≥ 0, W (q)(0) = 0 if and only if X has unbounded
variation. Otherwise, when X has bounded variation, it is equal to 1/d where
d > 0 is the drift.



8.4 Potential Measures 223

Proof. Note that for all q > 0,

W (q)(0) = lim
β↑∞

∫ ∞

0

β e−βxW (q)(x)dx

= lim
β↑∞

β

ψ (β) − q

= lim
β↑∞

β − Φ (q)

ψ (β) − q

=
Φ (q)

q
lim
β↑∞

E

(
e
βX

eq

)

=
Φ (q)

q
P(X

eq
= 0).

Now recall that P(X
eq

= 0) > 0 if and only if 0 is irregular for (−∞, 0) which
was shown earlier to be for the case of processes having bounded variation.
The above calculation also shows that

W (q)(0) = lim
β↑∞

β

ψ(β) − q
= lim

β↑∞

β

ψ(β)

which in turn is equal to 1/d by Exercise 2.11.
To deal with the case that q = 0 note from (8.24) that for any p > 0,

W (p)(0) = W (0). �

Returning to (8.8) we see that the conclusion of the previous lemma indi-
cates that, precisely when X has bounded variation,

P0(τ
+
a < τ−0 ) =

W (0)

W (a)
> 0. (8.26)

Note that the stopping time τ−0 is defined by strict first passage. Hence when
X has the property that 0 is irregular for (−∞, 0), it takes an almost surely
positive amount of time to exit the half line [0,∞). Since the aforementioned
irregularity is equivalent to bounded variation for this class of Lévy processes,
we see that (8.26) makes sense.

8.4 Potential Measures

In this section we give an example of how scale functions may be used to
describe potential measures associated with the one- and two-sided exit prob-
lems. This gives the opportunity to study the overshoot distributions at first
passage below a level. Many of the calculations in this section concerning
potential measures are reproduced from Bertoin (1997a).
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To introduce the idea of potential measures and their relevance in this
context, fix a > 0 and suppose that

τ = τ+
a ∧ τ−0 .

A computation in the spirit of Theorem 5.6 and Lemma 5.8 with the help of
the Compensation Formula (Theorem 4.4) gives for x ∈ [0, a], A any Borel set
in [0, a) and B any Borel set in (−∞, 0),

Px(Xτ ∈ B,Xτ− ∈ A)

= Ex

(∫

[0,∞)

∫

(−∞,0)

1(Xt−≤a,X
t−≥0,Xt−∈A)1(y∈B−Xt−)N(dt× dy)

)

= Ex

(∫ ∞

0

1(t<τ)Π(B −Xt)1(Xt∈A)dt

)

=

∫

A

Π(B − y)U(x,dy), (8.27)

where N is the Poisson random measure associated with the jumps of X and

U(x,dy) :=

∫ ∞

0

Px(Xt ∈ dy, τ > t)dt.

The latter is called the potential measure of X killed on exiting [0, a] when
initiated from x. It is also known as the resolvent measure. More generally we
can work with the q-potential measure where

U (q)(x,dy) :=

∫ ∞

0

e−qt Px(Xt ∈ dy, τ > t)dt

for q ≥ 0 with the agreement that U (0) = U . If a density of U (q)(x,dy)
exists with respect to Lebesgue measure for each x ∈ [0, a] then we call it the
potential density and label it u(q)(x, y) (with u(0) = u). It turns out that for
a spectrally negative process, not only does a potential density exist, but we
can write it in semi-explicit terms. This is given in the next theorem due to
Suprun (1976) and later Bertoin (1997a). Note, in the statement of the result,
it is implicitly understood that W (q)(z) is identically zero for z < 0.

Theorem 8.7. Suppose, for q ≥ 0, that U (q)(x,dy) is the q-potential measure
of a spectrally negative Lévy process killed on exiting [0, a] where x, y ∈ [0, a].
Then it has a density u(q)(x, y) given by

u(q)(x, y) =
W (q)(x)W (q)(a− y)

W (q)(a)
−W (q)(x− y). (8.28)

Proof. We start by noting that for all x, y ≥ 0 and q > 0,

R(q)(x,dy) :=

∫ ∞

0

e−qt Px(Xt ∈ dy, τ−0 > t)dt =
1

q
Px(Xeq

∈ dy,X
eq

≥ 0),
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where eq is an independent, exponentially distributed random variable with
parameter q > 0. Note that one may think of R(q) as the q-potential measure
of the process X when killed on exiting [0,∞).

Appealing to the Wiener–Hopf factorisation, specifically that Xeq
− X

eq

is independent of X
eq

, we have that

R(q)(x,dy) =
1

q
P((Xeq

−X
eq

) +X
eq

∈ dy − x,−X
eq

≤ x)

=
1

q

∫

[x−y,x]
P(−X

eq
∈ dz)

∫

[0,∞)

P(Xeq
−X

eq
∈ dy − x+ z).

Recall however, that by duality Xeq
− X

eq
is equal in distribution to Xeq

which itself is exponentially distributed with parameter Φ(q). In addition,
the law of −X

eq
has been identified in (8.20). We may therefore develop the

expression for R(q)(x,dy) as follows:

R(q)(x,dy) =

{∫

[x−y,x]

(
1

Φ(q)
W (q)(dz) −W (q)(z)dz

)
Φ(q)e−Φ(q)(y−x+z)

}
dy.

This shows that there exists a density, r(q)(x, y), for the measure R(q)(x,dy).
Now applying integration by parts to the integral in the last equality, we have
that

r(q)(x, y) = e−Φ(q)yW (q)(x) −W (q)(x− y).

Finally we may use the above established facts to compute the potential
density u(q) as follows. First note that with the help of the Strong Markov
Property,

qU (q)(x,dy) = Px(Xeq
∈ dy,X

eq
≥ 0,Xeq

≤ a)

= Px(Xeq
∈ dy,X

eq
≥ 0)

−Px(Xeq
∈ dy,X

eq
≥ 0,Xeq

> a)

= Px(Xeq
∈ dy,X

eq
≥ 0)

−Px(Xτ = a, τ < eq)Pa(Xeq
∈ dy,X

eq
≥ 0).

The first and third of the three probabilities on the right-hand side above
have been computed in the previous paragraph, the second probability may
be written

Px(e
−qτ+

a ; τ+
a < τ−0 ) =

W (q)(x)

W (q)(a)
.

In conclusion, we have then that U (q)(x,dy) has a density

r(q)(x, y) − W (q)(x)

W (q)(a)
r(q)(a, y),

which after a short amount of algebra is equal to the right-hand side of (8.28).
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To complete the proof when q = 0, one may take limits in (8.28) noting
that the right-hand side is analytic and hence continuous in q for fixed values
x, a, y. The right-hand side of (8.28) tends to u(x, y) by monotone convergence
of U (q) as q ↓ 0. �

Note that in fact the above proof contains the following corollary.

Corollary 8.8. For q ≥ 0, the q-potential measure of a spectrally negative
Lévy process killed on exiting [0,∞) has density given by

r(q)(x, y) = e−Φ(q)yW (q)(x) −W (q)(x− y)

for x, y ≥ 0.

Define further the q-potential measure of X without killing by

Θ(q)(x,dy) =

∫ ∞

0

e−qtPx(Xt ∈ dy)dt

for x, y ∈ R. Note by spatial homogeneity Θ(q)(x,dy) = Θ(q)(0,dy − x). If
Θ(q)(x,dy) has a density, then we may always write it in the form θ(q)(x− y)
for some function θ(q). The following corollary was established in Bingham
(1975).

Corollary 8.9. For q > 0, the q-potential density of a spectrally negative Lévy
process is given by

θ(q)(z) = Φ′(q)e−Φ(q)z −W (q)(−z)

for all z ∈ R.

Proof. The result is obtained from Corollary 8.8 by considering the effect of
moving the killing barrier to an arbitrary large distance from the initial point.
Formally

θ(q)(z) = lim
x↑∞

r(q)(x, x+ z) = lim
x↑∞

e−Φ(q)(x+z)W (q)(x+ z) −W (q)(−z).

Note however that from the proof of Theorem 8.1 (iii) we identified W (q)(x) =
eΦ(q)xWΦ(q)(x) where

∫ ∞

0

e−θxWΦ(q)(x)dx =
1

ψΦ(q)(θ)
.

It follows then that

θ(q)(z) = e−Φ(q)zWΦ(q)(∞) −W (q)(−z).
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Note that (X,PΦ(q)) drifts to infinity and hence WΦ(q)(∞) < ∞. Since WΦ(q)

is a continuous function, we have that

WΦ(q)(∞) = lim
θ↓0

∫ ∞

0

θ e−θxWΦ(q)(x)dx = lim
θ↓0

θ

ψΦ(q)(θ)
=

1

ψ′
Φ(q)(0+)

.

As ψ(Φ(q)) = q, differentiation of the latter equality implies that the left-hand
side above is equal to Φ′(q) and the proof is complete. �

To conclude this section, let us now return to (8.27). The above results
now show that for z ∈ (−∞, 0) and y ∈ (0, a],

Px(Xτ ∈ dz,Xτ− ∈ dy)

= Π(dz − y)

{
W (x)W (a− y) −W (a)W (x− y)

W (a)

}
dy. (8.29)

(recall that τ = τ+
a ∧ τ−0 ). Similarly, in the limiting case when a tends to

infinity,

Px(Xτ−
0

∈ dz,Xτ−
0 − ∈ dy) = Π(dz − y)

{
e−Φ(0)yW (x) −W (x− y)

}
dy.

8.5 Identities for Reflected Processes

In this final section we give further support to the idea that the functions
W (q) and Z(q) play a central role in many fluctuation identities concerning
spectrally negative Lévy processes. We give a brief account of their appearance
in a number of identities for spectrally negative Lévy processes reflected either
at their supremum or their infimum.

We begin by reiterating what we mean by a Lévy process reflected in its
supremum or reflected in its infimum. Fix x ≥ 0. Then the process

Y x
t := (x ∨Xt) −Xt t ≥ 0

is called the process reflected at its supremum (with initial value x) and the
process

Zxt := Xt − (Xt ∧ (−x))

is called the process reflected at its infimum (with inital value x).
For such processes we may consider the exit times

σxa = inf{t > 0 : Y x
t > a} and σxa = inf{t > 0 : Zxt > a}

for levels a > 0. In the spirit of Theorem 8.1 we have the following result.

Theorem 8.10. Let X be a spectrally negative Lévy process with Lévy mea-
sure Π. Fix a > 0. We have
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(i) for x ∈ [0, a] and θ ∈ R such that ψ(θ) < ∞,

E(e
−qσx

a−θY x
σx

a )=e−θx
(
Z

(p)
θ (a− x)−W (p)

θ (a− x)
pW (p)(a) + θZ

(p)
θ (a)

W
(p)′
θ (a) + θW

(p)
θ (a)

)
,

where p = q − ψ(θ) and W
(q)′
θ (a) is the right derivative at a. Further,

(ii) for x ∈ [0, a],

E(e−qσ
x
a) =

Z(q)(x)

Z(q)(a)
.

Part (i) was proved2 in Avram et al. (2004) and part (ii) in Pistorius (2004).
The proofs for a general spectrally negative Lévy process however turn out
to be quite complicated requiring the need for a theory which is beyond the
scope of this text; that is to say Itô’s excursion theory. Doney (2005, 2006)
gives another proof of the above theorem, again based on excursion theory. If
it is assumed that the underlying Lévy process has bounded variation, then a
proof can be given using notions that have been presented earlier in this text.
Part (ii) for processes of bounded variation is proved in Exercise 8.11. Below
we give the proof of part (i) for bounded variation processes and θ = 0. The
proof, based on Korolyuk (1974), requires the slightly stronger assumption
that W (q) is a C1(0,∞) function, or equivalently from Exercise 8.3 that Π
has no atoms.

Proof (of Theorem 8.10 (i) with bounded variation, θ = 0 and Π has no
atoms). Fix a > 0. First note that it suffices to prove the result for x = 0
since by the Strong Markov Property

E(e−qσ
x
a) = Ea−x(e

−qτ+
a 1(τ+

a <τ
−
0 ))E(e−qσ

0
a) + Ea−x(e

−qτ−
0 1(τ−

0 <τ
+
a )).

The required expression for x = 0 is

E(e−qσ
0
a) = Z(q)(a) − qW (q)(a)2

W (q)′(a)
. (8.30)

Using Theorem 8.1 (8.8) we have from the Strong Markov Property that
for all x ∈ R and t ≥ 0

Ex(e
−qτ+

a 1(τ−
0 >τ

+
a )|Ft∧τ−

0 ∧τ+
a

) = e−q(t∧τ
−
0 ∧τ+

a )
W (q)(Xt∧τ−

0 ∧τ+
a

)

W (q)(a)
.

It is important to note in this calculation that we have used the fact that
W (q)(Xτ+

a
)/W (q)(a) = 1 and W (q)(Xτ−

0
)/W (q)(a) = 0. Note in particular in

the last equality it is important to note that P(W (q)(Xτ−
0

) = W (q)(0+)) = 0

2See also the note at the end of this chapter.
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as X cannot creep downwards. With similar reasoning one also deduces that
for all t ≥ 0,

Ex(e
−qτ−

0 1(τ−
0 <∞)|Ft∧τ−

0 ∧τ+
a

)

= e−q(t∧τ
−
0 ∧τ+

a )

(
Z(q)(Xt∧τ−

0 ∧τ+
a

) − q

Φ(q)
W (q)(Xt∧τ−

0 ∧τ+
a

)

)
.

The last two computations together with linearity imply that

{e−q(t∧τ−
0 ∧τ+

a )W (q)(Xt∧τ−
0 ∧τ+

a
) : t ≥ 0}

and
{e−q(t∧τ−

0 ∧τ+
a )Z(q)(Xt∧τ−

0 ∧τ+
a

) : t ≥ 0}
are martingales.

Since the functions W (q) and Z(q) belong to the class C1(0,∞) we may
apply (a slighly adapted version of) the result in Exercise 4.3 (iii) to deduce
that (L − q)W (q)(x) = (L − q)Z(q)(x) = 0 for x ∈ (0, a) where L is the
non-local operator satisfying

Lg(x) = dg′(x) +

∫

(−∞,0)

(g(x+ y) − g(x))Π(dy)

for g ∈ C1(R) and d > 0 is the drift of X.
Next define

f(x) = Z(q)(x) −W (q)(x)
qW (q)(a)

W (q)′(a)

and note that an easy calculation leads to f ′(a) = 0. Note also that by linearity
(L − q)f(x) = 0 for x ∈ (0, a).

Applying the version of the change of variable formula in Exericse 4.2 to
the stochastic process we have on {t < σ0

a},
e−qtf(a−Xt +Xt)

= f(a) − q

∫ t

0

e−qsf(a−Xs +Xs)ds+ d

∫ t

0

e−qsf ′(a−Xs +Xs)ds

+

∫

[0,t]

∫

(−∞,0)

e−qs(f(a−Xs−+Xs− + x))−f(a−Xs−+Xs−)N(ds× dx)

+

∫ ∞

0

f ′(a−)dXs, (8.31)

where N is the Poisson random measure associated with the jumps of X. Now
consider the process

Mt =∫

[0,t]

∫

(−∞,0)

e−qs(f(a−Xs− +Xs− + x) − f(a−Xs− +Xs−)N(ds× dx)

−
∫ t

0

e−qs
∫

(−∞,0)

(f(a−Xs− +Xs− + x) − f(a−Xs− +Xs−)dsΠ(dx)
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for t ≥ 0. As the function f is continuous and bounded on (0, a] and {Xt− −
Xt− : t ≥ 0} is left continuous, we may use the compensation formula to prove
that {Mt : t ≥ 0} is a martingale. The proof of this fact is similar in nature to
calculations that appeared in the proof of Theorem 4.7 and we leave it as an
exercise for the reader. Returning then to (8.31), we have that on {t < σ0

a},

e−qtf(a−Xt +Xt)

= f(a) +

∫ t

0

e−qs(L − q)f(a−Xs− +Xs−)ds

+Mt +

∫ t

0

f ′(a−)dXs.

Since (L − q)f(x) = 0 for x ∈ (0, a) and f ′(a−) = 0 it follows that

{e−qtf(a−Xt +Xt) : t < σ0
a},

is a martingale. In particular using the fact that f is bounded, taking its
expectation and letting t ↑ ∞ we discover that

f(a) = E(e−qσ
0
af(a− Y 0

σ0
a
)) = E(e−qσ

0
a),

where in the final equality we have used the fact that Z(q)(a − Y 0
σ0

a
)) = 1

and W (q)(a − Y 0
σ0

a
) = 0. Note again that in the last equality we have used

the fact that X cannot creep downwards and hence Y 0 cannot hit a at first
passage above a so that P(W (q)(a−Y 0

σ0
a
) = W (q)(0+)) = 0. Reconsidering the

expression for f(a) we see that the equality (8.30) and hence the theorem has
been proved. �

It turns out that it is also possible to say something about the q-potential
functions of Y x and Zx with killing at first passage over a specified level a > 0.
The latter two are defined, respectively, by

U
(q)

(x,dy) =

∫ ∞

0

e−qtP(Y x
t ∈ dy, σxa > t)dt

for x, y ∈ [0, a) and

U (q)(x,dy) =

∫ ∞

0

e−qtP(Zxt ∈ dy, σxa > t)dt

for x, y ∈ [0, a). The following results are due to Pistorius (2004). Alternative
proofs are also given in Doney (2005, 2006). Once again, we offer no proofs
here on account of their difficulty.



8.6 Brief Remarks on Spectrally Negative GOUs 231

Theorem 8.11. Fix a > 0. For each q ≥ 0,

(i) for x, y ∈ [0, a)

U
(q)

(x,dy) =

(
W (q)(a− x)

W (q)(0)

W (q)′(a)

)
δ0(dx)

+

(
W (q)(a− x)

W (q)′(y)

W (q)′(a)
−W (q)(y − x)

)
dy.

(ii) for x, y ∈ [0, a) the measure U (q)(x,dy) has a density given by

u(q)(x, y) = W (q)(a− y)
Z(q)(x)

Z(q)(a)
−W (q)(x− y).

As in Theorem 8.10 we take W (q)′ to mean the right derivative. Note in
particular that when the underlying Lévy process is of unbounded variation,
the q-potential for Zx killed on first passage above a is absolutely continuous
with respect to Lebesgue measure which otherwise has an atom at zero.

On a final note, we emphasise that there exists an additional body of
literature written in Russian by members of the Kiev school of probability
which considers the type of boundary problems described above for spectrally
one-sided Lévy processes using a so-called “potential method” developed in
Korolyuk (1974). For example Theorem 8.10 (i) can be found for the case
that Π has finite total mass and σ = 0 in Korolyuk (1975a,b) and Bratiychuk
and Gusak (1991). The reader is also referred to Korolyuk et al. (1976) and
Korolyuk and Borovskich (1981) and references therein.3

8.6 Brief Remarks on Spectrally Negative GOUs

Very closely related to Brownian motion is the Ornstein–Uhlenbeck process.
The latter processes are defined as the almost sure path-wise solution Y =
{Yt : t ≥ 0} to the equation

Yt = Y0 − λ

∫ t

0

Ys ds+Bt, t ≥ 0, (8.32)

where λ > 0 is called the mean reverting drift and {Bt : t ≥ 0} is a standard
Brownian motion. It turns out that Y may be uniquely identified by

Yt = e−λt
(
Y0 +

∫ t

0

eλs dBs

)
, t ≥ 0, (8.33)

3I am greatful to Professors V.S. Korolyuk and M.S. Bratiychuk for bringing this
literature to my attention.
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where the integral on the right-hand side is understood as a classical stochastic
Itô-integral (see the discussion around (4.5)).

Suppose now that in (8.32) we replace the Brownian motion B by a spec-
trally negative Lévy processes, say X = {Xt : t ≥ 0}. The resulting object,
known as a generalised Ornstein–Uhlenbeck process (GOU for short), also sat-
isfies (8.33) where B is replaced by X. Such processes were studied by Had-
jiev (1985). In particular Hadjiev gave an expression for the first passage time
above a specified level of the process which exhibits some similarities to the
analogous expression for spectrally negative Lévy processes as follows.

Theorem 8.12. Suppose that Y = {Yt : t ≥ 0} is a GOU with mean reverting
drift λ > 0 driven by a spectrally negative Lévy process, X = {Xt : t ≥ 0} with
Laplace exponent ψ, Lévy measure Π, and Gaussian coefficient σ. Assume that∫
x<−1

log |x|Π(dx) < ∞. Fix a > 0 and assume that either X has unbounded
variation or that is has bounded variation and d > λa where d is the drift in
the decomposition (8.1).

Then for y ≤ a, the Laplace transform of τ+
a := inf{t > 0 : Yt > a} is

given by

Ey(e
−θτ+

a ) =
H(θ/λ)(y)

H(θ/λ)(a)

for all θ ≥ 0 where for ν > 0 and x ∈ R

H(ν)(x) =

∫ ∞

0

exp

(
xu− 1

λ

∫ u

0

ψ(v)
dv

v

)
uν−1du.

Further work in this area is found in Novikov (2004) and Patie (2004, 2005).
In general, compared to the case of Lévy processes, there is relatively little
known about the fluctuations of generalised Ornstein–Uhlenbeck processes.

Other work on generalised Ornstein–Uhlenbeck processes concern their
long term behaviour. Specifically in the classical case that X is a Brownian
motion, it is well known that Y converges in distribution. In the case that
the underlying source of randomness is a spectrally negative Lévy process,
the stationary distribution is known to exist with Laplace transform given in
explicit form provided the Lévy measure associated with X satisfies a certain
integrability condition; see for example the discussion in Patie (2005).

Lindner and Maller (2005) also consider stationary distributions of gener-
alised Ornstein–Uhlenbeck processes to yet a further degree of abstraction. In
their case, they define

Yt = e−ξt

(
Y0 +

∫ t

0

eξs−dηs

)
,

where {(ξt, ηt) : t ≥ 0} is an arbitrary bivarate Lévy process. This in turn
motivates the study of distribution of the complete integral

∫ ∞

0

eξs− dηs.
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It turns out that such integrals also appear in the characterisation of so-called
self-simliar Markov processes, risk theory, the theory of Brownian diffusions
in random environments, mathematical finance and the theory of self-similar
fragmentation; see the review paper of Bertoin and Yor (2005) and references
therein. Particular issues of concern are the almost sure convergence of the
above integral as well as its moments and the tail behaviour of its distribution.
See Erickson and Maller (2004), Bertoin and Yor (2005) and Maulik and Zwart
(2006).

Exercises

8.1. Suppose that X is a spectrally negative Lévy process with Laplace ex-
ponent ψ such that ψ′(0+) < 0. Show that for t ≥ 0 and any A in Ft,

lim
x↑∞

P(A|τ+
x < ∞) = PΦ(0)(A),

where, as usual, Φ is the right inverse of ψ.

8.2. Suppose that X is a spectrally negative stable process with index α ∈
(1, 2) and assume without loss of generality that its Laplace exponent is given
by ψ(θ) = θα for θ ≥ 0 (cf. Exercise 3.7).

(i) Show that for q > 0 and β > q1/α,
∫ ∞

0

e−βxW
(q)

(x)dx =
1

β(βα − q)
=
∑

n≥1

qn−1β−αn−1,

where W
(q)

(x) =
∫ x
0
W (q)(y)dy.

(ii) Deduce that for x ≥ 0

Z(q)(x) =
∑

n≥0

qn
xαn

Γ (1 + αn)
.

Note that the right-hand side above is also equal to Eα(qxα) where Eα(·)
is the Mittag–Leffler function of parameter α (a generalisation of the ex-
ponential function with parameter α).

(iii) Deduce that for q ≥ 0,

W (q)(x) = αxα−1E′
α(qxα)

for x ≥ 0.
(iv) Show that for standard Brownian motion that

W (q)(x) =

√
2

q
sinh(

√
2qx) and Z(q)(x) = cosh(

√
2qx)

for x ≥ 0 and q ≥ 0.
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8.3. Suppose thatX is a spectrally negative Lévy process of bounded variation
such that limt↑∞Xt = ∞. For convenience, write Xt = dt − St where S =
{St : t ≥ 0} is a subordinator with jump measure Π.

(i) Show that necessarily d−1
∫∞
0

Π(y,∞)dy < 1.
(ii) Show that the scale function W satisfies

∫

[0,∞)

e−βxW (dx) =
1

d−
∫∞
0

e−βyΠ(y,∞)dy

and deduce that

W (dx) =
1

d

∑

n≥0

ν∗n(dx),

where ν(dx) = d−1Π(x,∞)dx and as usual we understand ν∗0(dx) =
δ0(dx).

(iii) Suppose that S is a compound Poisson process with rate λ > 0 and jump
distribution which is exponential with parameter µ > 0. Show that

W (x) =
1

d

(
1 +

λ

dµ− λ
(1 − e−(µ−d−1λ)x)

)
.

8.4. This exercise is based on Chan and Kyprianou (2005). Suppose that X
is a spectrally negative Lévy process of bounded variation and adopt the
notation of the previous question.

(i) Suppose that limt↑∞Xt = ∞. By considering the term for n = 1 in the sum
in part (ii) of Exercise 8.3, conclude that W has a continuous derivative
if and only if Π has no atoms.

(ii) Deduce further that for each n ≥ 2, W is n times differentiable (with
continuous derivatives) if and only if Π(x,∞) is n− 1 times differentiable
(with continuous derivatives).

(iii) Now remove the restriction that limt↑Xt = ∞. Show using change of
measure that for q > 0 or q = 0 and limt↑∞Xt = −∞, W (q) has the
same smoothness criteria as above. That is to say W (q) has a continuous
derivative if and only if Π has no atoms and for n ≥ 2, W (q) is n times
differentiable with continuous derivatives if and only if Π(x,∞) is n − 1
times differentiable with continuous derivatives.

(iv) For the final case that q = 0 and X oscillates, use (8.24) to deduce that
the same smoothness criteria apply as in the previous part of the question.

8.5. Let X be any spectrally negative Lévy process with Laplace exponent ψ.

(i) Use (8.9) and (8.6) to establish that for each q ≥ 0,

lim
x↑∞

Z(q)(x)

W (q)(x)
=

q

Φ(q)
,
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where the right-hand side is understood in the limiting sense when q = 0.
In addition, show that

lim
a↑∞

W (q)(a− x)

W (q)(a)
= e−Φ(q)x.

(ii) Taking account of a possible atom at the origin, write down the Laplace
transform of W (q)(dx) on [0,∞) and show that if X has unbounded vari-
ation then W (q)′(0) = 2/σ2 where σ is the Gaussian coefficient in the
Lévy–Itô decomposition and it is understood that 1/0 = ∞. If however,
X has bounded variation then

W (q)′(0) =
Π(−∞, 0) + q

d2
.

where it is understood that the right hand side is infinite if Π(−∞, 0)=∞.

8.6. Suppose that X is a spectrally negative Lévy process. Using the results
of Chap. 5, show with the help of the Wiener–Hopf factorisation and scale
functions that

P(Xτ−
x

= x) =
σ2

2
[W ′(−x) − Φ(0)W (−x)]

for all x ≤ 0. As usual W is the scale function, Φ is the inverse of the Laplace
exponent ψ of X and σ is the Gaussian coefficient.

8.7. This exercise deals with first hitting of points below zero of spectrally
negative Lévy processes following the work of Doney (1991). For each x > 0
define

T (−x) = inf{t > 0 : Xt = −x},
where X is a spectrally negative Lévy process with Laplace exponent ψ and
right inverse Φ.

(i) Show that for all c ≥ 0 and q ≥ 0,

Φc(q) = Φ(q + ψ(c)) − c.

(ii) Show for x > 0, c ≥ 0 and p ≥ ψ(c) ∨ 0,

E(e
−pτ−

−x
+c(X

τ
−
−x

+x)
1(τ−

−x
<∞)) = ecx

(
Z(q)
c (x) − q

Φc(q)
W (q)
c (x)

)
,

where q = p − ψ(c). Use analytic extension to justify that the above
identity is in fact valid for all x > 0, c ≥ 0 and p ≥ 0.

(iii) By noting that T (−x) ≥ τ−−x, condition on Fτ−
−x

to deduce that for p,

u ≥ 0,

E(e−pT (−x)−u(T (−x)−τ−
−x

)1(T (−x)<∞)) = E(e
−pτ−

−x
+Φ(p+u)(X

τ
−
−x

+x)
1(τ−

−x
<∞)).
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(iv) By taking a limit as u ↓ 0 in part (iii) and making use of the identity in
part (ii) deduce that

E(e−pT (−x)1(T (−x)<∞)) = eΦ(p)x − ψ′(Φ(p))W (p)(x)

and hence by taking limits again as x ↓ 0,

E

(
e−pT (0)1(T (0)<∞)

)
=

{
1 − ψ′(Φ(p)) 1

d ifXhas bounded variation
1 if X has unbounded variation,

where d is the drift term in the Laplace exponent if X has bounded vari-
ation.

8.8. Again relying on Doney (1991) we shall make the following application
of part (iii) of the previous exercise. Suppose that B = {Bt : t ≥ 0} is a
Brownian motion. Denote

σ = inf{t > 0 : Bt = Bt = t}.

(i) Suppose that X is a descending stable- 1
2 subordinator with upward unit

drift. Show that
P(σ < ∞) = P(T (0) < ∞),

where T (0) is defined in Exercise 8.7.
(ii) Deduce from part (i) that P(σ < ∞) = 1

2 .

8.9. The following exercise is based on results found in Huzak et al. (2004a).
Suppose that we consider a generalisation of the Cramér–Lundberg process,
X, in the form of a spectrally negative Lévy process which drifts to ∞. In
particular, it will be the case that X =

∑n
i=1 X

(i) where each of the X(i)s
are independent spectrally negative Lévy processes with Lévy measures Π(i)

concentrated on (−∞, 0). One may think of them as competing risk processes.

(i) With the help of the compensation formula, show that for x, y ≥ 0, z < 0
and i = 1, ..., n,

Px(Xτ−
0 − ∈ dy,Xτ−

0
∈ dz,∆Xτ−

0
= ∆X

(i)

τ−
0

)

= r(x, y)Π(i)(−y + dz)dy,

where r(x, y) is the potential density of the process killed on first passage
into (−∞, 0).

(ii) Suppose now that x = 0 and each of the processes X(i) are of bounded
variation. Recall that any such spectrally negative Lévy process is the
difference of a linear drift and a subordinator. Let d be the drift of X.
Show that for y > 0,

P(Xτ−
0 − ∈ dy,Xτ−

0
∈ dz,∆Xτ−

0
= ∆X

(i)

τ−
0

)

=
1

d
Π(i)(−y + dz)dy.
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(iii) For each i = 1, ..., n let di be the drift of X(i). Note that necessarily d =∑n
i=1 di. Suppose further that for each i = 1..., n, µi := E(X

(i)
1 )−di < ∞.

Show that the probability that ruin4 occurs as a result of a claim from
the ith process when x = 0 is equal to µi/d.

8.10. This exercise is based on the results of Chiu and Yin (2005). Suppose
that X is any spectrally negative Lévy process with Laplace exponent ψ,
satisfying limt↑∞Xt = ∞. Recall that this necessarily implies that ψ′(0+) >
0. Define for each x ∈ R,

Λ0 = sup{t > 0 : Xt < 0}.

Here we work with the definition sup ∅ = 0 so that the event {Λ0 = 0}
corresponds to the event that X never enters (−∞, 0).

(i) Using the equivalent events {Λ0 < t} = {Xt ≥ 0, infs≥tXs ≥ 0} and the
Markov Property, show that for each q > 0 and y ∈ R

Ey(e
−qΛ0) = q

∫ ∞

0

θ(q)(x− y)Px(X∞ ≥ 0)dx,

where θ(q) is the q-potential density of X.
(ii) Hence show that for y ≤ 0,

Ey(e
−qΛ0) = ψ′(0+)Φ′(q)eΦ(q)y,

where Φ is the right inverse of ψ and in particular

P(Λ0 = 0) =

{
ψ′(0+)/d if X has bounded variation with drift d
0 if X has unbounded variation.

(iii) Suppose now that y > 0. Use again the Strong Markov Property to deduce
that for q > 0,

Ey(e
−qΛ01(Λ0>0)) = ψ′(0+)Φ′(q)Ey(e

−qτ−
0 +Φ(q)X

τ
−
0 1(τ−

0 <∞)).

(iv) Deduce that for y > 0 and q > 0,

Ey(e
−qΛ01(Λ0>0)) = ψ′(0+)Φ′(q)eΦ(q)y − ψ′(0+)W (q)(y).

8.11 (Proof of Theorem 8.10 (ii) with Bounded Variation). Adopt
the setting of Theorem 8.10 (ii). It may be assumed that σxa is a stopping
time with respect to the filtration F (recall in our standard notation this is
the filtration generated by the underlying Lévy process X which satisfies the
usual conditions of completion and right continuity).

4Recall that the event “ruin” means {τ−
0 < ∞}.
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(i) Show that for any x ∈ (0, a],

E(e−qσ
x
a) = Ex(e

−qτ−
0 1(τ−

0 <τ
+
a ))E(e−qσ

0
a) + Ex(e

−qτ+
a 1(τ+

a <τ
−
0 )).

(ii) By taking limits as x tends to zero in part (i) deduce that

E(e−qσ
x
a) =

Z(q)(x)

Z(q)(a)

for all x ∈ [0, a]. [Hint: recall that W (q)(0) > 0 if X has paths of bounded
variation].

(iii) The following application comes from Dube et al. (2004). Let W be a
general storage process as described at the beginning of Chap. 4. Now
suppose that this storage process has a limited capacity say c > 0. This
means that when the work load exceeds c units, the excess of work is
removed and dumped. Prove that the Laplace transform (with parameter
q > 0) of the first time for the workload of this storage process to become
zero when started from 0 < x < c is given by Z(q)(c − x)/Z(q)(c) where
Z(q) is the scale function associated with the underlying Lévy process
driving W .

8.12. Suppose that X is a spectrally negative α-stable process for α ∈ (1, 2).
We are interested in establishing the distribution of the overshoot below the
origin when the process, starting from x ∈ (1, 2) first exists in the latter
interval below. In principle one could attempt to invert the formula given in
Exercise 8.7 (ii). However, the following technique from Rogozin (1972) offers
a more straightforward method. It will be helpful to first review Exercise 7.7.

(i) Show that

Px(−Xτ−
0

≤ y; τ−0 < τ+
1 ) = Φα−1

(y
x

)
− Px(τ

+
1 < τ−0 )Φα−1(y),

where Φα−1 was defined in Exercise 7.7.
(ii) Hence deduce that

Px(−Xτ−
0

≤ y; τ−0 < τ+
1 )

=
sinπ(α− 1)

π
xα−1(1 − x)

∫ y

0

t−(α−1)(t+ 1)−1(t+ x)−1dt.



9

Applications to Optimal Stopping Problems

The aim of this chapter is to show how some of the established fluctuation
identities for Lévy processes and reflected Lévy processes can be used to solve
quite specific, but nonetheless exemplary optimal stopping problems. To some
extent this will be done in an unsatisfactory way as we shall do so without
first giving a thorough account of the general theory of optimal stopping.
However we shall give rigorous proofs relying on the method of “guess and
verify.” That is to say, our proofs will simply start with a candidate solution,
the choice of which being inspired by intuition and then we shall prove that
this candidate verifies sufficient conditions in order to confirm its status as
the actual solution. For a more complete overview of the theory of optimal
stopping the reader is referred to the main three texts Chow et al. (1971),
Shiryaev (1978) and Peskir and Shiryaev (2006); see also Chap. 10 of Øksendal
(2003) and Chap. 2 of Øksendal and Sulem (2004). See also the foundational
work of Snell (1952) and Dynkin (1963).

The optimal stopping problems we consider in this chapter will be of the
form

v(x) = sup
τ∈T

Ex(e
−qτG(Xτ )) (9.1)

(or variants thereof), where X = {Xt : t ≥ 0} a Lévy process. Further, G is a
non-negative measurable function, q ≥ 0 and T is a family of stopping times
with respect to the filtration1 F. Note that when talking of a solution to (9.1)
it is meant that the function v is finite for all x ∈ R.

In the final section, we give an example of a stochastic game driven by a
Lévy process. Stochastic games are generalised versions of optimal stopping
problems in which there are two players whose objectives are to maximise and
minimise, respectively, an expected value based on the path of an underlying
Lévy process.

1Recall that F = {Ft : t ≥ 0} where Ft = σ(F0
t ,O) such that F0

t = σ(Xs : s ≤ t)
and O is the set of P-null sets.
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9.1 Sufficient Conditions for Optimality

Here we give sufficient conditions with which one may verify that a candidate
solution solves the optimal stopping problem (9.1).

Lemma 9.1. Consider the optimal stopping problem (9.1) for q ≥ 0 under
the assumption that for all x ∈ R,

Px(there exists lim
t↑∞

e−qtG(Xt) < ∞) = 1. (9.2)

Suppose that τ∗ ∈ T is a candidate optimal strategy for the optimal stopping
problem (9.1) and let v∗(x) = Ex(e

−qτ∗
G(Xτ∗)). Then the pair (v∗, τ∗) is a

solution if

(i) v∗(x) ≥ G(x) for all x ∈ R,
(ii) the process {e−qtv∗(Xt) : t ≥ 0} is a right continuous supermartingale.

Proof. The definition of v∗ implies that

sup
τ∈T

Ex(e
−qτG(Xτ )) ≥ v∗(x)

for all x ∈ R. On the other hand, property (ii) together with Doob’s Optional
Stopping Theorem2 imply that for all t ≥ 0, x ∈ R and σ ∈ T ,

v∗(x) ≥ Ex(e
−q(t∧σ)v∗(Xt∧σ))

and hence by property (i), Fatou’s Lemma, the non-negativity of G and as-
sumption (9.2)

v∗(x) ≥ liminft↑∞Ex(e
−q(t∧σ)G(Xt∧σ))

≥ Ex(liminft↑∞e−q(t∧σ)G(Xt∧σ))

= Ex(e
−qσG(Xσ)).

As σ ∈ T is arbitrary, it follows that for all x ∈ R

v∗(x) ≥ sup
τ∈T

Ex(e
−qτG(Xτ )).

In conclusion it must hold that

v∗(x) = sup
τ∈T

Ex(e
−qτG(Xτ ))

for all x ∈ R. �

2Right continuity of paths is used implicitly here.
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When G is a monotone function and q > 0, a reasonable class of candidate
solutions that one may consider in conjunction with the previous lemma are
those based on first passage times over a specified threshold. That is, either
first passage above a given constant in the case that G is monotone increas-
ing or first passage below a given constant in the case that G is monotone
decreasing. An intuitive justification may be given as follows.

Suppose that G is monotone increasing. In order to optimise the value
G(Xτ ) one should stop at some time τ for which Xτ is large. On the other
hand, this should not happen after too much time on account of the exponen-
tial discounting. This suggests that there is a threshold, which may depend
on time, over which one should stop X in order to maximise the expected
discounted gain. Suppose however, that by time t > 0 one has not reached
this threshold. Then, by the Markov property, given Xt = x, any stopping
time τ which depends only on the continuation of the path of X from the
space-time point (x, t) would yield an expected gain e−qtEx(e−qτG(Xτ )). The
optimisation of this expression over the latter class of stopping times is es-
sentially the same procedure as in the original problem (9.1). Note that since
X is a Markov process, there is nothing to be gained by considering stop-
ping times which take account of the history of the process {Xs : s < t}.
These arguments suggest that threshold should not vary with time and hence
a candidate for the optimal strategy takes the form

τ+
y = inf{t > 0 : Xt ∈ A},

where A = [y,∞) or (y,∞) for some y ∈ R. Similar reasoning applies when
G is monotone decreasing.

When q = 0 and G is monotone increasing then it may be optimal never
to stop. To avoid this case, one may impose the added assumption that
lim supt↑∞Xt < ∞ almost surely. One may then again expect to describe
the optimal stopping strategy as first passage above a threshold. The reason
being that one may not predict when the Lévy process is close to its all time
maximum. Again the threshold should be time invariant due to the Markov
property. If q = 0 and G is monotone decreasing then in light of the afore-
mentioned, one may impose the condition that lim inft↑∞Xt > −∞ almost
surely and expect to see an optimal strategy consisting of first passage below
a time invariant threshold.

9.2 The McKean Optimal Stopping Problem

This optimal stopping problem is given by

v(x) = sup
τ∈T

Ex(e
−qτ (K − eXτ )+), (9.3)
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where T is all F-stopping times and in the current context we consider the
cases that either

q > 0 or q = 0 and lim
t↑∞

Xt = ∞ a.s.

The solution to this optimal stopping problem was first considered by
McKean (1965) for the case that X is linear Brownian motion in the context
of the optimal time to sell a risky asset for a fixed price K and in the presence
of discounting, where the value of the risky asset follows the dynamics of an
exponential Brownian motion.

In Darling et al. (1972) a solution to a discrete-time analogue of (9.3) was
obtained. In that case, the process X is replaced by a random walk. Some
years later and again within the context of the the optimal time to sell a risky
asset (the pricing of an American put), a number of authors dealt with the
solution to (9.3) for a variety of special classes of Lévy processes.3 Below we
give the solution to (9.3) as presented in Mordecki (2002). The proof we shall
give here comes however from Alili and Kyprianou (2005) and remains close
in nature to the random walk proofs of Darling et al. (1972).

Theorem 9.2. The solution to (9.3) under the stated assumption is given by

v(x) =

E

((
KE

(
e
X

eq

)
− e

x+X
eq

)+
)

E

(
e
X

eq

)

and the optimal stopping time is given by

τ∗ = inf{t > 0 : Xt < x∗}

where
x∗ = logKE

(
e
X

eq

)
.

Here, as usual, eq denotes an independent random variable which is inde-
pendent of X and exponentially distributed with the understanding that
when q = 0 this variable is infinite valued with probability one. Further,
Xt = infs≤tXs. Note then in the case that q = 0, as we have assumed that
limt↑∞Xt = ∞, by Theorem 7.1 we know that |X∞| < ∞ almost surely.

3Gerber and Shiu (1994) dealt with the case of bounded variation spectrally pos-
itive Lévy processes; Boyarchenko and Levendorskǐi (2002) handled a class of
tempered stable processes; Chan (2004) covers the case of spectrally negative
processes; Avram et al. (2002, 2002a) deal with spectrally negative Lévy processes
again; Asmussen et al. (2004) look at Lévy processes which have phase-type jumps
and Chesney and Jeanblanc (2004) again for the spectrally negative case.
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Proof (of Theorem 9.2). First note that the assumption (9.2) is trivially sat-
isfied. In view of the remarks following Lemma 9.1 let us define the bounded
functions

vy(x) = Ex

(
e−qτ

−
y (K − e

X
τ
−
y )+

)
. (9.4)

We shall show that the solution to (9.3) is of the form (9.4) for a suitable
choice of y ≤ logK by using Lemma 9.1.

According to the conclusion of Exercise 6.7 (i) we have that

Ex

(
e
−ατ−

y +βX
τ
−
y 1(τ−

y <∞)

)
= eβx

E(eβXeα 1(−X
eα
>x−y))

E(eβXeα )
(9.5)

for α, β ≥ 0 and x− y ≥ 0 and hence it follows that

vy(x) =
E

(
(KE(e

X
eq ) − e

x+X
eq )1(−X

eq
>x−y)

)

E(e
X

eq )
. (9.6)

Lower bound (i). The lower bound vy(x) ≥ (K − ex)+ is respected if and
only if vy(x) ≥ 0 and vy(x) ≥ (K − ex). From (9.4) we see that vy(x) ≥ 0
always holds. On the other hand, a straightforward manipulation shows that

vy(x) = (K − ex) +
E

(
(e
x+X

eq −KE(e
X

eq ))1(−X
eq

≤x−y)
)

E(e
X

eq )
. (9.7)

From (9.7) we see that a sufficient condition that vy(x) ≥ (K − ex) is that

ey ≥ KE(e
X

eq ). (9.8)

Supermartingale property (ii). On the event {t < eq} the identity X
eq

=
Xt ∧ (Xt + I) holds where conditionally on Ft, I has the same distribution as
X

eq
. In particular it follows that on {t < eq}, Xeq

≤ Xt + I. If

ey ≤ KE(e
X

eq ) (9.9)

then for x ∈ R

vy(x) ≥
E

(
1(t<eq)E

(
(KE(e

X
eq ) − ex+Xt+I)1(−(Xt+I)>x−y)

∣∣∣Ft
))

E(e
X

eq )

≥ E
(
e−qtvy(x+Xt)

)

= Ex
(
e−qtvy(Xt)

)
.

Stationary independent increments now imply that for 0 ≤ s ≤ t < ∞,

E(e−rtvy(Xt)|Fs) = e−rsEXs
(e−r(t−s)vy(Xt−s)) ≤ e−rsvy(Xs) (9.10)
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showing that {e−qtvy(Xt) : t ≥ 0} is a Px-supermartingale. Right continuity
of its paths follow from the right continuity of the paths of X and right
continuity of vy which can be seen from (9.7).

To conclude, we see then that it would be sufficient to take y=logKE(e
X

eq )
in order to satisfy conditions (i) and (ii) of Lemma 9.1 and establish a solution
to (9.3). �

In the case that X is spectrally negative, the solution may be expressed
in terms of the scale functions. This was shown by Avram et al. (2002a) and
Chan (2004).

Corollary 9.3. Suppose that X is spectrally negative. Then

v(x) = KZ(q)(x− x∗) − exZ
(p)
1 (x− x∗),

where p = q − ψ(1) and

x∗ = log

(
K

q

Φ(q)

Φ(q) − 1

q − ψ(1)

)
.

Recall that Φ1 is the right inverse of ψ1 which in turn is the Laplace exponent
of X under the measure P1. Note that we have

ψ1(λ) = ψ(λ+ 1) − ψ(1)

for all λ ≥ −1. Hence as Φ(q) − 1 >−1,

ψ1(Φ(q) − 1) = q − ψ(1) = p

and this implies Φ1(p) = Φ(q)−1, where for negative values of p we understand

Φ1(p) = sup{λ ≥ −1 : ψ1(λ) = p}.

The subscript on the functions W
(p)
1 and Z

(p)
1 indicate that they are the scale

functions associated with the measure P1.

Proof (of Corollary 9.3). We know from Theorem 9.2 that v = vy for y = x∗.
Hence from (9.4) and the conclusion of Exercise 8.7 (ii) we may write down
the given expression for v immediately as

v(x) = K

(
Z(q)(x− x∗) −W (q)(x− x∗)

q

Φ(q)

)

−ex
(
Z

(p)
1 (x− x∗) −W

(p)
1 (x− x∗)

p

Φ1(p)

)
.

Next note that the general form of x∗ given in Theorem 9.2 together with the
expression for one of the Wiener–Hopf factors in (8.2) shows directly that

ex
∗

= K
q

Φ(q)

Φ(q) − 1

q − ψ(1)
.

From (8.25) we have that exW
(p)
1 (x) = W (q)(x). Hence taking into account

the definition of Φ1(p), two of the terms in the expression for v given above
cancel to give the identity in the statement of the corollary. �
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9.3 Smooth Fit versus Continuous Fit

It is clear that the solution to (9.3) is lower bounded by the gain function G
and further is equal to the gain function on the domain on which the distribu-
tion of Xτ∗ is concentrated. It turns out that there are different ways in which
the function v “fits” on to the gain function G according to certain path prop-
erties of the underlying Lévy process. The McKean optimal stopping problem
provides a good example of where a dichotomy appears in this respect. We
say that there is continuous fit at x∗ if the left and right limit points of v at x∗

exist and are equal. In addition, if the left and right derivatives of v exist at
the boundary x∗ and are equal then we say that there is smooth fit at x∗. The
remainder of this section is devoted to explaining the dichotomy of smooth
and continuous fit in (9.3).

Consider again the McKean optimal stopping problem. The following The-
orem is again taken from Alili and Kyprianou (2005).

Theorem 9.4. The function v(log y) is convex in y > 0 and in particular
there is continuous fit of v at x∗. The right derivative at x∗ is given by
v′(x∗+) = −ex

∗
+ KP(X

eq
= 0). Thus, the optimal stopping problem (9.3)

exhibits smooth fit at x∗ if and only if 0 is regular for (−∞, 0).

Proof. Note that for a fixed stopping time τ ∈ T the expression E(e−qτ (K −
ex+Xτ )+) is convex in ex as the same is true of the function (K− cex)+ where
c > 0 is a constant. Further, since taking the supremum is a subadditive
operation, it can easily be deduced that v(log y) is a convex function in y. In
particular v is continuous.

Next we establish necessary and sufficient conditions for smooth fit. Since
v(x) = K − ex for all x < x∗, and hence v′(x∗−) = −ex

∗
, we are required to

show that v′(x∗+) = −ex
∗

for smooth fit. Starting from (9.6) and recalling

that ex
∗

= KE(e
X

eq ), we have

v(x) = −KE

(
(e
x−x∗+X

eq − 1)1(−X
eq
>x−x∗)

)

= −K(ex−x
∗ − 1)E

(
e
X

eq 1(−X
eq
>x−x∗)

)

−KE

(
(e
X

eq − 1)1(−X
eq
>x−x∗)

)
.

From the last equality we may then write

v(x) − (K − ex
∗
)

x− x∗
=

v(x) +K(E(e
X

eq ) − 1)

x− x∗

= −K (ex−x
∗ − 1)

x− x∗
E

(
e
X

eq 1(−X
eq
>x−x∗)

)

+K
E

(
(e
X

eq − 1)1(−X
eq

≤x−x∗)

)

x− x∗
.
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To simplify notations let us call Ax and Bx the last two terms, respectively.
It is clear that

lim
x↓x∗

Ax = −KE

(
e
X

eq 1(−X
eq
>0)

)
. (9.11)

On the other hand, we have that

Bx = K
E

(
(e
X

eq − 1)1(0<−X
eq

≤x−x∗)

)

x− x∗

= K

∫ x−x∗

0+

e−z − 1

x− x∗
P(−X

eq
∈ dz)

= K
ex

∗−x − 1

x− x∗
P(0 < −X

eq
≤ x− x∗)

+
K

x− x∗

∫ x−x∗

0

e−zP(0 < −X
eq

≤ z)dz,

where in the first equality we have removed the possible atom at zero from
the expectation by noting that exp{X

eq
} − 1 = 0 on {X

eq
= 0}. This leads

to limx↓x∗ Bx = 0. Using the expression for ex
∗

we see that v′(x∗+) = −ex
∗
+

KP(−X
eq

= 0) which equals −ex
∗

if and only if P(−X
eq

= 0) = 0; in other
words, if and only if 0 is regular for (−∞, 0). �

Let us now discuss intuitively the dichotomy of continuous and smooth
fit as a mathematical principle. In order to make the arguments more visible,
we will specialise to the case that X is a spectrally negative Lévy process; in
which case v and x∗ are given in Corollary 9.3. We start by looking in closer
detail at the analytic properties of the candidate solution vy at its boundary
point y.

Returning to the candidate solutions (vy, τ
−
y ) for y ≤ logK we have again

from Exercise 8.7 that

vy(x) = K

(
Z(q)(x− y) −W (q)(x− y)

q

Φ(q)

)

−ex
(
Z

(p)
1 (x− y) −W

(p)
1 (x− y)

p

Φ1(p)

)

= KZ(q)(x− y) − exZ
(p)
1 (x− y) +W (q)(x− y)

p

Φ1(p)

(
ey −K

qΦ1(p)

Φ(q)p

)
,

where p = q−ψ(1) and the second equality follows from (8.25) and specifically

the fact that exW
(p)
1 (x) = W (q)(x). Thanks to the analytical properties of

the scale functions, we may observe that vy is continuous everywhere except
possibly at y. Indeed at the point y we find

vy(y−) = (K − ey)
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and

vy(y+) = vy(y−) +W (q)(0)
p

Φ1(p)

(
ey −K

qΦ1(p)

Φ(q)p

)
. (9.12)

Recall that W (q)(0) = 0 if and only if X is of unbounded variation and
otherwise W (q)(0) = 1/d where d is the drift in the usual decomposition of
X; see (8.1) and Lemma 8.6. As X is spectrally negative, 0 is regular for
(−∞, 0) if and only if X is of unbounded variation. We see then that vy is
continuous whenever 0 is regular for (−∞, 0) and otherwise there is, in general,
a discontinuity at y. Specifically if y < x∗ then there is a negative jump at
y; if y > x∗ then there is a positive jump at y and if y = x∗ then there is
continuity at y.

Next we compute the derivative of vy as follows. For x < y we have v′y(x) =

−ex. For x > y, again using the fact that exW
(p)
1 (x) = W (q)(x), we have

v′y(x) = KqW (q)(x− y) − eypW (q)(x− y)

−exZ
(p)
1 (x− y) +W (q)′(x− y)

p

Φ1(p)

(
ey −K

qΦ1(p)

Φ(q)p

)
.

We see then that

v′y(y+) = v′y(y−) +W (q)(0)(Kq − eyp)

+W (q)′(0+)
p

Φ1(p)

(
ey −K

qΦ1(p)

Φ(q)p

)
. (9.13)

Recall from Exercise 8.5 (ii) that

W (q)′(0+) =

{
2/σ2 if Π(−∞, 0) = ∞
(Π(−∞, 0) + q)/d2 if Π(−∞, 0) < ∞

where σ is the Gaussian coefficient, Π is the Lévy measure of X and d > 0
is the drift in the case that X has bounded variation. We adopt the under-
standing that 1/0 = ∞.

Figs. 9.2 and 9.1 sketch what one can expect to see in the shape of vy by
perturbing the value y about x∗ for the cases of unbounded variation and
bounded variation with infinite Lévy measure. With these diagrams in mind
we may now intuitively understand the appearance of smooth or continuous
fit as a principle via the following reasoning.

For the case 0 is irregular for (−∞, 0) for X. In general vy has a discon-
tinuity at y. When y < x∗, thanks to the analysis of (9.12) we know the
function vy does not upper bound the gain function (K − ex)+ due to
a negative jump at y and hence τ−y is not an admissible strategy in this
regime of y. On the other hand, from (9.7) and (9.8) if y ≥ x∗, vy upper
bounds the gain function. From (9.12) we see that there is a discontinuity
in vy at y when y > x∗ and continuity when y = x∗. By bringing y down
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Fig. 9.1. A sketch of the functions vy(log x) for different values of y when X is
of bounded variation and Π(−∞, 0) = ∞. Curves which do not upper bound the
function (K − x)+ correspond to examples of vy(log x) with y < x∗. Curves which
are lower bounded by (K − x)+ correspond to examples of vy(log x) with y > x∗.
The unique curve which upper bounds the gain with continuous fit corresponds to
vy(log x) with y = x∗.

Fig. 9.2. A sketch of the functions vy(log x) for different values of y when X is of
unbounded variation and σ = 0. Curves which do not upper bound the function
(K − x)+ correspond to examples of vy(log x) with y < x∗. Curves which are lower
bounded by (K − x)+ correspond to examples of vy(log x) with y > x∗. The unique
curve which upper bounds the gain with smooth fit corresponds to vy(log x) with
y = x∗.

to x∗ it turns out that the function vy is pointwise optimised. Here then
we experience a principle of continuous fit and from (9.13) it transpires
there is no smooth fit.

For the case 0 is regular for (−∞, 0) for X. All curves vy are continu-
ous. There is in general however a discontinuity in the first derivative
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of vy at the point y. When y < x∗ the function vy cannot upper bound
the gain function (K − ey)+ as v′y(y+) < v′y(y−) and hence τ−y is not
an admissible strategy in this regime of y. As before, if y ≥ x∗, vy upper
bounds the gain function. Again from (9.13) we see that there is a dis-
continuity in v′y at y if y > x∗ and otherwise it is smooth when y = x∗.
It turns out this time that by bringing y down to x∗ the gradient v′y(y+)
becomes equal to v′y(y−) and the function vy is pointwise optimised. We
experience then in this case a principle of smooth fit instead.

Whilst the understanding that smooth fit appears in the solutions of op-
timal stopping problems as a principle dates back to Mikhalevich (1958), the
idea that continuous fit appears in certain classes of optimal stopping prob-
lems as a principle first appeared for the first time only recently in the work
of Peskir and Shiryaev (2000, 2002).

9.4 The Novikov–Shiryaev Optimal Stopping Problem

The following family of optimal stopping problems was recently solved by
Novikov and Shiryaev (2004) in an analogous random walk setting. Consider

vn(x) = sup
τ∈T

Ex(e
−qτ (X+

τ )n), (9.14)

where T is the set of F-stopping times and it is assumed that X is any Lévy
process, q > 0 and we may choose n to be any strictly positive integer. The
solution we shall give is based on the arguments of Novikov and Shiryaev
(2004)4. We first need to introduce a special class of polynomials based on
cumulants of specified random variables.

Recall that if a non-negative random variable Y has characteristic function
φ(θ) = E(eiθY ) then its cumulant generating function is defined by logφ(θ).
If Y has up to n moments then it is possible to make a Taylor expansion of
the cumulant generating function up to order n plus an error term. In that
case, the coefficients {κ1, ..., κn} are called the first n cumulants. If the first n
cumulants are finite, then they may be written it terms of the first n moments.
For example,

κ1 = µ1,

κ2 = µ2 − µ2
1,

κ3 = 2µ3
1 − 3µ1µ2 + µ3,

...

where µ1, µ2, ... are the first, second, third, etc. moments of Y .
For a concise overview of cumulant generating functions, the reader is

referred to Lukacs (1970).

4The continuous time arguments are also given in Kyprianou and Surya (2005)
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Definition 9.5 (Appell Polynomials). Suppose that Y is a non-negative
random variable with nth cumulant given by κn for n = 1, 2, ... Then define
the Appell polynomials iteratively as follows. Take Q0(x) = 1 and assuming
that |κn| < ∞ (equivalently, Y has an nth moment) given Qn−1(x) we define
Qn(x) via

d

dx
Qn(x) = nQn−1(x). (9.15)

This defines Qn up to a constant. To pin this constant down we insist that
E(Qn(Y )) = 0. The first three Appell polynomials are given for example by

Q0(x) = 1, Q1(x) = x− κ1, Q2(x) = (x− κ1)
2 − κ2,

Q3(x) = (x− κ1)
3 − 3κ2(x− κ1) − κ3,

under the assumption that κ3 < ∞. See also Schoutens (2000) for further
details of Appell polynomials.

In the following theorem, we shall work with the Appell polynomials gen-
erated by the random variable Y = Xeq

where as usual, for each t ∈ [0,∞),

Xt = sups∈[0,t] Xs and eq is an exponentially distributed random variable
which is independent of X.

Theorem 9.6. Fix n ∈ {1, 2, ...}. Assume that

∫

(1,∞)

xnΠ(dx) < ∞. (9.16)

Then Qn(x) has finite coefficients and there exists x∗n ∈ [0,∞) being the largest
root of the equation Qn(x) = 0. Let

τ∗n = inf{t ≥ 0 : Xt ≥ x∗n}.

Then τ∗n is an optimal strategy to (9.14). Further,

vn(x) = Ex(Qn(Xeq
)1(Xeq≥x∗

n)).

Similarly to the McKean optimal stopping problem, we can establish a
necessary and sufficient criterion for the occurrence of smooth fit. Once again,
it boils down to the underlying path regularity.

Theorem 9.7. For each n = 1, 2, ... the solution to the optimal stopping prob-
lem in Theorem 9.6 is convex, in particular exhibiting continuous fit at x∗n,
and

v′n(x∗n−) = v′n(x∗n+) −Q′
n(x∗n)P(Xeq

= 0).

Hence there is smooth fit at x∗n if and only if 0 is regular for (0,∞) for X.

The proofs of the last two theorems require some preliminary results given
in the following lemmas.
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Lemma 9.8 (Mean value property). Fix n ∈ {1, 2, ...} Suppose that Y is
a non-negative random variable satisfying E(Y n) < ∞. Then if Qn is the nth
Appell polynomial generated by Y , we have that

E(Qn(x+ Y )) = xn

for all x ∈ R.

Proof. Note the result is trivially true for n = 1. Next suppose the result is
true for Qn−1. Then using dominated convergence we have from (9.15) that

d

dx
E(Qn(x+ Y )) = E

(
d

dx
Qn(x+ Y )

)
= nE(Qn−1(x+ Y )) = nxn−1.

Solving together with the requirement that E(Qn(Y )) = 0 we have the re-
quired result. �

Lemma 9.9 (Fluctuation identity). Fix n ∈ {1, 2, ...} and suppose that
∫

(1,∞)

xnΠ(dx) < ∞.

Then for all a > 0 and x ∈ R,

Ex(e
−qT+

a Xn
T+

a
1(T+

a <∞)) = Ex(Qn(Xeq
)1(Xeq≥a)

),

where T+
a = inf{t ≥ 0 : Xt ≥ a}.

Proof. On the event {T+
a < eq} we have that Xeq

= XT+
a

+ S where S is

independent of FT+
a

and has the same distribution as Xeq
. It follows that

Ex(Qn(Xeq
)1(Xeq≥a)

|FT+
a

) = 1(T+
a <eq)h(XT+

a
),

where h(x) = Ex(Qn(Xeq
)) = xn and the last equality follows from Lemma

9.8 with Y = Xeq
. Note also that by Exercise 7.1 the integral condition on Π

implies that E(X
n

eq
) < ∞ which has been used in order to apply Lemma 9.8.

We see, by taking expectations again in the previous calculation, that

Ex(Qn(Xeq
)1(Xeq≥a)

) = Ex(e
−qT+

a Xn
T+

a
1(T+

a <∞))

as required. �

Lemma 9.10 (Largest positive root). Fix n ∈ {1, 2, ...} and suppose that
∫

(1,∞)

xnΠ(dx) < ∞.

Suppose that Qn is generated by Xeq
. Then Qn has a unique strictly positive

root x∗n such that Qn(x) is negative on [0, x∗n) and positive and increasing on
[x∗n,∞).
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Proof. First note that the statement of the lemma is clearly true for Q1(x) =
x− κ1. We proceed then by induction and assume that the result is true for
Qn−1.

The first step is to prove that Qn(0) ≤ 0. Let

η(a, n) = E(e−qT
+
a Xn

T+
a
1(T+

a <∞)),

where T+
a = inf{t ≥ 0 : Xt ≥ a} and note that η(a, n) ≥ 0 for all a ≥ 0 and

n = 1, 2, .... On the other hand

η(a, n) = E(Qn(Xeq
)1(Xeq≥a)

)

= −E(Qn(Xeq
)1(Xeq<a)

)

= −P(Xeq
< a)Qn(0)

+E((Qn(0) −Qn(Xeq
))1(Xeq<a)

),

where the first equality follows from Lemma 9.9 and the second by Lemma
9.8. Since by definition

Qn(x) = Qn(0) + n

∫ x

0

Qn−1(u)dy (9.17)

for all x ≥ 0 we have the estimate
∣∣∣Ex((Qn(0) −Qn(Xeq

))1(Xeq<a)
)
∣∣∣ ≤ na sup

y∈[0,a]

|Qn−1(y)|P(Xeq
< a)

which tends to zero as a ↓ 0. We have in conclusion that

0 ≤ lim
a↓0

η(a, n) ≤ − lim
a↓0

P(Xeq
< a)Qn(0) + o(a)

and hence necessarily Qn(0) ≤ 0.
Under the induction hypothesis for Qn−1, we see from (9.17), together

with the fact that Qn(0) ≤ 0, that Qn is negative and decreasing on [0, x∗n−1).
The point x∗n−1 corresponds to the minimum of Qn thanks to the positivity
and monotonicity of Qn−1(u) for x > x∗n−1. In particular, Qn(x) tends to
infinity from its minimum point and hence there must be a unique strictly
positive root of the equation Qn(x) = 0. �

We are now ready to move to the proofs of the main theorems of this
section.

Proof (of Theorem 9.6). Fix n ∈ {1, 2, ...}. Thanks to (9.16), E(X1) ∈
[−∞,∞) and hence the Strong Law of Large Numbers given in Exercise 7.2
implies that (9.2) is automatically satisfied. Indeed, if q > 0 then (X+

t )n grows
no faster than Ctn for some constant C > 0.
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Define
van(x) = Ex(e

−qT+
a (X+

T+
a

)n1(T+
a <∞)), (9.18)

where as usual T+
a = inf{t ≥ 0 : Xt ≥ a}. From Lemma 9.9 we know that

van(x) = Ex(Qn(Xeq
)1(Xeq≥a)

).

Again referring to the discussion following Lemma 9.1 we consider pairs
(van, T

+
a ) for a > 0 to be a class of candidate solutions to (9.14). Our goal then

is to verify with the help of Lemma 9.1 that the candidate pair (van, T
+
a ) solve

(9.14) for some a > 0.

Lower bound (i). We need to prove that van(x) ≥ (x+)n for all x ∈ R. Note
that this statement is obvious for x ∈ (−∞, 0)∪(a,∞) just from the definition
of van. Otherwise when x ∈ (0, a) we have, using the mean value property in
Lemma 9.8, that for all x ∈ R,

van(x) = Ex(Qn(Xeq
)1(Xeq≥a)

)

= xn − E(Qn(x+Xeq
)1(x+Xeq<a)

). (9.19)

From Lemma 9.10 and specifically the fact that Qn(x) ≤ 0 on (0, x∗n] it
follows that, provided

a ≤ x∗n,

we have in (9.19) that van(x) ≥ (x+)n.

Supermartingale property (ii). Provided

a ≥ x∗n

we have almost surely that

Qn(Xeq
)1(Xeq≥a)

≥ 0.

On the event that {eq > t} we have Xeq
is equal in distribution to (Xt +

S) ∨ Xt where S is independent of Ft and equal in distribution to Xeq
. In

particular Xeq
≥ Xt + S. It now follows that

van(x) ≥ Ex(1(eq>t)Qn(Xeq
)1(Xeq≥a)

)

≥ Ex(1(eq>t)Ex(Qn(Xt + S)1(Xt+S≥a)|Ft))
= Ex(e

−qtvan(Xt)).

From this inequality together with the Markov property, it is easily shown
as in the McKean optimal stopping problem that {e−qtvan(Xt) : t ≥ 0} is a
supermartingale. Right continuity follows again from the right continuity of
the paths of X together with the right continuity of van which is evident from
(9.19).

We now see that the unique choice a = x∗n allows all the conditions of
Lemma 9.1 to be satisfied thus giving the solution to (9.14). �
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Note that the case q = 0 can be dealt with in essentially the same manner.
In that case it is necessary to assume that lim supt↑∞Xt < ∞ and if working
with the gain function (x+)n for n = 1, 2, ..., then one needs to assume that

∫

(1,∞)

xn+1Π(dx) < ∞.

Note the power in the above integral is n+ 1 and not n as one must now deal
with the nth moments of X∞; see Exercise 7.1.

Proof (of Theorem 9.7). In a similar manner to the proof of Theorem 9.4 it
is straighforward to prove that v is convex and hence continuous.

To establish when there is a smooth fit at x∗n we compute as follows. For
x < x∗n,

vn(x∗n) − vn(xn)

x∗n − x
=

(x∗n)n − xn

x∗n − x
+

Ex(Qn(Xeq
)1(Xeq<x

∗
n))

x∗n − x

=
(x∗n)n − xn

x∗n − x
+

Ex((Qn(Xeq
) −Qn(x∗n))1(Xeq<x

∗
n))

x∗n − x
,

where the final equality follows because Qn(x∗n) = 0. Clearly

lim
x↑x∗

n

(x∗n)n − xn

x∗n − x
= v′n(x∗n+).

However,

Ex((Qn(Xeq
) −Qn(x∗n))1(Xeq<x

∗
n))

x∗n − x

=
Ex((Qn(Xeq

) −Qn(x))1(x<Xeq<x
∗
n))

x∗n − x

−
Ex((Qn(x∗n) −Qn(x))1(Xeq<x

∗
n))

x∗n − x
(9.20)

where in the first term on the right-hand side we may restrict the expectation
to {x < Xeq

< x∗n} as, under Px, the possible atom of Xeq
at x gives zero

mass to the expectation. Denote by Ax and Bx the two expressions on the
right hand side of (9.20). We have that

lim
x↑x∗

n

Bx = −Q′
n(x∗n)P(Xeq

= 0).
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Integration by parts also gives

Ax =

∫

(0,x∗
n−x)

Qn(x+ y) −Qn(x)

x∗n − x
P(Xeq

∈ dy)

=
Qn(x∗n) −Qn(x)

x∗n − x
P(Xeq

∈ (0, x∗n − x))

− 1

x∗n − x

∫ x∗
n−x

0

P(Xeq
∈ (0, y])Q′

n(x+ y)dy.

Hence it follows that
lim
x↑x∗

n

Ax = 0.

In conclusion we have that

lim
x↑x∗

n

vn(x∗n) − vn(x)

x∗n − x
= v′n(x∗n+) −Q′

n(x∗n)P(Xeq
= 0)

which concludes the proof. �

9.5 The Shepp–Shiryaev Optimal Stopping Problem

Suppose thatX is a Lévy process. Then consider the optimal stopping problem

v(x) = sup
τ∈T

E(e−qτ+(Xτ∨x)) (9.21)

where q > 0, T is the set of F-stopping times which are almost surely finite
and x ≥ 0. This optimal stopping problem was proposed and solved by Shepp
and Shiryaev (1993) for the case that X is a linear Brownian motion and q is
sufficiently large. Like the McKean optimal stopping problem, (9.21) appears
in the context of an option pricing problem. Specifically, it addresses the
problem of the optimal time to sell a risky asset for the minimum of either
ex or its running maximum when the risky asset follows the dynamics of an
exponential linear Brownian motion and in the presence of discounting. In
Avram et al. (2004) a solution was given to (9.21) in the case that X is a
general spectrally negative Lévy process (and again q is sufficiently large). In
order to keep to the mathematics that has been covered earlier on in this text,
we give an account of a special case of that solution here. Specifically we deal
with the case that X has bounded variation which we shall write in the usual
form

Xt = dt− St, (9.22)

where d > 0 and S is a driftless subordinator with Lévy measure Π (concen-
trated on (0,∞)). We shall further assume that Π has no atoms. As we shall
use scale functions in our solution, the latter condition will ensure that they
are at least continuously differentiable; see Exercise 8.4. Our objective is the
theorem below. Note that we use standard notation from Chap. 8.
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Theorem 9.11. Suppose that X is as stated in the the above paragraph, hav-
ing Laplace exponent ψ. Suppose that q > ψ(1). Define

x∗ = inf{x ≥ 0 : Z(q)(x) ≤ qW (q)(x)}.

Then for each x ≥ 0, the solution to (9.21) is given by the pair

v(x) = exZ(q)(x∗ − x)

and
τ∗ = inf{t > 0 : Y x

t > x∗},
where Y x = {Y x

t : t ≥ 0} is the process X reflected in its supremum when
initiated from x ≥ 0 so that Y x

t = (x ∨Xt) −Xt.

Before moving to the proof of Theorem 9.11, let us consider the nature of
(9.21) and its solution in a little more detail.

Firstly it needs to be pointed out that due to the involvement of the run-
ning supremum in the formulation of the problem, one may consider (9.21)
as an optimal stopping problem which potentially concerns the three dimen-
sional Markov process {(t,Xt,Xt) : t ≥ 0}. Nonetheless, as with the previous
two examples of optimal stopping problems it is possible to reduce the dimen-
sion of the problem to just one. As indeed one notes from the statement of
Theorem 9.11, the solution is formulated in terms of the process Y x.

The way to do this was noted by Shepp and Shiryaev (1994) in a follow-
up article to their original contribution. Recalling the method of change of
measure described in Sects. 3.3 and 8.1 (see specifically Corollary 3.11), for
each τ ∈ T we may write

E(e−qτ+(Xτ∨x)) = E1(e−ατ+Y
x

τ ),

where
α = q − ψ(1)

and Y x = (x ∨ X) − X is the process reflected in its supremum and issued
from x. Hence our objective is now to solve the optimal stopping problem

sup
τ∈T

E1(e−ατ+Y
x

τ ) (9.23)

which is now based on the two dimensional Markov process {(t, Y x
t ) : t ≥ 0}.

Again, arguments along the lines of those in the paragraphs following Lemma
9.1 suggest that a suitable class of candidate solutions to (9.23) are of the
form (va(x), σxa) with a ≥ 0 where for each x ≥ 0

va(x) = E1(e
−ασx

a+Y x
σx

a ) (9.24)

and
σxa = inf{t > 0 : Y x

t ≥ a}.
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(Note that the latter is P1-almost surely finite). In addition, one may also
intuitively understand how a threshold strategy for Y x is optimal for (9.21)
as follows. The times at which Y x is zero correspond to times at which X,
and hence the gain, is increasing. The times at which Y x takes large values
correspond to the times at which X is far from its running supremum. At
such moments, one must wait for the process to return to its maximum before
there is an increase in the gain. Exponential discounting puts a time penalty
on waiting too long suggesting that one should look for a threshold strategy
in which one should stop if X moves too far from its maximum.

Secondly let us consider the optimal threshold x∗. Define the function
f(x) = Z(q)(x) − qW (q)(x). Differentiating we have

f ′(x) = q(W (q)(x) −W (q)′(x))

= qeΦ(q)x((1 − Φ(q))WΦ(q)(x)) −W ′
Φ(q)(x) (9.25)

where, in the second equality we have used (8.25). Since

ψ′
Φ(q)(0+) = ψ′(Φ(q)) > 0,

we know that under PΦ(q) the process X drifts to infinity and hence recall from
(8.7) that this implies that WΦ(q)(x) is monotone increasing. In particular
W ′
Φ(q)(x) > 0 for all x > 0. On the other hand, the assumption that q > ψ(1)

implies that Φ(q) > 1. Hence the right-hand side of (9.25) is strictly negative
for all x > 0. Further we may check with the help of Exercise 8.5 (i) that

lim
x↑∞

f(x)

qW (q)(x)
=

1

Φ(q)
− 1 < 0.

From (8.25) again, it is clear that the denominator on the left-hand side above
tends to infinity.

Note that f(0+) = 1− qW (q)(0). Since X has bounded variation we know
that W (q)(0) = d−1. Hence if q ≥ d then f(0+) < 0 so that necessarily x∗ = 0.
When q < d, we have that f(0+) > 0, f ′(x) < 0 for all x > 0 and f(∞) = −∞.
It follows then that there is a unique solution in [0,∞) to f(x) = 0, namely
x∗, which is necessarily strictly positive.

Note also that as the solution can be expressed in terms of functions whose
analytic properties are understood sufficiently well that, we may establish
easily the situation with regard to smooth or continuous fit. For each x > 0,
the process Y x has the same small-time path behaviour as −X and hence
P(σxx = 0) = 0 as P(τ−0 = 0) = 0. This property is independent of x > 0 (the
point x = 0 needs to be considered as a special case on account of reflection).

Corollary 9.12. When q < d, the solution to (9.21) is convex and hence
exhibits continuous fit at x∗. Further it satisfies

v′(x∗−) = v′(x∗+) − q

d
ex

∗

showing that there is no smooth fit at x∗.
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Proof. The first part follows in a similar manner to the proof of convexity in
the previous two optimal stopping problem. After a straightforward differen-
tiation of the solution to (9.21), recalling that W (0+) = 1/d, the last part of
the corollary follows. �

Proof (of Theorem 9.11). As indicated above, we consider candidate solutions
of the form (va, σ

x
a). We can develop the right-hand side of va in terms of

scale functions with the help of Theorem 8.10 (i). However, before doing so,
again taking into account the conclusion of Lemma 8.4, let us note that the

analogue of the scale function W
(q)
−1 when working under the measure P1 can

be calculated as equal to

[W
(q)
1 ]−1(x) = exW

(q+ψ1(−1))
1 .

However, we also know that ψ1(−1) = ψ(1 − 1) − ψ(1) = −ψ(1) and hence
applying Lemma 8.4 again we have further that

[W
(q)
1 ]−1(x) = exe−xW (q)(x) = W (q)(x).

This means that we may read out of Theorem 8.10 (i) the identity

va(x) = ex
(
Z(q)(a− x) −W (q)(a− x)

qW (q)(a) − Z(q)(a)

W (q)′(a) −W (q)(a)

)
. (9.26)

Revisiting the proof of Lemma 9.1 one sees that in fact that requirement
that X is a Lévy process is not necessary and one may replace X by Y x

without affecting any of the arguments or conclusions. (Here we mean that
T is still the family of stopping times with respect to the underlying Lévy
process). Let us continue then to check the conditions of the aforementioned
modified version of Lemma 9.1.

Lower bound (i). We need to show that va(s) ≥ ex. The assumption q >
ψ(1) implies that Φ(q) > 1 and hence

W (q)′(a) −W (q)(a) > W (q)′(a) − Φ(q)W (q)(a).

On the other hand, from (8.25) we may compute

W (q)′(a) − Φ(q)W (q)(a) = eΦ(q)aW ′
Φ(q)(a) > 0,

where the inequality is, for example, due to (8.18). Together with the proper-
ties of Z(q)(a) − qW (q)(a) as a function of a, we see that the coefficient

qW (q)(a) − Z(q)(a)

W (q)′(a) −W (q)(a)

is strictly positive when a > x∗ and non-positive when a ∈ [0, x∗].
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Recalling that Z(q)(x) ≥ 1, we conclude that va(x) ≥ ex when a ∈ [0, x∗].
On the other hand, suppose that a > x∗, then

va(a−) = ea −W (q)(0)
qW (q)(a) − Z(q)(a)

W (q)′(a) −W (q)(a)
< ea, (9.27)

showing that in order to respect the lower bound we necessarily must take
a ≤ x∗.

Supermartingale property (ii). We know that the function va(x) is differ-
entiable with continuous first derivative on (0, a). Further, the right derivative
at zero exists and is equal to zero. To see this, simply compute

v′a(0+) = ea
(
Z(q)(a) −W (q)(a)

qW (q)(a) − Z(q)(a)

W (q)′(a) −W (q)(a)

−qW (q)(a) +W (q)′(a)
qW (q)(a) − Z(q)(a)

W (q)′(a) −W (q)(a)

)

= 0.

Next recall from Sect. 8.1 that under P1, X remains a Lévy process of bounded
variation with the same drift but now with exponentially tilted Lévy measure
so that in the form (9.22), Π(dy) becomes e−yΠ(dy). Applying the change of
variable formula in the spirit of Exercise 4.2 and 4.1 we see that, despite the
fact that the first derivative of va is not well defined at a,

e−αtva(Y
x
t ) = va(x) − α

∫ t

0

e−αsva(Y
x
s )ds

+

∫ t

0

e−αs(va(a−) − va(a+))dLat

−d

∫ t

0

e−αsv′a(Y
x
s )ds+

∫ t

0

e−αsv′a(Y
x
s )d(x ∨Xs)

+

∫

[0,t]

∫

(0,∞)

e−αs(va(Y
x
s− + y) − va(Y

x
s−))e−yΠ(dy)ds

+Mt. (9.28)

P-almost surely, where {Lat : t ≥ 0} counts the number of crossings of the
process Y x over the level a. Further, for t ≥ 0,

Mt =

∫

[0,t]

∫

(0,∞)

e−αs(va(Y
x
s− + y) − va(Y

x
s−))N1(ds× dx)

−
∫

[0,t]

∫

(0,∞)

e−αs(va(Y
x
s− + y) − va(Y

x
s−))e−yΠ(dy)ds,

where N1 is the counting measure associated with the Poisson point process
of jumps of the subordinator given in the representation (9.22) of X under P1.
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In the third integral of (9.28), the process x∨Xs increases only when Y x
s = 0.

Since v′a(0+) = 0, then the third integral is equal to zero. Note also that it
can be proved in a straightforward way with the help of the compensation
formula in Theorem 4.4 that the process M := {Mt : t ≥ 0} is a martingale.

The Markov property together with (9.24) imply that

E1(e
−ασx

a+Y x
σx

a |Ft) = e
−α(σx

a∧t)+Y x
(σx

a∧t) .

Hence considering the left-hand side of (9.28) on {t < σxa}, we deduce with
the help of Exercise 4.3 that

L1va(x) :=

∫

(0,∞)

(va(x+ y)− va(x))e−yΠ(dy)−dv′a(x)−αva(x) = 0 (9.29)

for all x ∈ (0, a). We also see by inspection va(x) = ex for all x > a. In
that case, from the definition of the Laplace exponent ψ we know that the
expression on the left-hand side of (9.29) satisfies

L1va(x) = ex
∫

(0,∞)

(1 − e−y)Π(dy) − dex − αex

= −ex(ψ(1) + α)

= −qex < 0

for x > a. In conclusion we have shown that L1va(x) ≤ 0 on x ∈ (0,∞)\{a}.
If a ≥ x∗, then from (9.27) va(a−) − va(a+) ≤ 0. Reconsidering (9.28)

in this light, we see that when a ≥ x∗, the process {e−αtva(Xt) : t ≥ 0} is
the difference of a martingale M and a non-decreasing adapted process thus
making it a supermartingale. Right continuity can be seen from (9.28).

In conclusion, all properties of Lemma 9.1 are satisfied uniquely when
a = x∗, thus concluding the proof. �

The semi-explicit nature of the functions {va : a ≥ 0} again gives the
opportunity to show graphically how continuous fit occurs by perturbing the
function va about the value a = x∗. See Fig. 9.3.

9.6 Stochastic Games

Suppose that H,G are two continuous functions mapping R to [0,∞) satisfy-
ing H(x) > G(x) for all x ∈ R and let T be a family of F-stopping times. For
q ≥ 0, σ, τ ∈ T define

Θq
τ,σ = e−qτG(Xτ )1(τ≤σ) + e−qσH(Xσ)1(σ<τ).

Consider the existence of a function v : R �→ [0,∞) and stopping times
τ∗, σ∗ ∈ T which satisfy the relation
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Fig. 9.3. A sketch of the functions va(log x) for different values of a when X is
of bounded variation and Π(−∞, 0) = ∞. Curves which do not upper bound the
diagonal correspond to va(log x) for a > x∗. Curves which are lower bounded by
the diagonal correspond to va(log x) for 0 < a < x∗. The unique curve which upper
bounds the diagonal with continuous fit corresponds to va(log x) with y = x∗.

v(x) = sup
τ∈T

inf
σ∈T

Ex(Θ
q
τ,σ) = inf

σ∈T
sup
τ∈T

Ex(Θ
q
τ,σ) = Ex(Θ

q
τ∗,σ∗). (9.30)

The mathematical object (9.30) is called a stochastic game on account of
its interpretation in the following context. In a two player game, player one
agrees to pay player two an amount G(Xτ ) when player two decides to call
payment at any chosen time τ ∈ T . However, player one also reserves the
right to force payment to the amount H(Xσ) at any chosen time σ ∈ T . If
both players decide on payment at the same time, then the payment G(Xσ)
is made. The second player plays according to the policy of maximising their
expected discounted gain, whilst the first player has the policy of minimising
the expected discounted gain. (Note however it is not necessary that the op-
timal strategies of the two players are to stop the game at almost surely finite
stopping times).

The problem of characterising the triple (v, τ∗, σ∗) has many similarities
with establishing solutions to optimal stopping problems. Consider for exam-
ple the following sufficient criteria for the triple (v, τ∗, σ∗) to characterise the
saddle point of (9.30).
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Lemma 9.13. Consider the stochastic game (9.30) under the assumptions
that for all x ∈ R,

Ex(sup
t≥0

e−qtH(Xt)) < ∞ (9.31)

and
Px(∃ lim

t↑∞
e−qtG(Xt) < ∞) = 1. (9.32)

Suppose that τ∗ ∈ T and σ∗ ∈ T are candidate optimal strategies for the
stochastic game (9.30) and let v∗(x) = Ex(Θ

q
τ∗,σ∗). Then the triple (v∗, τ∗, σ∗)

is a solution to (9.30) if

(i) v∗(x) ≥ G(x),
(ii) v∗(x) ≤ H(x)
(iii) v∗(Xτ∗) = G(Xτ∗) almost surely on {τ∗ < ∞},
(iv) v∗(Xσ∗) = H(Xσ∗) almost surely on {σ∗ < ∞},
(v) the process {e−q(t∧τ∗)v∗(Xt∧τ∗) : t ≥ 0} is a right continuous submartin-

gale and
(vi) the process {e−q(t∧σ∗)v∗(Xt∧σ∗) : t ≥ 0} is a right continuous super-

martingale.

Proof. From the supermartingale property (vi), Doob’s Optional Stopping
Theorem, (iv) and (i), we know that for any τ ∈ T ,

v∗(x) ≥ Ex(e
−q(t∧τ∧σ∗)v∗(Xt∧τ∧σ∗))

≥ Ex(e
−q(t∧τ)G(Xt∧τ )1(σ∗≥t∧τ) + e−qσ

∗
H(Xσ∗)1(σ∗<t∧τ)).

It follows that
v∗(x) ≥ Ex(Θ

q
τ,σ∗) ≥ inf

σ∈T
Ex(Θ

q
τ,σ), (9.33)

where the first inequality is a result of Fatou’s Lemma and (9.32). Since τ ∈ T
is arbitrary we have on the one hand, from the first inequality in (9.33),

v∗(x) ≥ sup
τ∈T

Ex(Θ
q
τ,σ∗) ≥ inf

σ∈T
sup
τ∈T

Ex(Θ
q
τ,σ) (9.34)

and on the other hand, from the second inequality in (9.33),

v∗(x) ≥ sup
τ∈T

inf
σ∈T

Ex(Θ
q
τ,σ). (9.35)

Now using (v), Doob’s Optimal Stopping Theorem, (iii), (ii) and (9.31) we
have for any σ ∈ T ,

v∗(x) ≤ Ex(e
−q(t∧τ∗∧σ)v∗(Xt∧τ∗∧σ))

= Ex(e
−qτ∗

v∗(Xτ∗)1(τ∗≤t∧σ) + e−q(t∧σ)v∗(Xt∧σ)1(τ∗>t∧σ))

≤ Ex(e
−qτ∗

G(Xτ∗)1(τ∗≤t∧σ) + e−q(t∧σ)H(Xt∧σ)1(τ∗>t∧σ)).
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Taking limits as t ↑ ∞ and applying the Dominated Convergence Theorem
with the help of (9.31), (9.32) and the non-negativity of G, we have

v∗(x) ≤ Ex(Θ
q
τ∗,σ) ≤ sup

τ∈T
Ex(Θ

q
τ,σ). (9.36)

Since σ ∈ T is arbitrary, we have on the one hand, from the first inequality
in (9.36),

v∗(x) ≤ inf
σ∈T

Ex(Θ
q
τ∗,σ) ≤ sup

τ∈T
inf
σ∈T

Ex(Θ
q
τ,σ) (9.37)

and on the other hand, from the second inequality in (9.36),

v∗(x) ≤ inf
σ∈T

sup
τ∈T

Ex(Θ
q
τ,σ). (9.38)

From (9.34), (9.35), (9.37) and (9.38), we see that

v∗(x) = inf
σ∈T

sup
τ∈T

Ex(Θ
q
τ,σ) = sup

τ∈T
inf
σ∈T

Ex(Θ
q
τ,σ).

Finally from its definition

v∗(x) = Ex(Θ
q
τ∗,σ∗)

and hence the saddle point is achieved with the strategies (τ∗, σ∗). �

To the author’s knowledge there is an extremely limited base of pub-
lished literature giving concrete examples of stochastic games driven by Lévy
processes.5 We give an example here which is an excerpt from Baurdoux and
Kyprianou (2005). Aspects of the general theory can be found in one of the
original papers on the topic, Dynkin (1969).

Suppose that X is a spectrally negative Lévy process of bounded variation
which drifts to infinity and denote as usual its Laplace exponent by ψ. That
is to say, it has the same structure as in (9.22) with d > E(S1) > 0. Consider
the stochastic game (9.30) when G(x) = (K−ex)+, H(x) = G(x)+δ for fixed
δ > 0 and T consists of all F-stopping times.

This stochastic game is very closely related to the McKean optimal stop-
ping problem. We may think of it as modeling the optimal time to sell to
an agent a risky asset for a fixed price K whose dynamics follow those of an
exponential Lévy process. However, we have in addition now that the pur-
chasing agent may also demand a forced purchase; in which case the agent
must pay a supplementary penalty δ for forcing the purchase. Note, however,
if the constant δ is too large (for example greater than K) then it will never
be optimal for the agent to force a purchase in which case the stochastic game
will have the same solution as the analogous optimal stopping problem. That
is to say the optimal stopping problem (9.3) with q = 0.

5See for example Gapeev and Kühn (2005) in print



264 9 Applications to Optimal Stopping Problems

Suppose however that δ is a very small number. In this case, based on the
experience of the above optimal stopping problems, it is reasonable to assume
that one may optimise the expected gain by opting to sell the risky asset once
the value of X drops below a critical threshold where the gain function G is
large. The level of the threshold is determined by the fact that X drifts to
infinity (and hence may never reach the threshold) as well as the behaviour
of the purchasing agent. The latter individual can minimise the expected gain
by stopping X in a region of R where the gain function H is small. This
is clearly the half line (logK,∞). As the gain G is identically zero on this
interval, it turns out to be worthwhile to stop in the aforementioned interval,
paying the penalty δ, rather than waiting for the other player to request a
purchase requiring a potentially greater pay out by the agent.

These ideas are captured in the following theorem.

Theorem 9.14. Under the assumptions above, the stochastic game (9.30) has
the following two regimes of solutions.

(a) Define x∗ by

ex
∗

= K
ψ′(0+)

ψ(1)
(9.39)

and note by strict convexity of ψ that x∗ < logK. Suppose that

δ ≥ Kψ(1)

∫ log(ψ(1)/ψ′(0+))

0

e−yW (y)dy,

then

v(x) = K − ex + ψ(1)ex
∫ x−x∗

0

e−yW (y)dy, (9.40)

where the saddle point strategies are given by

τ∗ = inf{t > 0 : Xt < x∗} and σ∗ = ∞.

That is to say, (v, τ∗) is also the solution to the optimal stopping problem

v(x) = sup
τ∈T

Ex((K − eXτ )+).

(b) Suppose that

δ < Kψ(1)

∫ log(ψ(1))/ψ′(0+)

0

e−yW (y)dy

then

v(x) =

{
K − ex + ψ(1)ex

∫ x−z∗
0

e−yW (y)dy for x < logK
δ for x ≥ logK,

(9.41)
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where z∗ ∈ (0,K) is the unique solution of the equation

Kψ(1)

∫ logK−z

0

e−yW (y)dy = δ (9.42)

and the saddle point strategies are given by

τ∗ = inf{t > 0 : Xt < z∗} and σ∗ = inf{t > 0 : Xt > logK}.

Proof. For both parts (a) and (b) we shall resort to checking conditions given
in Lemma 9.13. Note that for the stochastic game at hand, conditions (9.31)
and (9.32) are both satisfied. The first condition is trivially satisfied and the
second follows from the fact that limt↑∞Xt = ∞ and H(x) = δ for all x >
logK.

(a) As indicated in the statement of the Theorem, the proposed solution
necessarily solves the McKean optimal stopping problem. Under the present
circumstances of spectral negativity and bounded variation, the solution to
this optimal stopping problem is given in Corollary 9.3. It is left to the reader
to check that this solution corresponds to the function given on the right-hand
side of (9.40).

Let v∗ be the expression given on the right-hand side of (9.40). We now
proceed to show that v∗, τ∗ and σ∗ fulfill the conditions (i) – (vi) of Lemma
9.13.

Bounds (i) and (ii). Since by definition of W ,
∫∞
0

e−yW (y)dy = 1/ψ(1)
we may apply l’Hôpital’s rule and compute

lim
x↑∞

v∗(x) = K − lim
x↑∞

1 − ψ(1)
∫ x−x∗

0
e−yW (y)dy

e−x

= K − lim
x↑∞

ψ(1)ex
∗
W (x− x∗)

= K − ψ(1)

ψ′(0+)
ex

∗

= 0,

where the final equality follows from (8.15) and (9.39). Hence, with the as-
sumption on δ, which reworded says δ ≥ v∗(logK), and the convexity of v∗

(cf. Theorem 9.4) we have

(K − ex)+ ≤ v∗(x) ≤ (K − ex)+ + δ.

Hence conditions (i) and (ii) of Lemma 9.13 are fulfilled.

Equality with the gain properties (iii) and (iv). Property (iii) is trivially
satisfied by virtue of the fact that v∗ solves (9.3) with q = 0. As σ∗ = ∞ the
statement (iv) is empty.
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Supermartingale and subartingale properties (v) and (vi). From the proof
of Theorem 9.2 we have seen that {v∗(Xt) : t ≥ 0} is a supermartingale with
right continuous paths. For the submartingale property, we actually need to
show that {v∗(Xt∧τ∗) : t ≥ 0} is a martingale. However this follows by the
Strong Markov Property since for all t ≥ 0,

Ex((K − eXτ∗ )|Ft∧τ∗) = Ex′(K − eXτ∗ ) where x′ = Xt∧τ∗

= v∗(Xt∧τ∗).

(b) Technically speaking, one reason why we may not appeal to the solution
to (9.3) with q = 0 as the solution to the problem at hand is because the
condition on δ now implies that the solution to part (a) is no longer bounded
above by (K − ex)+ + δ, at least at the point x = logK.

The right-hand side of (9.41) can easily be checked using the fluctuation
identities in Chap. 8 to be equal to

v∗(x) = Ex((K − exp{Xτ−
z∗
})1(τ−

z∗<τ
+
log K

)) + δEx(1(τ−
z∗>τ

+
log K

)) (9.43)

and we check now whether the triple (v∗, τ∗, σ∗) fulfill the conditions (i) – (vi)
of Lemma 9.13.

Bounds (i) and (ii). The lower bound is easily established since by (9.43)
we have that v∗(x) ≥ 0 and from (9.41) v∗(x) ≥ K − ex. Hence v∗(x) ≥
(K − ex)+. For the upper bound, note that v∗(x) = H(x) for x ≥ logK. On
x < logK we also have from (9.41) that

v∗(x) − (K − ex) =
ex

K
Kψ(1)

∫ x−z∗

0

e−yW (y)dy

≤ Kψ(1)

∫ logK−z∗

0

e−yW (y)dy

= δ

thus confirming that v∗(x) ≤ H(x).

Equality with the gain properties (iii) and (iv). This is clear by inspection.

Supermartingale properties (v). By considering the representation (9.43)
the martingale property is confirmed by a similar technique to the one used
in part (a) and applying the Strong Markov Property to deduce that

v∗(Xt∧τ∗∧σ∗) = Ex((K − e
X

τ
−
z∗ )1(τ−

z∗<τ
+
log K

) + δ1(τ−
z∗>τ

+
log K

)|Ft).

Note that in establishing the above equality, it has been used that v∗(Xτ−
z∗

) =

(K − e
X

τ
−
z∗ ) and v∗(Xτ+

log K
) = δ. Noting that v∗ is a continuous function
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which is also C1 function on R\{logK} we may apply the change of variable
formula in the spirit of Exercise 4.1 and obtain

v∗(Xt) = v∗(x) +

∫ t

0

Hv∗(Xs−)ds+Mt, t ≥ 0 (9.44)

Px almost surely where {Mt : t ≥ 0} is a right continuous martingale,

Hv∗(x) = d
dv∗

dx
(x) +

∫

(−∞,0)

(v∗(x+ y) − v∗(x))Π(dy)

andΠ is the Lévy measure of X and d is its drift. The details of this calculation
are very similar in nature to those of a related calculation appearing in the
proof of Theorem 9.11 and hence are left to the reader.

Since {v∗(Xt) : t < τ∗ ∧ σ∗} is a martingale we deduce from Exercise 4.3
that Hv∗(x) = 0 for all x ∈ (z∗, logK). A straightforward calculation also
shows that for x < z∗, where v∗(x) = K − ex,

Hv∗(x) = −ex

(
d+

∫

(−∞,0)

(ey − 1)Π(dy)

)
= −exψ(1) < 0.

Reconsidering (9.44) we see then that on {t < σ∗} the Lebesgue integral
is a non-increasing adapted process and hence {v∗(Xt) : t < σ∗} is a right
continuous supermaringale.

Submartingale property (vi). For x > logK, where v∗(x) = δ, our aim is
to show that

Hv∗(x) =

∫

(−∞,0)

(v∗(x+ y) − δ)Π(dy) ≥ 0

as a consequence of the fact that

v∗(x) ≥ δ on (0, logK). (9.45)

If this is the case then in (9.44) we have on {t < τ∗} that the Lebesgue integral
is a non-decreasing adapted process and hence {v∗(Xt) : t < τ∗} is a right
continuous submartingale. Showing that (9.45) holds turns out to be quite
difficult and we prove this in the lemma immediately below.

In conclusion, the conditions of Lemma 9.13 are satisfied by the triple
(v∗, τ∗, σ∗) thus establishing part (b) of the theorem. �

Lemma 9.15. The function v∗ in the proof of part (b) of the above theorem
is strictly greater than δ for all x < logK.
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Proof. We assume the notation from the proof of part (b) of the above theo-
rem. As a first step we show that v∗ together with the stopping time τ∗ solves
the optimal stopping problem

f(x) = sup
τ∈T

Ex(G(X∗
τ )), (9.46)

where {X∗
t : t ≥ 0} is the process X stopped on first entry to (logK,∞), so

that X∗
t = Xt∧σ∗ , and

G(x) = (K − ex)+1(x≤logK) + δ1(x>logK).

Recalling the remark at the end of Sect. 9.1, we note from the lower bound (i),
equality with the gain property (iii), martingale property and supermartingale
property (vi) established in the proof of part (b) of the above theorem that
(v, τ∗) solves the optimal stopping problem (9.46).

Next define for each q ≥ 0 the solutions to the McKean optimal stopping
problem

g(q)(x) = sup
τ∈T

Ex(e
−qτ (K − eXτ )+)

for x ∈ R. The associated optimal stopping time for each q ≥ 0 is given by
τ∗q = inf{t > 0 : Xt < x∗p}. From Theorem 9.2 and Corollary 9.3 we know
that

ex
∗
q = KE(e

X
eq ) = K

q

Φ(q)

Φ(q) − 1

q − ψ(1)
.

Hence the constant x∗q is continuous and strictly increasing to logK as q tends
to infinity. It may also be verified from Corollary 9.3 that

g(q)(logK) = Kq

∫ logK−x∗
q

0

(1 − e−y)W (q)(y)dy

+Kψ(1)

∫ logK−x∗
q

0

e−yW (q)(y)dy.

We see then that g(q)(logK) is continuous in q. From Theorem 9.2 we also
know that for each fixed x ∈ R, g(q)(x) ↓ 0 as q ↑ ∞. Thanks to these facts
we may deduce that there exists a solution to the equation g(q)(logK) = δ.
Henceforth we shall assume that q solves the latter equation.

The Strong Markov Property implies that

g(q)(x) = Ex(e
−qτ∗

q (K − e
Xτ∗

q ))

= Ex(e
−qτ∗

q (K − e
Xτ∗

q )1(τ∗
q <τ

+
log K

) + e−qτ
+
log Kg(q)(logK)1(τ∗

q >τ
+
log K

))

= Ex(e
−qτ∗

q (K − e
Xτ∗

q )1(τ∗
q <τ

+
log K

) + e−qτ
+
log K δ1(τ∗

q >τ
+
log K

)).

Hence as v∗ solves (9.46) we have

v∗(x) = sup
τ∈T

Ex((K − eXτ )+1(τ<σ∗) + δ1(τ≥σ∗))

≥ Ex((K − e
Xτ∗

q )1(τ∗
q <σ

∗) + δ1(τ∗
q ≥σ∗))

≥ g(q)(x).



9.6 Exercises 269

We know from Theorem 9.4 that g(q) is convex and hence the last inequality
ensures that v∗(x) ≥ δ for all x < logK as required. �

Exercises

9.1. The following exercise is based on Novikov and Shiryaev (2004). Suppose
that X is any Lévy process and either

q > 0 or q = 0 and lim
t↑∞

Xt = −∞.

Consider the optimal stopping problem

v(x) = sup
τ∈T

Ex(e
−qτ (1 − e−(Xτ )+)) (9.47)

where T is the set of F-stopping times.

(i) For a > 0, prove the identity

Ex

(
e−qT

+
a

(
1 − e

−X
T

+
a

)
1(T+

a <∞)

)
= Ex

((
1 − e−Xeq

E(e−Xeq )

)
1(Xeq≥a)

)
,

where T+
a = inf{t ≥ 0 : Xt ≥ a}.

(ii) Show that the solution to (9.47) is given by the pair (vx∗ , T+
x∗) where

vx∗(x) is equal to the left-hand side of the identity in part (i) with a = x∗

where
e−x

∗
= E(e−Xeq ).

(iii) Show that there is smooth fit at x∗ if and only if 0 is regular for (0,∞)
for X and otherwise continuous fit.

9.2. This exercise is based on Baurdoux and Kyprianou (2005). Suppose that
X is a bounded variation spectrally negative Lévy process with characteristic
exponent ψ(θ) = dθ−

∫
(0,∞)

(1−e−θx)Π(dx) for θ ≥ 0 where d is the drift and

Π is the Lévy measure of the pure jump subordinator in the decomposition
of X. Consider the stochastic game which requires one to find v(x) satisfying

v(x) = sup
τ∈T

inf
σ∈T

E(e−qτ+(x∨Xτ )1(τ≤σ) + e−qσ(e(x∨Xσ) + δeXσ )1(τ>σ)), (9.48)

where δ > 0, x ≥ 0, d > q > ψ(1) > 0 and the supremum and infimum are
interchangeable.

(i) Let x∗ be the constant defined in Theorem 9.11. Show that if 1 + δ ≥
Z(q)(x∗) the solution to (9.48) is the same as the solution given in Theorem
9.11.
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(ii) Henceforth assume that 1+ δ < Z(q)(x∗). Show that there exists a unique
solution to equation Z(q)(z∗) = 1 + δ and further that z∗ < x∗. Consider
the function f(x) = Z(q)(x)−qW (q)(x) defined in the discussion preceding
Theorem 9.11. Using the analytic properties of f discussed there show
that function exZ(q)(z∗ − x) is convex satisfying v′(0+) > 0 and v′(z∗) =
ez

∗
(1 − q/d).

(iii) Show that the solution to (9.48) is given by

v(x) = exZ(q)(z∗ − x),

where z∗ is given in the previous part. Further the saddle point is achieved
with the stopping times

σ∗ = inf{t > 0 : Y x
t = 0} and τ∗ = inf{t > 0 : Y x

t > z∗},

where Y x = (x ∨X) −X is the process reflected in its supremum issued
from x. Note that there is continuous fit at z∗ but not smooth fit.
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Continuous-State Branching Processes

Our interest in continuous-state branching processes will be in exposing their
intimate relationship with spectrally positive Lévy processes. A flavour for
this has already been given in Sect. 1.3.4 where it was shown that compound
Poisson process killed on exiting (0,∞) can be time changed to obtain a
continuous-time Bienaymé-Galton-Watson process. The analogue of this path
transformation in fuller generality consists of time changing the path of a
spectrally positive Lévy process killed on exiting (0,∞) to obtain a process
equal in law to the path of a Markov process which observes the so-called
branching property (defined in more detail later) and vice versa. The latter
process is what we refer to as the continuous-state branching process. The time
change binding the two processes together is called the Lamperti transform,
named after the foundational work of Lamperti (1967a,b).1

Having looked closely at the Lamperti transform we shall give an account
of a number of observations concerning the long term behaviour as well as
conditioning on survival of continuous-state branching processes. Thanks to
some of the results in Chap. 8 semi-explicit results can be obtained.

10.1 The Lamperti Transform

A [0,∞)-valued strong Markov process Y = {Yt : t ≥ 0} with probabilities
{Px : x ≥ 0} is called a continuous-state branching process if it has paths that
are right continuous with left limits and its law observes the branching process
given in Definition 1.14. Another way of phrasing the branching property is
that for all θ ≥ 0 and x, y ≥ 0,

Ex+y(e
−θYt) = Ex(e

−θYt)Ey(e
−θYt). (10.1)

Note from the above equality that after an iteration we may always write for
each x > 0,

1See also Silverstein (1968).
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Ex(e
−θYt) = Ex/n(e−θYt)n (10.2)

showing that Yt is infinitely divisible for each t > 0. If we define for θ, t ≥ 0,

g(t, θ, x) = − logEx(e
−θYt),

then (10.2) implies that for any positive integer m,

g(t, θ,m) = ng(t, θ,m/n) and g(t, θ,m) = mg(t, θ, 1)

showing that for x ∈ Q ∩ [0,∞),

g(t, θ, x) = xut(θ), (10.3)

where ut(θ) = g(t, θ, 1) ≥ 0. From (10.1) we also see that for 0 ≤ z < y,
g(t, θ, z) ≤ g(t, θ, y) which implies that g(t, θ, x−) exists as a left limit and is
less than or equal to g(t, θ, x+) which exists as a right limit. Thanks to (10.3),
both left and right limits are the same so that for all x > 0

Ex(e
−θYt) = e−xut(θ). (10.4)

The Markov property in conjunction with (10.4) implies that for all x > 0
and t, s, θ ≥ 0,

e−xut+s(θ) = Ex
(
E(e−θYt+s |Yt)

)
= Ex

(
e−Ytus(θ)

)
= e−xut(us(θ)).

In other words the Laplace exponent of Y obeys the semi-group property

ut+s(θ) = ut(us(θ)).

The first significant glimpse one gets of Lévy processes in relation to the
above definition of a continuous-state branching process comes with the fol-
lowing result for which we offer no proof on account of technicalities (see
however Exercise 1.11 for intuitive motivation and Chap. II of Le Gall (1999)
or Silverstein (1968) for a proof).

Theorem 10.1. For t, θ ≥ 0, suppose that ut(θ) is the Laplace functional
given by (10.4) of some continuous-state branching process. Then it is differ-
entiable in t and satisfies

∂ut
∂t

(θ) + ψ(ut(θ)) = 0 (10.5)

with initial condition u0(θ) = θ where for λ ≥ 0,

ψ(λ) = −q − aλ+
1

2
σ2λ2 +

∫

(0,∞)

(e−λx − 1 + λx1(x<1))Π(dx) (10.6)

and in the above expression, q ≥ 0, a ∈ R, σ ≥ 0 and Π is a measure supported
in (0,∞) satisfying

∫
(0,∞)

(1 ∧ x2)Π(dx) < ∞.
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Note that for λ ≥ 0, ψ(λ) = log E(e−λX1) where X is either a spectrally
positive Lévy process2 or a subordinator, killed independently at rate q ≥ 0.3

Otherwise said, ψ is the Laplace exponent of a killed spectrally negative Lévy
process or the negative of the Laplace exponent of a killed subordinator. From
Sects. 8.1 and 5.5, respectively, we know for example that ψ is convex, infinitely
differentiable on (0,∞), ψ(0) = q and ψ′(0+) ∈ [−∞,∞). Further, if X is a
(killed) subordinator, then ψ(∞) < 0 and otherwise we have that ψ(∞) = ∞.

For each θ > 0 the solution to (10.5) can be uniquely identified by the
relation

−
∫ ut(θ)

θ

1

ψ(ξ)
dξ = t. (10.7)

(This is easily confirmed by elementary differentiation, note also that the lower
delimiter implies that u0(θ) = θ by letting t ↓ 0.)

From the discussion earlier we may deduce that if a continuous-state
branching process exists, then it is associated with a particular function
ψ : [0,∞) �→ R given by (10.6). Formally speaking, we shall refer to all
such ψ as branching mechanisms. We will now state without proof the Lam-
perti transform which, amongst other things, shows that for every branching
mechanism ψ there exists an associated continuous-state branching process.

Theorem 10.2. Let ψ be any given branching mechanism.

(i) Suppose that X = {Xt : t ≥ 0} is a Lévy process with no negative jumps,
initial position X0 = x, killed at an independent exponentially distributed
time with parameter q ≥ 0. Further, ψ(λ) = log Ex(e

−λ(X1−x)). Define for
t ≥ 0,

Yt = Xθt∧τ−
0
,

where τ−0 = inf{t > 0 : Xt < 0} and

θt = inf{s > 0 :

∫ s

0

du

Xu
> t}

then Y = {Yt : t ≥ 0} is a continuous-state branching process with branch-
ing mechanism ψ and initial value Y0 = x.

(ii) Conversely suppose that Y = {Yt : t ≥ 0} is a continuous-state branching
process with branching mechanism ψ, such that Y0 = x > 0. Define for
t ≥ 0,

Xt = Yϕt
,

2Recall that our definition of spectrally positive processes excludes subordinators.
See the discussion following Lemma 2.14.

3As usual, we understand the process X killed at rate q to mean that it is killed af-
ter an independent and exponentially distributed time with parameter q. Further
q = 0 means there is no killing.
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where

ϕt = inf{s > 0 :

∫ s

0

Yudu > t}.

Then X = {Xt : t ≥ 0} is a Lévy process with no negative jumps, killed at
the minimum of the time of the first entry into (−∞, 0) and an indepen-
dent and exponentially distributed time with parameter q ≥ 0, with initial
position X0 = x and satisfying ψ(λ) = log E(e−λX1).

It can be shown that a general continuous-state branching process appears
as the result of an asymptotic re-scaling (in time and space) of the contin-
uous time Bienaymé–Galton–Watson process discussed in Sect. 1.3.4; see Ji-
rina (1958). Roughly speaking the Lamperti transform for continuous-state
branching processes then follows as a consequence of the analogous construc-
tion being valid for the continuous time Bienaymé–Galton–Watson process;
recall the discussion in Sect. 1.3.4.

10.2 Long-term Behaviour

For the forthcoming discussion it will be useful to recall the definition of
a Bienaymé–Galton–Watson process; the process for which continuous-state
branching processes are a natural analogue in continuous time and space.
The latter is a discrete time Markov chain Z = {Zn : n = 0, 1, 2, ...} with
state space {0, 1, 2, ...}. The quantity Zn is to be thought of as the size of the
n-th generation of some asexually reproducing population. The process Z has
probabilities {Px : x = 0, 1, 2, ...} such that, under Px, Z0 = x and

Zn =

Zn−1∑

i=1

ξ
(n)
i (10.8)

for n = 1, 2, ... where for each n ≥ 1, {ξ(n)
i : i = 1, 2, ...} are independent and

identically distributed on {0, 1, 2, ...}.
Without specifying anything further about the common distribution of the

offspring there are two events which are of immediate concern for the Markov
chain Z; explosion and absorption. In the first case it is not clear whether or
not the event {Zn = ∞} has positive probability for some n ≥ 1 (the latter
could happen if, for example, the offspring distribution has no moments).
When Px(Zn < ∞) = 1 for all n ≥ 1 we say the process is conservative
(in other words there is no explosion). In the second case, we note from the
definition of Z that if Zn = 0 for some n ≥ 1 then Zn+m = 0 for all m ≥ 0
which makes 0 an absorbing state. As Zn is to be thought of as the size
of the nth generation of some asexually reproducing population, the event
{Zn = 0 for some n > 0} is referred to as extinction.
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In this section we consider the analogues of conservative behaviour and
extinction within the setting of continuous-state branching processes. In ad-
dition we shall examine the laws of the supremum and total progeny process
of continuous-state branching processes. These are the analogues of

sup
n≥0

Zn and {
∑

0≤k≤n
Zk : n ≥ 0}

for the Bienaymé–Galton–Watson process. Note in the latter case, total
progeny is interpreted as the total number of offspring to date.

10.2.1 Conservative Processes

A continuous-state branching process Y = {Yt : t ≥ 0} is said to be conserv-
ative if for all t > 0, P (Yt < ∞) = 1. The following result is taken from Grey
(1974).

Theorem 10.3. A continuous-state branching process with branching mech-
anism ψ is conservative if and only if

∫

0+

1

|ψ(ξ)|dξ = ∞.

A necessary condition is, therefore, ψ(0) = 0 and a sufficient condition is
ψ(0) = 0 and |ψ′(0+)| < ∞ (equivalently q = 0 and

∫
[1,∞)

xΠ(dx) < ∞).

Proof. From the definition of ut(θ), a continuous-state branching process is
conservative if and only if limθ↓0 ut(θ) = 0 since, for each x > 0,

Px(Yt < ∞) = lim
θ↓0

Ex(e
−θYt) = exp{−x lim

θ↓0
ut(θ)},

where the limits are justified by monotonicity. However, note from (10.7) that
as θ ↓ 0,

t = −
∫ δ

θ

1

ψ(ξ)
dξ +

∫ δ

ut(θ)

1

ψ(ξ)
dξ,

where δ > 0 is sufficiently small. However, as the left-hand side is independent
of θ we are forced to conclude that limθ↓0 ut(θ) = 0 if and only if

∫

0+

1

|ψ(ξ)|dξ = ∞.

Note that ψ(θ) may be negative in the neighbourhood of the origin and hence
the absolute value is taken in the integral.

From this condition and the fact that ψ is a smooth function, one sees im-
mediately that a necessary condition for a continuous-state branching process
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to be conservative is that ψ(0) = 0; in other words the “killing rate” q = 0. It
is also apparent that a sufficient condition is that q = 0 and that |ψ′(0+)| < ∞
(so that ψ is locally linear passing through the origin). Due to the fact that
ψ(λ) = log E(e−λX1) where X is a Lévy process with no negative jumps, it
follows that the latter condition is equivalent to E|X1| < ∞ where X is the
Lévy processes with no negative jumps associated with ψ. Hence by Theorem
3.8 it is also equivalent to

∫
[1,∞)

xΠ(dx) < ∞. �

Henceforth we shall assume for all branching mechanisms that q = 0.

10.2.2 Extinction Probabilities

Thanks to the representation of continuous-state branching processes given in
Theorem 10.2 (i), it is clear that the latter processes observe the fundamental
property that if Yt = 0 for some t > 0, then Yt+s = 0 for s ≥ 0. Let ζ = inf{t >
0 : Yt = 0}. The event {ζ < ∞} = {Yt = 0 for some t > 0} is thus referred to
as extinction in line with terminology used for the Bienaymé–Galton–Watson
process.

This can also be seen from the branching property (10.1). By taking y = 0
there we see that P0 must be the measure that assigns probability one to the
processes which is identically zero. Hence by the Markov property, once in
state zero, the process remains in state zero.

Note from (10.4) that ut(θ) is continuously differentiable in θ > 0 (since
by dominated convergence, the same is true of the left-hand side of the afore-
mentioned equality). Differentiating (10.4) in θ > 0 we find that for each
x, t > 0,

Ex(Yte
−θYt) = x

∂ut
∂θ

(θ)e−xut(θ) (10.9)

and hence taking limits as θ ↓ 0 we obtain

Ex(Yt) = x
∂ut
∂θ

(0+) (10.10)

so that both sides of the equality are infinite at the same time. Differentiating
(10.5) in θ > 0 we also find that

∂

∂t

∂ut
∂θ

(θ) + ψ′(ut(θ))
∂ut
∂θ

(θ) = 0.

Standard techniques for first-order differential equations then imply that

∂ut
∂θ

(θ) = ce
−
∫ t

0
ψ′(us(θ))ds

(10.11)

where c > 0 is a constant. Inspecting (10.9) as t ↓ 0 we see that c = 1. Now
taking limits as θ ↓ 0 and recalling that for each fixed s > 0, us(θ) ↓ 0 it is
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straightforward to deduce from (10.10) and (10.11) that

Ex(Yt) = xe−ψ
′(0+)t, (10.12)

where we understand the left-hand side to be infinite whenever ψ′(0+) = −∞.
Note that from the definition ψ(θ) = log E(e−θX1) where X is a Lévy process
with no negative jumps, we know that ψ is convex and ψ(0+) ∈ [−∞,∞)
(cf. Sects. 5.5 and 8.1). Hence in particular to obtain (10.12), we have used
dominated convergence in the integral in (10.11) when |ψ′(0+)| < ∞ and
monotone convergence when ψ′(0+) = −∞.

This leads to the following classification of continuous-state branching
processes.

Definition 10.4. A continuous-state branching process with branching mech-
anism ψ is called

(i) subcritical, if ψ′(0+) > 0,
(ii) critical, if ψ′(0+) = 0 and
(iii) supercritical, if ψ′(0+) < 0.

The use of the terminology “criticality” refers then to whether the process will,
on average, decrease, remain constant or increase. The same terminology is
employed for Bienaymé–Galton–Watson processes where now the three cases
in Definition 10.4 correspond to the mean of the offspring distribution being
strictly less than, equal to and strictly greater than unity, respectively. The
classic result due to the scientists after which the latter process is named
states that there is extinction with probability 1 if and only if the mean
offspring size is less than or equal to unity (see Chap. I of Athreya and
Ney (1972) for example). The analogous result for continuous-state branching
processes might therefore read that there is extinction with probability one
if and only if ψ′(0+) ≥ 0. However, here we encounter a subtle difference for
continuous-state branching processes as the following simple example shows:
In the representation given by Theorem 10.2, take Xt = 1 − t corresponding
to Yt = e−t. Clearly ψ(λ) = λ so that ψ′(0+) = 1 > 0 and yet Yt > 0 for all
t > 0.

Extinction is characterised by the following result due to Grey (1974); see
also Bingham (1976).

Theorem 10.5. Suppose that Y is a continuous-state branching process with
branching mechanism ψ. Let p(x) = Px(ζ < ∞).

(i) If ψ(∞) < 0, then for all x > 0, p(x) = 0
(ii) Otherwise, when ψ(∞) = ∞, p(x) > 0 for some (and then for all) x > 0

if and only if ∫ ∞ 1

ψ(ξ)
dξ < ∞

in which case p(x) = e−Φ(0)x where Φ(0) = sup{λ ≥ 0 : ψ(λ) = 0}.
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Proof. (i) If ψ(λ) = log E(e−λX1) where X is a subordinator, then clearly
from the path representation given in Theorem 10.2 (i), extinction occurs
with probability zero. From the discussion following Theorem 10.1, the case
that X is a subordinator is equivalent to ψ(λ) < 0 for all λ > 0.

(ii) Since for s, t > 0, {Yt = 0} ⊆ {Yt+s = 0} we have by monotonicity
that for each x > 0,

Px(Yt = 0) ↑ p(x) (10.13)

as t ↑ ∞. Hence p(x) > 0 if and only if Px(Yt = 0) > 0 for some t > 0. Since
Px(Yt = 0) = e−xut(∞), we see that p(x) > 0 for some (and then all) x > 0 if
and only if ut(∞) < ∞ for some t > 0.

Fix t > 0. Taking limits in (10.7) as θ ↑ ∞ we see that if ut(∞) < ∞, then
it follows that ∫ ∞ 1

ψ(ξ)
dξ < ∞. (10.14)

Conversely, if the above integral holds, then again taking limits in (10.7) as
θ ↑ ∞ it must necessarily hold that ut(∞) < ∞.

Finally, assuming (10.14), we have learnt that

∫ ∞

ut(∞)

1

ψ(ξ)
dξ = t. (10.15)

From (10.13) and the fact that ut(∞) = −x−1 logPx(Yt = 0) we see that
ut(∞) decreases as t ↑ ∞ to the largest constant c ≥ 0 such that

∫∞
c

1/ψ(ξ)dξ
becomes infinite. Appealing to the convexity and smoothness of ψ, the con-
stant c must necessarily correspond to a root of ψ in [0,∞), at which point
it will behave linearly and thus cause

∫∞
c

1/ψ(ξ)dξ to blow up. There are
at most two such points, and the largest of these is described precisely by
c = Φ(0) ∈ [0,∞) (see Sect. 8.1). In conclusion,

p(x) = lim
t↑∞

e−xut(∞) = e−Φ(0)x

as required. �

On account of the convexity of ψ we also recover the following corollary
to part (ii) of the above theorem.

Corollary 10.6. For a continuous-state branching process with branching
mechanism ψ satisfying ψ(∞) = ∞ and

∫ ∞ 1

ψ(ξ)
dξ < ∞,

we have p(x) < 1 for some (and then for all) x > 0 if and only if ψ′(0+) < 0.

To summarise the conclusions of Theorem 10.5 and Corollary 10.6, we have
the following cases for the extinction probability p(x):
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Condition p(x)

ψ(∞) < 0 0
ψ(∞) = ∞,

∫∞
ψ(ξ)−1dξ = ∞ 0

ψ(∞) = ∞, ψ′(0+) < 0,
∫∞

ψ(ξ)−1dξ < ∞ e−Φ(0)x ∈ (0, 1)
ψ(∞) = ∞, ψ′(0+) ≥ 0,

∫∞
ψ(ξ)−1dξ < ∞ 1

10.2.3 Total Progeny and the Supremum

Thinking of a continuous-state branching process, {Yt : t ≥ 0} as the continu-
ous time, continuous-state analogue of the Bienaymé–Galton–Watson process,
it is reasonable to refer to

Jt :=

∫ t

0

Yudu

as the total progeny until time t ≥ 0.
In this section our main goal, given in the theorem below, is to provide

distributional identities for JT+
a

where

T+
a = inf{t > 0 : Yt > a}

and sups≤ζ Ys. To ease the statement of the main result, let us first recall the
following notation. As noted above, for any branching mechanism ψ, when
ψ(∞) = ∞ (in other words when the Lévy process associated with ψ is not a
subordinator) we have that ψ is the Laplace exponent of a spectrally negative
Lévy process. Let Φ(q) = sup{θ ≥ 0 : ψ(θ) = q} (cf. Sect. 8.1). Associated with
the latter are the scale functions W (q) and Z(q); see Sect. 8.2. In particular,

∫ ∞

0

e−βxW (q)(x)dx =
1

ψ(β) − q
for β > Φ(q)

and Z(q)(x) = 1+q
∫ x
0
W (q)(y)dy. Following the notational protocol of Chap. 8

we denote W (0) by W .

Theorem 10.7. Let Y = {Yt : t ≥ 0} be a continuous-state branching process
with branching mechanism ψ satisfying ψ(∞) = ∞.

(i) For each a ≥ x > 0 and q ≥ 0,

Ex(e
−q
∫ T

+
a

0
Ysds

1(T+
a <ζ)) = Z(q)(a− x) −W (q)(a− x)

Z(q)(a)

W (q)(a)
.

(ii) For each a ≥ x > 0 and q ≥ 0,

Ex(e
−q
∫ ζ

0
Ysds

1(ζ<T+
a )) =

W (q)(a− x)

W (q)(a)
.



280 10 Continuous-State Branching Processes

Proof. Suppose now that X is the Lévy process mentioned in Theorem 10.2
(ii). Write in the usual way τ+

a = inf{t > 0 : Xt > a} and τ−0 = inf{t > 0 :
Xt < 0}. Then a little thought shows that

τ+
a =

∫ T+
a

0

Ysds and τ−0 =

∫ ζ

0

Ysds.

The proof is now completed by invoking Theorem 8.1 (iii) for the process X.
Note that X is a spectrally positive Lévy process and hence to implement
the aforementioned result, which applies to spectrally negative processes, one
must consider the problem of two-sided exit from [0, a] of −X when X0 = a−x.
�

We conclude this section by noting the following two corollaries of Theorem
10.7 which, in their original form, are due to Bingham (1976).

Corollary 10.8. Under the assumptions of Theorem 10.7 we have for each
a ≥ x > 0,

Px( sup
s≤∞

Ys ≤ a) =
W (a− x)

W (a)
.

In particular
Px( sup

s≤∞
Ys < ∞) = e−Φ(0)x

and the right-hand side is equal to unity if and only if Y is not supercritical.

Proof. The first part is obvious by taking limits as q ↓ 0 in Theorem 10.7 (i).
The second part follows by taking limits as a ↑ ∞ and making use of Exercise
8.5 (i). Recall that Φ(0) > 0 if and only if ψ′(0+) < 0. �

Corollary 10.9. Under the assumptions of Theorem 10.7 we have for each
x > 0 and q ≥ 0,

Ex(e
−q
∫ ζ

0
Ysds

) = e−Φ(q)x.

Proof. The proof is again a simple consequence of Theorem 10.7 (i) by taking
limits as a ↑ ∞ and then applying the conclusion of Exercise 8.5 (i). �

10.3 Conditioned Processes and Immigration

In the classical theory of Bienaymé–Galton–Watson processes where the off-
spring distribution is assumed to have finite mean, it is well understood that
by taking a critical or subcritical process (for which extinction occurs with
probability one) and conditioning it in the long term to remain positive un-
covers a beautiful relationship between a martingale change of measure and
processes with immigration; cf. Athreya and Ney (1972) and Lyons et al.
(1995). Let us be a little more specific.
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A Bienaymé–Galton–Watson process with immigration is defined as the
Markov chain Z∗ = {Z∗

n : n = 0, 1, ...} where Z∗
0 = z ∈ {0, 1, 2, ...} and for

n = 1, 2, ...,

Z∗
n = Zn +

n∑

k=1

Z
(k)
n−k, (10.16)

where now Z = {Zn : n ≥ 0} has law Pz and for each k = 1, 2, ..., n, Z
(k)
n−k is

independent and equal in distribution to numbers in the (n−k)th generation of
(Z,Pηk

) where it is assumed that the initial numbers, ηk, are, independently of
everything else, randomly distributed according to the probabilities {p∗k : k =
0, 1, 2, ...}. Intuitively speaking one may see the process Z∗ as a variant of the
Bienaymé–Galton–Watson process, Z, in which, from the first and subsequent
generations, there is a generational stream of immigrants {η1, η2, ...} each of
whom initiates an independent copy of (Z,P1).

Suppose now that Z is a Bienaymé–Galton–Watson process with proba-
bilities {Px : x = 1, 2, ...} as described above. For any event A which belongs
to the sigma algebra generated by the first n generations, it turns out that
for each x = 0, 1, 2, ...

P ∗
x (A) := lim

m↑∞
Px(A|Zk > 0 for k = 0, 1, ..., n+m)

is well defined and further,

P ∗
x (A) = Ex(1AMn),

where Mn = m−nZn/Z0 and m = E1(Z1) which is assumed to be finite. It
is not difficult to show that Ex(Zn) = xmn and that {Mn : n ≥ 0} is a
martingale using the iteration (10.8). What is perhaps more intriguing is that
the new process (Z,P ∗

x ) can be identified in two different ways:

1. The process {Zn − 1 : n ≥ 0} under P ∗
x can be shown to have the same

law as a Bienaymé–Galton–Watson process with immigration having x−1
initial ancestors. The immigration probabilities satisfy p∗k = (k+1)pk+1/m
for k = 0, 1, 2, ... where {pk : k = 0, 1, 2, ...} is the offspring distribution
of the original Bienaymé–Galton–Watson process and immigrants initiate
independent copies of Z.

2. The process Z under P ∗
x has the same law as x − 1 initial individuals

each initiating independently a Bienaymé–Galton–Watson process under
P1 together with one individual initiating an independent immortal ge-
nealogical line of descent, the spine, along which individuals reproduce
with the tilted distribution {kpk/m : k = 1, 2, ...}. The offspring of in-
dividuals on the spine who are not themselves part of the spine initiate
copies of a Bienaymé–Galton–Watson process under P1. By subtracting
off individuals on the spine from the aggregate population, one observes
a Bienaymé–Galton–Watson process with immigration described in (1).
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BGW BGW

BGW

BGW

BGW BGW BGW

BGW

Fig. 10.1. Nodes shaded in black initiate Bienaymé–Galton–Watson processes un-
der P1. Nodes in white are individuals belonging to the immortal genealogical line of
descent known as the spine. Nodes shaded in grey represent the offspring of individ-
uals on the spine who are not themselves members of the spine. These individuals
may also be considered as “immigrants”.

Effectively, taking the second interpretation above to hand, the change of
measure has adjusted the statistics on just one genealogical line of descent to
ensure that it, and hence the whole process itself, is immortal. See Fig. 10.1.

Our aim in this section is to establish the analogue of these ideas for
critical or subcritical continuous-state branching processes. This is done in
Sect. 10.3.2. However, we first address the issue of how to condition a spectrally
positive Lévy process to stay positive. Apart from as being a useful compar-
ison for the case of conditioning a continuous-state branching process, there
are reasons to believe that the two classes of conditioned processes might be
connected through a Lamperti-type transform on account of the relationship
given in Theorem 10.2. This is the very last point we address in Sect 10.3.2.

10.3.1 Conditioning a Spectrally Positive Lévy Process to Stay
Positive

It is possible to talk of conditioning any Lévy process to stay positive and
this is now a well understood and well documented phenomenon; also for
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the case of random walks. See Bertoin (1993), Bertoin and Doney (1994b),
Chaumont (1994, 1996), Konstantopoulos and Richardson (2002), Duquesne
(2003) and Chaumont and Doney (2005) to name but some of the most recent
additions to the literature; see also Lambert (2000) who considers conditioning
a spectrally negative Lévy process to stay in a strip. We restrict our attention
to the case of spectrally positive Lévy processes; in part because this is what
is required for the forthcoming discussion and in part because this facilitates
the mathematics.

Suppose that X = {Xt : t ≥ 0} is a spectrally positive Lévy process with
ψ(λ) = log E(e−λX1) for all λ ≥ 0. (So as before, ψ is the Laplace exponent
of the spectrally negative process −X). First recall from Theorem 3.12 that
for all x > 0,

Ex(e
−qτ−

0 1(τ−
0 <∞)) = e−Φ(q)x, (10.17)

where, as usual, τ−0 = inf{t > 0 : Xt < 0} and Φ is the right inverse of ψ. In
particular when ψ′(0+) < 0, so that limt↑∞Xt = ∞, we have that Φ(0) > 0
and P(τ−0 = ∞) = 1 − e−Φ(0)x. In that case, for any A ∈ Ft, we may simply
apply Bayes’ formula and the Markov property, respectively, to deduce that
for all x > 0,

P↑
x(A) := Px(A|τ−0 = ∞)

=
Ex

(
1(A,t<τ−

0 )P(τ−0 = ∞|Ft)
)

Px(τ
−
0 = ∞)

= Ex

(
1(A,t<τ−

0 )

1 − e−Φ(0)Xt

1 − e−Φ(0)x

)

thus giving sense to “conditioning X to stay positive”. If however ψ′(0+) ≥ 0,
in other words, lim inft↑∞Xt = −∞, then the above calculation is not possible
as Φ(0) = 0 and it is less clear what it means to condition the process to stay
positive. The sense in which this may be understood is given in Chaumont
(1994).

Theorem 10.10. Suppose that eq is an exponentially distributed random
variable with parameter q independent of X. Suppose that ψ′(0+) ≥ 0. For all
x, t > 0 and A ∈ Ft,

P↑
x(A) := lim

q↓0
Px(Λ, t < eq|τ−0 > eq)

exists and satisfies

P↑
x(A) = Ex(1(A,t<τ−

0 )

Xt

x
).
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Proof. Again appealing to Bayes’ formula followed by the Markov property
in conjunction with the lack of memory property and (10.17), we have

Ex(Λ, t < eq|τ−0 > eq) =
Px(Λ, t < eq, τ

−
0 > eq)

Px(τ
−
0 > eq)

=
Ex(1(Λ,t<eq∧τ−

0 )E(τ−0 > eq|Ft))
Ex(1 − e−qτ

−
0 )

= Ex

(
1(Λ,t<τ−

0 )e
−qt 1 − e−Φ(q)Xt

1 − e−Φ(q)x

)
. (10.18)

Under the assumption ψ′(0+) ≥ 0, we know that Φ(0) = 0 and hence by
l’Hôpital’s rule

lim
q↓0

1 − e−Φ(q)Xt

1 − e−Φ(q)x
=

Xt

x
. (10.19)

Noting also that for all q sufficiently small,

1 − e−Φ(q)Xt

1 − e−Φ(q)x
≤ Φ(q)Xt

1 − e−Φ(q)x
≤ C

Xt

x
,

where C > 1 is a constant. The condition ψ′(0+) ≥ 0 also implies that for all
t > 0, E(|Xt|) < ∞ (see Sect. 8.1) and hence by dominated convergence we
may take limits in (10.18) as q ↓ 0 and apply (10.19) to deduce the result. �

It is interesting to note that, whilst P↑
x is a probability measure for each

x > 0, when ψ′(0+) < 0, this is not necessarily the case when ψ′(0+) ≥ 0.
The following lemma gives a precise account.

Lemma 10.11. Fix x > 0. When ψ′(0+) = 0, P↑
x is a probability measure

and when ψ′(0+) > 0, P↑
x is a sub-probability measure.

Proof. All that is required to be shown is that for each t > 0, Ex(1(t<τ−
0 )Xt) =

x for P↑
x to be a probability measure and Ex(1(t<τ−

0 )Xt) < x for a sub-

probability measure. To this end, recall from the proof of Theorem 10.10
that

Ex(1(t<τ−
0 )

Xt

x
) = lim

q↓0
Px( t < eq|τ−0 > eq)

= 1 − lim
q↓0

Px(eq ≤ t|τ−0 > eq)

= 1 − lim
q↓0

∫ t

0

qe−qu

1 − e−Φ(q)x
Px(τ

−
0 > u)du

= 1 − lim
q↓0

q

Φ(q)x

∫ t

0

e−quPx(τ
−
0 > u)du

= 1 − lim
q↓0

ψ′(0+)

x

∫ t

0

e−quPx(τ
−
0 > u)du.
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It is now clear that when ψ′(0+) = 0 the right-hand side above is equal to
unity and otherwise is strictly less than unity thus distinguishing the case of
a probability measure from a sub-probability measure. �

Note that when Ex(1(t<τ−
0 )Xt) = x, an easy application of the Markov

property implies that {1(t<τ−
0 )Xt/x : t ≥ 0} is a unit mean Px-martingale

so that P↑
x is obtained by a martingale change of measure. Similarly when

Ex(1(t<τ−
0 )Xt) ≤ x, the latter process is a supermartingale.

On a final note, the reader may be curious as to how one characterises
spectrally positive Lévy processes, and indeed a general Lévy process, to stay
positive when the initial value x = 0. In general, this is a non-trivial issue,
but possible by considering the weak limit of the measure P↑

x as measure on
the space of paths that are right continuous with left limits. The interested
reader should consult Chaumont and Doney (2005) for the most recent and
up to date account.

10.3.2 Conditioning a (sub)Critical Continuous-State Branching
Process to Stay Positive

Let us now progress to conditioning of continuous-state branching processes
to stay positive, following closely Chap. 3 of Lambert (2001). We continue to
adopt the notation of Sect. 10.1. Our interest is restricted to the case that
there is extinction with probability one for all initial values x > 0. According
to Corollary 10.6 this corresponds to ψ(∞) = ∞, ψ′(0+) ≥ 0 and

∫ ∞ 1

ψ(ξ)
dξ < ∞

and henceforth we assume that these conditions are in force. For notational
convenience we also set

ρ = ψ′(0+).

Theorem 10.12. Suppose that Y = {Yt : t ≥ 0} is a continuous-state branch-
ing process with branching mechanism ψ satisfying the above conditions. For
each event A ∈ σ(Ys : s ≤ t), and x > 0,

P ↑
x (A) := lim

s↑∞
Px(A|ζ > t+ s)

is well defined as a probability measure and satisfies

P ↑
x (A) = Ex(1Aeρt

Yt
x

).

In particular, P ↑
x (ζ < ∞) = 0 and {eρtYt : t ≥ 0} is a martingale.
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Proof. From the proof of Theorem 10.5 we have seen that for x > 0,

Px(ζ ≤ t) = Px(Yt = 0) = e−xut(∞),

where ut(θ) satisfies (10.15). Crucial to the proof will be the convergence

lim
s↑∞

us(∞)

ut+s(∞)
= eρt (10.20)

for each t > 0 and hence we first show that this result holds.
To this end note from (10.15) that

∫ us(∞)

ut+s(∞)

ρ

ψ(ξ)
dξ = ρt.

On the other hand, recall from the proof of Theorem 10.5 that ut(θ) is de-
creasing to Φ(0) = 0 as t ↓ 0. Hence, since limξ↓0 ψ(ξ)/ξ = ψ′(0+) = ρ, it
follows that

log
us(∞)

ut+s(∞)
=

∫ us(∞)

ut+s(∞)

1

ξ
dξ =

∫ us(∞)

ut+s(∞)

ψ(ξ)

ξρ

ρ

ψ(ξ)
dξ → ρt,

as s ↑ ∞ thus proving the claim.
With (10.20) in hand we may now proceed to note that

lim
s↑∞

1 − e−Ytus(∞)

1 − e−xut+s(∞)
=

Yt
x

eρt.

In addition,
1 − e−Ytus(∞)

1 − e−xut+s(∞)
≤ Ytus(∞)

1 − e−xut+s(∞)
≤ C

Yt
x

eρt

for some C > 1. Hence we may now apply the Markov property and then the
Dominated Convergence Theorem to deduce that

lim
s↑∞

Px(A|ζ > t+ s) = lim
s↑∞

Ex

(
1(A,ζ>t)

PYt
(ζ > s)

Px(ζ > t+ s)

)

= lim
s↑∞

Ex

(
1(A,ζ>t)

1 − e−Ytus(∞)

1 − e−xut+s(∞)

)

= lim
s↑∞

Ex(1(A,ζ>t)
Yt
x

eρt).

Note that we may remove the qualification {t < ζ} from the indicator on the
right-hand side above as Yt = 0 on {t ≥ ζ}. To show that P ↑

x is a probability
measure it suffices to show that for each x, t > 0, Ex(Yt) = e−ρtx. However,
the latter was already proved in (10.12). A direct consequence of this is that
P ↑
x (ζ > t) = 1 for all t ≥ 0 which implies that P ↑

x (ζ < ∞) = 0.
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The fact that {eρtYt : t ≥ 0} is a martingale follows in the usual way
from consistency of Radon–Nikodym densities. Alternatively, it follows di-
rectly from (10.12) by applying the Markov property as follows. For 0 ≤ s ≤ t,

Ex(e
ρtYt|σ(Yu : u ≤ s)) = eρsEYs

(eρ(t−s)Yt−s) = eρsYs,

which establishes the martingale property. �

Note that in older literature, the process (Y, P ↑
x ) is called the Q-process.

See for example Athreya and Ney (1972).
We have thus far seen that conditioning a (sub)critical continuous-state

branching process to stay positive can be performed mathematically in a sim-
ilar way to conditioning a spectrally positive Lévy processes to stay positive.
Our next objective is to show that, in an analogous sense to what has been dis-
cussed for Bienaymé–Galton–Watson processes, the conditioned process has
the same law as a continuous-state branching process with immigration. Let
us spend a little time to give a mathematical description of the latter.

In general we define a Markov process Y ∗ = {Y ∗
t : t ≥ 0} with probabilities

{Px : x ≥ 0} to be a continuous-state branching process with branching
mechanism ψ and immigration mechanism φ if it is [0,∞)-valued and has
paths that are right continuous with left limits and for all x, t > 0 and θ ≥ 0

Ex(e
−θY ∗

t ) = exp{−xut(θ) −
∫ t

0

φ(ut−s(θ))ds}, (10.21)

where ut(θ) is the unique solution to (10.5) and φ is the Laplace exponent of
any subordinator. Specifically, for θ ≥ 0,

φ(θ) = dθ +

∫

(0,∞)

(1 − e−θx)Λ(dx),

where Λ is a measure concentrated on (0,∞) satisfying
∫
(0,∞)

(1 ∧ x)Λ(dx) <
∞.

It is possible to see how the above definition plays an analogous role to
(10.16) by considering the following sample calculations (which also show the
existence of continuous-state branching processes with immigration). Suppose
that S = {St : t ≥ 0} under P is a pure jump subordinator4 with Laplace
exponent φ(θ) (hence d = 0). Now define a process

Y ∗
t = Yt +

∫

[0,t]

∫

(0,∞)

Y
(x)
t−s N(ds× dx), t ≥ 0,

where N is the Poisson random measure associated with the jumps of S, Yt
is a continuous-state branching process and for each (s, x) in the support of

4Examples of such processes when φ(λ) = cλα for α ∈ (0, 1) and c > 0 are
considered by Etheridge and Williams (2003).
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N , Y
(x)
t−s is an independent copy of the process (Y, Px) at time t− s. Note that

since S has a countable number of jumps, the integral above is well defined
and for the forthcoming calculations it will be more convenient to write the
expression for Y ∗

t in the form

Y ∗
t = Yt +

∑

u≤t
Y

(∆Su)
t−u ,

where ∆Su = Su − Su− so that ∆Su = 0 at all but a countable number of
u ∈ [0, t]. We immediately see that Y ∗ = {Y ∗

t : t ≥ 0} is a natural analogue
of (10.16) where now the subordinator St plays the role of

∑n
i=1 ηi, the total

number of immigrants in Z∗ up to and including generation n. Let us proceed
further to compute its Laplace exponent. If Px is the law of Y ∗ when Y ∗

0 =
Y0 = x then, with Ex as the associated expectation operator, for all θ ≥ 0,

Ex(e
−θY ∗

t ) = Ex

⎛
⎝e−θYt

∏

v≤t
E(e−θY

∆Sv
t−v |S)

⎞
⎠ ,

where the interchange of the product and the conditional expectation is a
consequence of monotone convergence.5 Continuing this calculation we have

Ex(e
−θY ∗

t ) = Ex(e
−θYt)E

⎛
⎝
∏

v≤t
E∆Sv

(e−θYt−v )

⎞
⎠

= e−xut(θ)E

⎛
⎝
∏

v≤t
e−∆Svut−v(θ)

⎞
⎠

= e−xut(θ)E

(
e
−
∑

v≤t
∆Svut−v(θ)

)

= e−xut(θ)E

(
e
−
∫

[0,t]

∫
(0,∞)

xut−s(θ)N(ds×dx)
)

= exp{−xut(θ) −
∫

[0,t]

∫

(0,∞)

(1 − e−xut−s(θ))dsΛ(dx)}

= exp{−xut(θ) −
∫ t

0

φ(ut−s(θ))ds},

where the penultimate equality follows from Theorem 2.7 (ii).

5Note that for each ε > 0, the Lévy–Itô decomposition tells us that

E(1 −
∏

u≤t

1(∆Su>ε)e
−θY

∆Su
t−u |S) = 1 −

∏

u≤t

1(∆Su>ε)E(e
−θY

∆Su
t−u |S)

due to there being a finite number of independent jumps greater than ε. Now
take limits as ε ↓ 0 and apply monotone convergence.
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Allowing a drift component in φ introduces some lack of clarity with re-
gard to a path-wise construction of Y ∗ in the manner shown above (and hence
its existence). Intuitively speaking, if d is the drift of the underlying subordi-

nator, then the term d
∫ t
0
ut−s(θ)ds which appears in the Laplace exponent of

(10.21) may be thought of as due to a “continuum immigration” where, with
rate d, in each dt an independent copy of (Y, P·) immigrates with infinitesi-
mally small initial value. The problem with this intuitive picture is that there
are an uncountable number of immigrating processes which creates measura-
bility problems when trying to construct the “aggregate integrated mass” that
has immigrated up to time t. Nonetheless, Lambert (2002) gives a path-wise
construction with the help of excursion theory and Itô synthesis; a technique
which goes beyond the scope of this text. Returning to the relationship be-
tween processes with immigration and conditioned processes, we see that the
existence of a process Y ∗ with an immigration mechanism containing drift
can otherwise be seen from the following lemma.

Lemma 10.13. Fix x > 0. Suppose that (Y, Px) is a continuous-state branch-
ing process with branching mechanism ψ. Then (Y, P ↑

x ) has the same law as
a continuous-state branching process with branching mechanism ψ and immi-
gration mechanism φ where for θ ≥ 0,

φ(θ) = ψ′(θ) − ρ.

Proof. Fix x > 0. Clearly (Y,P↑
x) has paths that are right continuous with left

limits as for each t > 0, when restricted to σ(Ys : s ≤ t) we have P↑
x << Px.

Next we compute the Laplace exponent of Yt under P↑ making use of (10.4),

E↑
x(e

−θYt) = Ex(e
ρtYt
x

e−θYt)

= −eρt

x

∂

∂θ
Ex(e

−θYt)

= −eρt

x

∂

∂θ
e−xut(θ)

= eρte−xut(θ)
∂ut
∂θ

(θ). (10.22)

Recall from (10.11) that

∂ut
∂θ

(θ) = e
−
∫ t

0
ψ′(us(θ))ds

= e
−
∫ t

0
ψ′(ut−s(θ))ds

,

in which case we may identify with the help of (10.6),

φ(θ) = ψ′(θ) − ρ

= σ2θ +

∫

(0,∞)

(1 − e−θx)xΠ(dx).

The latter is the Laplace exponent of a subordinator with drift σ2 and Lévy
measure xΠ(dx). �
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Looking again to the analogy with conditioned Bienaymé–Galton–Watson
processes, it is natural to ask if there is any way to decompose the conditioned
process in some way as to identify the analogue of the genealogical line of
descent, earlier referred to as the spine, along which copies of the original
process immigrate. This is possible, but again somewhat beyond the scope of
this text. We refer the reader instead to Duquesne (2006) and Lambert (2002).

Finally, as promised earlier, we show the connection between (X,P↑
x) and

(Z,P ↑
x ) for each x > 0. We are only able to make a statement for the case

that ψ′(0+) = 0.

Lemma 10.14. Suppose that Y = {Yt : t ≥ 0} is a continuous-state branching
process with branching mechanism ψ. Suppose further that X = {Xt : t ≥ 0} is
a spectrally positive Lévy process with no positive jumps with Laplace exponent
ψ(θ) = log E(e−θX1) for θ ≥ 0. Fix x > 0. If ψ′(0+) = 0 and

∫ ∞ 1

ψ(ξ)
dξ < ∞,

then

(i) the process {Xθt
: t ≥ 0} under P↑

x has the same law as (Y, P ↑
x ) where

θt = inf{s > 0 :

∫ s

0

1

Xu
du > t},

(ii) the process {Yϕt
: t ≥ 0} under P ↑

x has the same law as (X,P↑
x) where

ϕt = inf{s > 0 :

∫ s

0

Yudu > t}.

Proof. Note that the condition ψ′(0+) = 0 necessarily excludes the case that
X is a subordinator.

(i) It is easy to show that θt is a stopping time with respect to {Ft : t ≥
0} of X. Using Theorem 10.10 and the Lamperti transform we have that if
F (Xθs

: s ≤ t) is a non-negative measurable functional of X, then for each
x > 0,

E↑
x(F (Xθs

: s ≤ t)1(θt<∞)) = Ex(
Xθt

x
F (Xθs

: s ≤ t)1(θt<τ
−
0 ))

= Ex(
Yt
x
F (Ys : s ≤ t)1(t<ζ))

= E↑
x(F (Ys : s ≤ t)).

(ii) The proof of the second part is a similar argument and left to the
reader. �
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10.4 Concluding Remarks

It would be impossible to complete this chapter without mentioning that the
material presented above is but the tip of the iceberg of a much grander
theory of continuous time branching processes. Suppose in the continuous
time Bienaymé–Galton–Watson process we allowed individuals to indepen-
dently move around according to some Markov process then we would have
an example of a spatial Markov branching particle process. If continuous-state
branching processes are the continuous-state analogue of continuous time Bi-
enaymé–Galton–Watson process then what is the analogue of a spatial Markov
branching particle process?

The answer to this question opens the door to the world of measure val-
ued diffusions (or superprocesses) which, apart from its implicit probabilistic
and mathematical interest, has many consequences from the point of view of
mathematical biology, genetics and statistical physics. The interested reader
is referred to the excellent monographs of Etheridge (2000), Le Gall (1999)
and Duquesne and Le Gall (2002) for an introduction.

Exercises

10.1. This exercise is due to Prof. A.G. Pakes. Suppose that Y = {Yt : t ≥ 0}
is a continuous-state branching process with branching mechanism

ψ(θ) = cθ −
∫

(0,∞)

(1 − eθx)λF (dx),

where c, λ > 0 and F is a probability distribution concentrated on (0,∞).
Assume further that ψ′(0+) > 0 (hence Y is subcritical).

(i) Show that Y survives with probability one.
(ii) Show that for all t sufficiently large, Yt = e−ct∆ where ∆ is a positive

random variable.

10.2. This exercise is based in part on Chaumont (1994). Suppose that X is a
spectrally positive Lévy process with Laplace exponent ψ(θ) = log E(e−θX1)
for θ ≥ 0. Assume that ψ′(0+) ≥ 0.

(i) Show using the Wiener–Hopf factorisation that for each x, q > 0 and con-
tinuous, compactly supported f : [0,∞) → [0,∞),

E↑
x

(∫ ∞

0

e−qtf(Xt)dt

)

=
Φ(q)

qx

∫ ∞

0

dy e−Φ(q)y1(y<x) ·
∫

[0,∞)

P(Xeq
∈ dz) · f(x+z−y)(x+z−y).
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(ii) Hence show the following identity holds for the potential density of the
process conditioned to stay positive

∫ ∞

0

dt · P↑
x(Xt ∈ dy) =

y

x
{W (y) −W (y − x)}dy,

where W is the scale function defined in Theorem 8.1.
(iii) Show that when ψ′(0+) = 0 (in which case it follows from Lemma 10.11

that P↑
x is a probability measure for each x > 0) we have

P↑
x(τ

+
z < τ−y ) = 1 − y

x

W (x− y)

W (z − y)
,

where 0 ≤ y < x < z < ∞ and

τ+
z = inf{t > 0 : Xt > z} and τ−y = inf{t > 0 : Xt < y}.

Hence deduce that for all x > 0,

P↑
x(lim inf

t↑∞
Xt = ∞) = 1.

10.3. This exercise is taken from Lambert (2001). Suppose that Y is a conser-
vative continuous-state branching process with branching mechanism ψ (we
shall adopt the same notation as the main text in this chapter). Suppose that
ψ′(∞) = ∞ (so that the underlying Lévy process is not a subordinator),∫∞

ψ(ξ)−1dξ < ∞ and ρ := ψ′(0+) ≥ 0.

(i) Using (10.7) show that one may write for each t, x > 0 and θ ≥ 0,

E↑
x(e

−θYt) = e−xut(θ)+ρt
ψ(ut(θ))

ψ(θ)

which is a slightly different representation to (10.21) used in the text.
(ii) Assume that ρ = 0. Show that for each x > 0

P ↑
x (lim
t↑∞

Yt = ∞) = 1.

(Hint: you may use the conclusion of Exercise 10.2 (iii)).
(iii) Now assume that ρ > 0. Recalling that the convexity of ψ implies that∫

(1,∞)
xΠ(dx) < ∞ (cf. Sect. 8.1), show that

0 ≤
∫ θ

0

ψ(ξ) − ρξ

ξ2
dξ =

1

2
σ2θ +

∫

(0,∞)

xΠ(dx) ·
∫ θx

0

(
e−λ − 1 + λ

λ2

)
dλ.

Hence using the fact that ψ(ξ) ∼ ρξ as ξ ↓ 0 show that
∫ ∞

x log xΠ(dx) < ∞

if and only if

0 ≤
∫

0+

(
1

ρξ
− 1

ψ(ξ)

)
dξ < ∞.
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(iv) Keeping with the assumption that ρ > 0 and x > 0, show that

Yt
P↑

x→ ∞

if
∫∞

x log xΠ(dx) = ∞ and otherwise Yt converges in distribution under
P ↑
x as t ↑ ∞ to a non-negative random variable Y∞ with Laplace transform

E↑
x(e

−θY∞) =
ρθ

ψ(θ)
exp

{
−ρ
∫ θ

0

(
1

ρξ
− 1

ψ(ξ)

)
dξ

}
.





Epilogue

The applications featured in this book have been chosen specifically because
they exemplify, utilise and have stimulated many different aspects of the math-
ematical subtleties which together are commonly referred to as the fluctuation
theory of Lévy processes. There are of course many other applications of Lévy
processes which we have not touched upon. The literature in this respect is
vast.

None the less, let us mention a few topics with a few key references for the
interested reader. The list is by no means exhaustive but merely a selection
of current research activities at the time of writing.

Stable and stable-like processes. Stable processes and variants thereof are
a core class of Lévy processes which offer the luxury of a higher degree of
mathematical tractability in a wide variety of problems. This is in part due to
their inherent scaling properties. Samorodnitsky and Taqqu (1994) provides
an excellent starting point for further reading.

Stochastic control. The step from optimal stopping problems driven by
diffusions to optimal stopping problems driven by processes with jumps comes
hand in hand with the movement to stochastic control problems driven by
jump processes. Recent progress is summarised in Øksendal and Sulem (2004).

Financial mathematics. In Sect. 2.7.3 we made some brief remarks concern-
ing how properties of Lévy processes may be used to one’s advantage while
modelling risky assets. This picture is far from complete as, at the very least,
we have made no reference to the more substantial and effective stochastic
volatility models. The use of such models increases the mathematical demands
on subtle financial issues such as hedging, completeness, exact analytic pricing,
measures of risk and so on. Whilst solving some problems in mathematical
finance, the use of Lévy processes also creates many problems. The degree
of complexity of the latter now supports a large and vibrant community of
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researchers engaged in many new and interesting forms of mathematical the-
ories. The reader is again referred to Boyarchenko and Levendorskii (2002a),
Schoutens (2003), Cont and Tankov (2004) and Barndorff–Nielsen and Shep-
hard (2005). See also Kyprianou et al. (2005).

Regenerative sets and combinatorics. By sampling points independently
from an exponential distribution and grouping them in a way that is deter-
mined by a pre-specified regenerative set on [0,∞), such as is given by the
range of a subordinator, one may describe certain combinatorial sampling
formulae. See Chap. 9 of Kingman (1993) or Gnedin and Pitman (2005).

Stochastic differential equations driven by Lévy processes. There is a well
established theory for existence, uniqueness and characterisation of the so-
lution to stochastic differential equations driven by Brownian motion which
crop up in countless scenarios within the physical and engineering sciences
(cf. Øksendal (2003)). It is natural to consider analogues of these equations
where now the driving source of randomness is a Lévy process. Applebaum
(2004) offers a recent treatment.

Continuous-time time series models. Lévy processes are the continuous-
time analogue of random walks. What then are the continuous time analogues
of time series models, particularly those that are popular in mathematical
finance such as GARCH processes? The answer to this question has been
addressed in very recent literature such as Klüppelberg et al. (2004, 2006)
and Brockwell et al. (2005). Lévy processes play an important role here.

Lévy Copulas. The method of using copulas to build in certain paramet-
ric dependencies in multivariate distributions from their marginals is a well
established theory. See for example the up-to-date account in Nelson (2006).
Inspired by this methodology, a limited volume of recent literature has pro-
posed to address the modelling of multi-dimensional Lévy processes by work-
ing with copulas on the Lévy measure. The foundational ideas are to be found
in Tankov (2003) and Kallsen and Tankov (2004).

Lévy-type processes and pseudodifferential operators. Jacob (2001, 2002,
2005) summarises the analysis of Markov processes through certain pseudodif-
ferential operators. The latter are intimately related to the infinitesimal gen-
erator of the underlying process via complex analysis.

Fractional Lévy processes. The concept of fractional Brownian motion also
has its counterpart for Lévy processes; see Samorodnitsky and Taqqu (1994).
Interestingly, whilst fractional Brownian motion has at least two consistent
definitions in the form of stochastic integrals with respect to Brownian motion
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(the harmonisable representation and the moving-average representation), the
analogues of these two definitions for fractional Lévy processes throw out
subtle differences. See for example Benassi, Cohen and Istas (2002, 2004).

Quantum Independent Increment Processes. Lévy processes have also been
introduced in quantum probability, where they can be thought of as an ab-
straction of a “noise” perturbing a quantum system. The first examples arose
in models of quantum systems coupled to a heat bath and in von Walden-
fels’ investigations of light emission and absorption. The algebraic structure
underlying the notions of increment and independence in this setting was de-
veloped by Accardi, Schürmann and von Waldenfels. For an introduction to
the subject and a description of the latest research in this area, see Applebaum
et al. (2005) and Barndorff-Nielsen et al. (2006).

Lévy networks. These systems can be thought of multi-dimensional Lévy
processes reflected on the boundary of the positive orthant of Rd which ap-
pear as limiting models of communication networks with traffic process of
unconventional (i.e., long-range dependent) type. See, for example, Harrison
and Williams (1987), Kella (1993) and Konstantopoulos et al. (2004). The
justification of these as limits can be found, for example, in Konstantopou-
los and Lin (1998) and Mikosch et al. (2002). Although Brownian stochastic
networks have, in some cases, stationary distributions which can be simply
described, this is not the case with more general Lévy networks. The area of
multidimensional Lévy processes is a challenging field of research.

Fragmentation theory. The theory of fragmentation has recently undergone
a surge of interest thanks to its close relation to other probability models
which have also enjoyed an equal amount of attention. Closely related to
classical spatial branching processes, a core class of fragmentation processes
model the way in which an object of unit total mass fragments in continuous
time so that at any moment there are always a countably infinite number
of pieces and further, up to an infinite number of fragmentations may occur
over any finite time horizon. In a way that is familiar to Lévy processes,
the construction of fragmentation processes is done with the help of Poisson
point processes. In addition there are many embedded probabilistic structures
which are closely related to special classes of Lévy processes. We refer to the
forthcoming monograph of Bertoin (2006) for an indication of the state of the
art.



Solutions

Chapter 1

1.1 For each i = 1, . . . , n let X(i) = {X(i)
t : t ≥ 0} be independent Lévy processes

and define the process X = {Xt : t ≥ 0} by

Xt =

n∑

i=1

X
(i)
t .

Note that the first two conditions in Definition 1.1 are automatically satisfied. For
0 ≤ s ≤ t < ∞ it is clear that Xt − Xs is independent of {X(i)

u : u ≤ s} for
each i = 1, . . . , n and hence is independent of {Xu : u ≤ s}. Finally Xt − Xs =∑n

i=1
X

(i)
t − X

(i)
s

d
=
∑n

i=1
X

(i)
t−s

d
= Xt−s.

1.2 (i) Recall the negative Binomial distribution with parameter c ∈ {1, 2, ....} and
p ∈ (0, 1) is considered to be the distribution one obtains by summing c independent
geometric distributions. Let q = 1 − p. An easy calculation shows that E(eiθΓp) =
p/(1− qeiθ) for θ ∈ R and hence if Λc,p is a negative Binomial with parameters c, p
as above, then E(eiθΛc,p) = pc/(1− qeiθ)c and the probabilities of Λx,p are given by

P(Λc,p = k) =

(
−c

k

)
pc(−q)k = (k!)−1(−c)(−c − 1)...(−c − k + 1)pc(−q)k,

where k runs through the non-negative integers. One may easily confirm that the
restriction on c can be relaxed to c > 0 in the given analytical description of the
negative Binomial distribution. It is now clear that Γp is infinitely divisible since

E(eiθΓp) = E(eiθΛ1/n,p)n =

(
p

1 − qeiθ

)
.

(ii) This follows by showing that E(exp{iθSΓp}) = E(exp{iθSΛ1/n,p
})n which is

a straightforward exercise.
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1.3 (i) Using Fubini’s theorem we have for ∞ > b > a > 0,

∫ ∞

0

f(ax) − f(bx)

x
dx = −

∫ ∞

0

∫ b

a

f ′(yx)dydx

= −
∫ b

a

1

y
(f(∞) − f(0))dy

= (f(0) − f(∞)) log(b/a).

(ii) Choosing f(x) = e−x, a = α > 0, and b = α − z, where z < 0,

∫ ∞

0

(1 − ezx)
β

x
e−αxdx = log

(
(1 − z/α)β

)
(S.1)

from which the first claim follows.
One should use the convention that 1/(1−z/α)β = exp{−β log(1−z/α)} where

an appropriate branch of the logarithm function is taken thus showing that the
right-hand side of (S.1) is analytic. Further, to show that

∫∞
0

(1 − ezx)β
x
e−αxdx is

analytic on ℜz < 0, one may estimate

∣∣∣∣
∫ ∞

0

(1 − ezx)
β

x
e−αxdx

∣∣∣∣ ≤ 2β

∫ ∞

1

e−αxdx + β

∫ 1

0

∑

k≥1

|z|k
k!

xk−1e−αxdx

from which one may easily show with the help of Fubini’s Theorem that the left-
hand side is finite. The fact that

∫∞
0

(1− ezx)β
x
e−αxdx is analytic now follows again

from an expansion of ezx together with Fubini’s Theorem; specifically

∫ ∞

0

(1 − ezx)
β

x
e−αxdx = β

∑

k≥1

(−z)k

k!

∫ ∞

0

xk−1e−αxdx.

The Identity Theorem tells us that if two functions are analytic on the same domain
and they agree on a set which has a limit point in that domain then the two functions
are identical. Since both sides of (S.1) are analytic on {w ∈ C : ℜw < 0} and agree
on real z < 0, there is equality on {w ∈ C : ℜw < 0}. Equality on ℜw = 0 follows
since the limit as ℜw ↑ 0 exists on the left-hand side of (S.1) and hence the limit on
the right-hand side exists and both limits are equal.

1.4 (i) Integration by parts shows that

∫ ∞

0

(e−ur − 1)r−α−1dr = −u

α

∫ ∞

0

e−urr−αdr = − 1

α
uαΓ (1 − α), (S.2)

where the second equality follows from substitution t = ur in the integral appearing
in the first equality. Now using the fact that Γ (1−α) = −αΓ (−α) the claim follows.
Analytic extension may be performed in a similar manner to the calculations in the
solution to Exercise 1.3.

To establish (1.7) from (1.9) with α ∈ (0, 1) first choose σ = 0 and a = η −∫
R

x1(|x|<1)Π(dx), where Π is given by (1.9). Our task is to prove that

∫

R

(1 − eiθx)Π(dx) = c|θ|α(1 − iβ tan(πα/2)sgn θ).
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We have ∫

R

(1 − eiθx)Π(dx)

= −c1Γ (−α)|θ|αe−iπαsgnθ/2 − c2Γ (−α)|θ|αeiπαsgnθ/2 (S.3)

= −Γ (−α) cos(πα/2)|θ|α

×(c1 + c2 − ic1 tan(πα/2)sgnθ + ic2 tan(πα/2)sgnθ)

= −(c1 + c2)Γ (−α) cos(πα/2)(1 − iβ tan(πα/2)sgnθ).

The required representation follows by replacing −Γ (−α) cos(πα/2)ci by another
constant (also called ci) for i = 1, 2 and then setting β = (c1 − c2)/(c1 + c2) and
c = (c1 + c2).

(ii) The first part is a straightforward computation. Fourier inversion allows one
to write

1

2π

∫

R

2
(

1 − cos θ

θ2

)
eiθxdθ = 1 − |x|.

Choosing x = 0 and using symmetry to note that
∫

R
(1 − cos θ)/θ2dθ = 2

∫∞
0

(1 −
cos θ)/θ2dθ the second claim follows. Now note that

∫ ∞

0

(1 − eirz + irz1(r<1))
1

r2
dr

=

∫ ∞

0

(1 − cos zr)
1

r2
− i

∫ 1/z

0

1

r2
(sin zr − zr)dr

−i

∫ ∞

1/z

1

r2
sin rzdr + i

∫ 1

1/z

1

r2
zrdr

=
π

2
z − iz

(∫ 1

0

1

r2
(sin r − r)dr +

∫ ∞

1

r−2 sin rdr − log z

)

=
π

2
z + iz log z − ikz

for an obvious choice of the constant k. The complex conjugate of this equality is
the identity

∫ ∞

0

(1 − e−irz − irz1(r<1))
1

r2
dr =

π

2
z − iz log z + ikz.

To obtain (1.8), let Π be given as in (1.9) and set α = 1, σ = 0, and a = η+(c1−c2)ik
and note that for that∫

R

(1 − eixθ + ixθ1(|x|<1))Π(dx)

= c1

∫ ∞

0

(1 − eirθ + irθ1(r<1))
1

r2
dr

+c2

∫ 0

−∞
(1 − eirθ + irθ1(r<1))

1

r2
dr

= (c1 + c2)
π

2
|θ| + sgnθ(c1 − c2)i|θ| log |θ|
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−sgnθ(c1 − c2)ik|θ|

= c|θ|
(
1 +

2

π
βsgnθ log |θ|

)
− (c1 − c2)ikθ,

where c = (c1 + c2)π/2 and β = (c1 − c2)/(c1 + c2).
(iii) The suggested integration by parts is straightforward. Following similar

reasoning to the previous two parts of the question we can establish (1.7) for α ∈
(1, 2) by taking σ = 0, a = η +

∫
R

x1|x|>1Π(dx), where Π is given by (1.9). Note
that one easily confirms that the last integral converges as α > 1. Further, note that

∫

R

(1 − eiθx + iθx)Π(dx)

= c1

∫ ∞

0

(1 − eiθx + iθx)
1

x1+α
dx + c2

∫ ∞

0

(1 − e−iθx − iθx)
1

x1+α
dx

= c1

∫ ∞

0

(1 − eisgnθz + isgnθz)|θ|α 1

z1+α
dz

+c2

∫ ∞

0

(1 − e−isgnθz − isgnθz)|θ|α 1

z1+α
dz

−c1Γ (−α)|θ|αe−iπαsgnθ/2 − c2Γ (−α)|θ|αeiπαsgnθ/2.

The right-hand side above is the same as (S.3) and the calculation thus proceeds in
the same way as it does there.

1.5 Let Mt = exp{iθXt + Ψ(θ)t}. Clearly {Mt : t ≥ 0} is adapted to the filtration
Ft = σ(Xs : s ≤ t) and

E(|Mt|) ≤ eℜΨ(θ) = exp

{∫

R

(1 − cos θx)Π(dx)

}
≤ exp

{
c

∫

R

(1 ∧ x2)Π(dx)

}

for some sufficiently large c > 0. Stationary independent increments also implies
that for 0 ≤ s ≤ t < ∞,

E(Mt|Fs) = MsE(eiθ(Xt−Xs)|Fs)e
−Ψ(θ)(t−s) = MsE(eiθXt−s)eΨ(θ)(t−s) = Ms.

1.6 (i) Similar arguments to those given in the solution to Exercise 1.5 show that
{exp{λBt −λ2t/2} : t ≥ 0} is a martingale. We have from Doob’s Optimal Stopping
Theorem that

1 = E(eλBt∧τs− 1
2

λ2(t∧τs)) = E(eλ(Bt∧τs+b(t∧τs))−( 1
2

λ2+bλ)(t∧τs)).

Since Bt∧τs +b(t∧τs) ≤ s for all t ≥ 0 and b > 0, which implies that limt↑∞ Bt = ∞
and hence that τs < ∞, it follows with the help of the Dominated Convergence
Theorem and the continuity of the paths of Brownian motion with drift that

1 = lim
t↑∞

E(eλBt∧τs− 1
2

λ2(t∧τs)) = E(eλs−( 1
2

λ2+bλ)τs)

as required. By setting q = λ2/2 + bλ we deduce that

E(e−qτs) = e
−s
(√

b2+2q−b
)
.
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Both right-hand side and left-hand side can be shown to be analytical functions when
we replace q by a − iθ for a > 0 and θ ∈ R and hence they agree on this parameter
range. Taking limits as a tends to zero confirms that both functions agree when we
replace q by iθ with θ as above.

(ii) When Π(dx) = (2πx3)−1/2e−xb2/2 on x > 0, using Exercise 1.4 (i)
∫ ∞

0

(1 − eiθx)Π(dx)

=

∫ ∞

0

1√
2πx3

(1 − eiθ−b2x/2)dx −
∫ ∞

0

1√
2πx3

(1 − e−b2x/2)dx

= −
Γ
(
− 1

2

)

2π

(
b2

2
− iθ

)1/2

+
Γ
(
− 1

2

)

2π

(
b2

2

)1/2

= (b2 − 2iθ)1/2 − b.

From the Lévy–Khintchine formula we clearly require σ = 0 and the above calcula-
tion indicates that a =

∫
(0,1)

xΠ(dx).

(iii) With µs(dx) = s(2πx3)−1/2 exp{sb − (s2x−1 + b2x)/2}dx,
∫ ∞

0

e−λxµs(dx) = ebs−s
√

b2+2λ

∫ ∞

0

s√
2πx3

e
− 1

2

(
s√
x
−
√

(b2+2λ)x
)2

dx

= ebs−s
√

b2+2λ

∫ ∞

0

√
2λ + b2

2πu
e
− 1

2

(
s√
u
−
√

(b2+2λ)u
)2

du,

where the second equality follows from the substitution sx−1/2 = ((2λ + b2)u)1/2.
Adding the last two integrals together and dividing by two gives

∫ ∞

0

e−λxµs(dx) =
1

2

∫ ∞

0

(
s√

2πx3
+

√
2λ + b2

2πx

)
e
− 1

2
( s√

x
−
√

(b2+2λ)x)2

dx.

making the substitution η = sx−1/2 −
√

(b2 + 2λ)x yields

∫ ∞

0

e−λxµs(dx) = ebs−s
√

b2+2λ

∫

R

1√
2π

e−
1
2

η2

dη = ebs−s
√

b2+2λ.

1.7 Note by definition τ = {τs : s ≥ 0} is also the inverse of the process {Bt : t ≥ 0},
where Bt = sups≤t Bs. The latter is continuous and Bt > 0 for all t > 0 hence τ
satisfies the first two conditions of Definition 1.1. The Strong Markov Property,
the fact that Bτs = s and spatial homogeneity of Brownian motion implies that
{Bτs+t − s : t ≥ 0} is independent of {Bu : u ≤ τs}. Further, this implies that for
each q ≥ 0, τs+q − τs is equal in distribution to τq and independent of {τu : u ≤ s}.
Similar analysis to the solution of Exercise 1.6 centred around an application of
Doob’s Optimal Stopping Theorem with the stopping time τs to the exponential
martingale shows that

E(e−qτs) = e−
√

2qs.

Note however from the first part of the solution to part (i) of Exercise 1.4 we see
that the above equality implies that τ is a stable process with index α = 1/2 whose
Lévy measure is supported on (0,∞), in other words, β = 1.
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1.8 (i) Is self-explanatory.
(ii) Let T0 = 0 and define recursively for n = 1, 2 . . ., Tn = inf{k > Tn−1 : Sk >

STn−1} and let Hn = STn if Tn < ∞. The indexes Tn are called the strong ascending
ladder times and Hn are the ladder heights. It is straightforward to prove that Tn

are stopping times. Note that for each n ≥ 1, from the Strong Markov Property,
Hn − Hn−1 has the same distribution as S

T+
0

.

P (S
T−
0

∈ dx)

= P (S1 ∈ dx) +
∑

n≥1

P (S1 > 0, ..., Sn > 0, Sn+1 ∈ dx)

= P (S1 ∈ dx) +
∑

n≥1

∫

(0,∞)

P (S1 > 0, ..., Sn > 0, Sn ∈ dy)µ(dx − y)

= P (S1 ∈ dx)

+

∫

(0,∞)

∑

n≥1

P (Sn ∈ dy, Sn > Sj for all j = 0, ..., n − 1)µ(dx − y).

The sum in the final equality sums over all indexes of the random walk which
correspond to a ladder time. Hence

P (S
T−
0

∈ dx) = P (S1 ∈ dx) +

∫

(0,∞)

∑

n≥1

P (Hn ∈ dy)µ(dx − y)

=

∫

(0,∞)

V (dy)µ(dx − y),

where V is given in the question.
(iii) Note that

µ(z,∞) = P (eβ > z + ξ1) = E
(
e−β(z+ξ)

)
= e−βz

∫ ∞

0

e−βuF (du)

and

µ(−∞, z) = P (ξ ≥ eβ + z) = E(F (z + eβ)).

(iv) Recall that the net profit condition implies that limn↑∞ Sn = ∞ which in
turn implies that P (T+

0 < ∞) = 1. The lack of memory condition together with
the fact that upward jumps in S are exponentially distributed implies that S

T+
0

is exponentially distributed with parameter β (in particular the latter is a proper
distribution because first passage above the origin is guaranteed with probability
one). From this it follows that for each n = 1, 2, ...,

P (Hn ∈ dx) =
1

(n − 1)!
βnxn−1e−βxdx

(in other words a gamma distribution with parameters n and β). Returning to the
definition of V , we see that V (dy) = δ0(dy) + βdy and hence
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P (−S
T−
0

> x)

= E

(
F (eβ + x) +

∫ ∞

0

βF (eβ + x + y)dy

)

= E

(
F (eβ + x) +

∫ ∞

x

βF (eβ + z)dz

)
.

Continuing we have

P (−S
T−
0

> x)

= E

(
F (eβ + x) +

∫ ∞

x+eβ

βF (z)dy

)

=

∫ ∞

0

du · βe−βuE

(
F (u + x) +

∫ ∞

x+u

βF (z)dy

)

=

∫ ∞

x

βe−β(u−x)F (u)du +

∫ ∞

x

βdz · F (z)

∫ z−x

0

βe−βudu

= β

∫ ∞

x

F (z)dz.

1.9 (i) The Laplace exponent may be computed directly using the Poisson distrib-
ution of N1 in a similar manner to the calculations in Sect. 1.2.2. One may compute
directly the second derivative ψ′′(θ) = λ

∫
(0,∞)

x2e−θxF (dx) > 0 showing that ψ is

strictly convex and in particular continuous on (0,∞). It is clear that ψ(0) = 0 by
taking limits as θ ↓ 0 on both sides of the equality E(eθX1) = eψ(θ) (note X1 ≤ 1).
Further it is also clear that ψ(∞) = ∞ since eψ(θ) ≥ E(eθX1 ; X1 > 0). On account
of convexity, there is one root to the equation ψ(θ) = 0 (that is θ = 0) in [0,∞),
when ψ′(0+) ≥ 0 and otherwise there are two distinct roots in [0,∞) (the smallest
of these two being θ = 0).

(ii) The martingle properties follow from similar arguments to those given in the
solution to Exercise 1.5 (with the help of Doob’s Optimal Stopping Theorem). In
particular, when sampling at the stopping time t ∧ τ+

x and taking limits as t tends
to infinity,

1 = E(e
θ∗X

τ
+
x

−ψ(θ∗)τ+
x
1

(τ+
x <∞)

) = eθ∗x
P(τ+

x < ∞) = eθ∗x
P(X∞ > x).

Note this shows that X∞ is exponentially distributed with parameter θ∗. In the case
that θ∗ = 0 we interpret this to mean that P(X∞ = ∞) = 1.

(iii) Note that
{Ws = 0} = {Xs = Xs and Xs > w}.

Note also that on the latter event ds = dXs = dXs. Hence
∫ t

0

1(Ws=0)ds =

∫ t

0

1(Xs=Xs,Xs>w)dXs =

∫ t

0

1(Xs>w)dXs = (Xt − w) ∨ 0.

(iv) A direct computation shows that ψ′(0+) = 1 − λµ. Hence if λµ ≤ 1 then
θ∗ = 0 and X∞ = ∞ almost surely and hence from the previous part, I = ∞ almost
surely.
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(v) When λµ > 1 we have that P(τ+
w = ∞) = P(X∞ ≤ w) = 1 − e−θ∗w. Since

I = 0 on {τ+
w = ∞}, it follows that

P(I ∈ dx, τ+
w = ∞|W0 = w) = (1 − e−θ∗w)δ0(dx).

On the other hand, on the event {τ+
w < ∞}, since τ+

w is a stopping time, and X∞
is exponentially distributed, the Strong Markov Property and the Lack of Memory
Property imply that

P(I ∈ dx, τ+
w < ∞|W0 = w) = P

(
X∞ − w ∈ dx, X∞ > w|W0 = w

)

= θ∗e−θ∗(x+w)dx.

1.10 (i) This is a straightforward exercise in view of Exercise 1.5.
(ii) Using Doob’s Optimal Stopping Theorem we have for the bounded stopping

time t ∧ τ+
x that

E(e
θX

t∧τ
+
x

−(σ2θ2/2+γθ)(t∧τ+
x )

) = 1.

Setting θ = (
√

γ2 + 2σ2q − γ)/σ2 and letting t ↑ ∞, it follows from the fact that
X

t∧τ+
x

≤ x for all t ≥ 0 and Dominated Convergence that,

E(e−τ+
x ) = e−x(

√
γ2+2σ2q−γ)/σ2

.

Now note that by considering the process −X, we may simply write down an

expression for E(e
−qτ−

−a) by considering the expression above for E(e−qτ+
a ) but with

γ replaced by −γ.
(iii) This is a straightforward exercise.

1.11 (i) From the branching property one easily deduces that, Yt under Py is equal

in law to the independent sum
∑y

i=1
Y

(i)
t , where Y

(i)
t has the same distribution as

Yt under P1. From this it follows immediately that Ey(e−φYt) = e−yut(φ), where
ut(φ) = − log E1(e

−φYt). Note in particular that since at least one of the y individ-
uals initiating the branching process may survive until time t with probability e−λt,
it follows that ut(φ) ≥ e−φy+λt > 0.

(ii) Applying the Markov property we have for all y = 1, 2, ..., φ > 0 and t, s ≥ 0,

Ey(e−φYt+s) = Ey(EYs(e−φYt)) = Ey(e−ut(φ)Ys)

and hence ut+s(φ) = us(ut(φ)).
(iii) Under the assumption π0 = 0, we have as h ↓ 0,

P1(Yh = 1 + i) = λπih + o(h) for i = −1, 1, 2, ...

From this it follows that

lim
h↓0

E1(e
−φYh) − e−φ

h
=

∑

i=−1,1,2,...

e−φ(i+1)λπi − e−φ = −e−φψ(φ).

Hence reconsidering the left-hand side above, it follows that

∂ut(φ)

∂t

∣∣∣∣
t=0

= ψ(φ).

Now use part (ii) and write

∂ut(φ)

∂t
= lim

h↓0

uh(ut(φ)) − ut(φ)

h
= ψ(ut(φ)).
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Chapter 2

2.1 We prove (i) and (ii) together. Similar calculations to those in 1.2.1 give

E(sθNi) = e−λi(1−s)

for 0 < s < 1. Independence and Dominated Convergence thus implies that

E(s

∑
i≥1

Ni
) = lim

n↑∞
E(s

∑n

i=1
Ni) = e

− limn↑∞
∑n

i=1
λi(1−s)

.

It now follows that E(s

∑
i≥1

Ni
) = 0 if and only if P (

∑
i≥1

Ni = ∞) = 1 if

and only if
∑n

i=1
λi = ∞. Further, when

∑n

i=1
λi < ∞ P(

∑
i≥1

Ni < ∞) =

lims↑1 exp{−
∑∞

i=1
λi(1 − s)} = 1.

2.2 (i) Suppose that {Si : i = 1, 2, ..., n} are independent and exponentially dis-
tributed. The joint density of (S1, ...., Sn) is given by λne−λ(s1+···+sn) for s1 >
0, ..., sn > 0. Using the classical density transform, the density of the partial
sums (T1 = S1, T2 = S1 + S2, ..., Tn = S1 + · · · + Sn) is given by λne−λtn for
t1 ≤ t2 ≤ · · · ≤ tn. If these partial sums are the arrival times of a Poisson process,
then for A ∈ B([0,∞)n),

P ((T1, ..., Tn) ∈ A and Nt = n)

=

∫

(t1,...,tn)∈A

1(t1≤t2≤···≤tn≤t)λ
ne−λtndt1 · · · dtn. (S.4)

Dividing by P (Nt = n) = e−λt(λt)n/n! gives the conclusion of part (i)
(ii) The right-hand side of (S.4) is the density of the distribution of an ordered

independent sample from a uniform distribution on [0, t] Specifically, n indepen-
dent samples from the latter distribution has density 1/tn and there are n! ways of
ordering them.

2.3 Note that on [0,∞), 1 − e−φy ≤ 1 ∧ φy ≤ (1 ∨ φ)(1 ∧ y). Hence for all φ > 0,

∫

S

(1 − e−φf(x))η(dx) ≤ (1 ∨ φ)

∫

S

(1 ∧ f(x))η(dx)

and the claim is now obvious.

2.4 (i) Let us suppose that there exists a function f : [0, 1] → R such that
limn↑∞ supx∈[0,1] |fn(x) − f(x)|, where {fn : n = 1, 2, ....} is a sequence in D[0, 1].
To show right continuity note that for all x ∈ [0, 1) and ε ∈ (0, 1 − x),

|f(x + ε) − f(x)| ≤ |f(x + ε) − fn(x + ε)|
+|fn(x + ε) − fn(x)|
+|fn(x) − f(x)|.

Each of the three terms on the right-hand side can be made arbitrarily small on
account of the fact that fn ∈ D[0, 1] or by the convergence of fn to f by choosing ε
sufficiently small or n sufficiently large, respectively.
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For the existence of a left limit, note that it suffices to prove that for each
x ∈ (0, 1], f(x − ε) is a Cauchy sequence with respect to the distance metric | · | as
ε ↓ 0. To this end note that for x ∈ (0, 1] and ε, η ∈ (0, x),

|f(x − ε) − f(x − η)| ≤ |f(x − ε) − fn(x − ε)|
+|fn(x − ε) − fn(x − η)|
+|fn(x − η) − f(x − η)|.

Once again, each of the three terms on the right-hand side can be made arbitrarily
small by choosing either n sufficiently large or η, ε sufficiently small.

(ii) Suppose that ∆c is a countable set for each c > 0, then since

∆ =
⋃

n≥1

∆1/n

it follows that ∆ is also a countable set.
Suppose then for contradiction that, for a given c > 0, the set ∆c has an accu-

mulation point, say x. This means there exists a sequence yn → x such that for each
n ≥ 1, yn ∈ ∆c. From this sequence we may assume without loss of generality that
there exists as subsequence xn ↑ x (otherwise if this fails the forthcoming argument
may be performed for a subsequence xn ↓ x to the function g(x) = f(x−) which
is left continuous with right limits but has the same set of discontinuities). Now
suppose that N is sufficiently large so that for a given δ > 0, |xm − xn| < δ for all
m, n > N . We have

f(xn) − f(xm) = [f(xn) − f(xn−)] + [f(xn−) − f(xm)]

and so it cannot happen that |f(xn)−f(xm)| → 0 as n, m ↑ ∞ as |f(xn)−f(xn−)| >
c and yet by left continuity at each xn we may make |f(xn−) − f(xm)| arbitrarily
small. This means that {f(xn) : n ≥ 1} is not a Cauchy sequence which is a
contradiction as the limit f(x−) exists.

In conclusion, for each c > 0 there can be no accumulation points in ∆c and
thus the latter is at most countable with the implication that ∆ is countable.

2.5 (i) The function f−1 jumps precisely when f is piece-wise constant and this
clearly happens on the dyadic rationals in [0, 1] (that is to say Q2 ∩ [0, 1]). This is
easily seen by simply reflecting the graph of f about the diagonal. This also shows
that jumps of f−1 and g are necessarily positive. Since the set Q ∩ [0, 1] is dense
in [0, 1] then so are the jumps of g. The function g has bounded variation since it
is the difference of two monotone functions. Finally g is right continuous with left
limits because the same is true of f−1 as an inverse function.

(ii) Note that for any y > 0, for each k = 1, 2, 3, ..., there are either an
even or odd number of jumps of magnitude 2−k in [0, y]. In the case that there
are an even number of jumps, they make net contribution of zero to the value
f(y) =

∑
s∈[0,y]∩Q2

J(x). When there are an odd number of jumps they make a

net contribution of magnitude 2−k to f(y). Hence we can upper estimate |f(y)| by∑
k≥1

2−k < ∞. Since f only changes value at dyadic rationals, it follows that f is

bounded [0, 1].
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Using similar reasoning to the above, by fixing x ∈ [0, 1] which is not a dyadic
rational, one may show that for all integers n > 0, there exists a sufficiently large
integer N > 0 such that |f(x)−f(y)| ≤

∑
k≥N

2−k whenever |x−y| < 2−n. Further,
N ↑ ∞ as n ↑ ∞. In other words, when there is no jump, there is a continuity point
in f .

If on the other hand, there is a jump at x ∈ [0, 1] (in other words, x is a dyadic
rational), then a similar argument to the above shows that there is right continuity
(consider in that case x < y < x +2−n). Further, the existence of a left limit can be
established by showing in a similar way that |f(x) − J(x) − f(y)| ≤

∑
k≥N

2−k for

x − 2−n < y < x, where N ↑ ∞ as n ↑ ∞.
To show that f has unbounded variation, note that the total variation over [0, 1]

is given by
∑

s∈[0,1]∩Q2

|J(s)| =
1

2

∞∑

n=1

2n · 2−n = ∞.

Right continuity and left limits, follows from the definition of f and the fact that
there are a countable number of jumps.

2.6 (i) Apply Theorem 2.7 to the case that S = [0,∞)×R and the intensity measure
is dt×Π(dx). According to the latter, by taking f(s, x) = xn we have that for each
t > 0,

∫
[0,t]

∫
R

f(s, x)N(ds×dx) < ∞ if and only if
∫
[0,t]

∫
R
(1∧|x|n)ds×Π(dx) < ∞;

in other words, if and only if
∫

R
(1∧ |x|n)Π(dx) < ∞. Note however that necessarily∫

(−1,1)
x2Π(dx) < ∞ and this implies that

∫
(−1,1)

|x|nΠ(dx) < ∞. In conclusion, a

necessary and sufficient condition is
∫
|x|≥1

|x|nΠ(dx) < ∞.

(ii) The proof follows very closely the proof of Lemma 2.9.

2.7 (i) The probability that sup0≤s≤t |Xs − Xs−| is greater than a is one mi-
nus the probability that there is no jump of magnitude a or greater. In other
words 1 − P(N([0, t] × {R\(−a, a)}) = 0). The latter probability is equal to
exp{−

∫
[0,t]

∫
R\(−a,a)

ds × Π(dx)} = exp{−tΠ(R\(−a, a))}. (Note that this also

shows that Ta := inf{t > 0 : |Xt − Xt−| > a} is exponentially distributed).
(ii) The paths of X are continuous if and only if for all a > 0, P(sup0≤s≤t |Xs −

Xs−| > a) = 0 if and only if Π(R\(−a, a)) = 0 (from the previous part) if and only
if Π = 0.

(iii) and (iv) Obviously a compound Poisson process with drift is piece-wise lin-
ear. Clearly, if σ > 0 then paths cannot be piece-wise linear. Suppose now that
Π(R) = ∞. In that case, lima↓0 P(Ta > t) = 0 showing that lima↓0 Ta = 0 almost
surely. Hence 0 is a limiting point of jump times. Stationary and independent in-
crements and the latter imply that any s ∈ Q ∩ (0,∞) (or indeed any s > 0) is a
limit point of jump times from the right. In conclusion, paths are piece-wise linear
if and only if Π(R) < ∞ and σ = 0 and when Π(R) = ∞ then the jumps are dense
in [0,∞).

2.8 We have seen that any Lévy process of bounded variation may be written in
the form

Xt = dt +

∫

[0,t]

∫

R

xN(ds × dx), t ≥ 0,
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where N is the Poisson random measure associated with the jumps. However, we
may also decompose the right-hand side so that

Xt =

{
(d ∨ 0) +

∫

[0,t]

∫

(0,∞)

xN(ds × dx)

}

−
{
|d ∧ 0| +

∫

[0,t]

∫

(−∞,0)

|x|N(ds × dx)

}
.

Note that both integrals converge on account of Theorem 2.7 (i) as the assumption
that X is of bounded variation implies that both

∫
(0,∞)

(1∧x)Π(dx) and
∫
(−∞,0)

(1∧
|x|)Π(dx) are finite. As N has independent counts on disjoint domains, it follows
that the two integrals on the right-hand side above are independent. The processes
in curly brackets above clearly have monotone paths and hence the claim follows.

2.9 (i) The given process is a Lévy process by Lemma 2.15. Also by the same Lemma
its characteristic exponent is computable as Ξ ◦ Λ, where Λ(θ) = σ2θ2/2 + cθ and
Ξ(θ) = β log(1 − iθ/α). Hence the given expression for Ψ follows with a minimal
amount of algebra.

(ii) It is not clear apriori that the Variance Gamma process as defined in part (i)
of the question is a process of bounded variation. However, one notes the factorisation

(
1 − i

θc

α
+

σ2θ2

2α

)
=
(
1 − iθ

α(1)

)
×
(
1 − iθ

α(2)

)

and hence Ψ decomposes into the sum of terms of the form β log(1 − iθ/α(i)) for
i = 1, 2. This shows that X has the same law as the difference of two independent
gamma subordinators with the given parameters.

2.10 Increasing the dimension of the space on which the Poisson random measure of
jumps is defined has little effect to the given calculations for the one dimensional case
presented. Using almost identical proofs to the one dimensional case one may show
that

∫
R
(1− eiθ·x + iθ ·x1(|x|<1))Π(dx) is the characteristic exponent of a pure jump

Lévy process consisting of a compound Poisson process whose jumps are greater
than or equal to unity in magnitude plus an independent process of compensated
jumps of magnitude less than unity. Add to this a linear drift in the direction a and
an independent d-dimensional Brownian motion and one recovers the characteristic
exponent given in (2.28).

2.11 As a subordinator is non-negative valued, the Lapalce exponent Φ(q) exists
for all q ≥ 0. This means that the characteristic exponent Ψ(θ) = − log E(eiθX1),
initially defined for θ ∈ R, can now be analytically extended to allow for the case
that ℑθ > 0. In that case, plugging θ = iq with q ≥ 0 into the Lévy–Khinchine
formula for subordinators (2.23), one obtains

Φ(q) = dq +

∫

(0,∞)

(1 − e−qx)Π(dx).

Suppose temporarily that we truncate the mass of Π within an ǫ-neighbourhood
of the origin and replace Π(dx) by Πǫ(dx) = 1(x>ǫ)Π(dx). In particular, by doing
this, note that Πǫ(0,∞) < ∞. Integration by parts yields
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∫

(a,A)

(1 − e−qx)Πǫ(dx) = −(1 − e−qA)Πǫ(A,∞) + (1 − e−qa)Πǫ(a,∞)

+q

∫ A

a

e−qxΠǫ(x,∞)dx.

Note however the fact that Πǫ(0,∞) < ∞ implies both that (1−e−qA)Πǫ(A,∞) → 0
as A ↑ ∞ and that (1 − e−qa)Πǫ(a,∞) → 0 as a ↓ 0. We have then,
∫

(ǫ,∞)

(1 − e−qx)Πǫ(dx) =

∫

(0,∞)

(1 − e−qx)Πǫ(dx) = q

∫ ∞

0

e−qxΠǫ(x,∞)dx.

Now talking limits as ǫ ↓ 0 and appealing to the Monotone Convergence Theorem
on the right-hand side above we finally conclude that

Φ(q) = dq + q

∫

(0,∞)

e−qxΠ(x,∞)dx.

The final part of the question is now a simple application of the Dominated
Convergence Theorem.

2.12 In all parts of this exercise, one ultimately appeals to Lemma 2.15.
(i) Let B = {Bt : t ≥ 0} be a standard Brownian motion and τ = {τt : t ≥ 0}

be an independent stable subordinator with index α/2, where α ∈ (0, 2). Then for
θ ∈ R,

E(eiθBτt ) = E(e−
1
2

θ2τt) = e−C|θ|α

showing that {Bτt : t ≥ 0} has the law of a symmetric stable process of index α.

(ii) The subordinator τ has Laplace exponent

− log E(e−qτ1) =
2

a

(
q

q + a2

)

for q ≥ 0; this computation follows with the help of (1.3). To see this, note that X1

has the same distribution as an independent Poisson sum of independent exponen-
tially distributed random variables where the Poisson distribution has parameter
2/a2 and the exponential distributions have parameter a2. Similarly to the first part
of the question we have

− log E(eiθ
√

2Bτ1 ) = − log E(e−θ2τ1) =
2

a

(
θ2

θ2 + a2

)
.

To show that the right-hand side is the characteristic exponent of the given com-
pound Poisson process note that

∫

(0,∞)

(1 − eiθx)e−axdx =
1

a
− 1

a − iθ
= −1

a

(
iθ

a − iθ

)

and hence

− log E(eiθX1) = −1

a

(
iθ

a − iθ

)
+

1

a

(
iθ

a + iθ

)
=

2

a

(
θ2

θ2 + a2

)
.

(iii) We note that

E(eiθσBN1 ) = E(e−
1
2

σ2θ2N1) = exp{2λ(e−σ2θ2/2 − 1)}.
It is straightforward to show that the latter is equal to E(eiθX1) using (1.3).
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Chapter 3

3.1 (i) We handle the case that t2 > t > t1 ≥ 0, the remaining cases t ≥ t2 > t1 ≥ 0
and t2 > t1 ≥ t ≥ 0 are handled similarly. Note that when t2 > u ≥ t > t1, using
Exercise 1.5 we have

E(eiθ1Xt1
+iθ2Xt2 |Fu) = eiθ1Xt1 E(eiθ2Xt2

+Ψ(θ2)t2 |Fu)e−Ψ(θ2)t2

= eiθ1Xt1 eiθ2Xu+Ψ(θ2)ue−Ψ(θ2)t2 .

In particular, considering the right-hand side above for u = t and using right conti-
nuity, the limit as u ↓ t satisfies the right expression. Note that this method can be
used to prove the same statement when θ1Xt1 + θ2Xt2 is replaced by

∑n

i=1
θiXti

for θi ∈ R and ti ≥ 0 for i = 1, ..., n.
(ii) This is a consequence of standard measure theory (see for example Theo-

rem 4.6.3 of Durrett (2004)) and part (i).
(iii) The conclusion of (ii) implies in particular that for all cylinder sets A =

{Xt1 ∈ A1, ..., Xtn ∈ An} with ti ≥ 0 and Ai ∈ B(R) for i = 1, ..., n,

P(A|Ft+) = P(A|Ft) (S.5)

almost surely where Ft+ =
⋂

s>t
Fs. Using the fact that the above cylinder set

together with null sets of P generate members of the filtration F we deduce that
(S.5) holds for any A ∈ Ft+. As the left-hand side of (S.5) in that case is also equal
to 1A almost surely and F is completed by the null sets of P it follows that Ft+ ⊆ Ft.
The inclusion Ft ⊆ Ft+ is obvious and hence the filtration F is right continuous.

3.2 It suffices to prove the result for the first process as the second process is the
same as the first process when one replaces X by −X. To this end, define for each
y ≥ 0, Y y

t = (y ∨ Xt) − Xt and let X̃u = Xt+u − Xt for any u ≥ 0. Note that for
t, s ≥ 0,

(y ∨ Xt+s) − Xt+s =

(
y ∨ Xt ∨ sup

u∈[t,t+s]

Xu

)
− Xt − X̃s

=

[
(y ∨ Xt − Xt) ∨

(
sup

u∈[t,t+s]

Xu − Xt

)]
− X̃s

=

[
Y y

t ∨ sup
u∈[0,s]

X̃u

]
− X̃s.

From the right-hand side above, it is clear that the law of Y y
t+s depends only on Y y

t

and {X̃u : u ∈ [0, s]}, the latter being independent of Ft. Hence {Y y
t : t ≥ 0} is a

Markov process.
To upgrade to a strong Markov process, one uses a standard technique that

takes account of the right continuity of the paths of {Y y
t : t ≥ 0}. This involves

approximating a given stopping time τ by a discretised version τ (n) ≥ τ defined in
(3.2) and then proving with the help of the Markov property that for each H ∈ Fτ

and 0 ≤ t1 ≤ t2 ≤ · · · ≤ tn < ∞,

P

(
H ∩

n⋂

i=1

{Y y

τ(n)+ti
∈ Ai}

)
=

∫

[0,∞)

P

(
n⋂

i=1

{Y z
ti

∈ Ai}
)

p(y, H, dz),
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where p(y, H, dz) = P(H ∩ {Y y

τ(n) ∈ dz}). Then since τ (n) ↓ τ as n ↑ ∞ and Y y is
right continuous, by taking limits as n ↑ ∞ the same equality above is valid when
τ (n) is replaced by τ thus exhibiting the Strong Markov Property.

3.3 The solution to this exercise is taken from Sect. 25 of Sato (1999).
(i) To prove that g(x) ≤ agebg |x| for ag, bg > 0 use submultiplicativity to show

that for integer n chosen so that |x| ∈ (n − 1, n],

g(x) = g

(
n∑

i=1

x/n

)
≤ cn−1g(x/n)n.

Since g is bounded on compacts, we may define ag = max{c−1, sup|x|∈[0,1] g(x)} ∈
(0,∞) and further set bg = agc. We now have from the previous inequality that

g(x) ≤ ag(cag)n−1 ≤ ag(cag)|x| = agebg|x|.

Now suppose that E(g(Xt)) < ∞ for all t > 0. Decomposing as in the proof of
Theorem 3.6, submultiplicativity and independence in the Lévy–Itô decomposition
imply that

E(g(Xt)) =

∫

R

∫

R

g(x + y)dF2(y)dF1,3(x),

where F2 is the distribution of X
(2)
t and F1,3 is the distribution of X

(1)
t + X

(3)
t . The

last equality implies that for at least one x ∈ R,
∫

R
g(x + y)dF2(y) < ∞. Next note

from the submulitplicative property that g(y) ≤ cg(−x)g(x + y) ≤ cagebg|x|g(x + y)

and hence E(g(X
(2)
t )) ≤ cagebg|x| ∫

R
g(x + y)dF2(y) < ∞. Recalling that X(2) is

a compound Poisson process, a similar calculation to the one in (3.7) shows that∫
|y|≥1

g(y)Π(dy) < ∞.

Now suppose that
∫
|y|≥1

g(y)Π(dy) < ∞. We can write

E(g(Xt)) ≤ cE(g(X
(2)
t ))E(g(X

(1)
t + X

(3)
t )).

Note however that since X(2) is a compound Poisson process then one may compute
using submultiplicativity

E(g(X
(2)
t )) =

∑

k≥0

e−λt (λt)k

k!
E

(
g

(
k∑

i=1

ξi

))

≤
∑

k≥0

e−λt ck−1tk

k!

(∫

|x|>1

g(x)Π(dx)

)k

< ∞,

where {ξi : i = 1, 2, ...} are independent with common distribution given by
Π(R\(−1, 1))−1Π|R\(−1,1). Note also that

E(g(X
(1)
t + X

(3)
t )) ≤ agE

(
ebg|X(1)

t
+X

(3)
t

|
)

and the right-hand side can be shown to be finite in a similar way to (3.8) in the
proof of Theorem 3.6. In conclusion it follows that E(g(Xt)) < ∞.



314 Solutions

(ii) Suppose that h(x) is a positive increasing function on R such that for x ≤ b
it is constant and for x > b, log h(x) is concave. Then writing f(x) = log h(x) it
follows for u, v ≥ b that

f(u + b) − f(u) ≤ f(2b) − f(b)

f(u + v) − f(v) ≤ f(u + b) − f(b)

and hence
f(u + v) ≤ f(2b) − 2f(b) + f(u) + f(v).

This implies that h is submultiplicative. As h is an increasing function, it also follows
that

h(|x + y|) ≤ h(|x| + |y|) ≤ ch(|x|)h(|y|),
where c > 0 is a constant.

Note that the function x ∨ 1 fits the description of h and hence, together with
|x| ∨ 1 is submultiplicative. The discussion preceding Theorem 3.8 shows then that
(xα ∨ 1) and |x|α ∨ 1 are also submultiplicative. One may handle the remaining
functions similarly.

(iii) Apply the conclusion of Theorem 3.8 to the Lévy measure of a stable process.

3.4 First note that any Lévy process, X, with no Gaussian component may always
be written up to a linear drift as the difference to two spectrally positive processes.
Indeed if X has characteristic exponent given in Theorem 1.6 then one may always
write X = Xup − Xdown, where Xup and Xdown have characteristic exponents

Ψup(θ) = iaθ +

∫

(0,∞)

(1 − eiθx + iθx1(x<1))Π(dx)

and

Ψdown(θ) =

∫

(0,∞)

(1 − eiθx + iθx1(x<1))ν(dx),

respectively, where Π is the Lévy measure of X and ν(x,∞) = Π(−∞, x). Then (i)
is easily verified by showing that the total mass of the Lévy measure is finite, (ii)
and (iii) are a matter of definition and (iv) follows from Theorem 3.9.

3.5 Note that for β > 0,

ψ(β) = −aβ +
1

2
σ2β2 +

∫

x<−1

(eβx − 1)Π(dx) +

∫

0>x>−1

(eβx − 1 − βx)Π(dx)

and since for all x < −1, |eβx − 1| < 1 and for 0 > x > −1 we have that

|eβx − 1 − βx| ≤
∑

k≥2

βk

k!
|x|k ≤ eβx2

then recalling the restriction
∫
(−∞,0)

(1 ∧ x2)Π(dx) < ∞ one may appeal to a stan-

dard argument of dominated convergence to differentiate under the integral and
obtain

ψ′(β) = −a + σ2β +

∫

(−∞,0)

x(eβx − 1(x>−1))Π(dx).
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Using similar arguments one may use dominated convergence and the integrability
condition on Π to deduce that for n ≥ 2,

dnψ

dβn
(β) = σ2

1(n=2) +

∫

(−∞,0)

xneβxΠ(dx).

Note in particular that ψ′′(β) > 0 showing strict convexity. The fact that ψ(0) = 0
is trivial from the definition of ψ and since eψ(β) ≥ E(eβX11(X1>0)) it follows that
ψ(∞) = ∞.

3.6 (i) Recall the notation Px(·) = P(·|X0 = x) for any x ∈ R. Now using spectral
negativity, stationary independent increments of the subordinator {τ+

x : x ≥ 0} and
the lack of memory property we have

P(Xeq > x + y) = P(τ+
x+y < eq)

= E(1
(τ+

x <eq)
PX

τ
+
x

(τ+
x+y < eq))

= E(1
(τ+

x <eq)
Px(τ+

x+y < eq))

= P(τ+
x < eq)P(τ+

y < eq)

= P(Xeq > x)P(Xeq > y).

(ii) Write f(x) = P(Xeq > x) for all x ≥ 0. Note that as the tail of a distribution
function, f is right continuous. Further, it fulfils the relation f(x + y) = f(x)f(y)
for x, y ≥ 0. The last relation iterates so that for integer n > 0, f(nx) = f(x)n.
In the usual way one shows that this implies that for positive integers p, q we have
that f(p/q) = f(1/q)p and f(1) = f(1/q)q and hence for rational x > 0, f(x) =
f(1)x = exp {−θx}, where θ = − log f(1) ≥ 0. Right continuity of f implies that f is
identically equal to the aforementioned exponential function on [0,∞). In conclusion,
Xeq is exponentially distributed and in particular, by choosing q sufficiently large,
for any β ≥ 0,

E(eβXeq ) =

∫ ∞

0

qe−qt
E(eβXt)dt < ∞ (S.6)

showing in particular that E(eβXt) ≤ E(eβXt) < ∞. Note the last inequality follows
on account of (S.6) and the continuity of {βXt : t ≥ 0}.

(iii) From Theorem 3.12 we also have that

P(Xeq > x) = P(τ+
x < eq)

= E

(∫ ∞

0

1
(t>τ+

x )
qe−qtdt

)

= E(e−qτ+
x ) = e−Φ(q)x.

Hence we deduce that Xeq is exponentially distributed with parameter Φ(q). Letting

q ↓ 0 we know that Xeq converges in distribution to X∞ and hence the latter is

infinite if and only if Φ(0) = 0. If Φ(0) > 0 then it is clear that X∞ is exponentially
distributed with parameter Φ(0). From Exercise 3.5 we know that ψ is convex and
hence there are at most two non-negative roots of the equation ψ(β) = 0. There is a
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unique root at zero if and only if ψ′(0) = E(X1) ≥ 0 and otherwise the largest root
is strictly positive.

3.7 We prove (i) and (ii) together. Consider the characteristic exponent developed
for θ ∈ R as follows,

Ψ(θ) = cθα
(
1 − i tan

πα

2

)

= c(cos(πα/2))−1θα(cos(πα/2) − i sin(πα/2))

= c(cos(πα/2))−1(θ/i)α

= c(cos(πα/2))−1(−θi)α.

According to Theorem 3.6 E(e−γX1) < ∞ (this is obvious in the case that α ∈ (0, 1)
as then P(X1 ≥ 0) = 1 since X is a subordinator) and hence one may analytically
extend Ψ(θ) to the complex plane where ℑθ ≥ 0. By taking θ = iγ we have from
above the required result.

Chapter 4

4.1 (i) Recall that necessarily X must be the difference of a linear drift with
rate, say, d > 0 and a pure jump subordinator. It follows from Lemma 4.11 that
P(Xt > 0 for all sufficiently small t > 0) = 1 and hence P(τ{0} > 0) = 1 where
τ{0} = inf{t > 0 : Xt = 0}. The latter is a stopping time and hence applying the
Strong Markov Property at this time it follows from the strict positivity of τ{0} that
there can be at most a finite number of visits to the origin in any finite time horizon
with probability one. The claim concerning {L0

t : t ≥ 0} is now obvious.
(ii) It requires a straightforward review of the proof of change of variable formula

to see that the time horizon [0, t] may be replaced by any finite time horizon of
random length. Hence if Tn is the time of the n-th visit of X to 0 for n = 0, 1, 2, ...
with T0 = 0, we easily deduce that on {t ≥ Tn−1}, taking account of the possible
discontinuity in f at 0,

f(Xt∧Tn) = f(XTn−1) + d

∫ t∧Tn

Tn−1

f ′(Xs)ds

+

∫

(Tn−1,t∧Tn)

∫

(−∞,0)

(f(Xs− + x) − f(Xs−))N(ds × dx)

+(f(XTn) − f(XTn−))1(t>Tn).

The claim follows by supposing that Tn−1 ≤ t < Tn and then using the above
identity and the simple telescopic sum

f(Xt) = f(X0) +

n−1∑

i=1

{f(XTi) − f(XTi−1)} + {f(Xt) − f(XTn−1)}

and noting that

∫ t

0

(f(Xs) − f(Xs−))dL0
t =

n−1∑

i=1

(f(XTi) − f(XTi−)).
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4.2 Construct the process X(ε) and define N as in the proof of Theorem 4.2 and
consider the telescopic sum

f(t, Xε
t ) = f(0, Xε

0) +

N∑

i=1

(f(XTi , X
ε
Ti

) − f(XTi−1 , Xε
Ti−1

))

+(f(Xt, X
ε
t ) − f(XTN , Xε

TN
)).

One may now proceed as in the proof of Theorem 4.2 to apply regular Lebesgue–
Steiltjes calculus between the jumps of the process X(ε) (note in particular that
{Xt : t ≥ 0} has non-decreasing paths and is continuous) taking care to add in
the increments f(XTi , X

ε
Ti− + ξi) − f(XTi , X

ε
Ti−), where {ξi : i = 1, 2, ..} are the

successive jumps of X(ε) before taking the limit as ε ↓ 0.

4.3 (i) It is a straightforward exercise to prove that y �→
∫

R
(f(x + y)− f(y))Π(dx)

is a continuous function. It follows that Tn = inf{t ≥ 0 : Xt ∈ Bn}, where Bn is an
open set and hence by Theorem 3.3 it is also true that Tn is a stopping time.

(ii) This is an application of Corollary 4.6 when one takes φ(s, x) = e−λs(f(Xs−+
x)−f(Xs−))1(t≤Tn) (note in particular one uses the fact that

∫
R
|φ(s, x)|Π(dx) ≤ n).

(iii) The Change of Variable Formula allows us to write on {t < Tn},

e−λtf(Xt)=

∫ t

0

e−λs

{
d

∂f

∂y
(Xs)+

∫

R

(f(Xs + x) − f(Xs))Π(dx) − λf(Xs)

}
ds+Mt.

It is known that a non-zero Lebesgue integral cannot be a martingale (cf. Exercise
3.16 of Lamberton and Lapeyre (1996)) and hence, since Tn ↑ ∞ almost surely, we
are forced to deduce that

d
∂f

∂y
(Xs) +

∫

R

(f(Xs + x) − f(Xs))Π(dx) = λf(Xs)

for Lebesgue almost every 0 ≤ s ≤ t with probability one. As the support of the
distribution of Xs is R for all s > 0, we may conclude with the help of continuity of

y �→ d
∂f

∂y
(y) +

∫

R

(f(y + x) − f(y))Π(dx) − λf(y)

that the latter is identically equal to zero on R.
(iv) This is clear from the conclusion of the previous part.

4.4 Starting with an approximation to φ via (4.8) one may establish this identity in
a similar way to the proof of Theorem 4.4, although the calculations are somewhat
more technically voluminous.

4.5 (i) The Lévy–Itô decomposition tells us that we may write for each t ≥ 0,

X
(ε)
t =−at+

∫

[0,t]

∫

|x|≥1

xN(ds×dx)+

∫

[0,t]

∫

ε<|x|<1

xN(ds×dx)−t

∫

ε<|x|<1

xΠ(dx),

where N is the Poisson random measure associated with the jumps of X. The given
expression follows by the change of variable formula which now says
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f(t, X
(ε)
t ) = f(0, X

(ε)
0 ) +

∫ t

0

∂f

∂s
(s, X(ε)

s )ds

+

(
−a −

∫

ε<|x|<1

xΠ(dx)

)∫ t

0

∂f

∂x
(s, X(ε)

s )ds

+

∫

[0,t]

∫

|x|>ε

(f(s, X
(ε)
s− + x) − f(s, X

(ε)
s− ) − x

∂f

∂x
(s, X

(ε)
s− ))N(ds × dx)

+

∫

[0,t]

∫

|x|>ε

x
∂f

∂x
(s, X

(ε)
s− )N(ds × dx).

Hence we may reasonably interpret
∫

[0,t]

∫

|x|≥1

x
∂f

∂x
(s, X

(ε)
s− )N(ds × dx) − a

∫ t

0

∂f

∂x
(s, X(ε)

s )ds =

∫ t

0

∂f

∂x
(s, X

(ε)
s− )dX(2)

s

as the process X(2) has a discrete set of jump times. Further, we identify

M
(ε)
t =

∫

[0,t]

∫

1>|x|>ε

x
∂f

∂x
(s, X

(ε)
s− )N(ds×dx)−

(∫

ε<|x|<1

xΠ(dx)

)∫ t

0

∂f

∂x
(s, X(ε)

s )ds

which is a martingale with respect to {Ft : t ≥ 0} by Corollary 4.6. Its paths
are clearly right continuous by definition (note that there are a discrete set of jump
times for M (ε)) and further, by Exercise 4.4 it is also a square integrable martingale.
(Note, it has implicitly been used so far that the first derivative of f in x is uniformly
bounded). Note that on account of there being a discrete set of jumps in M (ε) we
may also write it

M
(ε)
t =

∫ t

0

∂f

∂x
(s, X

(ε)
s− )dX(3,ε)

s ,

where X(3,ε) is a Lévy process with characteristic exponent

Ψ (3,ε)(θ) =

∫

ε<|x|<1

(1 − eiθx + iθx)Π(dx).

(ii) Using the notation of Chap. 2, for fixed T > 0, considering {M (ε)
t : t ∈ [0, T ]}

as an element of MT , we may appeal again to Exercise 4.4 to deduce that for any
0 < ε < η < 1,

||M (ε) − M (η)|| =

E

(∫

[0,T ]

∫

|x|<1

x2
{

∂f

∂x
(s, X(ε)

s )1(|x|>ε) −
∂f

∂x
(s, X(η)

s )1(|x|>η)

}2

dsΠ(dx)

)

which tends to zero as ε, η ↓ 0 on account of the boundedness of the first derivative of
f in x and the necessary condition for X to be a Lévy process,

∫
(−1,1)

x2Π(dx) < ∞.

(iii) We know from the Lévy–Itô decomposition that X(ε) converges uniformly
on [0, T ] with probability one along some deterministic subsequence, say {εn : n =
1, 2, ...}, to X. Similar reasoning also shows that thanks to the result in part (ii)
there exists a subsubsequence, say ǫ = {ǫn : n = 1, 2, ...}, of the latter subsequence
along which M (ε) converges uniformly along [0, T ] with probability one to its limit,
say M . Hence from part (i) we may say that uniformly on [0, T ],

∫ ·

0

∂f

∂x
(s, X

(ε)
s− )dX(2)

s +

∫ ·

0

∂f

∂x
(s, X

(ε)
s− )dX(3,ε)

s
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has an almost sure limit as ε ↓ 0 which is equal to
∫ ·

0

∂f

∂x
(s, Xs−)dX(2)

s + M

and since X is the sum of X(2) and the limit of X(3,ε) we may reasonably denote
the above limit by ∫ ·

0

∂f

∂x
(s, Xs−)dXs.

For the other terms in (4.20), note that continuity of f ensures that f(t, X
(ε)
t ) →

f(t, Xt) as ε ↓ 0 (along ǫ). Further, it can be shown using the assumptions of
boundedness that for all 0 ≤ s ≤ t and y ∈ R,

∣∣∣f(s, y + x) − f(s, y) − x
∂f

∂x
(s, y)

∣∣∣ ≤ Cx2

for some constant C > 0. Hence by almost sure dominated convergence it follows
that the limit of

∫

[0,t]

∫

|x|>ε

(f(s, X
(ε)
s− + x) − f(s, X

(ε)
s− ) − x

∂f

∂x
(s, X

(ε)
s− ))N(ds × dx)

is equal to
∫

[0,t]

∫

R

(f(s, Xs− + x) − f(s, Xs−) − x
∂f

∂x
(s, Xs−))N(ds × dx)

as ε ↓ 0. Note in particular that we use Theorem 2.7 and the integrability condition∫
R
(1 ∧ x2)Π(dx) < ∞.
(iv) See the technique used in Exercise 4.3.

4.6 (i) The queue remains empty for a period of time that is exponentially distrib-
uted. Starting with the initial workload from the first arriving customer, which is
independent of the subsequent evolution of the workload and has distribution F , the
period B is equal to the time it takes for the workload to become zero again. The lat-
ter has the same distribution as τ+

x = inf{t > 0 : Xt > x} when x is independently
randomised using the distribution F . Note that X denotes the underlying spectrally
positive Lévy process which drives W and whose Laplace exponent is given by

log E(eθX1) = ψ(θ) = θ −
∫

(0,∞)

(1 − e−θx)λF (dx)

for θ ≥ 0. With the help of Theorem 3.12 we can thus deduce that for β ≥ 0,

E(e−βB) =

∫

(0,∞)

E(e−βτ+
x )F (dx) =

∫

(0,∞)

e−Φ(β)xF (dx) = F̂ (Φ(β)),

where Φ(β) is the largest root of the equation ψ(θ) = β.
(ii) The case that ρ = λ

∫
(0,∞)

xF (dx) > 1 corresponds to the case that

E(X1) < 0 which implies also that Φ(0) > 0, in other words, following similar
arguments to those given in Sect. 1.3.1 (involving the Strong Law of Large Num-
bers), limt↑∞ Xt = −∞. In turn this implies that the last moment at which X is
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at its supremum is finite almost surely. The process X undergoes a finite number of
excursions from the maximum before entering an excursion which never returns to
the previous maximum. Note that by the Strong Markov Property, excursions from
the maximum are independent and between them the process X spends independent
and exponentially distributed lengths of time drifting upwards during which time,
X = X. If we set p = P(B = ∞) then the above description of excursions implies
that the number of finite excursions is distributed according to a geometric random
variable with parameter p.

Note now that p = 1 − limβ↓0 E(e−βB) = 1 − F̂ (Φ(0)). According to the above
discussion ∫ ∞

0

1(Wt=0)dt =

Γp+1∑

k=1

e
(k)
λ ,

where Γp is a geometric random variable with parameter p and {e(k)
λ : k = 1, 2, ...} is

a sequence of independent random variables (also independent of Γp) each of which is
exponentially distributed with parameter λp. One may compute the moment gener-
ating function of the random variable on the right-hand side above to find that it has
the same law as an exponentially distributed random variable with parameter λp.
Note however that by definition we have that 0 = Φ(0)−

∫
(0,∞)

(1−e−Φ(0)x)λF (dx) =

Φ(0) − λp. Hence as required
∫∞
0

1(Wt=0)dt is exponentially distributed with para-
meter Φ(0).

(iii) From its definition we have ρ = 1−ψ′(0) = λ/µ. Recalling that the convolu-
tion of an exponential distribution is a gamma distribution, we have from Theorem
4.10, the stationary distribution is given by

(
1 − λ

µ

)(
δ0(dx) + 1(x>0)

∞∑

k=1

λkxk−1 e−µx

(k − 1)!
dx

)

=

(
1 − λ

µ

)(
δ0(dx) + 1(x>0)λe−µx+λxdx

)
.

4.7 (i) Recall that Et(α) = exp{αXt − ψ(α)t} and note that

dEt(α) = Et−(α)
(
α dXt − ψ(α) dt

)
+

1

2
α2Et−(α) d[X, X]ct

+ {△Et(α) − αEt−(α)△Xt}.
Note also that

dMt = ψ(α)e−αZt− dt + αe−αZt− dZt − 1

2
α2e−αZt− d[X, X]ct

− {△e−αZt + α△Zt} − α dXt

= e−αXt+ψ(α)t
[
ψ(α)Et−(α) dt + αEt−(α)

(
dXt − dXt

)

− 1

2
α2Et−(α) d[X, X]ct

− Et−(α){eα△Xt − 1 − α△Xt}

− αeαXt−ψ(α)t dXt

]

= e−αXt+ψ(α)t
{
−dEt(α) + α

(
Et(α) − eαXt−ψ(α)t

)
dXt

}
,
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where Zt = Xt = Xt and we have used that Xt− = Xt. Since Xt = Xt if and only
if Xt increases, we may write

dMt = e−αXt+ψ(α)t
{
−dEt(α) + α

(
Et(α) − eαXt−ψ(α)t

)
1(Xt=Xt)

dXt

}

= −e−αXt+ψ(α)t dEt(α)

showing that Mt is a local martingale since Et(α) is a martingale.
(ii) For q > 0, we know from Exercise 3.6 (iii) that Xeq is exponentially distrib-

uted with parameter Φ(q). Hence

E
(
Xeq

)
=

∫ ∞

0

qe−qt E
(
Xt

)
dt =

1

Φ(q)
< ∞

and hence, since Xt is a continuous increasing process, we have E
(
Xt

)
< ∞ for all

t.
(iii) Now note by the positivity of the process Z and again since X increases,

E

(
sup
s≤t

|Ms|
)

≤ ψ(α)t + 2 + α E
(
Xt

)
< ∞

for each finite t > 0.

4.8 (i) The Change of Variable Formula has been given for real valued functions.
Nonetheless, one may apply the change of variable formula to both real and imag-
inary parts. Similarly one may derive a version of the compensation formula (4.8)
for complex valued functions.

The proof that the given process M is a martingale follows a similar line to the
proof of Theorem 4.7 by applying the appropriate version of the change of variable
formula to exp{iα(Xt − Xt) + iβXt}.

(ii) Similar techniques to those used in the proof of Theorem 4.8 show that

E

(∫
eq

0

eiα(Xs−Xs)+iβXsds

)
=

1

q
E

(
eiα(Xeq −Xeq )+iβXs

)
.

Further,

E

(∫
eq

0

eiα(Xs−Xs)+iβXsdXs

)
= E

(∫
eq

0

eiβXsdXs

)

= E

(∫ ∞

0

qe−uqdu ·
∫ ∞

0

1(s<u)e
iβXsdXs

)

= E

(∫ ∞

0

e−qseiβXsdXs

)

= E

(∫ ∞

0

e−qτ+
x +iβx

1
(τ+

x <∞)
dx

)

=

∫ ∞

0

eiβxe−Φ(q)xdx

=
1

Φ(q) − iβ
,
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where the first equality uses the fact that Xs−Xs = 0 on the times that X increases,
the third equality is a result of an application of Fubini’s Theorem, the fourth
equality is the result of a change of variable s �→ τ+

x , (noting in particular that due
to spectral negativity, X

τ+
x

= x) and finally the fifth equality uses Fubini’s Theorem

and Theorem 3.12.
Using the equality E(Meq ) = 0 which follows from the fact that M is a martingale

and rearranging terms on the left-hand side of the latter equality with the help of
the above two observations gives the required result.

(iii) Note that (4.21) factors as follows

Φ(q)

Φ(q) − iβ
× q

Φ(q)

Φ(q) − iα

q + Ψ(α)
.

From Exercise 3.6 (iii) we know that Xeq is exponentially distributed with parameter

Φ(q) and so E(eiβXeq ) is equal to the first factor above. Standard theory of Fourier
transforms lead us to the conclusion that Xeq and (Xeq − Xeq ) are independent.

4.9 (i) By writing X as the difference of two subordinators (which is possible as it
is a process of bounded variation, see Exercise 2.8) the limit follows.

(ii) As with the case of a spectrally negative Lévy process of bounded variation,
as d > 0, part (i) implies that, almost surely, for all sufficiently small t > 0 it is the
case that Xt > 0; in which case P(τ+

0 > 0) = 1.
(iii) By inspection one sees that the proof of the Pollaczek–Khintchine formula

in Sect. 4.6 is still valid under the current circumstances in light of the conclusion
of part (ii).

Chatper 5

5.1 The proof follows verbatim the proof of Lemma 5.5 (ii) by substituting U for V
and Π for F and further, using Corollary 5.3 in place of Theorem 5.1. It should also
be noted that E(τ+

x ) = U(x) and hence as before U(x + y) ≤ U(x) + U(y). Finally
note, that from the first part of the theorem we have that

1 − lim
x↑∞

P(X
τ+

x
= x) = lim

x↑∞
P(X

τ+
x
− x > 0, x − X

τ+
x − ≥ 0)

=
1

µ

∫ ∞

0

Π(y,∞)dy. (S.7)

If Φ(θ) is the Laplace exponent of X then from (5.1) it is straightforward to de-
duce that Φ′(0) = µ = d +

∫∞
0

Π(y,∞)dy. Hence from (S.7) we conclude that
limx↑∞ P(X

τ+
x

= x) = d/µ.

5.2 (i) From Sect. 4.6 we know that for the process Y , P(σ+
0 > 0) = 1 and hence

the times of new maxima form a discrete set. Note that Y
σ+

x − corresponds to the

undershoot of the last maximum of Y prior to first passage over x and Y
σ+

x
cor-

responds to the next maximum thereafter. If we define an auxilliary process, say
X = {Xt : t ≥ 0}, which has positive and independent jumps which are equal in
distribution to Y

σ+
0

, then according to the decomposition of the path of Y into its

excursions from the maximum, the pair (Y
σ+

x
− x, x − Y

σ+
x −) conditional on the
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event σ+
0 < ∞ is equal in law to the overshoot and undershoot of X when first

passing x. It suffices then to take X as a compound Poisson subordinator with the
aforementioned jump distribution and thanks to Corollary 4.12 the latter is given
by (d − ψ′(0))−1ν(x,∞)dx.

(ii) An application of Theorem 5.5 (ii) shows that provided E(Y
σ+
0

) < ∞,

lim
x↑∞

P(Y
σ+

x
− x ∈ du, x − Y

σ+
x − ∈ dy|σ+

x < ∞)

=
1

E(Y
σ+
0

)
P(Y

σ+
0
∈ du + y)dy

which gives the required result once one notes that E(Y
σ+
0

) is finite if and only if∫∞
0

xν(x,∞)dx < ∞.
(iii) When modelling a risk process by −Y , the previous limit is the asymptotic

joint distribution of the deficit at ruin and the wealth prior to ruin conditional on
ruin occurring when starting from an arbitrary large capital.

5.3 Note from Theorem 5.6 that

lim
x↑∞

P(X
τ+

x
− X

τ+
x − ∈ dz)

= lim
x↑∞

∫

[0,z]

P(X
τ+

x
− x ∈ dz − y, x − X

τ+
x −) ∈ dy

= lim
x↑∞

∫

[0,z]

U(x − dy)Π(dz)

= lim
x↑∞

(U(x) − U(x − z))Π(dz)

= lim
x↑∞

1

µ
zΠ(dz),

where in the final equality we have appealed to Corollary 5.3 (i) (and hence used
the assumption on U). The last part is an observation due to Winter (1989). We
have with the help of Fubini’s Theorem,

P((1 − U)Z > u, UZ > y) = P

(
Z > y + u,

y

Z
< U < 1 − z

Z

)

=

∫∫
1(z>y+u)1(θ∈(y/z,1−u/z))1(θ∈(0,1))dθ · 1

µ
zΠ(dz)

=

∫
1(z>y+u)

z − u − y

z

z

µ
Π(dz)

=
1

µ

∫
1(z>y+u)

{∫
1(y+u<s<z)ds

}
Π(dz)

=
1

µ

∫∫
1(z>s)1(s>y+u)Π(dz)ds

=
1

µ

∫ ∞

y+u

Π(s,∞)ds

= P(V > u, W > y).
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5.4 An analogue of Theorem 4.4 is required for the case of a Poisson random measure
N which is defined on ([0,∞) × Rd,B[0,∞) × B(R), dt × Π), where d ∈ {1, 2, ...}
(although our attention will be restricted to the case that d = 2). Following the
proof of Theorem 4.4 one deduces that if φ : [0,∞) × Rd × Ω → [0,∞) is a random
time-space function such that:

(i) As a trivariate function φ = φ(t, x)[ω] is measurable.
(ii) For each t ≥ 0 φ(t, x)[ω] is Ft × B(Rd)-measurable.
(iii) For each x ∈ Rd, with probability one, {φ(t, x)[ω] : t ≥ 0} is a left continuous

process.

Then for all t ≥ 0,

E

(∫

[0,t]

∫

Rd

φ(s, x)N(ds × dx)

)
= E

(∫ t

0

∫

Rd

φ(s, x)dsΠ(dx)

)
(S.8)

with the understanding that the right-hand side is infinite if and only if the left-hand
side is.

From this the required result follows from calculations similar in nature to those
found in the proof of Theorem 5.6.

5.5 (i) First suppose that α, β, x > 0. Use the Strong Markov property and note
that

E
(
e−βXeα 1(Xeα >x)

)

= E

(
e−βXeα 1

(τ+
x <eα)

)

= E

(
1

(τ+
x <eα)

e
−βX

τ
+
x E

(
e
−β(Xeα−X

τ
+
x

)
∣∣∣Fτ+

x

))
.

Now, conditionally on F
τ+

x
and on the event {τ+

x < eα} the random variables

Xeα − X
τ+

x
and Xeα have the same distribution thanks to the lack of memory

property of eα and the stationary and independent increments of X. Hence

E
(
e−βXeα 1(Xeα >x)

)
= E

(
e
−ατ+

x −βX
τ
+
x

)
E
(
e−βXeα

)
.

Noting that P(Xeα ∈ dx) = αU (α)(dx) we have

E
(
e−βXeα 1(Xeα >x)

)
=

∫

(x,∞)

αe−βzU (α)(dz) and E
(
e−βXeα

)
=

α

α + Φ(β)

and hence (5.20) follows. For the case that at least one of α, β or x is zero, simply
take limits on both sides of (5.20).

(ii) Since for q > 0,

∫

[0,∞)

e−qyU (α)(dy) =
1

α + Φ(q)
, (S.9)

we have by taking Laplace transforms in (5.20) and applying Fubini’s Theorem that
when q > β,
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∫ ∞

0

e−qx
E

(
e
−ατ+

x −β(X
τ
+
x

−x)
)

dx

= (α + Φ(β))

∫

[0,∞)

∫ ∞

0

1(z>x)e
−βze−(q−β)xdxU (α)(dz)

=
(α + Φ(β))

q − β

∫

[0,∞)

(e−βz − e−qz)U (α)(dz)

=
1

q − β

(
1 − α + Φ (β)

α + Φ (q)

)
. (S.10)

(iii) Recall from Exercise 2.11 that

lim
β↑∞

Φ(β)

β
= d.

By taking β ↑ ∞ and then α ↓ 0 in (S.10) we see with the help of the above limit
and dominated convergence that

∫ ∞

0

e−qx
E(e−ατ+

x 1(X
τ
+
x

=x))dx =
d

α + Φ(q)
.

It is now immediate that if d = 0 then E(e−ατ+
x 1(X

τ
+
x

=x)) = 0 Lebesgue almost

everywhere and hence by Theorem 5.9, this can be upgraded to everywhere. Also,
from the above Laplace transform and (S.9) it follows that if d > 0 then U (α)(dx) =

u(α)(x)dx, where Lebesgue almost everywhere u(α)(x) := d−1E(e−ατ+
x 1(X

τ
+
x

=x)).

Since we may think of the latter expectation as the probability that X visits the
point x when killed independently at rate α, Theorem 5.9 tells us that it is continuous
strictly positive on (0,∞) and hence we take u(α) to be this version.

(iv) From Lemma 5.11 we know that E(e−ατ+
x 1(X

τ
+
x

=x)) → 1 as x ↓ 0. This

implies that u(α)(0+) exists and is equal to 1/d.

5.6 (i) From Exercise 1.4 (i) we see that the Lévy measure necessarily takes the
form

Π(dx) =
x−(1+α)

−Γ (−α)
dx.

(ii) From (S.9) we know that for q > 0,

∫

[0,∞)

e−qxU(dx) =
1

qα
.

On the other hand, by definition of the Gamma function

∫ ∞

0

e−t tα−1

Γ (α)
dt = 1

and hence with the change of variable t = qx one sees the agreement of the measures
U(dx) and Γ (α)−1xα−1dx on (0,∞) via their Laplace transforms.

(iii) The identity is obtained by filling in (5.7) with the explicit expressions for
U and Π.
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(iv) Recall from Exercise 2.11 that the drift component is obtained by taking
the limit limθ↑∞ θα/θ and hence is equal to zero. Creeping occurs if and only if a
drift is present and hence stable subordinators do not creep.

5.7 (i) Using the conclusion of Theorem 5.6 we compute for β, γ ≥ 0,

E(e
−βX

τ
+
x −−γX

τ
+
x 1(X

τ
+
x

>x))

=

∫∫
1(0≤y<x)1(v>x−y)e

−βy−γ(y+v)U(dy)Π(dv)

=

∫

[0,x)

e−(β+γ)yU(dy)

{∫

(x−y,∞)

e−γvΠ(dv)

}
.

Noting that the latter is a convolution, it follows for q > γ,

∫ ∞

0

dx · e−qx
E(e

−βX
τ
+
x −−γ(X

τ
+
x

−x)
1(X

τ
+
x

>x))

=

∫ ∞

0

e−(q−γ)xe−(β+γ)xU(dx)

×
∫ ∞

0

dx · e−(q−γ)x

∫

(x,∞]

e−γvΠ(dv)

=
1

Φ(q + β)

∫ ∞

0

dx · e−(q−γ)x

∫

(x,∞]

e−γvΠ(dv),

where the final equality uses (S.9). Fubini’s theorem shows that the integral on the
right-hand side is equal to

∫

(0,∞)

∫ ∞

0

1(v>x)e
−(q−γ)xe−γvdxΠ(dv)

=
1

q − γ

∫

(0,∞)

Π(dv){1 − e−qv − (1 − e−γv)}

=
1

q − γ
{Φ(q) − Φ(γ) − d(q − γ)}.

In conclusion we have that
∫ ∞

0

dx · e−qx
E(e

−βX
τ
+
x −−γ(X

τ
+
x

−x)
1(X

τ
+
x

>x))

=
1

q − γ

Φ(q) − Φ(γ)

Φ(q + β)
− d

Φ(q + β)
.

(ii) Theorem 5.9 (ii) and Lemma 5.8 also tell us that

∫ ∞

0

dx · e−qx
E(e

−βX
τ
+
x −−γ(X

τ
+
x

−x)
1(X

τ
+
x

=x)) =
d

Φ(q + β)
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and hence

∫ ∞

0

dx · e−qx
E(e

−βX
τ
+
x −−γ(X

τ
+
x

−x)
) =

1

q − γ

Φ(q) − Φ(γ)

Φ(q + β)
.

The required expression follows by making the change of variables x �→ tx, q �→ q/t,
β �→ β/t, γ �→ γ/t.

(iii) Suppose that Φ is slowly varying at zero with index 0. Note with the help
of the Dominated Convergence Theorem,

∫ ∞

0

dx · e−qx lim
t↑∞

E(e
−β(X

τ
+
tx

−/t)−γ(X
τ
+
tx

−tx)/t

) =
1

q
1(γ=0).

By considering the cases that q = 0 and q > 0 separately we see then that for some
x > 0 (in fact almost every x > 0), X

τ+
tx

−/t tends in distribution to zero as t ↑ ∞
and X

τ+
tx

/t tends in distribution to infinity as t ↑ ∞. In particular this implies the

same limiting apply when x = 1 (by dividing both expressions by x and then making
the change of variable tx �→ x). The other cases are handled similarly.

(iv) Note that (X
τ+

t
−/t, (X

τ+
t

− t)/t) has a limiting distribution as t tends to

infinity (resp. zero) if and only if (X
τ+

tx
−/t, (X

τ+
tx
− tx)/t) has a limiting distribution

as t tends to infinity (resp. zero) for all x > 0. Note however from the identity in
part (ii) and the information provided on regularly varying functions in the question,
one sees by first considering the case that γ = 0 and then the case that β = 0
as t tends to infinity (resp. zero) that a limiting distribution exists if and only
if Φ is regularly varying at zero (infinity resp.). As discussed earlier in Sect. 5.5,
if Φ is regularly varying with index α then necessarily α ∈ [0, 1]. Appealing to
the conclusion of part (iii) one thus concludes that there is a non-trivial limiting
distribution of (X

τ+
t

−/t, (X
τ+

t
− t)/t) as t tends to infinity (resp. zero) if and only

if α ∈ (0, 1).

5.8 (i) Introduce the auxilliary process X̃ = {X̃t : t ≥ 0} which is the subordinator

whose Laplace exponent is given by Φ(q)− η. Define also τ̃+
x = inf{t > 0 : X̃t > x}.

We have

U(x,∞) = E

(∫ ∞

0

1(Xt>x)dt

)

= E

(∫ ∞

0

e−ηt
1

(X̃t>x)
dt

)

= E

(∫ ∞

τ̃+
x

e−ηt
1

(X̃t>x)
dt

)

= E

(
e−ητ̃+

x

∫ ∞

0

e−ηtdt

)

=
1

η
P(τ+

x < ∞).
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(ii) Now note with the help of (5.20) that

E(e
−β(X

τ
+
x

−x)|τ+
x < ∞) =

E(e
−β(X

τ
+
x

−x)
1

(τ+
x <∞)

)

P(τ+
x < ∞)

=
E(e

−β(X̃
τ̃
+
x

−x)
e−ητ̃+

x )

E(e−ητ̃+
x )

=
[η + (Φ(β) − η)]

∫
(x,∞)

e−β(y−x)Ũ (η)(dy)

ηŨ (η)(x,∞)
,

where Ũ (η) is the η-potential of X̃. However, it is straightforward to prove from
its definition that Ũ (η) = U , the potential measure of X, from which the required
expression follows.

(iii) Integration by parts yields

E(e
−β(X

τ
+
x

−x)|τ+
x < ∞) =

Φ(β)

η

(
1 −
∫ ∞

0

βe−βy U(y + x,∞)

U(x,∞)
dy

)
.

As it has been assumed that U belongs to class L(α) it follows by dominated con-
vergence that

lim
x↑∞

E(e
−β(X

τ
+
x

−x)|τ+
x < ∞) =

Φ(β)

η

(
α

α + β

)
.

(iv) Note that

G(0,∞) =
1

η

(
Φ(−α) +

∫

(0,∞)

(eαy − 1)Π(dy)

)

=
1

η
(Φ(−α) + η − αd − Φ(−α))

= 1 − dα

η
.

We also have using integration by parts∫

(0,∞)

e−βxG(dx) = 1 − αd

η
− β

∫ ∞

0

e−βxG(x,∞)dx

= 1 − αd

η
− β

η

∫ ∞

0

dx · e−(β+α)x

∫

(0,∞)

1(y>x)(e
αy − eαx)Π(dy).

Further, starting with an application of Fubini’s Theorem, the last integral can be
developed as follows

∫ ∞

0

dx · e−(β+α)x

∫

(0,∞)

1(y>x)(e
αy − eαx)Π(dy)

=

∫

(0,∞)

Π(dy) ·
{

eαy (1 − e−(α+β)y)

(α + β)
− (1 − e−βy)

β

}

=
1

(α + β)

∫

(0,∞)

(eαy − 1)Π(dy) − α

β(α + β)

∫

(0,∞)

(1 − e−βy)Π(dy)

=
1

(α + β)
[−Φ(−α) + η − αd] − α

β(α + β)
[Φ(β) − η − dβ].
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Putting the pieces together we find

∫

(0,∞)

e−βxG(dx) =
αΦ(β)

η(β + α)
− αd

η

as required.
(v) Taking account of the atom at the origin, we now have that

∫

[0,∞)

e−βxG(dx) =
αΦ(β)

η(β + α)

which agrees with the Laplace transform of the limiting conditional distribution of
the overshoot from part (iii) and hence G represents the overshoot distribution. In
particular, dα/η is the asymptotic conditional probability of creeping across the
barrier.

5.9 Recall from the Lévy–Itô decomposition and specifically Exercise 2.8, the
process X can be written as the difference of two pure jump subordinators, say
X = Xu −Xd. As they are independent we may condition on the path of one of the
subordinators and note that for x ≥ 0,

P(inf{t > 0 : Xt = x} < ∞) = E[P(inf{t > 0 : Xu
t = x + Xd

t } < ∞|Xd)].

Now consider any non-decreasing right continuous path g : [0,∞) → [0,∞) whose
range is a countable set. From Theorem 5.9 we know that Xu hits a given non-
negative level at any time in [0,∞) with probability zero. Therefore, it hits a given
non-negative level at any given countable subset of time in [0,∞) also with proba-
bility zero. That is to say

P(inf{t > 0 : Xu
t = g(t)} < ∞) = 0.

Referring back to (S.11) we now see that P(inf{t > 0 : Xu
t = x + Xd

t } < ∞|Xd) and
hence P(inf{t > 0 : Xt = x} < ∞) is equal to zero.

Chapter 6

6.1 Irrespective of path variation, any symmetric Lévy process which is not a
compound Poisson process has the property that 0 is regular for both (0,∞) and
(−∞, 0). To see why, it suffices to note that if this were not true then by symmetry
it would be the case that 0 is irregular for both (0,∞) and (−∞, 0).

Here are two examples of a Lévy process of bounded variation for which 0 is
irregular for (0,∞). Firstly consider a spectrally positive Lévy process of bounded
variation. The claim follows from Lemma 4.11. For the second example consider
the difference of two stable subordinators with indices 0 < α < α′ < 1, where the
subtracted subordinator is of index α′. Now check using the second integral test in
Theorem 6.5 that

∫

(0,1)

xΠ(dx)∫ x

0
Π(−∞,−y)dy

= O

(∫ 1

0

x · x−(1+α)dx∫ x

0
y−α′dy

)
= O

(∫ 1

0

1

x1+α′−α
dx

)
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and apply the conclusion of the same theorem to deduce there is irregularity of
(0,∞). Clearly there must be regularity of 0 for (−∞, 0) as otherwise we would
have a compound Poisson process which is not the case.

6.2 (i) By assumption, limq↑∞ Φ(q) = ∞, and we have with the help of Exercise
2.11,

d = lim
q↑∞

Φ(q)

q
= lim

q↑∞

Φ(q)

ψ(Φ(q))
= lim

θ↑∞

θ

ψ(θ)
= lim

θ↑∞

1

ψ′(θ)
,

where the last equality follows by L’Hôpital’s rule. However, we know from Exercise
3.5 that ψ, which necessarily takes the form

ψ(θ) = −aθ +
1

2
σ2θ2 +

∫

(−∞,0)

(eθx − 1 − θx1(x>−1))Π(dx),

is infinitely differentiable. Hence

d = lim
θ↑∞

[−a + σ2θ +

∫

(−∞,0)

x(eθx − 1(x>−1))Π(dx)]−1 = 0,

where in the last equality we have used the fact that either σ > 0 or
∫
(−1,0)

|x|Π(dx) =
∞.

(ii) As τ+ is a pure jump subordinator, we have from the proof of Theorem 4.11
that

lim
x↓0

τ+
x

x
= 0

and hence as X
τ+

x
= x it follows that

lim sup
t↓0

Xt

t
≥ lim sup

x↓0

X
τ+

x

τ+
x

= ∞.

The latter implies that there exists a sequence of random times {tn : n ≥ 0} with
tn ↓ 0 as n ↑ ∞ such that almost surely Xtn > 0. This in turn implies regularity of 0
for (0,∞). If τ+ has finite jump measure then P(τ+

0 > 0) = 1 which implies that X
is irregular for (0,∞). Hence necessarily τ+ has a jump measure with infinite mass.

(iii) From the Wiener–Hopf factorisation given in Sect. 6.5.2 we have that

E

(
e

θX
eq

)
=

q

Φ(q)

Φ(q) − θ

q − ψ(θ)
.

Taking limits as θ ↑ ∞ and recalling from part (i) that limθ↑∞ θψ(θ)−1 = 0 gives us

P(X
eq

= 0) = 0.

Finally note that P(X
eq

= 0) > 0 if and only if P(τ+
0 > 0) > 0 and hence it must

be the case that P(τ+
0 = 0) = 1, in other words, 0 is regular for (0,∞).

6.3 Suppose that N = {Nt : t ≥ 0} is a Poisson process with rate λρ and {ξn : n =
1, 2, ...} are independent (also of N) and identically distributed and further, eλ(1−ρ)
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is an independent exponentially distributed random variable with parameter λ(1−ρ),
then

− log E

(
e
−θ
∑N1

i=1
ξi1(1<eλ(1−ρ))

)
= − log E

(
e
−θ
∑N1

i=1
ξie−λ(1−ρ)

)

= λ(1 − ρ) + λρ(1 − E(e−θξ1)).

On the other hand, suppose that Ñ = {Ñt : t ≥ 0} is an independent Poisson
process with rate λ and Γ1−ρ is a geometric distribution with parameter 1−ρ, then

− log E

(
e
−θ
∑Ñt

i=1
ξi1

(Ñt≤Γ1−ρ)

)
= − log E

(
e
−θ
∑Ñt

i=1
ξiρÑt

)

= λ − λρE(e−θξ1)

and hence the required result follows.

6.4 Note that
∫∞
0

1(Xt−Xt=0)dt > 0 if and only if
∫∞
0

P(Xt −Xt = 0)dt > 0 if and

only if
∫∞
0

P(Xt = 0)dt > 0 (by duality) if and only if 0 is irregular for (−∞, 0).

Similarly
∫∞
0

1(Xt−Xt=0)dt > 0 if and only if 0 is irregular for (0,∞). This excludes
all Lévy processes except for compound Poisson processes.

6.5 (i) We know that the Laplace exponent of a spectrally negative Lévy process
satisfies

ψ(θ) = − log E(eθX1) = −aθ +
1

2
σ2θ2 +

∫

(−∞,0)

(eθx − 1 − θx1(x>−1))Π(dx).

Taking account of Exercise 3.5 we may compute E(X1) = ψ′(0+) and hence

E(X1) = −a + lim
θ↓0

∫

(−∞,0)

x(eθx − 1(x>−1))Π(dx) = −a +

∫

(−∞,−1)

xΠ(dx).

Integration by parts now implies that
∫ −1

−∞ Π(−∞, x)dx < ∞.

(ii) As it is assumed that E(X1) > 0, we know from Corollary 3.14 that the
inverse local time is a subordinator and hence the ascending ladder height process
is a subordinator. In fact, taking L = X, we have already seen that L−1

t = τ+
t =

inf{s > 0 : Xs > t} and hence with this choice of local time, Ht = t. It follows
that κ(0,−iθ) = iθ and so from Theorem 6.16 (iv) we have up to a multiplicative
constant that

κ̂(0, iθ) =
−ψ(iθ)

iθ

= a − 1

2
iσ2θ − 1

iθ

∫

(−∞,0)

(eiθx − 1 − iθx1(x>−1))Π(dx)

=

(
−a +

∫

(−∞,−1)

xΠ(dx)

)
− 1

2
iσ2θ +

∫

(−∞,0)

(1 − eiθx)Π(−∞, x)dx,

where the final equality follows by integration by parts. Note that for β ∈ R,
κ(0,−iβ) is the characteristic exponent of the ascending ladder height process. Hence



332 Solutions

from the right-hand side above we see that κ(0,−iβ) is the characteristic exponent
of a killed subordinator where the killing rate is E(X1), the drift is σ2/2 and the
Lévy measure is given by Π(−∞,−x)dx on (0,∞).

6.6 (i) A spectrally negative stable process of index α ∈ (1, 2) has Laplace exponent
defined, up to a multiplicative constant, by ψ(θ) = θα (see Exercise 3.7). From
Theorem 3.12 and Corollary 3.14 we have that the first passage time process {τ+

x :
x ≥ 0} is a subordinator with Laplace exponent θ1/α. However the latter process is
also the inverse local time at the maximum and hence up to a multiplicative constant
κ(θ, 0) = θ1/α. According to the calculations in Sect. 6.5.3 the inverse local time at
the maximum is a stable subordinator with index ρ. It follows then that ρ = 1/α.

(ii) With the help of Fubini’s theorem we have for p sufficiently large that

∫ ∞

0

pe−pt

∞∑

n=0

(−θt1/α)n

Γ (1 + n/α)
dt =

∞∑

n=0

(−θ)n

∫ ∞

0

e−pttn/α

Γ (1 + n/α)

p1+n/α

pn/α
dt

=

∞∑

n=0

(−θ)n

pn/α

=
p1/α

p1/α + θ
.

We know from Sect. 6.5.2 that κ(p, θ) = p1/α + θ and from the Wiener–Hopf fac-

torisation E(e−θXep ) = κ(p, 0)/κ(p, θ). It follows that

E(e−θXt) =

∞∑

n=0

(−θt1/α)n

Γ (1 + n/α)

for Lebesgue almost every t ≥ 0. As t �→ Xt and hence, by dominated convergence

t �→ E(e−θXt) are continuous, the last equality is in fact valid for all t ≥ 0.

6.7 (i) For α, x > 0, β ≥ 0,

E

(
e−βXeα 1(Xeα >x)

)

= E

(
e−βXeα 1

(τ+
x <eα)

)

= E

(
1

(τ+
x <eα)

e
−βX

τ
+
x E

(
e
−β(Xeα−X

τ
+
x

)
∣∣∣∣Fτ+

x

))
.

Now, conditionally on F
τ+

x
and on the event τ+

x < eα the random variables Xeα −
X

τ+
x

and Xeα have the same distribution thanks to the lack of memory property of

eα and the strong Markov property. Hence, we have the factorisation

E

(
e−βXeα 1(Xeα >x)

)
= E

(
e
−ατ+

x −βX
τ
+
x

)
E

(
e−βXeα

)
.

(ii) By taking Laplace transforms of both sides of (6.33) and using Fubini’s
Theorem, we can write for q > 0,
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∫ ∞

0

e−qx
E

(
e
−ατ+

x −β(X
τ
+
x

−x)
1

(τ+
x <∞)

)
dx

=
1

E

(
e−βXeα

)
∫ ∞

0

e−qx
E

(
e−β(Xeα−x)

1(Xeα >x)

)
dx

=
1

E

(
e−βXeα

)
∫ ∞

0

e−qx

∫ ∞

0

1(y>x)e
−β(y−x)

P
(
Xeα ∈ dy

)
dx

=
1

E

(
e−βXeα

)
∫ ∞

0

e−βy

∫ ∞

0

1(y>x)e
−qx+βxdxP

(
Xeα ∈ dy

)

=
1

(q − β)E
(
e−βXeα

)
∫ ∞

0

(
e−βy − e−qy

)
P
(
Xeα ∈ dy

)

=
E

(
e−βXeα

)
− E

(
e−qXeα

)

(q − β)E
(
e−βXeα

) .

The required statement follows by recalling from the Wiener–Hopf factorisation that

E(e−θXeα ) = κ(α, 0)/κ(α, θ).

6.8 (i) Suppose first that 0 is regular for (0,∞). This implies that for p > 0,

P(Xep = 0) = limβ↑∞ E(e−βXep ) = 0. However, from the Wiener–Hopf factorisation
we know that

E(e−βXep ) = exp

{
−
∫ ∞

0

∫

[0,∞)

(1 − e−βx)e−pt 1

t
P(Xt ∈ dx)dt

}
.

Note that the second integral can be taken over (0,∞) as the integrand is zero when
x = 0. Hence regularity implies that limβ↑∞

∫∞
0

∫
(0,∞)

(1 − e−βx)e−ptt−1P(Xt ∈
dx)dt = ∞. Monotone convergence implies that the latter limit is equal to

∫ ∞

0

e−ptt−1
P(Xt > 0)dt.

As
∫∞
1

e−ptt−1dt < ∞ we have that
∫ 1

0
e−ptt−1P(Xt > 0)dt = ∞. As e−pt ≤ 1 it

follows that
∫ 1

0
t−1P(Xt > 0)dt = ∞.

Now suppose that
∫ 1

0
t−1P(Xt > 0)dt = ∞. Using the estimate e−pt ≥ e−p for

t ∈ (0, 1) we have that
∫∞
0

e−ptt−1P(Xt > 0)dt = ∞. Reversing the arguments

above, we see that P(Xep = 0) = limβ↑∞ E(e−βXep ) = 0 and hence 0 is regular for
(0,∞).

(ii) We show equivalently that 0 is irregular for [0,∞) if and only if
∫ 1

0
t−1P(Xt ≥

0)dt < ∞. To this end, suppose that 0 is irregular for [0,∞) so that limλ↑∞ E(e−λGep )
= P(Gep = 0) > 0. From the Wiener–Hopf factorisation we have that

E(e−λGep ) = exp

{
−
∫ ∞

0

(1 − e−λt)e−pt 1

t
P(Xt ≥ 0)dt

}
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and hence again appealing to monotone convergence
∫∞
0

t−1e−ptP(Xt ≥ 0)dt <

∞. Using the bound e−pt ≥ e−p on (0, 1) thus produces the conclusion that∫ 1

0
t−1P(Xt ≥ 0)dt < ∞.

Conversely suppose that
∫ 1

0
t−1P(Xt ≥ 0)dt < ∞. Using the estimate e−pt ≤ 1

one may deduce that
∫∞
0

t−1e−ptP(Xt ≥ 0)dt < ∞. Reversing the arguments above,

we have that limλ↑∞ E(e−λGep ) = P(Gep = 0) > 0 and thus irregularity of 0 for
[0,∞).

6.9 (i) For s ∈ (0, 1) and θ ∈ R, let q = 1 − p and note that on the one hand,

E(sΓpeiθSΓp ) = E(E(seiθS1)Γp)

=
∑

k≥0

p(qsE(eiθS1))k

=
p

1 − qsE(eiθS1)
.

On the other hand, with the help of Fubini’s Theorem,

exp

{
−
∫

R

∞∑

n=1

(1 − sneiθx)qn 1

n
F ∗n(dx)

}

= exp

{
−

∞∑

n=1

(1 − snE(eiθSn))qn 1

n

}

= exp

{
−

∞∑

n=1

(1 − snE(eiθS1)n)qn 1

n

}

= exp
{
log(1 − q) − log(1 − sqE(eiθS1))

}

=
p

1 − qsE(eiθS1)
,

where in the last equality we have appealed to the Mercator–Newton series expan-
sion of the logarithm. Comparing the conclusions of the last two series of equal-
ities, the required expression for E(sΓpeiθSΓp ) follows. Infinite divisibility follows
from Exercise 2.10 (which implies the existence of infinitely divisible distributions
in higher dimensions whose characteristic exponent is the natural analogue of the
Lévy–Khintchine formula in one dimension) noting that the Lévy measure is given
by

Π(dy, dx) =

∞∑

n=1

δ{n}(dy)F ∗n(dx)
1

n
qn.

(ii) The path of the random walk may be broken into ν ∈ {0, 1, 2, ....} finite
excursions from the maximum followed by an additional excursion which straddles
the random time Γp. By the Strong Markov Property for random walks6 and the lack

6The Strong Markov Property for random walks is the direct analogue of the same
property for Lévy processes. In other words, for any {0, 1, 2, ...}-valued random
time τ satisfying {τ < n} ∈ σ(S0, S1, ..., Sn), the process {Sτ+k−Sτ : k = 1, 2, ...}
conditional on τ < ∞ is independent of σ(S0, S1, ..., Sn) and has the same law as
S.
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of memory property for the geometric distribution the finite excursions must have the
same law, namely that of a random walk sampled on the time points {1, 2, ..., N}
conditioned on the event that {N ≤ Γp} and ν is geometrically distributed with
parameter 1 − P (N ≤ Γp). Hence we may write

(G, SG) =

ν∑

i=1

(N (i), H(i)),

where the pairs {(N (i), H(i)) : i = 1, 2, ...} are independent having the same dis-
tribution as (N, SN ) conditioned on {N ≤ Γp}. Infinite divisibility follows as a
consequence of part (i).

(iii) The independence of (G, SG) and (Γp − G, SΓp − SG) is immediate from
the decomposition described in part (ii). Duality7 for random walks implies that the
latter pair is equal in distribution to (D, SD).

(iv) We know that (Γp, SΓp) may be written as the independent sum of (G, SG)
and (Γp−G, SG−SΓp) where the latter is equal in distribution to (D, SD). Reviewing
the proof of part (ii) when the strong ladder height is replaced by a weak ladder
height, we see that (Γp−G, SΓp −SG), like (G, SG) is infinitely divisible (in that case
one works with the stopping time N ′ = inf{n > 0 : Sn ≤ 0}; note the relationship
between the inequality in the definition of N ′ and the max in the definition of
D). Further, (G, SG) is supported on {1, 2, ...} × [0,∞) and (Γp − G, SΓp − SG) is
supported on {1, 2, ...} × (−∞, 0]. This means that E(sGeiθSG) can be analytically
extended to the upper half of the complex plane and E(sΓ

p − GeiθSΓp−SG) to the
lower half of the complex plane. Taking account of the Lévy-Khinchine formula in
higher dimensions (see the remarks in part (iii) in the light of Exercise 2.10), this
forces the factorisation8 of the expression for E(sΓpeiθSΓp ) in such a way that

E(sGeiθSG) = exp

{
−
∫

(0,∞)

∞∑

n=1

(1 − sneiθx)qn 1

n
F ∗n(dx)

}
(S.11)

and

E(s(Γp−G)eiθ(SΓp−SG)) =
E(sΓpeiθSΓp )

E(sGeiθSG)
.

(v) Note that the path decomposition given in part (i) shows that

E(sGeiθSG) = E(sΣν
i=1N(i)

eiθΣν
i=1H(i)

),

where the pairs {(N (i), H(i)) : i = 1, 2, ...} are independent having the same distri-
bution as (N, SN ) conditioned on {N ≤ Γp}. Hence we have

7Duality for random walks is the same concept as for Lévy processes. In other
words, for any n = 0, 1, 2... (which may later be randomised with any independent
distribution) note that the independence and common distribution of increments
implies that {Sn−k − Sn : k = 0, 1, ..., n} has the same law as {−Sk : k =
0, 1, ..., n}.

8Here we catch a glimpse again of the technique which has the taste of the analyti-
cal factorisation methods of Wiener and Hopf. It is from this point in the reasoning
that the name “Wiener–Hopf factorisation for random walks” has emerged.
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E(sGeiθSG) =
∑

k≥0

P (Γp ≤ N)P (Γp > N)kE(sΣk
i=1N(i)

eiθΣk
i=1H(i)

)

=
∑

k≥0

P (N > Γp)P (N ≤ Γp)kE(sNeiθSN |N ≤ Γp)k

=
∑

k≥0

P (N > Γp)E(sNeiθSN 1(N≤Γp))
k

=
∑

k≥0

P (N > Γp)E((qs)NeiθSN )k

=
P (N > Γp)

1 − E((qs)NeiθSN )
.

Note in the fourth equality we use the fact that P (Γp ≥ n) = qn.
The second equality to be proved follows by setting s = 0 in (S.11) to recover

P (N > Γp) = exp

{
−
∫

(0,∞)

∞∑

n=1

qn

n
F ∗n(dx)

}
.

Chapter 7

7.1 (i) As it is assumed that E((max{X1, 0})n) < ∞ we have that E(|XK
t |n) < ∞

if and only if E((max{−XK
1 , 0})n) < ∞ and by Exercise 3.3 the latter is automatic

since
∫
(−∞,−1)

|x|nΠ(dx) < ∞.

(ii) First suppose that q > 0. The Wiener–Hopf factorisation gives us

E(e
−iθX

K
eq ) = E(e

iθXK
eq )

κ̂K(q, iθ)

κ̂K(q, 0)
, (S.12)

where κ̂K is the Laplace–Fourier exponent of the bivariate descending ladder process
and eq is an independent and exponentially distributed random variable with mean

1/q. Note that the descending ladder height process of Ĥ cannot have jumps of size
greater than K as XK cannot jump downwards by more than K. Hence the Lévy
measure of the descending ladder height process of XK has bounded support which
with the help of Exercise 3.3 implies that all moments of the aforementioned process
exist. Together with the fact that E(|XK

t |n) < ∞ for all t > 0 this implies that the
right-hand side of (S.12) has a Maclaurin expansion up to order n. Specifically this

means that E((X
K
eq

)n) < ∞. Finally note that due to the truncation, Xeq ≤ X
K
eq

and hence E(X
n
eq

) < ∞.
(iii) Now suppose that lim supt↑∞ Xt < ∞. In this case we may use the Wiener–

Hopf factorisation for XK in the form (up to a multiplicative constant)

κK(0,−iθ) =
ΨK(θ)

κ̂K(0, iθ)
,

where κK and ΨK are obviously defined. The same reasoning in the previous para-
graph shows that the Maclaurin expansion on the right-hand side above exists up
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to order n and hence the same is true of the left-hand side. We make the truncation
level K large enough so that it is still the case that limt↑∞ XK

∞ = −∞. This is
possible by choosing K sufficiently large so that E(XK

1 ) < 0.
We now have that κ̂K(0, 0) = 0 and that κ̂(0, iθ) has an infinite Maclaurin

expansion. The integral assumption implies that ΨK(θ) has Maclaurin expansion
up to order n and as a matter of fact ΨK(0) = 0. It now follows that the ratio
ΨK(θ)/κ̂K(0, iθ) has a Maclaurin expansion up to order n − 1. Since κK(0,−iθ) is
the cumulative generating function of the ascending ladder height process of XK it

follows that the aforementioned process has finite (n − 1)th moments. Since X
K
∞ is

equal in law to the ascending ladder height process of XK stopped at an independent

and exponentially distributed time, we have that E((X
K
∞)n) < ∞. Finally we have

E(X
n
∞) < ∞ similar to above X∞ ≤ X

K
∞.

7.2 (i) From the stationary and independent increments of X we have that

E(Yn) = E(Y1) ≤ E(max{X1,−X1}) ≤ E(X1) − E(X1).

According to Exercise 7.1 the right-hand side above is finite when we assume that
E(max{X1, 0}) < ∞ and E(max{−X1, 0}) < ∞, in other words E(|X1|) < ∞.

(ii) The Strong Law of Large Numbers now applies to the sequence of partial
sums of {Y1, Y2, ....} so that limn↑∞

∑n

i=1
Yi/n = E(Y1). This shows in particular

that limn↑∞ Yn/n = 0 almost surely.
(iii) Let [t] be the integer part of t. Write

Xt

t
=

∑[t]

i=1
(Xi − Xi−1)

[t]

[t]

t
+

Xt − X[t]

[t]

[t]

t
.

Note that the first term on the right-hand side converges almost surely to E(X1) by
stationary independent increments and the classical Strong Law of Large Numbers.
The second term can be dominated in absolute value by Y[t]/[t] which from part (ii)
tends almost surely to zero.

(iv) Now suppose that E(X1) = ∞. This implies that E(max{−X1, 0}) < ∞
and E(max{X1, 0}) = ∞. From Exercise 3.3 we know that this is equivalent to∫
(−∞,−1)

|x|Π(dx) < ∞ and
∫
(1,∞)

xΠ(dx) = ∞ where Π is the Lévy measure of

X. For K > 1 define the adjusted Lévy process XK from X so that all jumps which
are greater than or equal to K are replaced by a jump of size precisely K. Note the
latter process has Lévy measure given by

ΠK(dx) = Π(dx)1(x<K) + Π(K,∞)δK(dx).

Since Π(1,∞) < ∞ we have that
∫
(1,∞)

xΠK(dx) < ∞ for all K > 1. Hence as we

also have that
∫
(−∞,−1)

|x|ΠK(dx) =
∫
(−∞,−1)

|x|Π(dx) < ∞, we have that E(|XK
1 |)

exists and is finite. Clearly XK
t ≤ Xt for all t ≥ 0 and E(XK

1 ) ↑ E(X1) as K ↑ ∞.
Hence by choosing K sufficiently large, it can be arranged that E(XK

1 ) > 0. Now
applying the result from part (iii) we have that lim inft↑∞ Xt/t ≥ lim inft↑∞ XK

t /t =
E(XK

1 ). Since K may be taken arbitrarily large the result follows.

7.3 (i) Recall from the strict convexity ψ it follows that Φ (0) > 0 if and only if
ψ′(0+) < 0 and hence
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lim
q↓0

q

Φ (q)
=

{
0 if ψ′(0+) < 0

ψ′(0+) if ψ′(0+) ≥ 0.

The Wiener–Hopf factorisation for spectrally negative Lévy processes (see Sect.
6.5.2) gives us for β ≥ 0,

E(e
βX

eq ) =
q

Φ(q)

Φ(q) − β

q − ψ(β)
.

By taking q to zero in the identity above we now have that

E
(
eαX∞

)
=

{
0 if ψ′(0+) < 0

ψ′(0+)α/ψ (α) if ψ′(0+) ≥ 0.

(ii) From the other Wiener–Hopf factor we have for β > 0

E
(
e−βXeq

)
=

Φ (q)

Φ (q) + β

and hence by taking the limit of both sides as q tends to zero,

E
(
e−αX∞

)
=

{
Φ(0)/(β + Φ(0)) if ψ′(0+) < 0

0 if ψ′(0+) ≥ 0.

(iii) The trichotomy in Theorem 7.1 together with the conclusions of parts (i)
and (ii) give the required asymptotic behaviour. For example, when ψ′(0+) < 0
we have X∞ < ∞ and X∞ = −∞ and when compared against the trichotomy of
asymptotic behaviour, this can only happen in the case of drifting to −∞.

(iv) The given process has Laplace exponent given by ψ(θ) = cθα for some c > 0
(see Exercise 3.7). Clearly ψ′(0+) = 0 and hence spectrally negative stable processes
of index α ∈ (1, 2) necessarily oscillate according to the conclusion of part (iii).

7.4 (i) According to the Wiener–Hopf factorisation the ascending ladder height
process is a stable subordinator with parameter αρ (see Sect. 6.5.3). The latter
process has no drift and hence X cannot creep upwards (see Exercise 3.7 and Lemma
7.10).

(ii) The measure U(dx) is the potential measure of the ascending ladder height
process. As mentioned above this process is a stable subordinator with index αρ and
hence for θ > 0 (and up to a constant),

∫

[0,∞)

e−θxU(dx) =
1

θαρ
.

It is straightforward to check that the right-hand side agrees with the Laplace trans-
form of the measure Γ (αρ)−1xαρ−11(x>0)dx. (Note one will need to make use of the
definition Γ (z) =

∫∞
0

tz−1e−tdt for z > 0, or just revisit Exercise 5.6).

(iii) By simple considerations of symmetry, we deduce easily that Û(dx) :=∫
[0,∞)

Û(dx, ds) is identifiable up to a constant as Γ (α(1− ρ))−1xα(1−ρ)−11(x>0)dx.

The required expression now follows from the quintuple law when marginalised to a
triple law with the help of the expressions for U(dx), Û(dx) and Π(dx) = x−(α+1)dx
(all up to a constant).
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(iv) Since there is no creeping, there is no atom at zero in the overshoot distribu-
tion. The constant c must therefore be such that the given triple law is a probability
distribution. We show that
∫ x

0

∫ ∞

y

∫ ∞

0

(x − y)αρ−1(v − y)α(1−ρ)−1

(v + u)1+α
du dv dy =

π

sin αρπ

Γ (αρ)Γ (α(1 − ρ))

Γ (1 + α)

(S.13)
to complete the exercise. We do this with the help of the Beta function,

∫ 1

0

up−1(1 − u)q−1du =
Γ (p)Γ (q)

Γ (p + q)

for p, q > 0.
First note that ∫ ∞

0

1

(v + u)1+α
du =

1

α
v−α.

Next, changing variables with s = y/v we have

∫ ∞

y

(v − y)α(1−ρ)−1v−αdv = y−αρ

∫ 1

0

(1 − s)α(1−ρ)−1sαρ−1ds

=
Γ (α(1 − ρ))Γ (αρ)

Γ (α)
.

Finally using the change of variables t = y/x we have

∫ x

0

(x − y)αρ−1y−αρdy =

∫ 1

0

(1 − t)αρ−1t1−αρ−1dt

=
Γ (αρ)Γ (1 − αρ)

Γ (1)

=
π

sin αρπ
.

Gathering the constants from the above three integrals and recalling that Γ (1+α) =
αΓ (α) completes the proof of (S.13)

7.5 For a given Lévy process, X, with the usual notation, by marginalising the
quintuple law in Theorem 7.7 we have

P(τ+
x − G

τ+
x − ∈ dt, G

τ+
x − ∈ ds, X

τ+
x
− x ∈ du, x − X

τ+
x − ∈ dy)

= U(ds, x − dy)

∫

[y,∞)

Û(dt, dv − y)Π(du + v)

= U(ds, x − dy)

∫

[0,∞)

Û(dt, dθ)Π(du + θ + y)

for u > 0, y ∈ [0, x] and s, t ≥ 0. In terms of the bivariate ascending ladder
height process (L−1, H), this quadruple is also equal in distribution to the quadruple
(∆L−1

Tx
, L−1

Tx−, x − HTx−, HTx − x) where

T+
x = inf{t > 0 : Ht > x}.
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According to the conclusion of Exercise 5.4 we also have

P(∆L−1
Tx

∈ dt, L−1
Tx− ∈ ds, x − HTx− ∈ dy, HTx − x ∈ du)

= U(ds, x − dy)Π(dt, du + y)

for u > 0, y ∈ [0, x] and s, t ≥ 0. Comparing these two quadruple laws it follows
that

Π(dt, du) =

∫

[0,∞)

Û(dt, dθ)Π(du + θ).

When X is spectrally positive we have Ĥt = t on t < L̂∞ and hence

Û(dt, dθ) =

∫ ∞

0

P(L−1
s ∈ dt, Hs ∈ dθ)ds = P(L−1

θ ∈ dt)dθ

and the second claim follows.

7.6 Recall the Lévy–Khintchine formula for Ψ , the characteristic exponent of a
general Lévy process X

Ψ(θ) = iaθ +
1

2
σ2θ2 +

∫

R

(1 − eiθx + iθx1(|x|<1))Π(dx)

for θ ∈ R where a ∈ R, σ ≥ 0 and Π is a measure supported in R\{0} such that∫
R
(1 ∧ x2)Π(dx) < ∞. It is clear that

lim
|θ|↑∞

iaθ + σ2θ2/2

θ2
=

σ2

2

and we are therefore required to prove that

lim
|θ|↑∞

1

θ2

∫

R

(1 − eiθx + iθx1(|x|<1))Π(dx) = 0. (S.14)

Making use of the inequalities |1 − cos a| ≤ 2(1 ∧ a2) and |a − sin a| ≤ 2(|a| ∧ |a|3)
one deduces that for all |θ| sufficiently large,

∣∣∣∣
(1 − eiθx + iθx1(|x|<1))

θ2

∣∣∣∣ ≤ 4(1 ∧ x2).

Hence dominated convergence implies that the limit in (S.14) passes through the
integral thus justifying the right-hand side.

According to Lemma 7.10, there is creeping upwards if and only if limβ↑∞ κ(0, β)/
β > 0. An analogous statement also holds for downward creeping. However, from the
above and the Wiener–Hopf factorisation we have (up to a multiplicative constant)

σ2

2
= lim

|θ|↑∞

κ(0,−iθ)

θ

κ̂(0, iθ)

θ
.

Creeping both upwards and downwards happens if and only if the right-hand side
is non-zero and hence if and only if a Gaussian component is present.

(ii) Suppose that d < 0. By Theorem 6.5 we know that 0 is irregular for [0,∞) and
hence the ascending ladder height process must be driftless with finite jump measure
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in which case creeping upwards is excluded. If d = 0 then by Exercise 5.9 X cannot
hit points and therefore cannot creep. If d > 0 then from Sect. 6.1 we know that the
local time at the maximum may be constructed in the form Lt =

∫ t

0
1(Xs=Xs)ds,

t ≥ 0. In that case, Corollary 6.11 implies that the inverse local time process, L−1,
has a drift. Recalling that the ladder height process H = XL−1 , since X has positive
drift d it follows that one may identify a non-singular contribution (with respect to
Lebesgue measure) to the expression for H equal to d × ct where c is the drift of
L−1. In other words, H has a drift and X creeps.

(iii) The proof of this part is contained in the proof of part (ii).
(iv) A spectrally negative Lévy process always creeps upwards by definition. If it

has no Gaussian component then by part (i), since it is guaranteed to creep upwards,
it cannot creep downwards.

(v) Any symmetric process must either creep in both directions or not at all (by
symmetry). Since stable processes have no Gaussian component then any symmetric
stable process cannot creep in either direction. A symmetric α-stable process has
characteristic exponent Ψ(θ) = c|θ|α. Hence when α ∈ (1, 2) it is clear that

∫

R

(
1

1 + c|θ|α

)
dθ < ∞.

As the latter process has unbounded variation it follows from Theorem 7.12 that
symmetric α-stable processes with index α ∈ (1, 2) can hit all points but cannot
creep.

7.7 (i) From Exercise 5.6 we know that when X is a stable subordinator with index
α ∈ (0, 1) and τ+

x = inf{t > 0 : Yt > x} we have for u ≥ 0

d

du
P(X

τ+
x
− x ≤ u) =

α sin απ

π

∫ x

0

(x − y)α−1(y + u)−(α+1)dy

=
α sin απ

xπ

∫ 1

0

(1 − φ)α−1
(
φ +

u

x

)−(α+1)

dφ,

where in the second equality we have changed variables by y = xφ. If we want to
establish the required identity then, remembering that the ascending ladder height
process is a stable subordinator with index αρ, we need to prove that the right-hand
side above is equal to

d

du
Φα

(
u

x

)
=

sin απ

π

(
u

x

)−α (
1 +

u

x

)−1 1

x
.

Equivalently we need to prove that for all θ > 0

θ−α(1 + θ)−1 = α

∫ 1

0

(1 − φ)α−1(φ + θ)−(α+1)dφ.

On the right-hand side above we can change variables via (1 + θ)(1 − u) = φ + θ to
show that in fact our goal is to show that for all θ > 0

θ−α

α
=

∫ 1/(1+θ)

0

uα−1(1 − u)−(α+1)du.
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The quickest way to establish the above identity is to note that both sides are smooth
and have the same derivatives as well as tending to 0 as θ ↑ ∞.

(ii) Note that

r(x, y) = Px(X
τ+
1

≤ 1 + y) − Px(X
τ+
1

≤ 1 + y, τ−
0 < τ+

1 )

= Φαρ

(
y

1 − x

)
−
∫

(0,∞)

Px(−X
τ−
0

∈ dz, τ−
0 < τ+

1 )P−z(Xτ+
1

≤ 1 + y)

= Φαρ

(
y

1 − x

)
−
∫

(0,∞)

l(x, dz)Φαρ

(
y

1 + z

)
.

To obtain the second identity, one notes by considering −X that one may replace r
by l, ρ by 1 − ρ and x by 1 − x.

(iii) It turns out to be easier to differentiate the equations in (ii) in the variable
y and to check that the density of the given expression fits this equation. One
transforms the solution for r into the solution for l by applying the same method at
the end of part (ii) above.

Chapter 8

8.1 We know that for x, q > 0, E(e−qτ+
x ) = e−Φ(q)x. As it has been assumed

that ψ′(0+) < 0, it follows that Φ(0) > 0 and hence taking limits as q ↑ ∞ we
have P(τ+

x < ∞) = e−Φ(0)x. Now appealing to Bayes formula and then the Markov
Property we have

P(A|τ+
x < ∞) = eΦ(0)x[P(A,∞ > τ+

x < t) + P(A, τ+
x ≥ t)]

= eΦ(0)x[P(A, τ+
x < t) + E(1

(A,τ+
x ≥t)

PXt(τ
+
x < ∞))]

= eΦ(0)x[P(A, τ+
x < t) + E(1

(A,τ+
x ≥t)

eΦ(0)(Xt−x))]

= eΦ(0)x
P(A, τ+

x < t) + P
Φ(0)(A, τ+

x ≥ t).

The second term on the right-hand side tends to PΦ(0)(A) as x ↑ ∞. We thus need
to show that

lim
x↑∞

eΦ(0)x
P(A, τ+

x < t) = 0 (S.15)

for all t > 0.
To this end, note that for q > 0

eΦ(0)x
P(τ+

x < eq) = eΦ(0)x
E(e−qτ+

x ) = e−(Φ(q)−Φ(0))x,

where, as usual, eq is a random variable independent of X which is exponentially
distributed with parameter q. We know that Φ is strictly increasing (as ψ is strictly
increasing) and hence limx↑∞ eΦ(0)xP(A, τ+

x < eq) = 0. Since we can choose q arbi-
trarily small making P(eq > t) = e−qt arbitrarily close to 1 and since

P(A, τ+
x < eq) ≥ P(A, τ+

x < t, t < eq)

the limit (S.15) follows.
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8.2 (i) Note that for any spectrally negative process X, with the usual notation,
integration by parts gives for β > Φ(q)
∫ ∞

0

e−βxW
(q)

(x)dx = − 1

β
lim
x↑∞

e−βx

∫ x

0

W (q)(y)dy +
1

β

∫ ∞

0

e−βxW (q)(x)dx.

The second term on the right-hand side is equal to 1/β(ψ(β)− q) and the first term
is equal to zero since W (q)(x) = eΦ(q)xWΦ(q)(x) and hence, writing β = Φ(q) + 2ε
for some ε > 0,

lim
x↑∞

e−βx

∫ x

0

W (q)(y)dy ≤ lim
x↑∞

e−εx

∫ x

0

e−εyWΦ(q)(y)dy.

We have used here that X under PΦ(q) drifts to infinity and hence
∫∞
0

e−εyWΦ(q)(y)dy
< ∞. In particular using a standard geometric series expansion we have

∫ ∞

0

e−βxW
(q)

(x)dx =
1

β

1

βα − q
=

1

β1+α

∑

k≥0

(
q

βα

)k

=
∑

n≥1

qn−1β−nα−1.

(ii) For q > 0 and β > Φ(q),
∫ ∞

0

e−βxZ(q)(x)dx =
1

β
+

∫ ∞

0

e−βxW
(q)

(x)dx =
∑

n≥0

qnβ−αn−1.

On the other hand, with the help of Fubini’s Theorem,
∫ ∞

0

e−βx
∑

n≥0

qn xαn

Γ (1 + nα)
dx =

∑

n≥0

qn

Γ (1 + nα)

1

βαn+1

∫ ∞

0

e−zzαndz

=
∑

n≥0

qnβ−αn−1

= Eα(qxα).

Continuity of Z(q) means that we can identify it as the given series. The case q = 0
has Z(q) = 1 by definition.

(iii) We have for q > 0,

W (q)(x) =
1

q

d

dx
Z(q)(x) = αxα−1E′

α(qxα).

Since we know from Lemma 8.3 that W (q)(x) is continuous in q for each fixed x, it
follows that W (x) = αxα−1.

(iv) The function W (q) is obtained by a standard exercise in Laplace inversion
of (β2/2− q)−1 and Z(q) follows easily thereafter by its definition in terms of W (q).

8.3 (i) The assumption limt↑∞ Xt implies that ψ′(0+) > 0 where ψ is the Laplace
exponent of X. The latter can be written in the form

ψ(θ) = dθ − θ

∫

(0,∞)

e−θxΠ(x,∞)dx

for θ ≥ 0 (see (8.1) and Exercise 2.11). Taking derivatives we have
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ψ′(0+) = d −
∫ ∞

0

Π(x,∞)dx

thus showing that d−1
∫∞
0

Π(x,∞)dx < ∞.
(ii) From (8.17) and the representation of ψ given above we now have for β > 0,

∫

[0,∞)

e−βxW (dx) =
1

d −
∫∞
0

e−βxΠ(x,∞)dx

=
1

d

∑

k≥0

(
1

d

∫ ∞

0

e−βxΠ(x,∞)dx

)k

=
1

d

∑

k≥0

∫ ∞

0

e−βxν∗k(dx)

=
1

d

∫ ∞

0

e−βx
∑

k≥0

ν∗k(dx),

where the final equality follows by Fubini’s Theorem and we understand ν∗0(dx) =
δ0(dx). It follows that

W (dx) = d−1
∑

n≥0

ν∗n(dx) (S.16)

on [0,∞).
(iii) In the case that S is a compound Poisson subordinator with jump rate

λ > 0 and jumps which are exponentially distributed with parameter µ we have that
Π(x,∞) = λe−µx and the condition d−1

∫∞
0

Π(x,∞)dx < 1 implies that λ < dµ.

In addition for n ≥ 1, ν∗n(dx) = ((n − 1)!)−1(λ/d)nxn−1e−µxdx. Now note that

W (x) =
1

d

(
1 +
∑

n≥1

ν∗n[0, x]

)

=
1

d

(
1 +
∑

n≥1

(
λ

d

)n 1

(n − 1)!

∫ x

0

yn−1e−µydy

)

=
1

d

(
1 +

∫ x

0

e−µy λ

d

∑

k≥0

1

k!

(
λy

d

)k

dy

)

=
1

d

(
1 +

λ

d

∫ x

0

e−(µ−d−1λ)ydy

)

=
1

d

(
1 +

λ

dµ − λ
(1 − e−(µ−d−1λ)x)

)
.

8.4 (i) From (S.16) Exercise 8.3 (ii) it is clear that for x > 0 (so that the term
δ0(dx) = 0) the measure W (dx) is absolutely continuous with respect to Lebesgue
measure as the same is true of ν. The smoothness of the density is dictated by the
term indexed n = 1 in (S.16) as all higher convolutions of ν have a density which
can be expressed in terms of Lebesgue integrals of the form

∫ x

0
· · · dy. Indeed we

see that W has a continuous density if and only if Π(x,∞) has no jumps, in other
words, Π has no atoms.
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(ii) To obtain a continuous kth derivative of W we need to impose conditions on
the convolutions indexed n = 1, ..., k−1 in (S.16). Specifically the minimum required
(which pertains to the term indexed n = 1) is that Π(x,∞) has a continuous (n−1)th
derivative.

(iii) We may write W (q)(x) = eΦ(q)xWΦ(q)(x) where WΦ(q) plays the role of W

for (X, PΦ(q)) (note in the case that q = 0 and limt↑∞ Xt = −∞ we have that
Φ(0) > 0). Recall in particular that under PΦ(q) the process X remains within
the class of spectrally negative Lévy processes but now it drifts to ∞. Also, when
decomposed into the difference of a positive drift and a pure jump subordinator, the
associated Lévy measure of the subordinator is ΠΦ(q)(dx) = eΦ(q)xΠ(dx). Hence the

result of part (ii) applies to ΠΦ(q). In turn this implies W (q) is n times differentiable
with continuous derivatives if and only if Π(x,∞) is n− 1 times differentiable with
continuous derivatives.

(iv) Finally, when q = 0 and X oscillates, from (8.24) we have that W (q)(x) =∑
k≥0

qkW ∗(k+1)(x) and hence considering the term indexed k = 0 we see that W

is continuously differentiable if and only if W (q) is, which establishes the claim on
account of the conclusion of part (ii).

8.5 (i) First fix q > 0. Taking limits in (8.9) as a ↑ ∞ we must obtain agreement with
(8.6) by dominated convergence. The first result follows immediately. The second
result follows by taking limits as a ↑ ∞ in (8.8) when x is replaced by a−x, applying
dominated convergence again and comparing with the conclusion of Theorem 3.12.
For both cases when q = 0, one may take limits as q ↓ in the preceding conclusions.

(ii) Integrating by parts we have for q > 0 and β > Φ(q),

∫

[0,∞)

e−βxW (q)(dx) = W (q)({0}) +

∫

(0,∞)

e−βxW (q)(dx)

=

∫ ∞

0

βe−βxW (q)({0})dx +

∫ ∞

0

βe−βxW (q)(0, x]dx

= β

∫ ∞

0

e−βxW (q)(x)dx

=
β

ψ(β) − q
.

Noting further that W (q) is always differentiable we have

∫ ∞

0

e−βxW (q)′(x)dx + W (q)(0) =
β

ψ(β) − q
.

Next suppose that X has unbounded variation. In that case we know that
W (q)(0) = 0 and further that W (q) is differentiable. Hence

W (q)′(0) = lim
β↑∞

∫ ∞

0

βe−βxW (q)′(x)dx = lim
β↑∞

β2

ψ(β) − q
=

2

σ2
,

where the last equality follows from Exercise 7.6 (i).
Now suppose that X has bounded variation. In this case we have from Lemma

8.6 that W (q)(0) = d−1 where d is the drift and hence
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W (q)′(0) = lim
β↑∞

∫ ∞

0

βe−βxW (q)′(x)dx

= lim
β↑∞

β2

dβ − β
∫∞
0

e−βxΠ(−∞,−x)dx − q
− βW (q)(0)

= lim
β↑∞

β2(1 − W (q)(0)d + W (q)(0)
∫∞
0

e−βxΠ(−∞,−x)dx) + qβW (q)(0)

dβ −
∫∞
0

βe−βxΠ(−∞,−x)dx − q

= lim
β↑∞

1

d

∫∞
0

βe−βxΠ(−∞,−x)dx + q

d −
∫∞
0

e−βxΠ(−∞,−x)dx

=
Π(−∞, 0) + q

d2
.

In particular, if Π(−∞, 0) = ∞ then the right-hand side above is equal to ∞ and
otherwise if Π(−∞, 0) < ∞ then W (q)′(0) is finite.

In conclusion W (q)′(0) is finite if and only if X has a Gaussian component or
Π(−∞, 0) < ∞.

8.6 It has been established that a spectrally negative Lévy process creeps downwards
if and only if it has a Gaussian component (σ > 0). Hence if σ = 0 then P(X

τ+
x

=

x) = 0. Without loss of generality we are thus left to deal with the case that σ > 0.

We know that for all x ≤ 0, P(X
τ+

x
= x) = P(Ĥ

T+
−x

= −x) where Ĥ is the

descending ladder height process and T+
−x = inf{t > 0 : Ĥt > −x}. According

to Theorem 5.9 P(Ĥ
T+
−x

= −x) = ĉû(−x) where ĉ is the drift of Ĥ and û is the

continuous version of the density of Û(y) = E(
∫∞
0

1
(Ĥt≤y)

dt) when ĉ > 0 and

otherwise equal to zero. Recalling from the Wiener–Hopf factorisation for spectrally
negative processes that

∫ ∞

0

e−βyû(y)dy =

∫

[0,∞)

e−βyÛ(dy)

=
1

κ̂(0, β)

=
β − Φ(0)

ψ(β)

for some appropriate normalisation of local time. (Recall that κ̂(0,∞) is the Laplace

exponent of Ĥ). Since
∫∞
0

e−βxW (x)dx = ψ(β)−1 and
∫∞
0

e−βxW ′(x)dx = βψ(β)−1

for β > Φ(0) (see Exercise 8.5) it follows by continuity and Laplace inversion that

û(y) = W ′(y) − Φ(0)W (y).

With the particular normalisation of local time we have chosen, we can identify the
drift ĉ by

ĉ = lim
β↑∞

κ̂(0, β)

β
= lim

β↑∞

ψ(β)

β2
=

σ2

2
.

(Here we have used Exercise 7.6 (i)).
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8.7 (i) By definition

Φc(q) = sup{λ ∈ R : ψc(λ) = q}
= sup{λ ∈ R : ψ(λ + c) = ψ(c) + q}
= Φ(ψ(c) + q) − c.

(ii) Appealing to an exponential change of measure we have for x > 0, c ≥ 0 and
p > ψ(c) ∨ 0,

E

(
e
−pτ−

−x
+cX

τ
−
−x 1

(τ−
−x

<∞)

)
= E

(
e
−qτ−

−x
+cX

τ
−
−x

−ψ(c)τ−
−x

1
(τ−

−x
<∞)

)

= E
c
(
e
−qτ−

−x1
(τ−

−x
<∞)

)

= E
c
x

(
e−qτ−

0 1
(τ−

0
<∞)

)

= Z(q)
c (x) − q

Φc(q)
W (q)

c (x), (S.17)

where q = p − ψ(c). The case that p = ψ(c) is dealt with by taking limits as
p ↓ ψ(c). For each fixed c ≥ 0 the left-hand side is finite for all p ≥ 0 and hence
can be extended analytically to C+ = {z ∈ C : ℜz ≥ 0}. We also know that the

functions Z
(q)
c (x) and W

(q)
c (x) can be extended analytically to C for fixed x. With

regard to the factor q/Φc(q), note that it is a constant if q = 0 and otherwise

q

Φc(q)
=

p − ψ(c)

Φ(p) − c
.

The term Φ(p) is the Laplace exponent of a (possibly killed) subordinator and up
to the addition of a constant takes the form

Φ(p) = dp +

∫

(0,∞)

(1 − e−px)ν(dx) ≥ 0

for some measure ν. The term q/Φc(q) is thus also analytically extendable to C+.
Since both left- and right-hand side of (S.17) are equal on a set of accumulation
points on the interior of C+, the Identity Theorem of complex analysis allows us to
conclude that they agree for p ∈ {z ∈ C : ℜz > 0}. By taking limits as p ↓ 0 in
(S.17) we see that they also agree on C+.

(iii) Conditioning on F
τ−
−x

we have

E

(
E

(
e
−pT (−x)−u(T (−x)−τ−

−x
)
1(T (−x)<∞)

∣∣∣Fτ−
−x

))

= E

(
e
−pτ−

−x1
(τ−

−x
<∞)

E

(
e
−(p+u)(T (−x)−τ−

−x
)
1

(T (−x)−τ−
−x

<∞)

∣∣∣Fτ−
−x

))

= E

(
e
−pτ−

−x1
(τ−

−x
<∞)

EX
τ
−
−x

(
e
−(p+u)τ+

−x1
(τ+

−x
<∞)

))

= E

(
e
−pτ−

−x1
(τ−

−x
<∞)

e
−Φ(p+u)(−x−X

τ
−
−x

)
)

,
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which is the required identity. Note that we have used that conditional on F
τ−
−x

the

time difference T (−x) − τ−
−x is equal in law of first passage from X

τ−
−x

to −x.

(iv) Set c = Φ(p + u) and q = p − ψ (Φ(p + u)) = −u. Note then that since

ΦΦ(p+u)(q) = Φ(q + ψ(Φ(p + u))) − Φ(p + u)

= Φ(p) − Φ(p + u)

we have

E

(
e
−pT (−x)−u(T (−x)−τ−

−x
)
1(T (−x)<∞)

)

= eΦ(p+u)x

(
Z

(−u)

Φ(p+u)(x) − −u

Φ(p) − Φ(p + u)
W

(−u)

Φ(p+u)(x)

)
.

Hence taking limits as u ↓ 0 we see that

E
(
e−pT (−x)

1(T (−x)<∞)

)
= eΦ(p)x − 1

Φ′(p)
eΦ(p)xWΦ(p)(x)

= eΦ(p)x − 1

Φ′(p)
W (p)(x).

Notice that since ψ(Φ(p)) = p then by differentiating both sides with respect to p it
follows that ψ′(Φ(p)) = 1/Φ′(p).

Now taking limits as x ↓ 0 and recalling that W (p)(0) = 1/d if X has bounded
variation with drift d and otherwise is equal to zero the stated result follows.

8.8 9 (i) The event {∃t > 0 : Bt = Bt = t} is equivalent to {∃s > 0 : L−1
s = Hs}

where (L−1, H) is the ascending ladder height process. However, for a Brownian
motion Hs = s and L−1

s is a Stable- 1
2

subordinator with Laplace exponent
√

2θ for
θ ≥ 0. Let X be the difference of the latter process and a positive unit drift, then if
T (0) = inf{t > 0 : Xt = 0}, we have

P(σ < ∞) = P(∃t > 0 : Bt = Bt = t) = P(∃s > 0 : Xs = 0) = P(T (0) < ∞).

(ii) Now note that the Laplace exponent of X is given by ψ(θ) = θ −
√

2θ for
θ ≥ 0. The latter is a process of bounded variation and ψ′(0) = −∞ showing that
(in the usual notation) Φ(0) > 0. In fact Φ(0) is the largest solution of θ =

√
2θ. In

other words Φ(0) = 2. According to Exercise 8.7 (iv) we have

P(T (0) < ∞) = 1 − ψ′(Φ(0)) = 1 −
(
1 − 1

2
·
√

2 · 2− 1
2

)
=

1

2
.

8.9 (i) Let N be Poisson random measure associated with the jumps of X. Note that
N =

∑n

i=1
N (i) where for i = 1, ..., n, N (i) is the Poisson random measure associated

with the jumps of X(i). As N (1), ..., N (n) are independent, a little consideration of
how such independent Poisson random measures are constructions reveals that they
have disjoint supports with probability one. The compensation formula gives us for
Borel A

9It is worth pointing out that the solution to this exercise can be adapted to cover
the case when we replace B by any spectrally negative Lévy process in the original
question.
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Px(X
τ−
0

− ∈ dy, X
τ−
0

∈ A, ∆X
τ−
0

= ∆X
(i)

τ−
0

)

= Ex

(∫

[0,∞)

∫

(−∞,0)

1(X
t−>0)1(Xt−∈dy)1(y+a∈A)N

(i)(dt × da)

)

= Ex

(∫ ∞

0

dt · 1(X
t
>0)1(Xt∈dy)

)∫

A−y

Π(i)(da)

=

∫ ∞

0

dt · Px(Xt ∈ dy, τ−
0 > t)

∫

A

Π(i)(dz − y)

= r(x, y)

∫

A

Π(i)(dz − y)dy.

Note in particular, as X is spectrally negative there is no downward creeping and 0
is irregular for (−∞, 0] hence the above calculations remain valid even when x or y
are equal to zero.

(ii) From Corollary 8.8 we have that

r(0, y) = e−Φ(0)W (0) − W (−y),

where Φ is the right inverse of the Laplace exponent of X. Since y > 0 we have
W (−y) = 0 and as X is of bounded variation then W (0) = 1/d. Also, since X drifts
to ∞ we have that Φ(0) = 0. The required expression now follows.

(iii) Noting that X cannot creep below the origin, we have

P(τ−
0 < ∞, ∆X

τ−
0

= ∆X
(i)

τ−
0

) =
1

d

∫

(−∞,0)

∫ ∞

0

Π(i)(dz − y)dy

=
1

d

∫ ∞

0

Π(i)(−∞,−y)dy

=
E(X

(i)
1 ) − d1

d

=
µi

d
.

8.10 (i) Starting with an integration by parts, we have

Ey(e−qΛ0) = q

∫ ∞

0

e−qt
Py(0 ≤ Λ0 < t)dt

= q

∫ ∞

0

dt · e−qt

∫

[0,∞)

Py(Xt ∈ dx)Px(X∞ ≥ 0)

= q

∫ ∞

0

θ(q)(x − y)Px(X∞ ≥ 0)dx.

(ii) Next recall from (8.15) that since limt↑∞ Xt = ∞

Px(X∞ ≥ 0) = ψ′(0+)W (x).

Recall also from Corollary 8.9 that for z ∈ R

θ(q)(z) = Φ′(q)e−Φ(q)z − W (q)(−z).
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We shall also need that W (q) is zero on (−∞, 0) and that
∫∞
0

e−βxW (x)dx = 1/ψ(β)
for β > 0. From part (i) we thus have for y ≤ 0

Ey(e−qΛ0) = qψ′(0+)Φ′(q)

∫ ∞

0

e−Φ(q)(x−y)W (x)dx

−qψ′(0+)

∫ ∞

0

W (q)(y − x)W (x)dx

= qψ′(0+)Φ′(q)eΦ(q)y 1

ψ(Φ(q))

= ψ′(0+)Φ′(q)eΦ(q)y.

Setting y = 0 we thus have

P(Λ0 = 0) = lim
q↑∞

ψ′(0+)Φ′(q).

Note however that 1 = ψ(Φ(q))′ = ψ′(Φ(q))Φ′(q), that Φ(q) → ∞ as q ↑ ∞ and hence
the above limit is equal to ψ′(0+)/ψ′(∞). When X has paths of bounded variation
with drift d, L’Hôpital’s rule implies that limθ↑∞ ψ′(θ) = limθ↑∞ ψ(θ)/θ = d where
the last equality follows from Exercise 2.11. If on the other hand X has paths of
unbounded variation, then necessarily P(Λ0 = 0) = 0 because 0 is regular for (−∞, 0)
(and hence we deduce that necessarily that for the case at hand ψ′(∞) = ∞ and
Φ′(∞) = 0).

(iii) Note that on {Λ0 > 0} we have Λ0 > τ−
0 and hence conditioning on F

τ−
0

and applying the Strong Markov Property

Ey(e−qΛ01(Λ0>0)) = Ey(e−qτ−
0 EX

τ
−
0

(e−qΛ0)1
(τ−

0
<∞)

)

= ψ′(0+)Φ′(q)Ey(e
−qτ−

0
+Φ(q)X

τ
−
0 1

(τ−
0

<∞)
),

where in the penultimate equality we have used the fact that Py(Λ0 > 0) = 1 when
y < 0 (by virtue of the fact that X creeps upwards) and in the final equality we
have used the conclusion of part (ii).

(iv) Changing measure to PΦ(q) now gives

Ey(e−qΛ01(Λ0>0)) = ψ′(0+)Φ′(q)eΦ(q)y
P

Φ(q)
y (τ−

0 < ∞)

= ψ′(0+)Φ′(q)eΦ(q)y(1 − ψ′
Φ(q)(0+)WΦ(q)(y))

= ψ′(0+)Φ′(q)eΦ(q)y − ψ′(0+)W (q)(y),

where in the second equality we have used Theorem 8.1 (ii) and in the final equaltiy
we have used Lemma 8.4 and (8.4) and the fact that q = ψ(Φ(q)) implies that
1 = ψ′(Φ(q))Φ′(q).

8.11 (i) The process Zx will either exit from [0, a) by first hitting zero or by directly
passing above a before hitting zero. The process Zx up to first hitting of zero behaves
like X up to first passage below zero. These facts together with the Strong Markov
Property explain the identity.
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(ii) Taking the limit as x tends to zero we have

E

(
e−qσ0

a

)
=

(
1 − W (q)(0)

W (q)(a)
Z(q)(a)

)
E

(
e−qσ0

a

)
+

W (q)(0)

W (q)(a)

showing that

E

(
e−qσ0

a

)
=

1

Z(q)(a)
.

Replacing this last equality into the identity in (i) we have

E

(
e−qσx

a

)
=

(
Z(q)(z) − W (q)(z)

W (q)(a)
Z(q)(a)

)
1

Z(q)(a)
+

W (q)(z)

W (q)(a)

=
Z(q)(z)

Z(q)(a)
.

(iii) The path of the workload, taking account of the buffer, up to the first time
the workload becomes zero is precisely that of a spectrally negative Lévy process
of bounded variation reflected in its infimum run until first passage over the level c
and initiated from c − x units of workload. (This is best seen by drawing a sketch
of the paths of the workload and rotating them by 180◦). Hence, in the terminology
of the previous parts of the question, the required Laplace transform is thus equal

to E(e−σc−x
c ) = Z(q)(x − c)/Z(q)(c).

8.12 (i) This is a repetition of Exercise 7.7 (ii) with some simplifications. One can
take advantage of the fact that r(x, y) = r(x, 0) = P(τ+

1 < τ−
0 ) which follows from

spectral negativity. Recall also from Exercise 6.6 (i) that ρ = 1/α. Reconsidering
the expression for l(x, y) we see that it simplifies to the given expression.

(ii) From Exercise 8.2 we know that W (x) = αxα−1 and hence from Theorem
8.1 (iii), Px(τ+

1 < τ−
0 ) = xα−1. Plugging this into the expression derived in part (i)

we have

Px(−X
τ−
0

≤ y; τ−
0 < τ+

1 )

=
sin π(α − 1)

π

(∫ y/x

0

t−(α−1)(t + 1)−1dt − xα−1

∫ y

0

t−(α−1)(1 + t)−1dt

)

=
sin π(α − 1)

π
xα−1

(∫ y

0

t−(α−1)(x + t)−1dt −
∫ y

0

t−(α−1)(1 + t)−1dt

)

=
sin π(α − 1)

π
xα−1(1 − x)

∫ y

0

t−(α−1)(x + t)−1(1 + t)−1dt.

Chapter 9

9.1 (i) Fix a > 0. Note that on the event {T+
a ≤ eq} = {Xeq ≥ a} we have that

Xeq = X
T+

a
+ S where stationary independent increments and the lack of memory

property imply that S is independent of F
T+

a
and equal in distribution to Xeq . We

thus have
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Ex

(
1(Xeq ≥a)

(
1 − e−Xeq

E(e−Xeq )

))

= Ex

(
1

(T+
a ≤eq)

E

(
1 − e

−X
T

+
a

+S

E(e−Xeq )

∣∣∣∣∣FT+
a

))

= Ex(e−qT+
a (1 − e

−X
T

+
a )1

(T+
a <∞)

)

as required.
(ii) We shall check the conditions of Lemma 9.1. It is clear from part (i) that

since x∗ > 0, vx∗(x) ≥ 0 for all x ∈ R. On the other hand, for x > 0

vx∗(x) = (1 − e−x) − E

(
1(X

eq<x∗−x)

(
1 − e−x−Xeq

E(e−Xeq )

))

from which one sees that the expectation on the right hand side is negative since

the indicator forces e−x−Xeq > E(e−Xeq ). Hence vx∗(x) ≥ (1 − e−x) on x > 0. This

establishes the required lower bound v(x) ≥ (1 − e−x+

) for all x ∈ R.
Finally we need to show that {e−qtvx∗(Xt) : t ≥ 0} is a supermartingale. We

again employ familiar techniques. Recall that on the event {eq > t} we have that
Xeq = (Xt +S)∨Xt ≥ Xt +S where by stationary and independent increments and
the lack of memory property, S is independent of Ft and has the same distribution
as Xeq . We now have that

vx∗(x) ≥ Ex

(
1(t<eq)1(Xt+S≥a)

(
1 − e−Xt−S

E(e−Xeq )

))

= Ex

(
e−qt

EXt

(
1(S≥a)

(
1 − e−S

E(e−Xeq )

)∣∣∣∣∣Ft

))

= Ex(e−qtvx∗(Xt)).

Using the usual arguments involving stationary and independent increments one
may deduce the required supermartingale property from the above inequality.

In conclusion, Lemma 9.1 now shows that the pair (vx∗ , T+
x∗) solves the given

optimal stopping problem.
(iii) Note that vx∗(x∗+) = 1 − e−x∗

and v′
x∗(x∗+) = e−x∗

. On the other hand,
from the expression for vx∗(x) given above we have in particular that

vx∗(x∗−) = (1 − e−x∗
) − E

(
1(Xeq =0)

(
1 − e−x∗−Xeq

E(e−Xeq )

))
= (1 − e−x∗

)

and thus that there is continuity at x∗.
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We also have for x < x∗,

v(x∗) − v(x)

x∗ − x
=

(1 − e−x∗
) − (1 − e−x)

x∗ − x

+
1

x∗ − x
E

(
1(Xeq <x∗−x)

(
e−x − e−x−Xeq

E(e−Xeq )

))

+
e−x∗ − e−x

x∗ − x

1

E(e−Xeq )
P(Xeq < x∗ − x), (S.18)

where we have used the fact that e−x∗
= E(e−Xeq ). The first term on the right-hand

side of (S.18) converges to e−x∗
. The third term converges to −E(e−Xeq )−1e−x∗

P(Xeq =

0) = P(Xeq = 0). For the third term, with integration by parts, we have

lim
x↑x∗

1

x∗ − x
E

(
1(Xeq <x∗−x)

(
e−x − e−x−Xeq

E(e−Xeq )

))

= lim
x↑x∗

1

x∗ − x
E

(
1(0<Xeq <x∗−x)

(
e−x − e−x−Xeq

E(e−Xeq )

))

= lim
x↑x∗

e−x − e−x∗

x∗ − x
P(0 < Xeq < x∗ − x)

− lim
x↑x∗

1

x∗ − x

∫ x∗−x

0

e−x−y
P(0 < Xeq < y)dy

= 0,

where in the first equality we have removed the possible atom at zero of Xeq as it
contributes nothing to the expectation. In conclusion, returning to (S.18) we see that
as x ↑ x∗ we find that v′

x∗(x∗−) = v′
x∗(x∗+) − P(Xeq = 0). Hence there is smooth

fit if and only if 0 is irregular for (0,∞) in which case there is only continuous fit.

9.2 (i) Changing measure we may reformulate the given stochastic game in the
form

v(x) = sup
τ∈T

inf
σ∈T

E
1(e−ατ+Y x

τ 1(τ≤σ) + e−ασ(eY x
σ + δ)1(τ>σ)), (S.19)

where α = q − ψ(1), Y x = (x ∨ X) − X and the supremum and infimum are
interchangeable.

Considering the solution to the Shepp–Shiryaev optimal stopping problem we
may argue as in the other optimal stopping problems of this chapter to see that

v(x) = supτ∈T E(e−qτ+(Xτ∨x)) is a convex function on account of the gain function

being convex. This implies that when 1 + δ ≥ v(0+) = Z(q)(x∗) we have that
v(x) ≤ ex + δ. Now taking the candidate solution to the given stochastic game as
the triple consisting of v, the associated optimal stopping time τ∗ from the Shepp–
Shiryaev optimal stopping problem and σ∗ = ∞ one easily checks that all the
conditions of Lemma 9.13 are all satisfied. Hence this candidate solution is in fact
the solution according to Lemma 9.13.
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(ii) From the definition of Z(q) one sees that the latter is strictly increasing with
Z(q)(0) = 1 and Z(q)(∞) = ∞. It follows that Z(q)(z∗) = 1+δ has a unique solution
and that z∗ < x∗ as Z(q)(x∗) > 1 + δ. According to the discussion in the proof of
Theorem 9.11 f is a strictly decreasing function with f(0) > 0 (here we use the
assumption that d > q), f(∞) = −∞ and there is a unique crossing point of the
origin. Consequently it follows that

d

dx
(exZ(q)(z∗ − x)) = ex(Z(q)(z∗ − x) − qW (q)(z∗ − x)) = exf(z∗ − x)

is strictly increasing on [0, z∗] and hence v(x) := exZ(q)(z∗ −x) is convex on (0, z∗).
Further, v′(0+) > 0 and v′(z∗−) = ez∗

(1 − qW (q)(0)) = ez∗
(1 − q/d) < v′(z∗+) =

ez∗
. Since v(x) = ex on (z∗,∞) (which is clearly convex) the fact that v′(z∗−) <

v′(z∗+) also shows that v is convex on (0,∞).
(iii) First note that

E(exp{−qτ−
−(z∗−x) + (x ∨ X

τ−
−(z∗−x)

)}1
(τ−

−(z∗−x)
<τ+

x )

+e−qτ+
x (e

(x∨X
τ
+
x

)
+ δe

X
τ
+
x )1

(τ−
−(z∗−x)

>τ+
x )

)

= ex
Ez∗−x(e−τ−

0 1
(τ−

0
<τ+

z∗ )
) + ex(1 + δ)Ez∗−x(e−qτ+

z∗1
(τ+

z∗<τ−
0

)
)

= ex

(
Z(q)(z∗ − x) − W (q)(z∗ − x)

Z(q)(z∗)

W (q)(z∗)

)
+ ex(1 + δ)

W (q)(z∗ − x)

W (q)(z∗)

= v(x),

where in the last equality we have used the fact that Z(q)(z∗) = 1 + δ. Let

τ∗ = inf{t > 0 : Y x
t > z∗} and σ∗ = inf{t > 0 : Y x

t = 0}

and note that τ−
−(z∗−x) = τ∗ on the event that {τ∗ ≤ σ∗} and τ+

x = σ∗ on the event

that {τ∗ > σ∗}. Changing measure as in (S.19) we thus identify the candidate triple
(v, τ∗, σ∗) in terms of the reflected process Y x once we write

v(x) = E
1(e−ατ∗+Y x

τ∗1(τ∗≤σ∗) + e−ασ∗
(eY x

σ∗ + δ)1(τ∗>σ∗)),

where α = q − ψ(1). Our objective is now to verify the conditions of Lemma 9.13.
We begin with the bounds. We are required to show that ex ≤ v(x) ≤ ex + δ.

The lower bound is trivial since Z(q)(z∗−x) ≥ 1. For the upper bound, write v(x) =

ex + qg(x) where g(x) = ex
∫ z∗−x

0
W (q)(y)dy. Using Lemma 8.4 and integration by

parts we see that

g′(x) = ex

(∫ z∗−x

0

W (q)(y)dy − W (q)(z∗ − x)

)

= ex

(
1

Φ(q)
(W (q)(z∗ − x) − WΦ(q)(0))

− 1

Φ(q)

∫ z∗−x

0

eΦ(q)yW (q)′(y)dy − W (q)(z∗ − x)

)
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which is negative since Φ(q) > 1 (which itself follows from the assumption that
q > ψ(1)). Hence

v(x) ≤ ex + qg(0) = ex + (Z(q)(z∗) − 1) = ex + δ

thus confirming the upper bound.
Next we look at when the proposed value function equals the gain functions.

The distribution of Y x
τ∗ is concentrated on (z∗,∞). Note that X does not creep

downwards and hence Y x cannot pass above z∗ from below by hitting z∗. Further,
the support of the distribution of Y x

σ∗ is the single point {0}. We see that v(x) = ex

on the support of Y x
τ∗ and v(x) = e0 + δ = 1 + δ on the support of Y x

σ∗ .
Now we consider the martingale requirement of Theorem 9.13. First note by the

Strong Markov property that

e−α(t∧τ∗∧σ∗)v(Xt∧τ∗∧σ∗) = E
1(e−ατ∗+Y x

τ∗ 1(τ∗≤σ∗) + e−ασ∗
(eY x

σ∗ + δ)1(τ∗>σ∗)|Ft)

giving the required martingale property (note that v is continuous and hence the
above process is right continuous). An argument using the Change of Variable For-
mula in the spirit of the calculation given in (9.28) shows that L1v(x) = 0 where for
any f ∈ C1(R),

L1f(x) =

∫

(0,∞)

(f(x + y) − f(x))e−yΠ(dy) − d
df

dx
(x) − αf(x).

To show that {e−α(t∧σ∗)v(Xt∧σ∗) : t ≥ 0} is a right continuous supermartingale
and that {e−α(t∧τ∗)v(Xt∧τ∗) : t ≥ 0} is a right continuous submartinagale we argue
again along the lines of (9.28). We have

e−αtv(Y x
t ) = v(x) +

∫ t

0

e−αsL1v(Y x
t )ds

+

∫ t

0

e−αs(v(z∗−) − v(z∗+))dLz∗
t

+

∫ t

0

e−αsv′(Y x
s )d(x ∨ Xs)

+Mt, (S.20)

where Lz∗
counts the number of visits to z∗ (which are almost finite in number over

finite periods of time) and M is a martingale. Note that the second integral is zero
since v is continuous and that Y x

s = 0 if s is in the support of d(x ∨ Xs). Further a
familiar calculation shows that for x > z∗ where v(x) = ex,

L1v(x) = −qex < 0.

Hence on {t < τ∗} we see that the first integral in (S.20) is zero whilst the third
integral is non-decreasing since v′(0+) > 0 and so {e−α(t∧τ∗)v(Xt∧τ∗) : t ≥ 0}
is a submartingale (right continuity follows from the continuity of v and the right
continuity of Y x). On {t < σ∗} the first integral in (S.20) is non-increasing and the
third integral is zero showing that {e−α(t∧σ∗)v(Xt∧σ∗) : t ≥ 0} is a supermartingale
(right continuity follows as before).

Finally revisiting the calculations in part (ii), the presence of continuous fit and
absence of smooth fit is apparent.
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Chapter 10

10.1 (i) Note that as θ ↑ ∞, ψ(θ) ∼ cθ − λ. Hence it is easy to see that
∫ ∞

1

ψ(ξ)
dξ = ∞

so that from Theorem 10.5 (ii) extinction occurs with probability zero.
(ii) The assumption that ψ′(0+) > 0 implies that Px(τ−

0 < ∞) = 1 where, as
usual, τ−

0 = inf{t > 0 : Xt < 0} and X is the Lévy process with Laplace exponent
log E(e−θX1) = ψ(θ). This means that X has an almost surely finite number of
jumps on the time interval [0, τ−

0 ].
Now according to the Lamperti transform in Theorem 10.2 (i), the continuous-

state branching process with branching mechanism ψ can be represented by

Yt = X
θt∧τ−

0
, t ≥ 0

where

θt = inf

{
s > 0 :

∫ s

0

du

Xu
> t

}
.

Suppose that n∗ is the number of jumps that X has undergone at time τ−
0 . The

jump times on (0, τ−
0 ) are then denoted T1, T2, ..., Tn∗ , with T0 := 0 for convenience.

Then for all t >
∫ Tn∗
0

X−1
u du it follows that under Px for x > 0,

t =

∫ θt

0

du

Xu
=

n∗∑

k=1

∫ Tk

Tk−1

1

x − cu +
∑k−1

j=1
ξj

du +

∫ θt

Tn∗

1

x − cu +
∑n∗

j=1
ξj

du,

where {ξi : i = 1, 2, 3, ...} are the independent and identically distributed sequence

of jumps. For each k = 1, 2, 3, ..., let Sk =
∑k

j=1
ξj . Simple calculus then shows that

t = −1

c
log

(
x + Sn∗ − cθt

x + Sn∗ − cTn∗

n∗∏

k=1

x + Sk−1 − cTk

x + Sk−1 − cTk−1

)
.

Since from the Lamperti transform and non-extinction, Yt = Xθt = x + Sn∗ − cθt,
it follows that

Yt = e−ct∆

where

∆ = (x + Sn∗ − cTn∗)

n∗∏

k=1

x + Sk−1 − cTk−1

x + Sk−1 − cTk
.

10.2 (i) Let eq be an independent and exponentially distributed random variable
with parameter q > 0 and set g(x) = xf(x). We have

E
↑
x

(∫ ∞

0

e−qtf(Xt)dt

)
=

1

q
E
↑
x(f(Xeq ))

=
1

qx
Ex(g(Xeq )1

(eq<τ−
0

)
)

=
1

qx
E(g(x + Xeq − X

eq
+ X

eq
)1(−X

eq
<x)),
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where X
eq

= infs≤eq Xs. Next recall from the Wiener–Hopf factorisation (cf. Sect.

8.1) that Xeq − X
eq

and X
eq

are independent and the former is equal in distrib-

ution to Xeq . Further, spectral positivity also implies that −X
eq

is exponentially

distributed with parameter Φ(q) where Φ is the right inverse of ψ. It now follows
that

E
↑
x

(∫ ∞

0

e−qtf(Xt)dt

)

=
Φ(q)

qx

∫ ∞

0

dy · e−Φ(q)y
1(y<x)

∫

[0,∞)

P(Xeq ∈ dz) · g(x + z − y) (S.21)

as required.
(ii) Changing variables in (S.21) with u = x + z − y we obtain

E
↑
x

(∫ ∞

0

e−qtf(Xt)dt

)

=
Φ(q)

qx
e−Φ(q)x

∫ ∞

0

du · eΦ(q)ug(u)

∫

[(u−x)∨0,u)

P(Xeq ∈ dz) · e−Φ(q)z.

Recall also from Chap. 8 (specifically (8.20)),

P(Xeq ∈ dz) =
q

Φ(q)
W (q)(dz) − qW (q)(z)dz,

where W (q) is the scale function defined in Theorem 8.1. Recall that limq↓0 q/Φ(q) =
limq↓0 ψ(Φ(q))/Φ(q) = ψ′(0+) since Φ(0+) = 0. Hence taking limits as q ↓ 0 from
the conclusion of the previous part, and recalling that W (q)(x) = 0 for all x < 0, we
see that

E
↑
x

(∫ ∞

0

f(Xt)dt

)
=

∫ ∞

0

du · g(u)

x

∫

[(u−x)∨0,u)

W (dz)

=

∫ ∞

0

du · g(u)

x
(W (u) − W (u − x))

and the result follows once we recall that g(u) = uf(u) and that f is an arbitrary
continuous and compactly supported function.

(iii) From Theorem 10.10 we easily deduce that

P
↑
x(τ−

y < τ+
z ∧ t) = Ex

(
1

(τ−
y <τ+

z ∧t)

X
τ−

y

x

)
=

y

x
Px(τ−

y < τ+
z ∧ t).

Hence taking limits as t ↑ ∞ gives and using Theorem 8.1 (iii) gives us

P
↑
x(τ−

y < τ+
z ) =

y

x

W (z − x)

W (z − y)
. (S.22)

Taking limits in (S.22) as y ↓ 0 we see that P↑
x(τ+

z < ∞) = 1 for all 0 < x < z < ∞.
Now note from (8.8) that it can be deduced that W (z)/W (z + x) → 1 as z ↑ ∞.
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Taking limits in (S.22) as z ↑ ∞ and then as x ↑ ∞ we thus obtain for each y > 0,

lim
x↑∞

P
↑
x(τ−

y < ∞) = lim
x↑∞

y

x
= 0.

In conclusion, since for any z > 0, P↑
x-almost surely

lim inf
t↑∞

Xt = lim inf
t↑∞

X
τ+

z +t
=: Iz

and for all y > 0, lim infz↑∞ Iz ≥ y, P↑
x-almost surely, it follows that

lim inf
t↑∞

Xt = ∞

P↑
x-almost surely.

10.3 (i) In light of (10.22) the question is effectively asking to prove that for each
t > 0,

∂ut

∂θ
(θ) =

ψ(ut(θ))

ψ(θ)
.

However, this follows from (10.7) and in particular that

∂

∂θ

∫ ut(θ)

θ

1

ψ(ξ)
dξ =

{
1

ψ(ut(θ))
− 1

ψ(θ)

}
∂ut

∂θ
(θ) = 0.

(ii) When ρ = 0 we know that Y under Px becomes extinct with probability one
for each x > 0. Hence ut(θ) → 0 as t ↑ ∞ for each θ > 0. It follows directly from
part (i) that for each x > 0, Yt → ∞ in P ↑

x -distribution and hence in P ↑
x -probability.

However, this implies in Lemma 10.14 (ii) that P ↑
x -almost surely, ϕt → ∞ as t → ∞.

Since from Exercise 10.2 (iii) we know that limt↑∞ Xt = ∞ under P↑
x, it follows from

Lemma 10.14 that P ↑
x (limt↑∞ Yt = ∞) = 1.

(iii) The first part is a straightforward manipulation. Note that the positivity of
the integral follows thanks to the convexity of ψ and the fact that ψ(0) = 0 which
together imply that ψ(ξ) ≥ ρξ. Next note that

∫ θx

0

(
e−λ − 1 + λ

λ2

)
dλ

behaves like 1
2
θx as x ↓ 0 and like log x as x ↑ ∞. Hence we have that

∫ θ

0

ψ(ξ) − ρξ

ξ2
dξ < ∞ ⇐⇒

∫ ∞
x log xΠ(dx) < ∞.

On the other hand, as ψ(ξ) ∼ ρξ as θ ↓ 0, the left-hand integral above is finite if
and only ∫

0+

(
1

ρξ
− 1

ψ(ξ)

)
dξ < ∞.

Note that the above integral is positive also because convexity of ψ implies that
ψ(ξ) ≥ ρξ.

(iv) Appealing to the expression established in part (i) for ρ > 0, since Y becomes
extinct under Px and hence ut(θ) → 0 as t ↑ ∞, we have
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lim
t↑∞

E↑
x(e−θYt) = lim

t↑∞

ρut(θ)

ψ(θ)
eρt.

Recalling however from (10.7) that

∫ θ

ut(θ)

1

ψ(ξ)
dξ = t

we see that for t sufficiently large

0 ≤
∫ θ

ut(θ)

(
1

ρξ
− 1

ψ(ξ)

)
dξ =

1

ρ
log

(
θ

ut(θ)eρt

)
.

Hence

lim
t↑∞

e↑x(e−θYt) = lim
t↑∞

ρθ

ψ(θ)
exp

{
−ρ

∫ θ

ut(θ)

(
1

ρξ
− 1

ψ(ξ)

)
dξ

}

=
ρθ

ψ(θ)
exp

{
−ρ

∫ θ

0

(
1

ρξ
− 1

ψ(ξ)

)
dξ

}

from which the remaining claims follow easily.
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Ash, R. and Doléans-Dade, C.A. (2000) Probability and Measure Theory. Second
Edition. Harcourt, New York.

Asmussen, S., Avram, F. and Pistorius, M. (2004) Russian and American put options
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trally negative Lévy processes and applications to Russian, American and
Canadized options. (Unabridged version of [11]). Utrecht University Preprint.

Avram, F., Kyprianou, A.E. and Pistorius, M.R. (2004) Exit problems for spectrally
negative Lévy processes and applications to (Canadized) Russian options. Ann.
Appl. Probab. 14, 215–235.

Bachelier, L. (1900) Théorie de la spéculation. Ann. Sci. École Norm. Sup. 17,
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Martin–Löf. Springer, Berlin Heidelberg New York.

Cramér, H. (1994b) Collected Works. Vol. II. Edited and with a preface by Anders
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Embrechts, P., Klüppelberg, C. and Mikosch, T. (1997) Modelling Extremal Events
for Insurance and Finance. Springer, Berlin Heidelberg New York.

Emery, D.J. (1973) Exit problems for a spectrally positive process, Adv. Appl.
Probab. 5, 498–520.

Erickson, K.B. (1973) The strong law of large numbers when the mean is undefined.
Trans. Am. Math. Soc. 185, 371–381.

Erickson, K.B. and Maller, R.A. (2004) Generalised Ornstein–Uhlenbeck processes
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Huzak, M., Perman, M., Šikić, H. and Vondracek, Z. (2004a) Ruin probabilities
and decompositions for general perturbed risk processes. Ann. Appl. Probab. 14,
1378–397.
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16–29. Lecture Notes in Mathematics, Springer, Berlin Heidelberg New York.

Kyprianou, A.E. and Surya, B. (2005) On the Novikov–Shiryaev optimal stopping
problem in continuous time. Electron. Commun. Probab. 10, 146–154.

Kyprianou, A.E., Schoutens, W. and Wilmott, P. (2005) Exotic Option Pricing and
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Schoutens, W. (2003) Lévy Processes in Finance. Pricing Finance Derivatives. Wi-
ley, New York.

Schoutens, W. and Teugels, J.L. (1998) Lévy processes, polynomials and martin-
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Toth, G.: Finite Möbius Groups, Minimal
Immersions of Spheres, and Moduli

Verhulst, F.: Nonlinear Differential Equa-
tions and Dynamical Systems

Wong, M.W.: Weyl Transforms
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