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Series Preface

Mathematics is playing an ever more important role in the physical and
biological sciences, provoking a blurring of boundaries between scientific
disciplines and a resurgence of interest in the modern as well as the clas-
sical techniques of applied mathematics. This renewal of interest, both in
research and teaching, has led to the establishment of the series Texts in
Applied Mathematics (TAM).

The development of new courses is a natural consequence of a high
level of excitement on the research frontier as newer techniques, such as
numerical and symbolic computer systems, dynamical systems, and chaos,
mix with and reinforce the traditional methods of applied mathematics.
Thus, the purpose of this textbook series is to meet the current and future
needs of these advances and to encourage the teaching of new courses.

TAM will publish textbooks suitable for use in advanced undergraduate
and beginning graduate courses, and will complement the Applied Mathe-
matical Sciences (AMS) series, which will focus on advanced textbooks and
research-level monographs.

Pasadena, California J.E. Marsden
Providence, Rhode Island L. Sirovich
College Park, Maryland S.S. Antman



Preface to the Third Edition

This edition contains four new sections on the following topics: the BDDC
domain decomposition preconditioner (Section 7.8), a convergent adap-
tive algorithm (Section 9.5), interior penalty methods (Section 10.5) and
Poincaré-Friedrichs inequalities for piecewise Wz} functions (Section 10.6).
We have made improvements throughout the text, many of which were
suggested by colleagues, to whom we are grateful. New exercises have been
added and the list of references has also been expanded and updated.

Some of the new material originated from our research and we would
like to thank the National Science Foundation for support. The first au-
thor would also like to thank the Alexander von Humboldt Foundation for
supporting her visit to Germany in the Summer of 2007, during which the
work on this edition was completed. The second author would also like to
thank the Université Pierre et Marie Curie for supporting his visits to Paris
during the past several years, during which work related to this edition was
carried out.

In the preface to the first edition, we outlined different ways the book
could be used in courses, but since some chapter numbers have changed, we
rephrase these suggestions here. Chapters 0 through 5 form the essential
material for a course (these chapter numbers have not changed). Chapters
6 and 7 provide an introduction to efficient iterative solvers for the linear
systems of finite element equations, but they do not contain material re-
quired by later chapters. A course emphasizing algorithmic aspects would
include them. Similarly, Chapters 8 and 9 are not required in later chapters.
A course covering challenging analysis questions would cover these. The for-
mer develops and applies max-norm error estimates to nonlinear problems,
and the latter introduces the concept of mesh adaptivity. Chapter 10, how-
ever, has an essential role in the subsequent chapters. But one could cover
only the first and third sections of this chapter and then go on to Chapter
11 or 12 to study typical systems of differential equations found in appli-
cations. Chapter 13 is essentially a continuation of Chapter 12. Chapters
10-13 form the core for a course emphasizing basic models in mechanics.
Chapter 14 is an independent topic at a somewhat more advanced level
that only depends on Chapters 0-5. It develops some functional analysis
techniques and their application to finite element methods.

Baton Rouge, LA Susanne C. Brenner
Chicago, IL L. Ridgway Scott

20/07/2007



Preface to the Second Edition

This edition contains two new chapters. The first one is on the additive
Schwarz theory with applications to multilevel and domain decomposition
preconditioners, and the second one is an introduction to a posteriori error
estimators and adaptivity. We have also included a new section on an ex-
ample of a one-dimensional adaptive mesh, a new section on the discrete
Sobolev inequality and new exercises throughout. The list of references has
also been expanded and updated.

We take this opportunity to extend thanks to everyone who provided
comments and suggestions about this book over the years, and to the Na-
tional Science Foundation for support. We also wish to thank Achi Dosanjh
and the production staff at Springer-Verlag for their patience and care.

Columbia, SC Susanne C. Brenner
Chicago, IL L. Ridgway Scott

20,/02,/2002



Preface to the First Edition

This book develops the basic mathematical theory of the finite element
method, the most widely used technique for engineering design and analysis.
One purpose of this book is to formalize basic tools that are commonly used
by researchers in the field but never published. It is intended primarily for
mathematics graduate students and mathematically sophisticated engineers
and scientists.

The book has been the basis for graduate-level courses at The Uni-
versity of Michigan, Penn State University and the University of Houston.
The prerequisite is only a course in real variables, and even this has not
been necessary for well-prepared engineers and scientists in many cases.
The book can be used for a course that provides an introduction to ba-
sic functional analysis, approximation theory and numerical analysis, while
building upon and applying basic techniques of real variable theory.

Chapters 0 through 5 form the essential material for a course. Chapter 0
provides a microcosm of what is to follow, developed in the one-dimensional
case. Chapters 1 through 4 provide the basic theory, and Chapter 5 develops
basic applications of this theory. From this point, courses can bifurcate in
various directions. Chapter 6 provides an introduction to efficient iterative
solvers for the linear systems of finite element equations. While essential
from a practical point of view (our reason for placing it in a prominent
position), this could be skipped, as it is not essential for further chapters.
Similarly, Chapter 7, which derives error estimates in the maximum norm
and shows how such estimates can be applied to nonlinear problems, can
be skipped as desired.

Chapter 8, however, has an essential role in the following chapters. But
one could cover only the first and third sections of this chapter and then go
on to Chapter 9 in order to see an example of the more complex systems of
differential equations that are the norm in applications. Chapter 10 depends
to some extent on Chapter 9, and Chapter 11 is essentially a continuation
of Chapter 10. Chapter 12 presents Banach space interpolation techniques
with applications to convergence results for finite element methods. This is
an independent topic at a somewhat more advanced level.

To be more precise, we describe three possible course paths that can be
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chosen. In all cases, the first step is to follow Chapters 0 through 5. Someone
interested to present some of the “hard estimates” of the subject could then
choose from Chapters 6 through 8, and 12. On the other hand, someone
interested more in physical applications could select from Sect. 8.1, Sect. 8.3
and Chapters 9 through 11. Someone interested primarily in algorithmic
efficiency and code development issues could follow Chapters 6, 8, 10 and 11.

The omissions from the book are so numerous that is hard to begin
to list them. We attempt to list the most glaring omissions for which there
are excellent books available to provide material.

We avoid time-dependent problems almost completely, partly because
of the existence of the book of (Thomée 1984). Our extensive development
of different types of elements and the corresponding approximation the-
ory is complementary to Thomée’s approach. Similarly, our development
of physical applications is limited primarily to linear systems in continuum
mechanics. More substantial physical applications can be found in the book
by (Johnson 1987).

Very little is said here about adaptivity. This active research area is ad-
dressed in various conference proceedings (cf. Babuska, Chandra & Flaherty
1983 and Babuska, Zienkiewicz, Gago & de A. Oliveira 1986).

We emphasize the variety of discretizations (that is, different “ele-
ments”) that can be used, and we present them (whenever possible) as
families depending on a parameter (usually the degree of approximation).
Thus, a spirit of “high-order” approximations is developed, although we
do not consider increasing the degree of approximation (as is done in the
so-called P-method and spectral element method) as the means of obtain-
ing convergence. Rather, we focus on mesh subdivision as the convergence
parameter. The recent book by (Szabo & Babuska 1991) may be consulted
for alternatives in this direction.

Although we provide a brief introduction to mixed methods, the im-
portance of this subject is not appropriately reflected here. However, the
recent book by (Brezzi & Fortin 1991) can be consulted for a thorough
treatment of the subject.

We draw extensively on the book of (Ciarlet 1978), both following
many of its ideas and using it as a reference for further development of
various subjects. This book has recently been updated in (Ciarlet & Lions
1991), which also contains an excellent survey of mixed methods. Moreover,
the Handbook series to which the latter reference belongs can be expected
to provide valuable reference material in the future.

We take this opportunity to thank the many people who have helped
at various stages, and in many different ways, in the preparation of this
book. The many students who struggled through early drafts of the book
made invaluable contributions. Many readers of the preliminary versions
will find their specific suggestions incorporated.

This book was processed by the authors using the TEX macro package
from Springer-Verlag.
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Chapter 0

Basic Concepts

The finite element method provides a formalism for generating discrete (fi-
nite) algorithms for approximating the solutions of differential equations.
It should be thought of as a black box into which one puts the differential
equation (boundary value problem) and out of which pops an algorithm for
approximating the corresponding solutions. Such a task could conceivably
be done automatically by a computer, but it necessitates an amount of
mathematical skill that today still requires human involvement. The pur-
pose of this book is to help people become adept at working the magic
of this black box. The book does mot focus on how to turn the resulting
algorithms into computer codes, but this topic is being pursued by several
groups. In particular, the FEniCS project (on the web at fenics.org) utilizes
the mathematical structure of the finite element method to automate the
generation of finite element codes.

In this chapter, we present a microcosm of a large fraction of the book,
restricted to one-dimensional problems. We leave many loose ends, most of
which will be tied up in the theory of Sobolev spaces to be presented in
the subsequent chapter. These loose ends should provide motivation and
guidance for the study of those spaces.

0.1 Weak Formulation of Boundary Value Problems

Consider the two-point boundary value problem

d*u .
(0.1.1) “qz S0
u(0) = 0, ' (1) = 0.

If u is the solution and v is any (sufficiently regular) function such that
v(0) = 0, then integration by parts yields
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1 1
(f,v):= f@)v(x)dx = —u" (z)v(z)dx
(0.1.2) /01 /0

:/0 o (@)W ()de =: a(u,v).

Let us define (formally, for the moment, since the notion of derivative to
be used has not been made precise)

V ={veL*0,1): a(v,v) < oo and v(0) = 0}.
Then we can say that the solution u to (0.1.1) is characterized by
(0.1.3) u €V such that a(u,v) = (f,v) Yo eV,

which is called the variational or weak formulation of (0.1.1).

The relationship (0.1.3) is called “variational” because the function v
is allowed to vary arbitrarily. It may seem somewhat unusual at first; later
we will see that it has a natural interpretation in the setting of Hilbert
spaces. (A Hilbert space is a vector space whose topology is defined using
an inner-product.) One example of a Hilbert space is L?(0,1) with inner-
product (+,-). Although it is by no means obvious, we will also see that the
space V may be viewed as a Hilbert space with inner-product a(-, ), which
was defined in (0.1.2).

One critical question we have not yet dealt with is what sort of deriva-
tive is to be used in the definition of the bilinear form a(-, -). Should this be
the classical derivative

u'(z) = lim we +h) — u(z) ?

h—0 h

Or should the “almost everywhere” definition valid for functions of bounded
variation (BV) be used? We leave this point hanging for the moment and
hope this sort of question motivates you to study the following chapter
on Sobolev spaces. Of course, the central issue is that (0.1.3) still embodies
the original problem (0.1.1). The following theorem verifies this under some
simplifying assumptions.

(0.1.4) Theorem. Suppose f € C°([0,1]) and u € C2([0,1]) satisfy (0.1.3).
Then u solves (0.1.1).

Proof. Let v € VN CY(]0,1]). Then integration by parts gives

1
(0.1.5) (f,v) =a(u,v) = /0 (—u"vdz + ' (1)v(1).

Thus, (f — (—u”),v) =0 for all v € VN C1([0,1]) such that v(1) = 0. Let
w=f+u" €C][0,1]). If w # 0, then w(x) is of one sign in some interval
[0, 1] C [0,1], with 29 < 21 (continuity). Choose v(x) = (x—x¢)%(z—1)?
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in [xg,z1] and v = 0 outside [xg,z1]. But then (w,v) # 0, which is a
contradiction. Thus, —u” = f. Now apply (0.1.5) with v(z) = z to find
u/(1) = 0. Of course, u € V implies u(0) = 0, so u solves (0.1.1). O

(0.1.6) Remark. The boundary condition u(0) = 0 is called essential as it
appears in the variational formulation explicitly, i.e., in the definition of V.
This type of boundary condition also frequently goes by the proper name
“Dirichlet.” The boundary condition u’(1) = 0 is called natural because it is
incorporated implicitly. This type of boundary condition is often referred to
by the name “Neumann.” We summarize the different kinds of boundary
conditions encountered so far, together with their various names in the
following table:

Table 0.1. Naming conventions for two types of boundary conditions

Boundary Condition Variational Name Proper Name
u(z) =0 essential Dirichlet
u'(x)=0 natural Neumann

The assumptions f € C°([0,1]) and v € C?([0,1]) in the theorem
allow (0.1.1) to be interpreted in the usual sense. However, we will see
other ways in which to interpret (0.1.1), and indeed the theorem says that
the formulation (0.1.3) is a way to interpret it that is valid with much less
restrictive assumptions on f. For this reason, (0.1.3) is also called a weak
formulation of (0.1.1).

0.2 Ritz-Galerkin Approximation

Let S C V be any (finite dimensional) subspace. Let us consider (0.1.3)
with V replaced by S, namely

(0.2.1) ug € S such that a(us,v) = (f,v) Yv e S.

It is remarkable that a discrete scheme for approximating (0.1.1) can be
defined so easily. This is only one powerful aspect of the Ritz-Galerkin
method. However, we first must see that (0.2.1) does indeed define an ob-
ject. In the process we will indicate how (0.2.1) represents a (square, finite)
system of equations for ug. These will be done in the following theorem
and its proof.

(0.2.2) Theorem. Given f € L?(0,1), (0.2.1) has a unique solution.

Proof. Let us write (0.2.1) in terms of a basis {¢;: 1 < i < n} of S. Let
ug = >0 Ujgy; let Kij = a(¢j, ¢i), Fi = (f,¢i) for i,j = 1,..,n. Set
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U = (U;),K = (K;;j) and F = (F;). Then (0.2.1) is equivalent to solving
the (square) matrix equation

(0.2.3) KU =F.

For a square system such as (0.2.3) we know that uniqueness is equivalent
to existence, as this is a finite dimensional system. Nonuniqueness would
imply that there is a nonzero V such that KV = 0. Write v = ) V;¢; and
note that the equivalence of (0.2.1) and (0.2.3) implies that a(v,¢;) = 0
for all j. Multiplying this by V; and summing over j yields 0 = a(v,v) =
fol(v’)z(a:) dz, from which we conclude that v = 0. Thus, v is constant,
and, since v € S C V implies v(0) = 0, we must have v = 0. Since {¢;: 1 <
i < n} is a basis of S, this means that V = 0. Thus, the solution to (0.2.3)
must be unique (and hence must exist). Therefore, the solution ug to (0.2.1)
must also exist and be unique. O

(0.2.4) Remark. Two subtle points are hidden in the “proof” of Theorem
(0.2.2). Why is it that “thus v is constant”? And, moreover, why does v € V
really imply v(0) = 0 (even though it is in the definition, i.e., why does
the definition make sense)? The first question should worry those familiar
with the Cantor function whose derivative is zero almost everywhere, but is
certainly not constant (it also vanishes at the left of the interval in typical
constructions). Thus, something about our definition of V' must rule out
such functions as members. V' is an example of a Sobolev space, and we
will see that such problems do not occur in these spaces. It is clear that
functions such as the Cantor function should be ruled out (in a systematic
way) as candidate solutions for differential equations since it would be a
nontrivial solution to the o.d.e. v/ = 0 with initial condition «(0) = 0.

(0.2.5) Remark. The matrix K is often referred to as the stiffness matrix,
a name coming from corresponding matrices in the context of structural
problems. It is clearly symmetric, since the energy inner-product a(-,-) is
symmetric. It is also positive definite, since

n n
g kijviv; = a(v,v) where v= E vj0;.
ij=1 =1

Clearly, a(v,v) > 0 for all (v;) and a(v,v) = 0 was already “shown” to
imply v = 0 in the proof of Theorem 0.2.3.

0.3 Error Estimates

Let us begin by observing the fundamental orthogonality relation between
u and ug. Subtracting (0.2.1) from (0.1.3) implies

(0.3.1) alu—ug,w) =0 Ywes.
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Equation (0.3.1) and its subsequent variations are the key to the suc-
cess of all Ritz-Galerkin/finite-element methods. Now define

vl = Va(v,v)

for all v € V', the energy norm. A critical relationship between the energy
norm and inner-product is Schwarz’ inequality:

(0.3.2) a(v,w)] < llollg [y Vo,weV.

This inequality is a cornerstone of Hilbert space theory and will be discussed
at length in Sect. 2.1. Then, for any v € S,

i — usll3 = a(u — us, u — ug)
=a(u—ug,u—v)+a(u—usg,v—ug)
=a(u — ug,u—v) (from 0.3.1 with w = v — ug)

<|lu—us|lgllu—2g (from 0.3.2).

If |lu—ugl||g # 0, we can divide by it to obtain ||u — us|| gz < [Ju — V|| g,
for any v € S. If |lu—ug|| g = 0, this inequality is trivial. Taking the infimum
over v € S yields

fu—usll, < inf{u—vl : ve S}
Since ug € S, we have
inf {u—vl, : veSy< fu—usl,

Therefore,

|lu—us|p = inf{[lu—v|g : veS}.
Moreover, there is an element (ug) for which the infimum is attained, and
we indicate this by replacing “infimum” with “minimum.” Thus, we have
proved the following.

(0.3.3) Theorem. ||u —ug||y; = min{|lu—v|y : ve S}

This is the basic error estimate for the Ritz-Galerkin method, and it
says that the error is optimal in the energy norm. We will use this later to
derive more concrete estimates for the error based on constructing approx-
imations to w in S for particular choices of S. Now we consider the error in
another norm.

Define |[v] = (v,v)% = fo , the L?(0,1)-norm. We wish to
consider the size of the error u — us in thlb norm. You might guess that the
L?(0,1)-norm is weaker than the energy norm, as the latter is the L?(0,1)-
norm of the derivative (this is the case, on V', although it is not completely
obvious and makes use of the essential boundary condition incorporated in
V). Thus, the error in the L?(0, 1)-norm will be at least comparable with the
error measured in the energy norm. In fact, we will find it is considerably
smaller.
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To estimate ||u — ug||, we use what is known as a “duality” argument.
Let w be the solution of

—w" =u—ug on[0,1] with w(0)=w'(1)=0.
Integrating by parts, we find

lu—us||® = (u—ug, u —ug)
= (u—ug,—w")
=a(u —ug,w) (since (u—ug)(0) =w'(1) =0)
=a(u—ug,w—v) (from 0.3.1)

for all v € S. Thus, Schwarz’ inequality (0.3.2) implies that

[ —usl| < llu = us|g [w = vllg /v —us]|
= lu—usllg lw =l g /w”

We may now take the infimum over v € S to get

lu —usl| < [lu—usl|g inf lw —vllg /[lw”].
veS

Thus, we see that the L2-norm of the error can be much smaller than the
energy norm, provided that w can be approximated well by some function

in S. It is reasonable to assume that we can take v € S close to w, which
we formalize in the following approzimation assumption:

(0.3.4) inf Jlw — ol < eflw”].

Of course, we envisage that this holds with ¢ being a small number. Apply-
ing (0.3.4) yields

lu—us|| < €llu—usllg,
and applying (0.3.4) again, with w replaced by u, and using Theorem 0.3.3
gives

lu—us| g < eflu”])

Combining these estimates, and recalling (0.1.1), yields
(0.3.5) Theorem. Assumption (0.3.4) implies that
lu—us|| < €llu—uslly < €lu"[| = €[|£].
The point of course is that ||u — ugl||; is of order € whereas ||u — ug||

is of order ¢2. We now consider a family of spaces S for which ¢ may be
made arbitrarily small.
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0.4 Piecewise Polynomial Spaces — The Finite Element
Method

Let 0 = 29 < 1 < ... < 2, = 1 be a partition of [0, 1], and let S be the
linear space of functions v such that

i) veC(o,1])
i1) v|iz,_,, i & linear polynomial, i = 1, ...,n, and
iii) v(0) = 0.
We will see later that S C V. For each i = 1,..,n define ¢; by the require-
ment that ¢;(z;) = d;; = the Kronecker delta, as shown in Fig. 0.1.

0 X 1
Fig. 0.1. piecewise linear basis function ¢;
(0.4.1) Lemma. {¢;: 1 <i < n} is a basis for S.

(0.4.2) Remark. {¢;} is called a nodal basis for S, and {v(z;)} are the nodal
values of a function v. (The points {x;} are called the nodes.)

Proof. The set {¢;} is linearly independent since >, ¢;¢;(z;) = 0 implies
c; = 0. To see that it spans S, consider the following:

(0.4.3) Definition. Given v € C9([0,1]), the interpolant v; € S of v is
determined by vr:= Y, v(z;) ;.

Clearly, the set {¢;} spans S if the following is true.

(0.4.4) Lemma. v € S = v = vy.
Proof. v — vy is linear on each [z;_1,z;] and zero at the endpoints, hence
must be identically zero. O

We will now prove the following approximation theorem for the interpolant.

(0.4.5) Theorem. Let h = maxi<i<p (CEZ — xi,l). Then
lu — urllp < Chllu”||

for all w € V', where C' is independent of h and wu.
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Proof. Recalling the definitions of the two norms, it is clearly sufficient to
prove the estimate piecewise, i.e., that

/:j (u—ur) () de < c(x; —x;1)° /:j u”(x)* dx

-1 Tj-1

as the stated result follows by summing over j, with C'= \/c. Let e = u—uy
denote the error; since uy is a linear polynomial on the interval [z;_1,z;],
the above is equivalent to

.,

j—1

Tj

e (z)*dr < c(x; — xj,l)z/ ¢’ (x)* dx.

$j71
Changing variables by an affine mapping of the interval [z;_1,z;] to the
interval [0, 1], we see that this is equivalent to showing

1 1
/ é'(a?)QdaESc/ é"(z)? dz,
0 0

where z = z;_1 + Z (z; — xj—1) and
é(r) =e(zj—1+ 2 (xj —xj-1)).

Note that we have arrived at an equivalent estimate that does not involve
the mesh size at all. The technique of reducing a mesh-length dependent
estimate to a mesh-independent one in this way is called a homogeneity
argument (or scaling argument) and will be used frequently in Chapter 4
and thereafter.

The verification of the latter estimate is a simple calculus exercise. Let
w = € to simplify the notation, and write x for Z. Note that w vanishes at
both ends of the interval (the interpolation error is zero at all nodes). By
Rolle’s Theorem, w’(§) = 0 for some ¢ satisfying 0 < £ < 1. Thus,

By Schwarz’ inequality,

' (y)] = /€ " (e) de

y
= / 1-w"(z)dz
13

y 1/2 y 1/2
(0.46) < |[ 1w | [ wrwra
3 £
Y 1/2
=y / w"(2)? da
3
1/2
<

e ( | 1 e o)
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Squaring and integrating with respect to y completes the verification, with

1

1
c= sup ly —&ldy = 5. O
0<e<1Jo

(0.4.7) Corollary. ||u — ug|| + Ch||lu — us| 5 < 2(Ch)?||u”|.

Proof. Theorem 0.4.5 implies that the approximation assumption (0.3.4)
holds with € = Ch. a

(0.4.8) Remark. The interpolant defines a linear operator Z: C'°([0,1]) — S
where Zv = v;. Lemma 0.4.4 says that Z is a projection (i.e., T> = T). The
estimate (0.4.6) for w’ in the proof of (0.4.5) is an example of Sobolev’s
inequality, in which the pointwise values of a function can be estimated in
terms of integrated quantities involving its derivatives. Estimates of this
type will be considered at length in Chapter 1.

0.5 Relationship to Difference Methods

The stiffness matrix K as defined in (0.2.3), using the basis {¢;} described
above, can be interpreted as a difference operator. Let h; = x; —x;_1. Then
the matrix entries K;; = a(¢;, ¢;) can be easily calculated to be

(051) Kii = hl_l + hi_Jrll,Kiﬂ‘_'_l = K’H—Li = _h’z_Jrll (Z = 1, ey — 1)
and K, = h,;} with the rest of the entries of K being zero. Similarly, the

entries of F' can be approximated if f is sufficiently smooth:

(0.5.2) (f, éi) = %(hi + hiv1)(f(z:i) + O(h))

where h = max h;. (This follows easily from Taylor’s Theorem since the
integral of ¢; is (h; + hi+1)/2. Note that the error is not O(h?) unless
1 — (hi/hiz1) = O(h).) Thus, the i — th equation of KU =F (for 1 <i <

n — 1) can be written as

—2 Up —U; U —Ui 2(f, ¢:)

0.5.3 — = = f(z;) + O(h).
( ) hi + hita hit1 i hi + hita f:) ()
The difference operator on the left side of this equation can also be seen
to be an O(h) accurate approximation to the differential operator —d?/dx?
(and not O(h?) accurate in the usual sense unless 1 — h;/h;11 = O(h).) For
a uniform mesh, the equations reduce to the familiar difference equations
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Uiy1 —2U; + U, _
(0.5.4) e 3 L= fla) + O(R?)

which are well known to be second-order accurate. However, for a general
mesh (e.g., h; = h for i even and h; = h/2 for i odd), we know from Corol-
lary 0.4.7 that the answer is still second-order accurate (in L2(0,1) at least,
but it will also be proved to be so in the maximum norm in Sect. 0.7), even
though the difference equations are formally only consistent to first order.
This phenomenon has been studied in detail by Spijker (Spijker 1971), and
related work has recently been done by (Kreiss, et.al. 1986). See exercises
0.x.11 through 0.x.15 for more details.

We will take this opportunity to philosophize about some power-
ful characteristics of the finite element formalism for generating discrete
schemes for approximating the solutions to differential equations. Being
based on the variational formulation of boundary value problems, it is quite
systematic, handling different boundary conditions with ease; one simply re-
places infinite dimensional spaces with finite dimensional subspaces. What
results, as in (0.5.3), is the same as a finite difference equation, in keeping
with the dictum that different numerical methods are usually more similar
than they are distinct. However, we were able to derive very quickly the
convergence properties of the finite element method. Finally, the notation
for the discrete scheme is quite compact in the finite element formulation.
This could be utilized to make coding the algorithm much more efficient if
only the appropriate computer language and compiler were available. This
latter characteristic of the finite element method is one that has not yet
been exploited extensively, but an initial attempt has been made in the sys-
tem fec (Bagheri, Scott & Zhang 1992). (One could also argue that finite
element practitioners have already taken advantage of this by developing
their own “languages” through extensive software libraries of their own, but
this applies equally well to the finite-difference practitioners.)

0.6 Computer Implementation of Finite Element
Methods

One key to the success of the finite element method, as developed in engi-
neering practice, was the systematic way that computer codes could be im-
plemented. One important step in this process is the assembly of the inner-
product a(u,v) by summing its constituent parts over each sub-interval, or
element, which are computed separately. This is facilitated through the use
of a numbering scheme called the global-to-local index. This index, i(e, j),
relates the local node number, j, on a particular element, e, to its position
in the global data structure. In our one-dimensional example with piecewise
linear functions, this index is particularly simple: the “elements” are based
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on the intervals I, := [z.—1,x.] where e is an integer in the range 1,...,n
and

i(e,j) = e+j—1 for e=1,...,n and j=0,1.

That is, for each element there are two nodal parameters of interest, one
corresponding to the left end of the interval (j = 0) and one at the right
(j = 1). Their relationship is represented by the mapping i(e, j).

We may write the interpolant of a continuous function for the space of
all piecewise linear functions (no boundary conditions imposed) via

(0.6.1) fro= D> (@i )5

e j5=0

where {¢¢ : j = 0,1} denotes the set of basis functions for linear functions
on the single interval I, = [x._1,Z.]:

¢5(r) = ¢j (v — Te—1)/(Te — Te—1))

where

N x €10,1] d ,:{x x €10,1]
do(@) : { 0 otherwise a (@) : 0 otherwise.

Note that we have related all of the “local” basis functions ¢§ to a fixed set
of basis functions on a “reference” element, [0, 1], via an affine mapping of
[0,1] to [we—1, z]. (By definition, the local basis functions, ¢, are extended
by zero outside the interval I..)

The expression (0.6.1) for the interpolant shows (cf. Lemma 0.4.4) that
any piecewise linear function f (no boundary conditions imposed) can be
written in the form

1
(0.6.2) F= fie®

e j=0

where f; = f(x;) for all i. In particular, the cardinality of the image of
the index mapping i(e, j) is the dimension of the space of piecewise linear
functions. Note that the expression (0.6.2) represents f incorrectly at the
nodal points, but this has no effect on the evaluation of multilinear forms
involving integrals of f.

The bilinear forms defined in (0.1.2) can be easily evaluated (assem-
bled) using this representation as well. For example,

a(v,w) = Z ae(v, w)

where the “local” bilinear form is defined (and evaluated) via
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ac(v,w) = / v'w' dx
I,

= (@ —wem1) ™ 0 (Z5vie.)®5) (Bywice.d;) do

— ( — T 1 (Uz(e 0)) (wi(e,O)) )
Vi(e,1) Wi(e,1)
Here, the local stiffness matriz, K, is given by

1
Ki; = / ¢§_1¢;_1da: for 4,5=1,2.
0

Note that we have identified the space of piecewise linear functions, v, with
the vector space of values, (v;), at the nodes. The subspace, S, of piecewise
linear functions that vanish at x = 0, defined in Sect. 0.4, can be identified
with the subspace {(v;) : vo = 0}. Including vy in the data structure (with
a value of zero) makes the assembly of bilinear forms equally easy in the
presence of boundary conditions.

0.7 Local Estimates

We wish to derive estimates for the error, u —ug, in the pointwise sense. As
in the case for the L?-norm, we begin by writing the error that we wish to
bound in terms of the energy bilinear form applied to u—ug and some other
function. In this case, this other function is the so-called Green’s function
for the problem (0.1.1), which in this case is simply

t t<cx
t) = { .
9a(1) T otherwise

where x is any point in [0, 1]. Integration by parts shows that
v(z) =alv,g5) YveV
since g/ is identically zero on either side of x. Therefore,

(u—ug)(x) = a(u — us, g.)
=a(u—ug,g, —v) YveSs.

One conclusion is that, if S is the space of piecewise linear functions defined
on a partition {z; : ¢ =1,...,n} as in Sect. 0.4, then

(u—wug)(z;) =0 Vi=1,...,n

since g,, € S in this case. Thus, we conclude that us = us, and a variant
of Theorem 0.4.5 yields
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(0.7.1) llu —ur| < Ch2||u"||

max — max”*

(Recall that || f||, .. = maxo<z<i|f(z)|.) Combining the above estimates,
we have proved the following.

(0.7.2) Theorem. Let ug be determined by (0.2.1) using the space of piece-
wise linear functions defined in Sect. 0.4. Then

lu = us|pax < Ch|lu”]

max — max”®

Local estimates for higher-dimensional problems are much more diffi-
cult to derive, but the use of the Green’s function is similar. However, the
local character of the singularity of the one-dimensional Green’s function
disappears, and the distributed nature of the higher-dimensional Green’s
function requires techniques that are illustrated in the next section.

0.8 Adaptive Approximation

In many cases, the solution to a differential equation is rapidly varying only
in restricted regions. For such problems, it makes sense to adapt the mesh to
match the variation in the solution. The difference in approximation power
between a mesh chosen to solve general problems versus one adapted to a
particular one can be substantial. We present a particularly simple approx-
imation problem here to illustrate this effect. For more complex results, see
(DeVore, Howard & Micchelli 1989).

Let us consider the problem of approximating functions of one variable
whose derivatives are integrable. This is an even weaker condition than what
we used in section 0.3, and we wish to consider approximation in a stronger
norm, the maximum norm. We consider approximation by the space S of
piecewise constant functions on a partition

(0.8.1) A={zg,21,...,2, : O=x9g <1 < -+ <2y =1}.
In this case, we will say that size(A) = n. It is not hard to see that the best
result of the form

vVESA

1
(0.8.2) inf flu—of__ < cn—p/ ()| d
0

to hold for all u (with a fixed mesh) is to have p = 0. Indeed, whatever the
mesh, we can let u go from zero at z¢ to one at z; (and stay at one the

rest of the interval). This particular u has fol |/ (z)] dz =1 and yet

1

'ulerng ||u - vaaX = 5
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Of course, writing u as the integral of v’ (cf. (0.4.6)) allows us to prove
(0.8.2) with C' =1 and p = 0, simply by taking v = 0.

On the other hand, suppose that we fix a particular u and ask that
(0.8.2) hold for some partition A as in (0.8.1). That is, what if we are
allowed to choose A based on properties of u? To be more precise, we are
making the distinction between a statement that Yu JA such that (0.8.2)
holds versus our earlier statement that, given A, (0.8.2) holds Vu.

To see that there is a better estimate possible with an adaptively chosen
mesh, suppose that we have a u such that fol |u'(x)| dz = 1. The function

(0.8.3) é(z) = /O ") dt

vanishes at = 0 and is a non-decreasing function. Moreover, ¢(1) = 1, so
there must be a points z; where ¢(z;) = ¢/n and such that z; < z;4; for all
i. If by chance we have x,, < 1 in this process, we set x,, = 1. One property
of this partition is that

(0.8.4) /xl [u'(t)| dt = ¢p(z;) — d(xi—1) = %

foralli=1,...,n.
To approximate u on the interval [x;_1,x;] we use the constant ¢; =
u(z;—1). Then for x € [z;_1, 2]

/ o' (t) dt

proving that (0.8.2) holds for all n with p = 1 and C' = 1, at least when
fol |/ ()] dz = 1. In the general case, simply divide everything in (0.8.2)
Ty
by [, [v/(x)] dz.
Again to get the quantifiers right, let us define the approximation quo-
tient

(0.8.3) lu(z) —¢;| =

< ") dt = —
<[ -

i—1

1
(0.8.5) Q. 2) = jnf Ju= vl ) [ (@)l

for a given u such that 0 < fol |u/(x)]dz < oo and a given partition A.
Then the first result we proved is that

(0.8.6) VA Ju such that Q(u,A) >

N

and yet in the second result we constructed a A to prove that

(0.8.7) Vu JA with size(A) =n  such that Q(u, A) <

S |-
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These results indicate what a dramatic difference in approximation power
there can be in using a fixed mesh versus a mesh adapted to a particular
function.

0.9 Weighted Norm Estimates

Suppose h(x) is a function that measures the local mesh size near the
point z. In particular, we will assume that h is a piecewise linear function
satisfying

h(z;) = hj + hjt
where h; = z; — x;_1 (and we set hpq1 = hy, and hg = h1). Note that for
allj=1,....n
(0.9.1) h(x) > hj Vx € [l‘jfl,iﬂjL

since this holds at each endpoint of the interval and A is linear between
them.

We begin by deriving a basic estimate analogous to (0.4.5). From its
proof and (0.9.1), we have

il =Y [ - w) @? e
i=1"7Ti-1
1 . 2 o " 2
< 52}11 u”(x)* dx
i Ti 1
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Therefore,
1
V2

We next derive an L? estimate analogous to the first inequality in
Theorem 0.3.5. Choosing w as was done in the proof of that result, we find

(0.9.2) lu—usl g < —[1hu"].

llu — usH2 =a(u — ug,w)

where w solves the boundary value problem (0.1.1) with u — ug as right-
hand-side. For simplicity of notation, let e := u — ug. Using the orthogo-
nality relation (0.3.1) and Schwarz’ inequality, we find
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ale,w) = ale,w — wr)

= /0 h(u —ug)'(w —wy)'/hdz

<(/ (b —ug))? dx>1/2 (f (w0 —wry ) i)

From the results of Sect. 0.4 we have

/ (= wr) @)/ h(a Z / (w — wr) () /h(2))?
Sihﬁ/j

i=1

< Z %/ - w" (z)? de.

1/2

(w —wy)" (z)? dz

S

Combining the previous inequalities, we have

N , 1/2
1 [*
0.9.3 ale,w) < ||he’ - w” (z)? da )
2
i1 < /T

Recalling that —w” = e, we find

2
lel” = a(e, w)

N oa 1/2
< 5lhe’ <Z / ") dx>

1

= —||re'|| |lell.
\/§H [ [lell

Dividing by ||e|| and recalling that e = u — ug, we have proved

1/2

(0.9.4) u—us| < % </01 (h(u—ug)')” dx)

This says that the L? error can always be estimated in terms of a weighted
integral of the squared derivative error, where the weight is given by the
mesh function (0.9.1). Now we proceed to estimate the “weighted energy”

norm on the right hand side of (0.9.4).
Let us write e := u — ug for simplicity. Then first observe that

1 1
/ (h(u —ug))* dz = ||he'||” = a(e, h%e) — / 2hh'ee’ dx
0 0

simply by expanding the expression a(e, h?e). We will begin to make the
assumption that &’ is small, i.e., that the mesh does not change rapidly (for

a uniform mesh, A" = 0). This will allow us to neglect the term
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1
/ 2hh'ee dx
0

in comparison with the other terms in the preceding equation. To do so, we
will make frequent use of the arithmetic-geometric mean inequality, which
is nothing more than the simple observation that, for any real numbers a
and b,

ab < % (a2 +62)

(just observe that 0 < (a—b)? = —2ab+a?+b?). A slightly more complicated
version of the inequality comes by writing

ab = (ea)(b/e) < % ((ea)® + (b/e)?).

Writing 6 in place of €2, we find

) 1
0.9.5 b< —a®+ =b?
( ) ab< za + 25
for any § > 0.
Let M := ||A'||,ax- Then Schwarz’ inequality and the arithmetic-
geometric mean inequality imply
1 1
/ 2hh ee dx §2M/ |hee'| dx
0 0
< 2M||he’|| [le]|
2 2
< 0 ([lhe'|* + Jell?) -
Therefore,

Ine'|* < afe h2e) + M (I1ne’I” + lel*)
and hence,
(1= M)||he'||” < ale, h%e) + Me|*.

We now estimate the term a(e, h%e). Let w := h%e. From (0.9.3) and
the arithmetic-geometric mean inequality,

ae, h%e) = ale,w)

X N 172
ey <Z / (")’ dx>
V2 i=1 v Ti-1
1-M 9 1 LBy 9
< ! 12
< =Sl +4(1M);/xi_l(w) da

which, combined with the previous estimate, implies that
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1-M 2
e’ < Z / ® o M]le]”

Expanding, we have (on each interval (z;_1, ;) separately)

"= h2e" 4+ 4hh'e +2 (W) e

since h” = 0. Expanding again, and using the arithmetic-geometric mean
inequality, we find

(w")? <h* (e")? + 16M2 (he')? + AM*e?
+ 8MR3|e"||e!| + 4M2h?|e”||e| + 16 M>h|€’||e]
<7h*(¢")* + 28M? (he')” + 14M*e?.

Integrating, we find

1-—
||h /H Z/ 7h4 //

TM? ) ™ )
he’ M+ ——
Do+ ( +2<1_M)>“€“7

+

which implies

1-M  7TM? 1 N e
(55 - 25 ) el < 1_M);/m7h<e>

+ (M + 2(17M4M)> el

-1
Letting ¢; = (% — 17%\;) and recalling that ¢” = u”, we have

2 7 2 M
[he'||* < T Hh u"|P + e (M+ 2()> el
provided that
1
< —F.
1++/14
Combining with estimate (0.9.4), we find that
TM* Tcr 9
(2 —C1 (M + 2(1—]\4))) HU USH r”h UHH

Finally, we assume that M is sufficiently small so that

TM?
2 — M+ ——
Cl< +2(1—M)>>O
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(observe that ¢; — 2 as M — 0), and we conclude that

(0.9.6) lu —us|” < C(M)|[n2u"”

where C(M) — 7/4 as M — 0.
We summarize the above results in the following theorem.

(0.9.7) Theorem. Without any restrictions on the mesh, we have

[u—us|g < \*@HhU"II
and
Ju—us|| < fllh(u —ug)'[|.

Provided that the mesh-size variation, M := ||W'|| ... s sufficiently small,
there is a constant, C', depending on M but otherwise independent of the

mesh, such that
lu —ug|| < CHhQu”H.

The condition that the derivative of h be small is easy to interpret.
From its definition,

hiv1 — hi—1 1
h/|(a:i_1.,:ci) = Hhil =Ti41 —
1 K3

where r; is the ratio of lengths of adjacent mesh intervals, r; = h;/h;—_1.
Thus, |A'| is small whenever these ratios are sufficiently close to one. How-
ever, this does not preclude strong mesh gradings, e.g., a geometrically
graded mesh, z; = €®(*=") for § sufficiently small.

0.x Exercises

0.x.1 Verify the expressions (0.5.1) for the “stiffness” matrix K for piece-
wise linear functions. If f is piecewise linear, i.e.,

= fidi(x)
i=1
determine the matrix M (called the “mass” matrix) such that

KU = MF.

0.x.2 Give weak formulations of modifications of the two-point boundary-
value problem (0.1.1) where
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0.x.3

0.x.4

0.x.5
0.x.6

0.x.7

0.x.8

0.x.9

Chapter 0. Basic Concepts
a) the o. d. e. is —u” +u = f instead of —u” = f and/or
b) the boundary conditions are u(0) = u(1) = 0.

Explain what is wrong in both the variational setting and the clas-
sical setting for the problem

- = f with «'(0) = /(1) = 0.
That is, explain in both contexts why this problem is not well-posed.

Show that piecewise quadratics have a nodal basis consisting of val-
ues at the nodes x; together with the midpoints 1 (z; + z;41). Cal-
culate the stiffness matrix for these elements.

Verify (0.5.2).

Under the same assumptions as in Theorem 0.4.5, prove that
lu—ur|| < Ch?[|u”].

(Hint: use a homogeneity argument as in the proof of Theorem 0.4.5.
Using the notation of that proof, show further that

1 1
/ w(z)?de < 5/ w'(z)? de,
0 0

by utilizing the fact that w(0) = 0. How small can you make ¢é if
you use both w(0) = 0 and w(1) = 07)

Using only Theorems 0.3.5 and 0.4.5, prove that

inf [ju —v| < Ch?|lu"||.

veS
Exercise 0.x.6 also would imply this result independently. Compare
the different constants, C', derived with the different approaches.

Prove that (0.1.1) has a solution u € C?([0,1]) provided f €
C°([0,1]). (Hint: write

u@%:Ax(LlﬂﬂdOds

and verify the equations.)

Let V denote the space, and a(-,-) the bilinear form, defined in
Sect. 0.1. Prove the following coercivity result

o] + ||/ < Ca(v,v) Yo e V.

Give a value for C. (Hint: see the hint in exercise 0.x.6. For simplic-
ity, restrict the result to v € VN C*(0,1).)



0.x.10

0.x.11

0.x.12

0.x.13

0.x.14

0.x.15
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Let V denote the space, and a(-,-) the bilinear form, defined in
Sect. 0.1. Prove the following version of Sobolev’s inequality:

o] < Ca(v,v) YveV.

max

Give a value for C'. (Hint: see the hint in exercise 0.x.6. For simplic-
ity, restrict the result to v € V. N C*(0,1).)

Consider the difference method represented by (0.5.3), namely

-2 U1 -U; Ui =Ui1\ '
hi 4 hita ( hiva i ) = @),

Prove ig := > U;¢; satisfies the following modification to (0.2.1):
a(ts,v) = Q(fv) YveS

where a(-,-) is the bilinear form defined in Sect. 0.1, S consists of
piecewise linears as defined in Sect. 0.4 and () denotes the quadra-
ture approximation based on the trapezoidal rule

n

Q(w) = Z Mw(ml)

4 2
=0

Here ¢;, z; and h; are as defined in Sect. 0.4; we further define
ho = hp+1 = 0 for simplicity of notation.

Let @@ be defined as in exercise 0.x.11. Prove that

gc;ﬁz/l " (2)] da.
i=1"%i-1

(Hint: observe that the trapezoidal rule is exact for piecewise linears
and refer to the hint in exercise 0.x.6.)

Q) - [ vl

Let ug solve (0.2.1) where S consists of piecewise linears as defined
in Sect. 0.4 and let 2ig be as in exercise 0.x.11. Prove that

la(us —as,v)| < CR* (IF 1+ I1£71) (lvll + Il - Vo € S,

(Hint: apply exercise 0.x.12 and Schwarz’ inequality.)

Let ug and 4g be as in exercise 0.x.13. Prove that
lus — sl < CR* (ILF/1 + 71 -

(Hint: apply exercise 0.x.13, pick v = ug — g and apply exercise
0.x.9.)

Let @g be as in exercise 0.x.11 and let u solve (0.1.1). Prove that
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1w = s [|nax < C* ([ Fllmax + 11+ 1LF71) -

(Hint: apply exercise 0.x.14 and Theorem 0.7.2.)

0.x.16 Give weak formulation of modifications of the two-point boundary-
value problem (0.1.1) where the boundary conditions are u(0) = 0
and «'(1) = A. (Hint: show that a(u,v) = F(v) where F is the
linear functional F(v) = Av(1).)



Chapter 1

Sobolev Spaces

This chapter is devoted to developing function spaces that are used in the
variational formulation of differential equations. We begin with a review
of Lebesgue integration theory, upon which our notion of “variational” or
“weak” derivative rests. Functions with such “generalized” derivatives make
up the spaces commonly referred to as Sobolev spaces. We develop only a
small fraction of the known theory for these spaces—just enough to establish
a foundation for the finite element method.

1.1 Review of Lebesgue Integration Theory

We will now review the basic concepts of Lebesgue integration theory, cf.
(Halmos 1991), (Royden 1988) or (Rudin 1987). By “domain” we mean
a Lebesgue-measurable (usually either open or closed) subset of IR™ with
non-empty interior. We restrict our attention for simplicity to real-valued
functions, f, on a given domain, {2, that are Lebesgue measurable; by

/Q f(z)dz

we denote the Lebesgue integral of f (dz denotes Lebesgue measure). For

1<p<oo,let
1/p
1l ey = ( / |f<x>de) ,

and for the case p = oo set

£l o (2 := ess sup{|f(z)| : = € 2}.
In either case, we define the Lebesgue spaces
(1.1.1) LP(2) = Af [ fll ooy < o0}

To avoid trivial differences between functions, we identify two functions, f
and g, that satisfy ||f — g||Lp(Q) = 0. For example, take n = 1, 2 =[-1,1]
and
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(1.1.2) f(x) :={(1) iig and  g(x) ::{(1) i;g

Since f and g differ only on a set of measure zero (one point, in this case),
we view them as representing the same function. With a small ambiguity of
notation, we then think of LP(f2) as a set of equivalence classes of functions
with respect to this identification. There are some famous (and useful)
inequalities that hold for the functionals defined above:

(1.1.3)  Minkowski’s Inequality For 1 < p < oo and f,g € LP({2), we
have
1f +9lloo) < Iflleo) + 19l 2o o) -

(1.1.4) Holder’s Inequality For 1 < p,q < oo such that 1 =1/p+1/q,
if f € LP(2) and g € LI($2), then fg € L*(£2) and

1 gl 2y < 1Al ooy 190 o) -

(1.1.5)  Schwarz’ Inequality This is simply Hélder’s inequality in the
special case p = q = 2, viz. if f,g € L?>(§2) then f g € L'(£2) and

/Q @)@ dz < 1L 9l 2o -

In view of Minkowski’s inequality and the definitions of ||-[|;, g, the space
L?(§2) is closed under linear combinations, i.e., it is a linear (or vector)
space. Moreover, the functionals ||-[| ., (¢ have properties that classify them
as norms.

(1.1.6) Definition. Given a linear (vector) space V., anorm, ||-||, is a function
on V with values in the non-negative reals having the following properties:

i) vl >0 VveV
v =0 <= v=0
i) |le-v||=|c - |lv] Vee R,veV, and
i) |lv+w|| <|lv|| + lw|| Yv,weV (the triangle inequality).

A norm, || - ||, can be used to define a notion of distance, or metric,
d(v,w) = ||lv — w]|| for points v,w € V. A vector space endowed with the
topology induced by this metric is called a normed linear space. Recall that a
metric space, V, is called complete if every Cauchysequence {v;} of elements
of V has a limit v € V. For a normed linear space, a Cauchy sequence
is one such that ||v; —wvg| — 0 as j,k — oo, and completeness means
that ||v —v;|| — 0 as j — oo. The following definition encapsulates some
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key features of linear spaces of infinite dimensions needed for theoretical
development.

(1.1.7) Definition. A normed linear space (V,||-||) is called a Banach space
if it is complete with respect to the metric induced by the norm, ||-||.

(1.1.8) Theorem. For 1 < p < oo, LP(12) is a Banach space.

This theorem (whose proof may be found in the references at the begin-
ning of this section) is a cornerstone of Lebesgue integration theory. Note
that it incorporates both Minkowski’s inequality and a limit theorem for
the Lebesgue integral; that is, if f; — f in LP({2) then (cf. exercise 1.x.3)

(1.1.9) /Q|fj(x)\pdxﬂ/n|f(x)|pdx as j — oo.

However, Holder’s inequality and more subtle limit theorems are not re-
flected in this characterization of the Lebesgue spaces.

A key reason that the Lebesgue integral is preferred over the Riemann
integral is the aspect of “completeness” that it enjoys, i.e., that appropriate
limits of integrable functions are integrable, a property that the Riemann
integral does not have. For example, we can easily evaluate an improper
integral to determine that the function log x has a finite integral on any
finite interval of the form [0,a]. Correspondingly, if {r,, : n =1,2,...} is
dense in the interval [0,1], then the functions

J
(1.1.10) fi(@)=> 27"log |z — 1|

all have improper integrals, and one easily sees that

/0 (o) d

Therefore, the “limit” function

1
(1.1.11) < 2/ |log x| dx.
0

oo

(1.1.12) fla):=> 27" log |z — 1]

n=1

should have a finite mtegral” on [0,1], again satisfying

(1.1.13) x)dx

<2/ [log z| dx.

However, f is infinite at some point in any open sub-interval of [0, 1] and
so it is not Riemann integrable on any sub-interval of [0, 1]. Thus, it is not
possible, even via “improper” Riemann integrals, to determine if f has a
finite integral. On the other hand, one can show (see exercise 1.x.6) that it
is Lebesgue integrable and that (1.1.13) holds.
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1.2 Generalized (Weak) Derivatives

There are several definitions of derivative that are useful in different situa-
tions. The “calculus” definition, viz.

(o) = iy M1 00)

is a “local” definition, involving information about the function u only near
the point z. The variational formulation developed in Chapter 0 takes a
more global view, because pointwise values of derivatives are not needed;
only derivatives that can be interpreted as functions in the Lebesgue space
L?(02) occur. In the previous section, we have seen that pointwise values
of functions in Lebesgue spaces are irrelevant (cf. (1.1.2)); a function in
one of these spaces is determined only by its global behavior. Thus, it is
natural to develop a global notion of derivative more suited to the Lebesgue
spaces. We do so using a “duality” technique, defining derivatives for a class
of not-so-smooth functions (see Definition 1.2.3) by comparing them with
very-very-smooth functions (introduced in Definition 1.2.1).

First, let us introduce some short-hand notation for (calculus) partial
derivatives, the multi-index notation. A multi-index, «, is an n-tuple of
non-negative integers, «;. The length of « is given by

laf == Zai.
i=1
For ¢ € C°°, denote by

8 «
D¢, D¢, (ax) ¢, ¢, and 9%

the usual (pointwise) partial derivative

8 (&5} 8 Qn

Given a vector (z1,...,%y), we define x® = z{* - 252 --- 2%, Note that
if x is replaced formally by the symbol % = (ng, ceey ng), then this

definition of z¢ is consistent with the previous definition of (g—z)a. Note
that the order of this derivative is given by |a].

Next, let us introduce the concept of the support of a function defined
on some domain in IR™. For a continuous function, w, this is the closure of
the (open) set {x : u(z) # 0}. If this is a compact set (i.e., if it is bounded)
and it is a subset of the interior of a set, {2, then w is said to have “compact
support” with respect to 2. (Outside the support of a function, it is natural
to define it to be zero, thus extending it to be defined on all of IR™.) When
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{2 is a bounded set, it is equivalent to say that u vanishes in a neighborhood
of 912.

(1.2.1) Definition. Let 2 be a domain in IR™. Denote by D(§2) or C§°(12)
the set of C*°(£2) functions with compact support in (2.

Before proceeding any further, it would be wise to verify that we have
not just introduced a vacuous definition, which we do in the following:

(1.2.2) Example. Define

L el/(lxlz_l) |$| < 1
#a) '_{0 o] > 1.

We claim that, for any multi-index a, ¢(®(z) = Py (x)d(z)/(1 — |z|?)l*]
for some polynomial P,, as we now show. For || < 1, we can differenti-
ate and determine, inductively in a, that ¢(®)(z) = P,(z)e~*tl*! for some
polynomial P,, where t = 1/(1 — ||?). Further, ¢(®)(z) = 0 for |z| > 1.
Thus, the formula above for ¢(®) is verified in the case |x| # 1. Since the
exponential increases faster than any finite power, ¢(®(z)/ (1 — |a:|2)k =
Py (x)tleltk jet — 0 as |z| — 1 (ie., as t — oo) for any integer k. Applying
(inductively) these facts with k = 0 shows that ¢(®) is continuous at || = 1,
and using k = 1 shows it is also differentiable there, and has derivative zero.
Thus, the claimed formula holds for all x. Moreover, we also see from the
argument that ¢(®) is bounded and continuous for all a. Thus, ¢ € D(£2)
for any open set {2 containing the closed unit ball. By scaling variables
appropriately, we see that D(£2) # () for any 2 with non-empty interior.

We now use the space D to extend the notion of pointwise derivative
to a class of functions larger than C'°°. For simplicity, we restrict our notion
of derivatives to the following space of functions (see (Schwartz 1957) for a
more general definition).

(1.2.3) Definition. Given a domain {2, the set of locally integrable functions
is denoted by

Lipo(82):={f : f€L"(K) Vcompact K C interior 2} .

Functions in L,! (£2) can behave arbitrarily badly near the bound-
ary, e.g., the function e/ MmO o L,.(£2), although this aspect is some-
what tangential to our use of the space. One notational convenience is that
L, (£2) contains all of C°(£2), without growth restrictions. Finally, we come
to our new definition of derivative.
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(1.2.4) Definition. We say that a given function f € L} (£2) has a weak
derivative, D f, provided there exists a function g € L;} (£2) such that

loc

/Q g(@)p(x)dz = (~1)l° /Q f(@)¢® (@) dr Vo € D(Q).

If such a g exists, we define DS f = g.

(1.2.5) Example. Take n = 1, 2 = [—1,1], and f(z) = 1 — |z|. We claim
that D] f exists and is given by
() i= { 1 z<0
g\x) -1 z>0.

To see this, we break the interval [—1,1] into the two parts in which f is
smooth, and we integrate by parts. Let ¢ € D(f2). Then

1 0 1
[ @) (@) do = / @) (a)da + / f(2)¢! () de

0
— [ noyde+ o2, — [ (10t do + Sl

—1 0

- / a(2)6(x) dz + (f6)(0-) — (f6)(0+)

-1

- [ st e

because f is continuous at 0. One may check (cf. exercise 1.x.10) that D] f
does not exist for j > 1.

One can see that, roughly speaking, the new definition of derivative
is the same as the old one wherever the function being differentiated is
regular enough. In particular, continuity of f in the example was enough
to insure existence of a first-order weak derivative, but not second-order.
This phenomenon depends on the dimension n as well, precluding a simple
characterization of the relation between the calculus and weak derivatives,
as the following example shows.

(1.2.6) Example. Let p be a smooth function defined for 0 < r < 1 satisfying

1
/ I’ (r)| 7"t dr < oo,
0

Define f on 2 = {x € R™ : |z| < 1} via f(x) = p(|z|). Then DS f exists
for all |a| = 1 and is given by

g(x) = o (lz))z®/]|.
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The verification of this is left to the reader in exercise 1.x.12.

This example shows that the relationship between the calculus and
weak derivatives depends on dimension. That is, whether a function such
as |z|" has a weak derivative depends not only on r but also on n (cf. exercise
1.x.13). However, the following fact (whose proof is left as an exercise) shows
that the latter is a generalization of the former.

(1.2.7) Proposition. Let o be arbitrary and let ¢ € C1°1(£2). Then the weak
derivative DSt exists and is given by D).

As a consequence of this proposition, we ignore the differences in defi-
nition of D and D,, from now on. That is, differentiation symbols will refer
to weak derivatives in general, but we will also use classical properties of
derivatives of smooth functions as appropriate.

1.3 Sobolev Norms and Associated Spaces

Using the notion of weak derivative, we can generalize the Lebesgue norms
and spaces to include derivatives.

(1.3.1) Definition. Let k be a non-negative integer, and let f € L,} (£2).
Suppose that the weak derivatives D2 f exist for all |a| < k. Define the
Sobolev norm

1/p

1 lwsior = | 30 108100

lal<k

in the case 1 < p < 0o, and in the case p = oo

Hf||W§C(Q) = Iglgli HDfJfHLoo(Q) :

In either case, we define the Sobolev spaces via

W) = {f € L) 5 Ifllwo) <}

The Sobolev spaces can be related in special cases to other spaces. For
example, recall the Lipschitz norm

[f(z) = f(y)

:%yeﬂw#y}
|z —yl

1oy = ||f||me)+sup{



30 Chapter 1. Sobolev Spaces

and the corresponding space of Lipschitz functions
Lip(2) = {J € L2(D) + |llipey < o0}

Then for all dimensions n, we have Lip(2) = WL () with equivalent
norms, at least under certain conditions on the domain {2 (cf. exercises
1.x.15 and 1.x.14). (Two norms, ||-||; and [-||5, on a linear space V are said
to be equivalent provided there is a positive constant C' < oo such that
loll,/C < |lvlly < C|lv|l; Vv € V.) Moreover, for k > 1

Wk (02) = {feC’“‘l(Q) . £ e Lip(2) Y |a gk_l}.

In one dimension (n = 1), the space W{(£2) can be characterized as the
set of absolutely continuous functions on an interval (2 (cf. (Hartman &
Mikusinski 1961) and exercises 1.x.17 and 1.x.22).

It is easy to see that ||'HW5(Q) is a norm. Thus, W) (£2) is by definition

a normed linear space. The following theorem shows that it is complete.

(1.3.2) Theorem. The Sobolev space W (12) is a Banach space.

Proof. Let {v;} be a Cauchy sequence with respect to the norm ”'”Wﬁ(o)'
Since the [|-]|yyx (o) norm is just a combination of ||-[| 5 q) norms of weak
derivatives, it follows that, for all |a| < k, {DSv;} is a Cauchy sequence
with respect to the norm |[-[|;, (). Thus, Theorem 1.1.8 implies the ex-
istence of v € LP({2) such that [|[Dgv, fva||Lp(m — 0as j — oo. In

particular, v; — v(®++0) =: v in LP(£2). What remains to check is that
DSwv exists and is equal to v®
First, note that if w; — w in LP({2), then for all ¢ € D(£2)

(1.3.3) / ) dz — /

This follows from (1.1.9) and Holder’s inequality:
i — w6l gy < 10 = wll ) 16l gy = 0 a5 G — 0.
To show that D v = v, we must show that
/ vWodr = (—1) / 0o\ dr Vo € D(12).
2 o)

This follows from the definition of the weak derivative, D¢
applications of (1.3.3):

ovj, and two

J—00

= lim (71)|a|/ v;¢\® dx = (,1)|a\/ v du. O
o) I7)

J—00

/vaqﬁdx = lim (Dgv;) pdx
2 9]
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There is another potential definition of Sobolev space that could be
made. Let HJ(£2) denote the closure of C*(£2) with respect to the Sobolev

norm ||-||W§(_Q). In the case p = oo, we have HE = C*, and this is not

the same as WE (£2). Indeed, we have already identified the latter as being

related to certain Lipschitz spaces. However, for 1 < p < oo, it turns out
k _ k . .

that H;(2) = W;(§2). The following result was proved in a paper (Meyers

& Serrin 1964) that is celebrated both for the importance of the result and

the brevity of its title.

(1.3.4) Theorem. Let £2 be any open set. Then C>(£2) N W}(£2) is dense
in WF(£2) for p < cc.

(1.3.5) Remark. This result should be contrasted with another kind of den-
sity result, namely, the density of C°°(£2) in Sobolev spaces. The latter
cannot happen whenever part of the domain lies on both sides of part of
its boundary, as occurs with a slit domain that is frequently used to model
crack propagation problems (cf. exercise 1.x.26). In order for this stronger
density result to hold, some sort of regularity condition must also hold.
For example, it is known (cf. Adams 1975) to be valid if 2 satisfies the
segment condition, i.e., if for all x € 942 there is an open ball B, containing
x and a non-trivial vector n, such that for all z € 2N B, the segment
{z+1tn, : 0<t<1} C 2. The vector n, plays the role of an inward-
directed normal to 02 at x. Many of the domains considered here satisfy
this condition (cf. exercise 1.x.25).

(1.3.6) Remark. The validity of the theorem can be seen in the case 2 = IR”
as follows. (For a more general case, see exercise 1.x.19.) From Example
1.2.2, we see that there exist non-negative ¢ € D({2), and so by normal-
izing appropriately, we can assume that there is such a ¢ € D(£2) further
satisfying [, ¢(x) dz = 1. For any f € L,} (£2) and € > 0, define

loc

fe(z) = Qf(y)¢((ﬂf—y)/€)dy,

that is, we have f. = f * ¢° where ¢°(y) := e "P(y/e) Vy € 2 and “«”
denotes convolution. From the dominated convergence theorem, it is easy to
see that f. is C*° and that f € LP(£2) implies f. — f in LP({2). Moreover,
if f e WZ’f(Q) then the same can be said of the derivatives of f. and f,
by differentiating under the integral sign and using the definition of weak
derivative, thus proving the result. The function f, is called a “mollification”

of f.

For technical reasons it is useful to introduce the following notation
for the Sobolev semi-norms.
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(1.3.7) Definition. For k a non-negative integer and f € W}F(£2), let

1/p
[flws) = > Dl
la|=k
in the case 1 < p < 0o, and in the case p = o0
oy = max 1Dl o)

1.4 Inclusion Relations and Sobolev’s Inequality

Given the number of indices defining Sobolev spaces, it is natural to hope
that there are inclusion relations to provide some sort of ordering among
them. Using the Definition 1.3.1 and exercise 1.x.1, it is easy to derive the
following propositions.

(1.4.1) Proposition. Suppose that 2 is any domain, k and m are non-
negative integers satisfying k < m, and p is any real number satisfying
1 <p<oco. Then W'(2) C WE(R2).

(1.4.2) Proposition. Suppose that (2 is a bounded domain, k is a non-
negative integer, and p and q are real numbers satisfying 1 < p < q < oo.
Then WF(£2) c WF(R2).

However, there are more subtle relations among the Sobolev spaces. For
example, there are cases when k < m and p > ¢ and W(£2) C W} (12).
The existence of Sobolev derivatives imply a stronger integrability condition
of a function. To set the stage, let us consider an example to give us guidance
as to possible relations among k, m, p, and ¢ for such a result to hold.

(1.4.3) Example. Let n > 2, let 2 = {x € R™ : |z| < 1/2} and consider
the function f(z) = log ‘ log || ‘ From Example 1.2.6 (and exercise 1.x.12),
we see that f has first-order weak derivatives

D f(z) = 2%/ (|a|*log |z)

(o] = 1). From exercise 1.x.5, we see that D f € LP({2) provided p < n.
For example,

D f(@)[* < pllz]) =1/ (|z["|log |z]|")
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satisfies the condition of exercise 1.x.5 because p(r)r*~! =1/ (r|logr|?) is
integrable for all n > 2 on [0,1/2]. In fact, the change of variables r = e™*

gives
V2 g > dt
/ 7rn:/ T < 00 (n>2)
o Tllogr] log 2 t

Similarly, it is easy to see that f € LP(£2) for p < co. Thus, f € W} (2) for
p < n. Note, however, that in no case is f € L ({2).

This example shows that there are functions that are essentially infinite
at points (such points could be chosen as in (1.1.12) to be everywhere
dense), yet which have p-th power integrable weak derivatives. Moreover,
as the dimension n increases, the integrability power p increases as well.
On the other hand, the following result, which will be proved in Chapter 4,
shows that if a function has p-th power integrable weak derivatives for
sufficiently large p (with n fixed), it must be bounded (and, in fact, can
be viewed as being continuous). But before we state the result, we must
introduce a regularity condition on the domain boundary for the result to
be true.

(1.4.4) Definition. We say {2 has a Lipschitz boundary 02 provided there
exists a collection of open sets O;, a positive parameter €, an integer N
and a finite number M, such that for all x € 0f2 the ball of radius €
centered at x is contained in some O;, no more than N of the sets O;
intersect nontrivially, and each domain O; N 2 = O; N §2; where (2; is a
domain whose boundary is a graph of a Lipschitz function ¢; (i.e., £2; =
{(z,y) eR" : e R", y < ¢i(2)}) satisfying || ill Lipmn—1y) < M.

One consequence of this definition is that we can now relate Sobolev
spaces on a given domain to those on all of IR™.

(1.4.5) Theorem. Suppose that §2 has a Lipschitz boundary. Then there is
an extension mapping E : W;(Q) — W;f(]R") defined for all non-negative
integers k and real numbers p in the range 1 < p < oo satisfying Ev|g = v
Jor all v e W[(R2) and

1Bl rny < Cllvllwe o)

where C' is independent of v.

For a proof of this result, as well as more details concerning other
material in this section, see (Stein 1970). Of course, the complementary
result is true for any domain, namely, that the natural restriction allows
us to view functions in W} (IR™) as well defined in W} (£2). We now return
to the question regarding the relationship between Sobolev spaces with
different indices.



34 Chapter 1. Sobolev Spaces

(1.4.6) Theorem. (Sobolev’s Inequality) Let {2 be an n-dimensional domain
with Lipschitz boundary, let k be a positive integer and let p be a real number
in the range 1 < p < 0o such that

k>n when p=1
k>n/p when p>1.

Then there is a constant C' such that for all u € W} (£2)
[ull oo () < Cllullw ) -

Moreover, there is a continuous function in the L>(§2) equivalence class

of u.

This result says that any function with suitably regular weak deriva-
tives may be viewed as a continuous, bounded function. Note that Example
1.4.3 shows that the result is sharp, namely, that the condition k£ > n/p
cannot be relaxed (unless p = 1), at least when n > 2. When n = 1,
Sobolev’s inequality says that integrability of first-order derivatives to any
power p > 1 is sufficient to guarantee continuity. The result will be proved
as a corollary to our polynomial approximation theory to be developed in
Chapter 4. Note that we can apply it to derivatives of functions in Sobolev
spaces to derive the following:

(1.4.7) Corollary. Let 2 be an n-dimensional domain with Lipschitz bound-
ary, and let k and m be positive integers satisfying m < k and let p be a
real number in the range 1 < p < oo such that

k—m>n when p=1
k—m>n/p when p>1.

Then there is a constant C' such that for all u € W} (12)
lullwm () < Cllullws ) -
Moreover, there is a C™ function in the LP({2) equivalence class of u.

(1.4.8) Remark. If 042 is not Lipschitz continuous, then neither Theorem
1.4.5 nor Theorem 1.4.6 need hold. For example, let

Q2 ={(z,y) eR*: 0<z <1, |y <z}

where 7 > 1, and let u(x,y) = 2~¢/?, where 0 < € < r. Then

1
Z / |D *u|P dedy = ceyp/ TP dr < oo,
2 0

lal=1
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provided p < 1+ r — €. In this case, u € WI}(Q) but u is not essentially
bounded on {2 if € > 0. Choosing € so that it is possible to have p > 2, we
find that a Lipschitz boundary is necessary for Sobolev’s inequality to hold.
Since Sobolev’s inequality does hold on IR", it is not possible to extend u to
an element of W3 (IR?). Thus, the extension theorem for Sobolev functions
can not hold if 942 is not Lipschitz continuous.

1.5 Review of Chapter 0

At this point we can tie up many of the loose ends from the previous
chapter. We see that the space V introduced there can now be rigorously
defined as

V = {veW,(2) : v(0)=0}

where 2 = [0, 1], and that this makes sense because Sobolev’s inequality
guarantees that pointwise values are well defined for functions in W3 (£2).
(In fact, we are allowed to view W (£2) as a subspace of Cy,(§2), the Banach
space of bounded continuous functions.)

The derivation of the variational formulation (0.1.3) for solution of
(0.1.1) can now be made rigorous (cf. exercise 1.x.24). We have stated in
Sect. 1.3 (see the related exercises) that functions in Wil(£2), and a fortiori
those in W3 (£2), are absolutely continuous, implying that the Cantor func-
tion is not among them. However, we saw in Example 1.2.5 that piecewise
linear functions have weak derivatives that are piecewise constant. Thus, we
can assert that the spaces S constructed in Sect. 0.4 satisfy S C WL (£2),
and therefore that S C V.

Since Sobolev’s inequality implies that V' C Cy,(£2), exercise 0.x.8 shows
that w in the duality argument leading to Theorem 0.3.5 is well defined (also
see exercise 1.x.23).

In the error estimates for u—ug we make reference to the L?({2) norm,
[IIl, of second derivatives of functions. We can now make those expressions
rigorous by interpreting them in the context of functions in WZ(£2). In
particular, we can re-state the approximation assumption (0.3.4) as

(0.3.4bis) Je < oo such that Helg [w—v|, <ellw’| Ywe Wi (),
v

and the only condition needed for Theorem 0.4.5 to hold is f € L?(§2) (cf.
exercise 1.x.23).

Finally, in the proofs in Chapter 0 we argued that a(v,v) = 0 implied
v = 0. While it certainly implies that the weak derivative of v is zero as a
function in L?({2), to conclude that v must be constant requires a notion of
coercivity that will subsequently be developed in detail. For now, consider
the following simple case. From exercise 1.x.16, we know that, for allv € V,
we can write
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v(z) = /01 Dlu(s)ds

and use Schwarz’ inequality (cf. the proof of Theorem 0.4.5) to estimate

T
lv(z)]? < / Dlu(s)?ds.
0
Integrating with respect to x yields
1
2
||”HL2(Q) = ia(v,v)‘

In particular, this shows that if v € V satisfies a(v,v) = 0 then v =0 as an
element of L2({2). Moreover, recalling the definition of the W} (£2) norm,
we see that

(1.5.1) ||v||?,[,21(9) < ga(uv) Yo e V.

Thus, we can conclude that vanishing of a(v,v) for v € V' implies v is the
zero element in V' (or W3 (£2)). Inequality (1.5.1) is a coercivity inequality
for the bilinear form a(,-) on the space V. Note that this inequality is only
valid on the subspace V' of W3 (£2), not all of W3 (§2), since it fails if we take
v to be a non-zero constant function (regardless of what constant would be
substituted for 2).

1.6 Trace Theorems

In the previous section we saw that it was possible to interpret the “bound-
ary condition” v(0) = 0 in the definition of the space V' using Sobolev’s
inequality. As a guide to the higher-dimensional cases of interest later,
this is somewhat misleading, in that Sobolev’s inequality, as presented
in Sect. 1.4, will not suffice to interpret boundary conditions for higher-
dimensional problems. For example, we have already seen in Example 1.4.3
that, when n > 2, the analogue of the space V, namely W3 (§2), contains
unbounded functions. Thus, we cannot interpret the boundary conditions
in a pointwise sense, and Sobolev’s inequality will have to be augmented in
a substantial way to apply when n > 2. On the other hand, the function in
Example 1.4.3 can be interpreted as an L? function on any line in IR? since
the function log } log | - | ’ is p-th power integrable in one dimension.

The correct interpretation of the situation is as follows. The bound-
ary 02 of an n-dimensional domain {2 can be interpreted as an n — 1-
dimensional object, a manifold. When n = 1 it consists of distinct points—
the zero-dimensional case of a manifold. Sobolev’s inequality gives condi-
tions under which point values are well defined for functions in a Sobolev
space, and thus for boundary values in the one-dimensional case. For higher
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dimensional problems, we must seek an interpretation of restrictions of
Sobolev-class functions to manifolds of dimension n — 1, and in particular
it should make good sense (say, in a Lebesgue class) for functions in W} (£2).

We begin with a simple example to explain the ideas. Let {2 denote
the unit disk in IR?:

2 = {(=,y) : x2+y2<1} ={(r0) : 0<r<1,0<0<2n}.

Let u € C1(£2), and consider its restriction to 92 as follows:
1
/0 %( 2u(r,0)%) dr
1
/ 2 (r*uu, + ru®) (r,0) dr
0
1
= / 2 (rquw (z.9) +ru2) (r,0)dr
0 r

1
/ 2 (r?|u||Vau| + ru?) (r, ) dr
0

u(1,0)?

IN

IN

/0 2 (|u||Vu| +u?) (r, ) rdr. (r<1

Integrating with respect to 6 and using polar coordinates (cf. exercise 1.x.4),
we find

/ u?dh < 2/ (Ju||Vu| + u?) dzdy,
090 7

where we define the boundary integral (and corresponding norm) in the
obvious way:

2m
(1.6.1) /{m u?df := /0 u(1,6)*df =: ||u||2L2(aQ)-

Using Schwarz’ inequality, we have

1/2
Il < 2lullisqoy ([ (Fudody)  +2 [ o2 dody

The arithmetic-geometric mean inequality (cf. exercise 1.x.32), implies that

1/2 1/2 1/2
</ |Vu|? dxdy) + </ u? dl’dy) < <2/ (|Vu|2 +u2) dxdy) .
0] 2 2

Therefore,

1/2 1/2
(1.6.2) ull 200y < %HUHL/Z(Q) ”u”"‘i%(m'

This is an inequality analogous to Sobolev’s inequality, Theorem 1.4.6, ex-
cept that the L®°(£2) norm on the left-hand side of the inequality has been
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replaced by |[jul| 2(a)- Although we have only proved the inequality for
smooth u, we will see that it makes sense for all u € W4(§2), and corre-
spondingly that for such w the restriction u|g, makes sense as a function
in L?(042). But first, we should say what we mean by the latter space.
Using Definition 1.6.1, we can identify it simply with L2([0,27]) using the
coordinate mapping 6 — (cos 6,sin ). (More general boundaries will be
discussed shortly.) We can now use inequality (1.6.2) to prove the following
result.

(1.6.3) Proposition. Let (2 denote the unit disk in IR?. For all u € W}($2),
the restriction u|pn may be interpreted as a function in L?(082) satisfying
(1.6.2).

Proof. We will use (1.6.2) three times in the proof, which so far has only
been derived for smooth functions. However, in view of Remark 1.3.5, such
functions are dense in W3 (£2), so we may pick a sequence u; € C*(§2) such
that ||ju — uj||W21(Q) < 1/j for all j. By (1.6.2) and the triangle inequality,

1/2 1/2
Ik =il 2oy < V8w = w5y luk = il oy
11
< \4/§||u1c—uj||wzl(9) =< \4/§<j+k>

for all j and k, so that {u;} is a Cauchy sequence in L?(942). Since this space
is complete, there must be a limit v € L?(9£2) such that ||v — u; ||L2(8Q) — 0
as j — oo. We define

U|aQ = .
The first thing we need to check is that this definition does not depend
on the particular sequence that we chose. So suppose that v; is another
sequence of C'(£2) functions that satisfy |ju — vj||W21(Q) — 0 as j — oo.

Using the triangle inequality a few times and (1.6.2) again, we see that

lv— Uj”Lz(an)

< v =ujll 200y + lws = vill 200

< - Uj”Lz(a(z) + V8|lu; — ”J'HWZ}(Q)

< o= ulagoy + V8 (s = wlhwy oy + o= vsllwyo)
— 0

as j — o00. Thus, u|pq is well defined in L?(9£2). All that remains is to
check that (1.6.2) holds for u. Again, we use the validity of it for smooth
functions:

HUHLZ(aQ) = HU”L2(8Q) = jlgfolO”UjHL?(aQ)

. 1/2 1/2 1/2 1/2
i 8 [lusl| 5y sl oy = VB lullZaig lullyy

IN

W3 (£2) Wi ()"
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This completes the proof of the proposition. Note that (1.6.2) was used
repeatedly to extend its validity on a dense subspace to all of W} (§2); this
is a prototypical example of a density argument. O

(1.6.4) Remark. Note that this proposition does not assert that pointwise
values of u on 92 make sense, only that u|s; is square integrable on 92.
This leaves open the possibility (cf. exercise 1.x.28) that u could be infinite
at a dense set of points on 9f2. For smooth functions, the trace defined here
is the same as the ordinary pointwise restriction to the boundary.

(1.6.5) Remark. The proposition, at first glance, says that functions in
W4 (£2) have boundary values in L?(942), and this is true. However, this
by itself would not be a sharp result (not every element of L?(9f2) is the
trace of some element of W (£2)). But on closer inspection it says some-
thing which is sharp, namely, that the L?(9£2) norm of a function can be
bounded by just part of the W} (§2) norm (the square root of it), together
with the L?(§2) norm. This result might seem strange until we see that it
is dimensionally correct. That is, suppose that functions are measured in
some unit U, and that L denotes the length unit. Then the units of the
W (£2) norm (ignoring lower order terms) equal U, and those of the L?({2)
norm equal U - L. Neither of these matches the units of the square root
of the left-hand side of (1.6.2), Uv/L, but the square root of their product
does. Such a dimensionality argument can not prove an inequality such as
(1.6.2), but it can be used to disprove one, or simplify its proof (cf. exercise
1.x.31).

Now let us describe a generalization of Proposition 1.6.3 to more com-
plex domains. One natural approach is to work in the class of Lipschitz
domains. If 942 is given as the graph of a function ¢ (cf. (1.4.4)), we can
define the integral on 02 as

fis = [ fla o)V V@ do.
on Rn—1

If ¢ is Lipschitz, then the weight \/1 4 [V¢(x)|? is an L function (cf. ex-
ercise 1.x.14). In this way (cf. Grisvard 1985), we can define the integral on
any Lipschitz boundary, and correspondingly associated Lebesgue spaces.
Moreover, the following result holds.

(1.6.6) Theorem. Suppose that 2 has a Lipschitz boundary, and that p is
a real number in the range 1 < p < oo. Then there is a constant, C, such

that =y Y )
ollioany < Clolzide ol Vo e W),

We will use the notation Wpl(Q) to denote the subset of W)} (£2), con-
sisting of functions whose trace on 02 is zero, that is
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(1.6.7) W(2)={ve W) : vlog =0in L*(092)}.

p

Similarly, we let WZ’f (£2) denote the subset of Wzﬂ“(f}) consisting of functions
whose derivatives of order k — 1 are in WI}(.Q), ie.

(1.6.8) Wk(Q2) = {v e WHE() : v |0 =0in L2(0RQ) Vo] < k}

1.7 Negative Norms and Duality

In this section we introduce ideas that lead to the definition of Sobolev
spaces sz for negative integers k. This definition is based on the concept
of duality in Banach spaces. The dual space, B, to a Banach space, B, is
a set of linear functionals on B. (A linear functional on a linear space B is
simply a linear function from B into the reals, IR, i.e., a function L : B — R

such that
L(u+av) = L(u) +aL(v) Vu,v € B,a€R.)

More precisely, we distinguish between the linear space, B*, of all linear
functionals on B (cf. exercise 1.x.33), and the subspace B’ C B* of con-
tinuous linear functionals on B. The following observation simplifies the
characterization of such functionals.

(1.7.1) Proposition. A linear functional, L, on a Banach space, B, is con-
tinuous if and only if it is bounded, i.e., if there is a finite constant C such
that |L(v)| < Cljv||g Vv € B.

Proof. A bounded linear function is actually Lipschitz continuous, i.e.,
|L(u) — L(v)| = |L(u—v)| < Cllu—v|lg VYu,ve€ B.

Conversely, suppose L is continuous. If it is not bounded, then there must
be a sequence {v,} in B such that |L(v,)|/||vn| g > n. Renormalizing by
setting w,, = v, /n||v,| g gives |L(wy)| > 1 but |wy| g < 1/n, and thus
wy, — 0. But, by continuity of L, we should have L(w,) — 0, the desired
contradiction. O

For a continuous linear functional, L, on a Banach space, B, the propo-
sition states that the following quantity is always finite:

L(v
(1.7.2) IL||g = sup ( )
ozves [vllp

Exercise 1.x.34 shows that this forms a norm on B’, called the dual norm,
and one can show (cf. Tréves 1967) that B’ is complete with respect to it,
i.e., that B’ is also a Banach space.
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(1.7.3) Example. The dual space of a Banach space need not be a mysterious
object. One of the key results of Lebesgue integration theory is that the
dual spaces of LP can be easily identified, for 1 < p < oo. From Hélder’s
inequality, any function f € L9({2) (where %+% = 1 defines the dual index,
g, to p) can be viewed as a continuous linear functional via

LP(2)>v— /Qv(:c)f(x) dzx.

One version of the Riesz Representation Theorem states that all contin-
uous linear functionals on LP(f2) arise in this way, i.e., that (LP(£2))" is
isomorphic to L(£2).

(1.7.4) Example. The dual space of a Banach space can also contain totally
new objects. For example, Sobolev’s inequality shows that the Dirac 6-
function is a continuous linear functional on ij, provided k and p satisfy
the appropriate relation given in (1.4.6). Specifically, the Dirac d-function
is the linear functional

WH(R2) 3 v — v(y) = 6, (v),

where y denotes a given point in the domain (2. It can be seen that this can
not arise via an integration process using any locally integrable function
(cf. exercise 1.x.36), i.e., it can not be viewed as a member of any of the
spaces introduced so far.

(1.7.5) Definition. Let p be in the range 1 < p < oo, and let k be a negative
integer. Let q be the dual indezx to p, i.e., %Jr% = 1. Then the Sobolev space

WE(R2) is defined to be the dual space (Wq_k(()))/ with norm given by the
dual norm (cf. (1.7.2)).

(1.7.6) Remark. Note that we have defined the negative-index Sobolev
spaces so that, if the same definition were used as well for & = 0, then
the two definitions (cf. (1.3.1)) would agree for 1 < p < oo, in view of Re-
mark 1.7.3. Note also that different dual spaces are used to define negative-
index Sobolev spaces, in particular, it is frequently useful to use the dual
of a subspace of Wq_k(Q), and in view of exercise 1.x.35, this leads to a
slightly larger space. In either case, the negative Sobolev spaces are big
enough to include interesting new objects, such as the Dirac d-function.
Example 1.7.4 shows that § € W} (£2) provided k < —n+n/p (or k < —n
if p = 00).
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1.x Exercises

1.x.1

1.x.2

1.x.3

1.x4

1.x.5

1.x.6

Suppose that {2 is bounded and that 1 < p < g < oco. Prove that
Li(£2) C LP(£2). (Hint: use Holder’s inequality.) Give examples to
show that the inclusion is strict if p < ¢ and false if {2 is not bounded.

Show that the set of bounded, continuous functions on a domain {2
forms a Banach space with norm ||-[| ;o (g

Suppose that (2 is bounded and that f; — f in LP(f2). Using
Holder’s inequality prove that

/{2fj(x)dx—>/9f(:c)dx as §— o0,

Just in case you have not seen polar coordinates in n dimensions. De-
fine, inductively, mappings #* from subsets §2;, C IR* into (the unit
sphere in) RF! via (zf,... 2} ;) (w, ¢) := ((sin ¢)z""(w), cos ¢)
on
Qp ={(w,9) : weE_1, 0< <7},

with 2} (w) = (cos w, sin w) and 2; = {w : 0 <w < 27}. Define
the polar coordinate mapping X (w,r) := ra" 1 (w) for r > 0 and
w € 2,,_1. Prove that

n—1
X .
‘det 86(5:];;) = pn-l H (sin w;)7~!
j=2
for w = (w1,...,Wn—1) € 2,,—1 and r > 0. (Hint: do the calculation
for n = 2 and then show that
azk+1 azk
det I(w, 9) = (sin ¢)*det | Ow
210, 6) 2 (w)

by induction on k.)

Let n be a positive integer, and suppose that p is a non-negative,
smooth function defined for 0 < r <1 satisfying

1
: n—1
el—lgl-s- i p(r)r™ ™ dr < co.
Define f on 2 = {x € R™ : |z| < 1} via f(x) = p(|z|). Show that
f € LY(£2). (Hint: use the Monotone Convergence Theorem, polar
coordinates, cf. exercise 1.x.4, and Fubini’s Theorem.)

Let 2 = [0,1] and 1 < p < oo. Show that the function f defined
in (1.1.12) is in LP(£2), and moreover, that || f — fjll,, o) — 0 as
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1.x.8
1.x.9

1.x.10

1.x.11

1.x.12

1.x.13

1.x.14

1.x.15
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j — oo. (Hint: first show that log « € LP({2), and then use the fact
that LP({2) is a Banach space.)

Pick your favorite dense sequence {r,, }. Graph the function f defined
in (1.1.10) for various values of j.

Prove that (g—)a |z| = 2%/|z| for all z # 0 and |a] = 1.

xr
Prove Proposition 1.2.7. (Hint: use integration by parts and the fact
that C°(2) C L;..(£2).)
Prove that weak derivatives of order greater than one of the function,
f, in Example 1.2.5 do not exist.

Show that the condition in Example 1.2.6 implies that

lir% ™ Lp(r)| = 0.

(Hint: First show that 7"~ 1[p(r)| < f: 1o/ (t)| dt + C < C. If the
limit is not zero, then there are points r; tending to zero such that

-1 AR /
T / p(t)dt

J

== (p(rj +r5) — plry))]

> |r§“1 (Crj+~r))t" — cr;*”)|
=06>0

for appropriate v > 0. Show this contradicts the condition. Or apply
Hardy’s inequality (Stein 1970).)

Verify the existence of weak derivatives claimed in Examplel.2.6.
(Hint: use exercises 1.x.11, 1.x.8, 1.x.5, the Divergence Theorem
and a limit theorem for the Lebesgue integral.)

Let f(z) = |z|" for a given real number r. Prove that f has first-
order weak derivatives on the unit ball provided that » > 1 — n.

Prove that Lip(£2) C WL (£2). (Hint: f € Lip(£2) is a fortiori Lip-
schitz continuous in each variable separately, so has partial deriva-
tives a.e. Using Fubini’s Theorem, show by contradiction that these
must be essentially bounded on (2. Show that these derivatives are
actually weak derivatives by using the fact that Lipschitz functions
are absolutely continuous and that integration by parts is justified
for absolutely continuous functions.) What is the constant in the
equivalence relation between the Lipschitz norm and the Sobolev
WL (£2) norm corresponding to this inclusion?

Suppose that §2 is convex. Prove that WL (£2) C Lip(£2). (Hint:
given f € WL (2),¢6 € D(2) and y,z € £2, write
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1.x.16

1.x.17

1.x.18

1.x.19

1.x.20

Chapter 1. Sobolev Spaces

fly) = f(z) = lim [ f(z)D¢(x)dx
=0 Jn

where D denotes the directional derivative in the direction n, ., =
(y = 2)/ly — z| and

¢ (x) = En/0“¢(xyetny,z>¢<xz6tny)z> dt.

Note: the identity above must be proved, cf. the mollification argu-
ment in Remark 1.3.6 and exercise 1.x.18. Show that ¢¢ € D({2)
and that [|¢°[| ;1 (gny = |y — 2| by verifying and using the identity

¢°(a) = e"|yz/01¢<x_y_7<y_z)) dr.

€

Apply the definition of weak derivative and Holder’s inequality.)
Let n =1, 2 = [a,b] and f € W](£2). Prove that

b
/ DL f(z)dz = f(b)— f(a)

under the assumption that f is continuous at a and b. (Hint: use
the “integration by parts” formula that defines the weak derivative
and choose an appropriate sequence ¢; € D({2) such that ¢; — 1
on {2, cf. exercise 1.x.15.)

Prove that absolutely continuous functions on an interval [a, b] are
in Wi([a,b]). (Hint: use the fact that integration by parts makes
sense for absolutely continuous functions.)

Verify the statements of Remark 1.3.6. (Hints: show that D f. =
e~lelf « (D*¢) for all o; prove that f. — f in LP(£2); show also
that D f. = (D% f) x ¢¢ = (DS f). under appropriate conditions.)

A domain {2 is said to be star-shaped with respect to a point x if
Yy € {2 the line-segment connecting = and y lies within (2. (Here,
we mean the closed line-segment, so necessarily x € (2.) Prove that
C>(£2) is dense in W} (£2) for 1 < p < oo under the assumption
that {2 is star-shaped. (Hint: see (Dupont and Scott 1979); assume
2 = 0 and show that the “dilation” u,(y) = u(py) defined for p < 1
and y € {2 satisfies u, — v in W;f((?) as p — 1. Mollify u, as in
Remark 1.3.6 to get a smooth function w,. — u as p — 1 and
e—0.)

Prove Sobolev’s inequality in the case of n = 1, i.e., let 22 = [a, b]
and show that

||u||L°°(Q) <C HU’”Wll(Q) .
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(Hint: use the fundamental theorem of calculus and Theorem 1.3.4.
See the proof of the trace inequality (1.6.2) for technical help.) How
does the constant, C, depend on a and b7

Let 2 = [a,b] (here n = 1). Prove that all functions in Wi (§2) are
continuous (have a continuous representative). (Hint: use exercise
1.x.20 and Theorem 1.3.4.)

Prove that functions in W{ ([a, b]) are absolutely continuous on [a, b].
(Hint: use exercises 1.x.16 and 1.x.21 and the “continuity” of the
Lebesgue integral.)

Using the hint in exercise 0.x.8, show that, given f € L?(§2), there
is a solution u € W3 (£2) satisfying (0.1.1). Verify that all boundary
conditions make sense and are satisfied and explain in what sense
the differential equation is to be interpreted.

Let u be the solution to (0.1.1) given either by exercise (0.x.8) or
exercise 1.x.23. Justify rigorously that (0.1.3) holds.

Show that any Lipschitz domain satisfies the segment condition
(1.3.5).

Let 2 ={(z,y) eR* : |o| <1, |yl <1,y#0 for x>0} Show
that there are functions in Wp1 (£2) that cannot be limits of functions
in CY(£2).

Does a “cusp” domain, 2 = {(z,y) : 0<2<1,0<y<a"}, with
r > 1, satisfy the segment condition? Does its complement?

Let 2 be the unit disk in the plane. Show that there exist u € W3 (£2)
that are infinite at a dense set of points on 0f2. (Hint: see (1.1.12)
and (1.4.3).)

Let 2 be a domain in the plane. Show that there exist u € W3 (£2)
that are infinite at a dense set of points in (2. (Hint: see (1.1.12)
and (1.4.3).)

Suppose {2 is as in Proposition 1.6.3, and let p be a real number in
the range 1 < p < co. Prove that there is a constant C such that

1-1 1
lollooay < ClIolm loliig) Yo € Wa().

Explain what this means in the case p = oo.

Let §2 denote the upper half-plane. Show that no inequality of the
form
A
HUHLz(aQ) <C ||UHL2(Q) ||’UHle[/21(_Q)
holds, unless A < 1/2 and A + g = 1. (Hint: suppose it holds and
consider the functions u(x) = Uv(Lz) for U and L arbitrary to reach
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1.x.34
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1.x.36

1.x.37
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a contradiction.) Show that, to prove it for A = g = 1/2, it suffices
to assume ||v[[12(0) = ||UHW21(Q) = 1, i.e., deduce the general case
from this special case. (Hint: use the same scalings.) Use the same
idea to prove the inequality

1/2 1/2
[0l L200) < Cllvllzs g v |W21(9)'

Let a,b € IR. Prove that ab < %aQ + ib2 for any € > 0.
(Hint: expand (a + b)> > 0.) Apply this to show that a + b <

(L+e)a+ (1+1/e)52)"/>.

Show that the set of linear functionals on a linear space is it-
self a linear space, where the operation of addition is given by
(L1 + Lo)(v) := L1(v) + L2(v) and scalar multiplication is defined
by (aL)(v) := aL(v).

Show that the expression in (1.7.2) defines a norm on the dual space
of a Banach space, i.e., verify the conditions of (1.1.6).

Let B and C' be two Banach spaces with B € C and with the
inclusion being continuous. Show that C’ C B’, with the inclusion
being continuous.

Let §2 be an open set and y € (2. Show that there is no function
f e L () such that ¢(y) = [, f(z)o(x)dz VYo € D(12).

Let 2 = [0,1]. Prove that {U e Oy [0, 1] : v(0) = 0} is dense in the
set {v € W3 (£2) : v(0) = 0}. (Hint: use the density result in Remark
1.3.5 and Sobolev’s inequality.)

Let 2 = [0,1]. Prove that {v e C*([0,1] : v/(1) =0} is dense in
W (£2). (Hint: use the density result in Remark 1.3.5 to get a se-
quence v, € C1([0,1] converging to v in W3 (£2) and modify each v,
near 1 to make the derivative zero.)

Let 2 be an open set. Suppose that f € L, (£2) such that
Jo féde =0 V¢ € D(£2). Prove that f = 0 a.e. (Hint: By con-
tradiction. Show otherwise that 3¢ > 0 such that A = {z € 2 :
+f(z) > €} has positive measure. Approximate A in measure by a
finite union of balls Ay and let Ay denote concentric balls of slightly
smaller size, also approximating A in measure. Choose qS ~ € D(An)
with the properties 0 < ¢ < 1 everywhere and ¢ > 2 on Ay and
integrate f¢n over (2 to reach a contradiction. Construct ¢y as
follows. Write Ay = U;B; and Ay = U;B; and choose ¢; € D(B;),
such that 0 < ; <1 everywhere and 1; =1 on Bj. Define

- me)/(HZW))
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This can be viewed as an approximate partition of unity argument.)
Show that the weak derivative is unique. (Hint: use exercise 1.x.39.)
Suppose, as in exercise 1.x.39, that Bj C Bj are concentric balls,
andNIet Y; € D(B;) such that 0 < ; < 1 everywhere and ¢; =1
on B;. Let € > 0. Define

o) = Lot (15 + T vita))-

Show that 0 < ¢¢ < 1 everywhere and ¢¢ > 1 — € on UjEj. Can
you construct ¢ € D(U;B;) such that 0 < ¢ < 1 everywhere and
¢=1on Uij? What can you say if the finite unions are replaced
by infinite ones?

Let vg(r,0) = rPsinB on 25 = {(r,0) : r < 1,0 < 0 < 7/B}
where 1/2 < 8 < co. Determine the optimal values of k, p such that
vg € W;(Qg) as a function of 5. The case f = 1/2 is called a slit

domain and 8 = 2/3 a re-entrant corner. What does the case § =1
correspond to?

The type of finite cone C' used for ice cream can be represented as
the union of the sets t& + By for 0 < t < h, where £ is the axis
of the cone, v measures the angle, and h is the height. Here B; is
the ball of radius ¢. A Lipschitz domain {2 satisfies a cone property:
there is a finite set of finite cones C; such that for all x € §2, there
is some i such that = + C; C 2. Prove that smooth functions are
dense in W;(Q) for such a domain. (Hint: Use a mollifier to average
over the set x 4 t£ + By in defining a smoothed value at x, that is

v%@ﬁj@ v(x +y +t8)pi(y) dy.

Prove that v, tends to v in W} (£2).)

A Cantor function can be defined by a limiting sequence of con-
tinuous, piecewise linear functions. Let 0 < € < 1 and start with
fo(x) = x. Next, let fi(x) be equal to 3 in the interval of width
e around r = 3, and equal to fo at the ends of the interval [0, 1].
Given f;, define f;;; inductively. In each interval where f; is not
constant, divide this interval in the way we did for the original one:
let f;11 be constant in a sub-interval of length 27 % in the center,
and connect the remaining parts linearly. The constant is chosen to
be the middle value. Show that the sequence f; stays bounded in

the space Lip® of functions which satisfy a uniform bound of the

form
|f(z) = f(y)] < Clz —y[*

for some 1 > a > 0. Show that the best « can tend to one as € tends
to zero.



Chapter 2

Variational Formulation of Elliptic
Boundary Value Problems

This chapter is devoted to the functional analysis tools required for devel-
oping the variational formulation of differential equations. It begins with
an introduction to Hilbert spaces, including only material that is essential
to later developments. The goal of the chapter is to provide a framework
in which existence and uniqueness of solutions to variational problems may
be established.

2.1 Inner-Product Spaces

(2.1.1) Definition. A bilinear form, b(-,-), on a linear space V is a mapping
b:V xV — IR such that each of the maps v — b(v,w) and w — b(v,w)
is a linear form on V. It is symmetric if b(v, w) = b(w,v) for allv,w € V.
A (real) inner product, denoted by (-,-), is a symmetric bilinear form on a
linear space V that satisfies

(@) (v,v) > 0VveV and
(b) (v,v) = 0<=v = 0.

(2.1.2) Definition. A linear space V together with an inner product defined
on it is called an inner-product space and is denoted by (V, (-,-)).

(2.1.3) Examples. The following are examples of inner-product spaces.
(i) V = R (z,y) := Y =¥
(i) V = L*(2),2 CR", (u,v)12(0) = [ou(z)v(z)ds
) v W2]€(“Q)7'Q c an(uav)k = Z\a|§k(Dau7Dav)L2(Q)

(iii

Notation. The inner-product space (iii) is often denoted by H*(£2).
Thus, HX(2) = W (02) .
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(2.1.4) Theorem. (The Schwarz Inequality) If (V,(-,-)) is an inner-
product space, then

(2.1.5) |(u,v)| < (u,u)?(v,v)/2,

The equality holds if and only if u and v are linearly dependent.

Proof. For t € IR

(2.1.6) 0< (u—tv,u—tv) = (u,u) —2t(u,v) + t*(v,v).

If (v,v) = 0, then (u,u) — 2t(u,v) > 0 V¢t € IR, which forces (u,v) = 0,
so the inequality holds trivially. Thus, suppose (v,v) # 0. Substituting
t = (u,v)/(v,v) into this inequality, we obtain

(2.1.7) 0 < (u,) — [(w,0)*/(0,v)

which is equivalent to (2.1.5). Note that we did not use part (b) of Definition
2.1.1 to prove (2.1.5).

If u and v are linearly dependent, one can easily see that equality holds
in (2.1.5).

Conversely, we assume that equality holds. If v = 0, then u and v
are linearly dependent. If v # 0, take A = (u,v)/(v,v). It follows that
(u — Av,u — Av) = 0, and property (b) of Definition 2.1.1 implies that
u — Av =0, i.e. u and v are linearly dependent. a

(2.1.8) Remark. The Schwarz inequality (2.1.5) was proved without using
property (b) of the inner product. An example where this might be useful
is a(u,v) = [, Vu-Vodz on H'(£2). Thus, we have proved that

a(u,v)? < a(u,u) a(v,v) for allu,v € H*(£2),

even though a(-,-) is not an inner product on H'({2).

(2.1.9) Proposition. ||v]| := /(v,v) defines a norm in the inner-product
space (V, (-,+)).

Proof. One can easily show that ||av| = |a| ||v]|, [[v]| > 0, and |[v|| = 0 <=
v = 0. It remains to prove the triangle inequality:

lu+o* = (u+v,u+t0v)
= (u,u) +2(u,v) + (v,v)
2 2
= [Jull” +2(u, v) + [lv]|
lull® + 2[|ull [lv]] + |o]|>  (by Schwarz inequality 2.1.5)
2
(Nl vl
Therefore, ||u+ v|| < [Ju| + ||v]. |

A
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2.2 Hilbert Spaces

Proposition 2.1.9 says that, given an inner-product space (V/ (+,)), there is
an associated norm defined on V, namely |[v|| = 4/(v,v). Thus, an inner-
product space can be made into a normed linear space.

(2.2.1) Definition. Let (V, (+,-)) be an inner-product space. If the associated
normed linear space (V, ||-||) is complete, then (V,(-,-)) is called a Hilbert
space.

(2.2.2) Examples. The examples (i) - (iii) of (2.1.3) are all Hilbert spaces.
In particular, the norm associated with the inner product (-, ), on W§(£2)
is the same as the norm ||~||W;.(Q) defined in Chapter 1 where Wk (£2) was
shown to be complete.

(2.2.3) Definition. Let H be a Hilbert space and S C H be a linear subset
that is closed in H. (Recall that S linear means that u,v € S,a € R =
u+oav € S.) Then S is called a subspace of H.

(2.2.4) Proposition.  IfS is a subspace of H, then (S, (-,-)) is also a Hilbert
space.

Proof. (S,|]-|) is complete because S is closed in H under the norm ||-||. O

(2.2.5) Examples of subspaces of Hilbert spaces.

(i) H and {0} are the obvious extreme cases. More interesting ones
follow.
(ii) Let T : H — K be a continuous linear map of H into another
linear space. Then ker T is a subspace (see exercise 2.x.1).
(iii) Let z € H and define 2+ := {v € H: (v,r) = 0}. Then z+ is a
subspace of H. To see this, note that - = ker L,, where L, is the
linear functional

(2.2.6) Ly:v— (v,2).
By the Schwarz inequality (2.1.5),
| L (0)] < ]| [[o]

implying that L, is bounded and therefore continuous. This proves

that =+ is a subspace of H in view of the previous example.

Note. The overall objective of the next section is to prove that all

L € H' are of the form L, for x € H, when H is a Hilbert space.
(iv) Let M C H be a subset and define

Mt = {ve H: (z,v) =0Vx € M}.
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Note that
Mt = ﬂ zt
rzeM

and each z* is a (closed) subspace of H. Thus, M+ is a subspace
of H.

(2.2.7) Proposition. Let H be a Hilbert space.

(1) For any subsets M,N C H,M C N = N+ Cc M*.

(2) For any subset M of H containing zero, M N M+ = {0}.

(3) {0} = H.

(4) H- = {0}.
Proof. For (2): Let z € M N M*. Then r € M = M+ C z* and so

reEM=zrcat = (z,2) = 0=z = 0.
For (4): Since H+ C H, (2) implies that
H* = HnH* = {0}.

Parts (1) and (3) are left to the reader in exercise 2.x.3. O
(2.2.8) Theorem. (Parallelogram Law)  Let ||-|| be the norm associated
with the inner product (-,-) on H. We have

2 2 2 2
(22.9) o+ wll® + llo = wl* = 2 (flo)* + ) ).
Proof. A straight-forward calculation; see exercise 2.x.4. a

2.3 Projections onto Subspaces

The following result establishes an essential geometric fact about Hilbert
spaces.

(2.3.1) Proposition. Let M be a subspace of the Hilbert space H . Let
v € H\ M and define § := inf{|jv —w| : we M}. (Note that 6 > 0 since
M is closed in H.) Then there exists wo € M such that
(1) |lv —wpl| = 6, i.e., there exists a closest point wy € M to v, and
(ii) v —wo € M*.

Proof. (i) Let {w,} be a minimizing sequence:
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lim ||v —wy,| = 6.
n—oo

We now show that {w,} is a Cauchy sequence. By the parallelogram

2 2 2
law, [|(wn = v) + (wm = V)" + [[(wn =) = (wm = 0)|7 = 2(|Jwn — 0| +
[lwm — v[|7), ie.,

0 < fwn — wl® = 2n — vl + o — o)) = 4|3 (wn + ) — ]|
Since 3 (wy, + wy,) € M, we have
|3 (wn + wi) —v|| > 6
by the definition of §. Thus,
0 < Jfwy = wl|* < 2(lwp = v|* + lfwm - ol|?) - 46%.
Letting m, n tend towards infinity, we have
2(lwn — v|” + [|wm — v]|?) — 46% — 26% + 25 — 452 = 0.

Therefore, ||wy, — wm||®> — 0, proving that {w,} is Cauchy. Thus, there
exists wg € M = M such that w, — wgy. Continuity of the norm implies
that ||[v — wpl| = ¢.

(ii) Let z = v — wo, so that ||z]] = §. We will prove that z L M. Let w € M
and ¢ € IR. Then wq + tw € M implies that ||z — tw|]* = |Jv — (wo + tw)|”
has an absolute minimum at ¢ = 0. Therefore,

0 = %Hz —twl*],_, = —2(zw).
This implies that, for all w € M,
(v —wp,w) = (z,w) = 0.
Since w € M was arbitrary, this implies v — wg € M. a

Proposition 2.3.1 says that, given a subspace M of H and v € H, we
can write v = wp + wy, where wg € M and wy(= v — wg) € M. Let us
show that this decomposition of an element v € H is unique. In fact, from

wo+w; = v = 20+ 21, wo, 20 € M, wi,z € M+,
we obtain
M >3>wy—2zyg = —(wl—zl)EML.
Since M N M+ = {0}, wo = 2o and w; = z;. This shows that the

decomposition is unique. Therefore, we can define the following operators
(2.3.2) Py:H—M,  Py-:H-— M

where the respective definitions of Py; and Py are given by
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v ifveM,
(2.3.3) Pruv = {wo ifve H\ M;

. fo ifveM,
(2.34) Py~o = {v—wo ifve H\ M.

The uniqueness of the decomposition implies that Py~ = Py (see exer-
cise 2.x.5) so we need no longer be careful about where we put the “_L”.
Summarizing the above observations, we state the following

(2.3.5) Proposition. Given a subspace M of H and v € H, there is a unique
decomposition

(2.3.6) v = Pyv+ Py,
where Py : H— M and Py : H — M. In other words,
(2.3.7) H=MaoM".

(2.3.8) Remark. The operators Py; and Py;1 defined above are linear op-
erators. To see this, note from the above proposition that

avy + pre = Pyr(avy + Bua) + Pyro (avg + Bug),
where
v1 = Pyvi+ Pyivy and ve = Pyvs + Pyyivs.

That is
Py (avr + Buz) + Pyro(avy + Bug)

= avy + Pug
= ((ijwvl +,6PM'U2) + (OéPML’Ul + ﬁPMLUQ).
Uniqueness of decomposition of av; 4+ fvy and the definitions of P;; and
Pyr1 imply that
Pyr(avy + Boz) = aPyvr + BPv2,
and
Py (OL’Ul + [31}2) = aPyiv1 + P19,

i.e., Py; and Pyso are linear.

(2.3.9) Definition. An operator P on a linear space V is a projection if
P2 =P, i.e, Pz=z for all z in the image of P.

(2.3.10) Remark. The fact that Py, is a projection follows from its definition.
That Py~ is also follows from the observation that Py~ = Py,
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2.4 Riesz Representation Theorem

Given u € H, recall that a continuous linear functional L, can be defined
on H by

(2.4.1) L,(v) = (u,v).
The following theorem proves that the converse is also true.

(2.4.2) Theorem. (Riesz Representation Theorem) Any continuous linear
functional L on a Hilbert space H can be represented uniquely as

(2.4.3) L(v) = (u,v)
for some uw € H. Furthermore, we have

(2.4.4) Il = Nully -

Proof. Uniqueness follows from the nondegeneracy of the inner product. For
if u; and us were two such solutions, we would have

0= L(ul - UQ) - L(U1 — UQ)
= (u1,u1 — uz) — (ug,u; — us)
= (u1 — uz,u1 — uz)
which implies u; = us. Now we prove existence.

Define M := {v € H : L(v) = 0}. In view of Example 2.2.5.ii, M is a
subspace of H. Therefore, H = M @& M by Proposition 2.3.5.

Case (1): M+ = {0}.

Thus, in this case M = H, implying that L = 0. So take u = 0.

Case (2): M+ £ {0}.

Pick z € M+, z # 0. Then L(z) # 0. (Otherwise, z € M, which implies

that z € M+ N M = {0}.) For v € H and 8 = L(v)/L(z) we have
L(v—pz) = L(v) = BL(z) = 0,

ie.

v— 0Bz € M.

Thus, v — Bz = Py and Bz = Pyuv. In particular, if v € ML, then
v = [z (that is, v — Bz = 0), which proves that M~ is one-dimensional.
Now choose

(2.4.5) w = LG
121

Note that v € ML. We have
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(u,v) = (u, (v—Bz)+ ﬁz)
= (U,’U - ﬁz) + (uaﬁz)

= (u,B2) (we Mt v—pze M)

=0 L(ZQ) (2,2) (definition of w)
12112

= BL(2)

= L(v). (definition of f3)

Thus, u := (L(z)/||z||2) z is the desired element of H.

It remains to prove that ||L||,, = |Ju|| ;. Let us first observe that
[L(=)]
lully =
121
from (2.4.5). Now, according to the definition (1.7.2) of the dual norm,
L(v
ILllgr = sup LAv) (by 1.7.2)

0#£veH ||U||H

[(u, v)]

(by 2.4.3)
ozver [y
< lully (Schwarz’ inequality 2.1.5)
L
IL(z)] (by 2.4.5)
121
< ||L|l 5. (by 1.7.2)
Therefore, [ul; = 1Ll 0

(2.4.6) Remark. According to the Riesz Representation Theorem, there is
a natural isometry between H and H' (v € H «— L, € H'). For this
reason, H and H ' are often identified. For example, we can write W3 (£2) =
W5 ™(£2) (although they are completely different Hilbert spaces). We will

use T to represent the isometry from H' onto H.

2.5 Formulation of Symmetric Variational Problems

The purpose of the rest of this chapter is to apply the abstract Hilbert space
theory developed in the previous sections to get existence and uniqueness
results for variational formulations of boundary value problems.

(2.5.1) Example. Recall from Examples 2.1.3.iii and 2.2.2 that H'(0,1) =
W3(0,1) is a Hilbert space under the inner product
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1 1
(u,v) i1 :/ uv d:ch/ u'v' du.
0 0

In Chapter 0, we defined V = {v € H'(0,1) : v(0) = 0}. To see that V/
is a subspace of H'(0,1), let 6o : H'(0,1) — R by &o(v) = v(0). From
Sobolev’s inequality (1.4.6), & is a bounded linear functional on H', so it is
continuous. Hence, V' = §; {0} is closed in H'. We also defined a(v,w) =
fol v'w’ dx. Note that a(-, ) is a symmetric bilinear form on H'(0,1), but it
is not an inner product on H* since a(1,1) = 0. However, it does satisfy the
coercivity property (1.5.1) on V. In view of the following, this shows that the
variational problem in Chapter 0 is naturally expressed in a Hilbert-space
setting.

(2.5.2) Definition. A bilinear form a(-,-) on a normed linear space H is said
to be bounded (or continuous) if 3C < oo such that

la(v,w)| < C ollg wlly — Yo,w € H
and coercive on V C H if 3a > 0 such that

a(v,0) > alvl3 Yo eV

(2.5.3) Proposition. Let H be a Hilbert space, and suppose a(-,-) is a sym-
metric bilinear form that is continuous on H and coercive on a subspace V
of H. Then (V, a(-, )) is a Hilbert space.

Proof. An immediate consequence of the coercivity of a(-,-) is that if v € V
and a(v,v) = 0, then v = 0. Hence, a(-,-) is an inner product on V.

Now let ||v|| z = v/a(v,v), and suppose that {v, } is a Cauchy sequence
in (V,||lp)- By coercivity, {v,} is also Cauchy in (H,|||;). Since H is
complete, 3v € H such that v, — v in the ||-||; norm. Since V' is closed
in H, v € V. Now, ||[v —uv,||p < Ve1 ||[v— vy since a(-,-) is bounded.
Hence, {v,} — v in the ||-|| ; norm, so (V, |||/ ) is complete. O

In general, a symmetric variational problem is posed as follows. Suppose
that the following three conditions are valid:

(1) (H,(-,-))is a Hilbert space.

(2) Vis a (closed) subspace of H.

(3) a(-,-)is a bounded, symmetric bilinear form
that is coercive on'V.

(2.5.4)

Then the symmetric variational problem is the following.
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(2.5.5) Given F € V’, find u € V such that a(u,v) = F(v) Yv €V.
(2.5.6) Theorem. Suppose that conditions (1) — (3) of (2.5.4) hold. Then

there exists a unique u € V' solving (2.5.5).

Proof. Proposition 2.5.3 implies that a(:,-) is an inner product on V and
that (V, a(-, )) is a Hilbert space. Apply the Riesz Representation Theorem.

O
The (Ritz-Galerkin) Approximation Problem is the following.

Given a finite-dimensional subspace V, C V and F € V’,
find u € V}, such that

(2.5.7) a(up,v) = F(v) Yv € V.

(2.5.8) Theorem. Under the conditions (2.5.4), there exists a unique uyp, that
solves (2.5.7).

Proof. (Vi,,a(-,-)) is a Hilbert space in its own right, and F|y, € V}.. Apply
the Riesz Representation Theorem. a

Error estimates for u — uy, are a consequence of the following relationship.

(2.5.9) Proposition. (Fundamental Galerkin Orthogonality) Let u and uy,
be solutions to (2.5.5) and (2.5.7) respectively. Then

a(u —up,v) =0 YveV,.

Proof. Subtract the two equations
a(u,v) = F(v) YveV
a(up,v) You € V.

I

!
—

(4
=

(2.5.10) Corollary. ||u — up||; = min,ey, ||u —v| 5.

Proof. Same as (0.3.3). O

(2.5.11) Remark. (The Ritz Method) In the symmetric case, uj, minimizes
the quadratic functional

Q) = a(v,v) — 2F(v)

over all v € V), (see exercise 2.x.6).

Note that (2.5.10) and (2.5.11) are valid only in the symmetric case.
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2.6 Formulation of Nonsymmetric Variational
Problems

A nonsymmetric variational problem is posed as follows. Suppose that the
following five conditions are valid:

1) (H,(-,-))is a Hilbert space.

2) Vis a (closed) subspace of H.

3) a(-,-)is a bilinear form onV, not necessarily symmetric.
4) af(-,-)is continuous (bounded) on V.

) af(-,-)is coercive on V.

(
(
(2.6.1) ¢ (
(
(

Then the nonsymmetric variational problem is the following.
(2.6.2) Given F € V', find u € V such that a(u,v) = F(v) Vv € V.
The (Galerkin) approximation problem is the following.

Given a finite-dimensional subspace V, C V and F € V’,
find uy, € Vj, such that

(2.6.3) a(up,v) = F(v) Yv € V.

The following questions arise.

1. Do there exist unique solutions u, up?
2. What are the error estimates for u — uy?
3. Are there any interesting examples?

An Interesting Example. Consider the boundary value problem

(2.6.4) " 4+u +u = f on[0,1] w'(0) = u/(1) = 0.
One variational formulation for this is: Take
V = H'Y0,1)
(2.6.5) a(u,v) = /O1 (' v +u' v+ w) da
F) = (f,v)

and solve the variational equation (2.6.2). Note that a(-,-) is not symmetric
because of the v’ v term.
To prove a(-,-) is continuous, observe that

1
/ w'vdz
0

<l ga Wl e + 10| 2 0]l 2 (Schwarz’ inequality 2.1.5)

‘a(uvvﬂ < |(U,U)H1| +

< 2|ullgr vllgs -
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Therefore, a(-,-) is continuous (take ¢; = 2 in the definition).
To prove a(-,-) is coercive, observe that

1
a(v,v) = / (v'z—l-v’v—i—vQ)dx
0

e L[t e
= f/ (v’—&—v)zdx—i—f/ (W'* +v?) dx
2.Jo 2Jo
1
2
Therefore, a(-,-) is coercive (take c; = 1/2 in the definition). O

v

2
[0l -

If the above differential equation is changed to
(2.6.6) —u" +ku' +u = f,

then the corresponding a(-,-) need not be coercive for large k.

(2.6.7) Remark. If (H, ( )) is a Hilbert space, V' is a subspace of H, and
a(-,+) is an inner product on V, then (V7 a(-, )) need not be complete if
a(+,) is not coercive. For example, let H = H'(0,1), V = H,a(v,w) =
fol vwdr = (v,w)r2,1)- Then a(-,-) is an inner product in V', but conver-
gence in the L? norm does not imply convergence in the H!' norm since
H'(0,1) is dense in L?(0,1).

2.7 The Lax-Milgram Theorem

We would like to prove the existence and uniqueness of the solution of the
(nonsymmetric) variational problem:
Find v € V such that

(2.7.1) a(u,v) = F(v) Yv eV,

where V is a Hilbert space, FF € V' and af(:,-) is a continuous, coercive
bilinear form that is not necessarily symmetric. The Lax-Milgram Theorem
guarantees both existence and uniqueness of the solution to (2.7.1). First
we need to prove the following lemma.

(2.7.2) Lemma. (Contraction Mapping Principle) Given a Banach space V
and a mapping T : V — V| satisfying

(273) HT’Ul - T’UQH § MHUl — UQH

for all vi,v3 € V and fired M, 0 < M < 1, there exists a unique u € V
such that

(2.7.4) u = Tu,

i.e. the contraction mapping 7' has a unique fixed point wu.
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(2.7.5) Remark. We actually only need that V is a complete metric space
in the lemma.

Proof. First, we show uniqueness. Suppose Tv; = v; and Tve = vs. Since
T is a contraction mapping,

[Tv1 = To|| < MlJvy — v2]
for some 0 < M < 1. But ||Tv1 — Twz|| = ||v1 — v2]|. Therefore,
o1 = v2f| < Moy — v2|.
This implies that ||v; — ve|| = 0 (otherwise, we have 1 < M). Therefore,
v1 = Vg, i.e., the fixed point is unique.
Next, we show existence. Pick vg € V and define

v1 = Tvg,va = Tvr,..., 0641 = TUk,....

Note that ||vgs1 — vkl = |[Tvk — Tvg—1]| < M||vg — vg—1||. Thus, by
induction,
llvr = vkl < M*Hjor = vol|.

Therefore, for any N > n,

N
fow —vall = || 30 o=
k=n+1
N
< oy —wol| Y MF
(2.7.6) et
< 2oy — ol
= 1M U1 — Vo
M’I’L
= 17170 = woll

which shows that {v,} is a Cauchy sequence. Since V' is complete, {v,} is
convergent. Thus, if lim,, .., v, =: v, we have

v = lim v,
n—oo
= lim Tw,

n—oo

=T ( lim v,,,) (because T is continuous)
n—oo
= T,

3

in other words, there exists a fixed point. ad
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(2.7.7) Theorem. (Lax-Milgram)  Given a Hilbert space (V,(-,")), a con-
tinuous, coercive bilinear form a(-,-) and a continuous linear functional
F e V', there exists a unique u € V such that

(2.7.8) a(u,v) = F(v) Yv e V.
Proof. For any u € V, define a functional Au by Au(v) = a(u,v) Yv e V.
Auw is linear since

Au(avy + Pug) = alu,avy + Bua)

= aa(u,v1) + Palu,vs)
= aAu(v) + fAu(ve) Yvi,va €V, a, 0 € RR.

Auw is also continuous since, for all v € V,
[Au(v)] = la(u,v)| < Cllull ||v]],

where C is the constant from the definition of continuity for a(-,-). There-
fore,

A
| Aul,, = Sup| u()] _ Cllul| < 0.
wto Y]

Thus, Au € V'. Similarly, (see exercise 2.x.8), one can show that the map-
ping u — Aw is a linear map V' — V’. Here we also showed that the linear
mapping A : V' — V"' is continuous with [[Al| -y < C.

Now, by the Riesz Representation Theorem, for any ¢ € V' there exists
unique 7¢ € V such that ¢(v) = (7¢,v) for any v € V' (by Remark 2.4.6).
We must find a unique u such that

Au(v) = F(v) Yo eV.
In other words, we want to find a unique u such that
Au = F  (inV"),

or
TAu = 7F (inV),

since 7 : V! — V is a one-to-one mapping. We solve this last equation
by using Lemma 2.7.2. We want to find p # 0 such that the mapping
T :V — V is a contraction mapping, where T is defined by

(2.7.9) Tv := v—p(TAv—7F) Vv e V.

If T is a contraction mapping, then by Lemma 2.7.2, there exists a unique
u € V such that

(2.7.10) Tu = u—p(rAu—7F) = u,

that is, p(TAu — 7F) =0, or TAu = 7F.
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It remains to show that such a p # 0 exists. For any v1,vy € V, let
v = v1 — v9. Then

|1 Tvs — T’U2||2 ||v1 — Uy — p(TAvl - TA’UQ) ||2
= |jv— p(rAv)|? (1, Aare linear)
= lull® = 20(r v, v) + g7 Av]?
= ||v]|® = 2pAv(v) + p* Av(TAv)  (definition of 7)
= |Jv||* = 2pa(v,v) + p? a(v, TAv) (definition of A)
< ol = 2pallv]® + p2Co]l I v

(coercivity and continuity of A)
< (1-2pa+ p*C?) |v]|*>  (Abounded, T isometric)
= (1=2pa+ p*C?)|lvr — va?
= M?||vy —va .
Here, « is the constant in the definition of coercivity of a(-,-). Note that
|7 Av|| = ||Av|| < C|lv|| was used in the last inequality. We thus need
1—2pa+p>C? <1 for somep, ie.,
p(p02 — 2a) < 0.

If we choose p € (0, 2a/C2) then M < 1 and the proof is complete. O

(2.7.11) Remark. Note that [lul|,, < (1/a)||F |lv» where a is the coercivity
constant (see exercise 2.x.9).

(2.7.12) Corollary. Under conditions (2.6.1), the variational problem (2.6.2)
has a unique solution.

Proof. Conditions (1) and (2) of (2.6.1) imply that (V,(-,-)) is a Hilbert
space. Apply the Lax-Milgram Theorem. O

(2.7.13) Corollary. Under the conditions (2.6.1), the approxzimation problem
(2.6.3) has a unique solution.

Proof. Since V4, is a (closed) subspace of V, (2.6.1) holds with V replaced
by V.. Apply the previous corollary. O

(2.7.14) Remark. Note that V, need not be finite-dimensional for (2.6.3) to
be well-posed.
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2.8 Estimates for General Finite Element
Approximation

Let u be the solution to the variational problem (2.6.2) and u; be the
solution to the approximation problem (2.6.3). We now want to estimate
the error ||u — upl|,,. We do so by the following theorem.

(2.8.1) Theorem. (Céa)  Suppose the conditions (2.6.1) hold and that u
solves (2.6.2). For the finite element variational problem (2.6.3) we have

c
2.8.2 — < — mi —
(282 = unlly < = min fu = vl

where C' is the continuity constant and « is the coercivity constant of a(-,-)
on V.

Proof. Since a(u,v) = F(v) for all v € V and a(up,v) = F(v) for all v € V},
we have (by bubtractlng)

(2.8.3) alu—up,v) =0 Yv € Vj,.
For all v € V},,

allu— uh||‘2/ < a(u —up,u — up) (by coercivity)

a(u — up,u—v) + alu —up, v — up)

= a(u—up,u —v) (sincev — up, € V)
< Clu—wunlly lu—"2| - (by continuity)
Hence,
C
(2.8.4) lu—unll, < o lu =y Yv € V.
Therefore,
C
— < Z inf llu—
fu—unlly < inf fu ol
Comin fu -l (sinceVi s closed)
= —min|u—v since V, is close
a veEV) v &

g

(2.8.5) Remarks.

1. Céa’s Theorem shows that uj is quasi-optimal in the sense that
the error ||u — uyl|y, is proportional to the best it can be using the
subspace Vj,.

2. In the symmetric case, we proved

lu—unllp = 521‘}}1 lu =5
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Hence,

N

1
[|u — Uh”v = ﬁ flu — UhHE

L min [Ju— o]
= ——mmin ||u — v
o vEV) E

< /< min fu— ]
— Imin (v — v
- o veEV, v

C
< — min |ju —v
< = min flu = vl
the result of Céa’s Theorem. This is really the remark about the
relationship between the two formulations, namely, that one can be
derived from the other.

2.9 Higher-dimensional Examples

We now show how the theory developed in the previous sections can be
applied in some multi-dimensional problems. Consider a variational form
defined by

a(u,v) = /Q A(z)Vu(z) - Vo(z) + (B(z) - Vu(z))v(z) + C(z)u(z)v(z) dx

where A, B and C are bounded, measurable functions on 2 C IR™. Of
course, B is vector valued. Formally, this variational form corresponds to
the differential operator

=V (A(z)Vu(z)) + B(z) - Vu(z) + C(z)u(z),

but the variational formulation is well defined even when the differential
operator makes no sense in a traditional way. Holder’s inequality implies
that a(-,-) is continuous on H'(2), with the constant c; in Definition 2.5.2
depending only on the L (£2) norms of the coefficients. However, it is more
complicated to verify coercivity.

To begin with, we consider the symmetric case, B = 0. Next, suppose
there is a constant, v > 0, such that

(2.9.1) A(x) >~y & C(z) >~ fora.a. z e

Then a(-,-) is coercive on all of H*({2), with the constant ¢y in Definition
2.5.2 equal to 7. Thus, we have the following.
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(2.9.2) Theorem. If B = 0 and (2.9.1) holds, then there is a unique solution,
u, to (2.5.5) with a(-,-) as above and V = H'(£2). Moreover, for any Vj, C
HY(£2), there is a unique solution, uy, to (2.5.7) and the estimate (2.5.10)
holds for u — up,.

Note that we have not even assumed continuity of the coefficients A
and C in fact, discontinuous coefficients occur in many important physical
models. The condition (2.9.1) of positivity for C is necessary to some degree,
since if C' = 0 then a(v,v) = 0 for any constant function, v.

Now consider the general case, when B is nonzero. We have, by Holder’s
inequality and the arithmetic-geometric mean inequality (0.9.5),

/Q (B(z) - Vu(@))u(w) do| < |1 Bl | oo Il s o Ill 20

< [11B[ I (0 Hu”i{l(Q) /2.
If (2.9.1) holds and in addition

(2.9.3) 1Bl o () <27
then a(-,-) is coercive on H'(£2) and the following holds.

(2.9.4) Theorem. If (2.9.1) and (2.9.3) hold, then there is a unique solution,
u, to (2.6.2) with a(-,-) as above and V = H'(§2). Moreover, for any Vj, C
HY($2), there is a unique solution, uy, to (2.6.3) and the estimate (2.8.2)
holds for u — up,.

The conditions given here for coercivity are somewhat restrictive, al-
though they are appropriate in the case of Neumann boundary conditions.
More complex variational problems will be considered in Chapter 5. In
particular, it will be demonstrated that less stringent conditions are neces-
sary in the presence of Dirichlet boundary conditions in order to guarantee
coercivity.

2.x Exercises

2.x.1 Prove (2.2.5.ii).

2.x.2 If M is a subspace, prove that (Ml)l =M.

2.x.3 Prove parts (1) and (3) of Proposition 2.2.7.

2.x.4 Prove Theorem 2.2.8.

2.x.5 Let Py~ be the operator defined in (2.3.4). Prove that Pyt =Py



2.x.6
2.x.7

2.x.8

2.x.9

2.x.10

2.x.11

2.x.12

2.x.13

2.x.14

2.x.15

2.x Exercises 67

Prove the claim in Remark 2.5.11.

Prove that a contraction mapping is always continuous (cf. Lemma
2.7.2).

Prove that the mapping v — Aw in the proof of the Lax-Milgram
Theorem 2.7.7 is a linear map V. — V.

Prove that the solution u guaranteed by the Lax-Milgram Theorem
satisfies 1
< —||F||5
lelly < — 17l

(cf. Remark 2.7.11).

For the differential equation —u” + ku’ +u = f, find a value for k
such that a(v,v) = 0 but v # 0 for some v € H'(0,1) (cf. (2.6.6)).

Let a(-, ) be the inner product for a Hilbert space V. Prove that the
following two statements are equivalent for F' € V'’ and an arbitrary
(closed) subspace U of V:

a) u € U satisfies a(u,v) = F(v) YveU
b) u minimizes a(v,v) — F(v) over v € U,
i.e. show that existence in one implies existence in the other. (Hint:

expand the expression a(u + ev,u + ev) = ....)

Let a(u,v) = fol(u’ v +u vtuv)dr and V = {v € W3(0,1) : v(0) =
v(1) = 0}. Prove that a(v,v) = fol[(v’)2 +v?) dx for all v € V (Hint:

write vv’ = 1(v?)".)

Let a(-,-), V and U be as in exercise 2.x.11. For g € V define
Uy ={v+g:v € U} (note Uy = U). Prove that the following
statements are equivalent for arbitrary g € V:

a) u € U, satisfies a(u,v) =0 Yo e U

b) w minimizes a(v,v) over all v € U, .

Show that D(§2) is dense in L2({2). (Hint: use exercise 1.x.39 to
show that D(£2)+ = {0}.)

Let H be a Hilbert space and let v € H be arbitrary. Prove that

lolly = sup (L
H 0£weH Hw”H

(Hint: apply Schwarz’ inequality (2.1.5) and also consider w = v.)



Chapter 3

The Construction of a Finite Element Space

To approximate the solution of the variational problem,
a(u,v) = F(v) VvelV,

developed in Chapter 0, we need to construct finite-dimensional subspaces
S C V in a systematic, practical way.

Let us examine the space S defined in Sect. 0.4. To understand fully
the functions in the space S, we need to answer the following questions:

1.  What does a function look like in a given subinterval?

2. How do we determine the function in a given subinterval?

3. How do the restrictions of a function on two neighboring intervals
match at the common boundary?

In this chapter, we will define piecewise function spaces that are similar to
S, but which are defined on more general regions. We will develop concepts
that will help us answer these questions.

3.1 The Finite Element

We follow Ciarlet’s definition of a finite element (Ciarlet 1978).

(3.1.1) Definition. Let

(i) K CIR™ be a bounded closed set with nonempty interior and piece-
wise smooth boundary (the element domain),
(i1) P be a finite-dimensional space of functions on K (the space of
shape functions) and
(115) N = {N1, Na,..., N} be a basis for P’ (the set of nodal variables).

Then (K, P,N) is called o finite element.

It is implicitly assumed that the nodal variables, N;, lie in the dual
space of some larger function space, e.g., a Sobolev space.
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(3.1.2) Definition. Let (K, P,N) be a finite element. The basis {¢1, ¢a, . . .,
¢k} of P dual to N (i.e., Ni(¢;) = d;;) is called the nodal basis of P.

(3.1.3) Example. (the 1-dimensional Lagrange element) Let K = [0,1], P =
the set of linear polynomials and N/ = {Ny, N}, where N;(v) = v(0) and
No(v) =v(l) Vv € P. Then (K,P,N) is a finite element and the noda
basis consists of ¢1(z) =1 — z and ¢a(x) = .

In general, we can let K = [a,b] and P = the set of all polynomials
of degree less than or equal to k. Let Ny = {Ng, N1, Na,..., Ny}, where
Ni(v) =v(a+ (b—a)i/k) Vv &€ Pyandi=0,1,..., &k Then (K, Px,N)
is a finite element. The verification of this uses Lemma 3.1.4.

Usually, condition (iii) of Definition 3.1.1 is the only one that requires
much work, and the following simplifies its verification.

(3.1.4) Lemma. Let P be a d-dimensional vector space and let {Ny, Na, ...,
Ny} be a subset of the dual space P’. Then the following two statements are
equivalent.

(a) {Ni1,Na,...,Ny} is a basis for P'.
(b) Given v € P with Nju =0 fori=1,2,...,d, then v =0.

Proof. Let {¢1,...,¢q} be some basis for P. {Ny,..., N4} is a basis for P’
iff given any L in P/,

(315) L=aiNi+...+aqNg
(because d = dim P = dim P’). The equation (3.1.5) is equivalent to
Yi == L(¢i) = aN1(¢i) + ... + agNa(¢i), i=1,....d.

Let B = (Nj(gbi)), i, = 1,...,d. Thus, (a) is equivalent to Ba = y is
always solvable, which is the same as B being invertible.

Given any v € P, we can write v = 011 + ... + Bq¢q. N;v = 0 means
that B1N;(¢1) + ...+ BalNi(¢aq) = 0. Therefore, (b) is equivalent to

BiNi (1) + ...+ BaNi(pg) =0 fori=1,...,d

(3.1.6)
= f1=...=04=0.

Let C= (Ni(¢;)), i,j = 1,...,d. Then (b) is equivalent to Cx = 0 only

has trivial solutions, which is the same as C being invertible. But C = B”.

Therefore, (a) is equivalent to (b). O

(3.1.7) Remark. Condition (iii) of Definition 3.1.1 is the same as (a) in
Lemma 3.1.4, which can be verified by checking (b) in Lemma 3.1.4. For
instance, in Example 3.1.3, v € P; means v = a + bx; Ni(v) = Na(v) =0
means ¢ = 0 and a +b = 0. Hence, a = b =0, i.e., v = 0. More generally, if
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v € Ppand 0 = N;(v) =v(a+ (b—a)i/k) Vi =0,1,...,k then v vanishes
identically by the fundamental theorem of algebra. Thus, (K, Py, N;) is a
finite element.

We will use the following terminology in subsequent sections.

(3.1.8) Definition. We say that N' determines P if ¢v € P with N(¢p) =
0 VN € N implies that ) = 0.

(3.1.9) Remark. We will often refer to the hyperplane {x : L(z) = 0}, where
L is a non-degenerate linear function, simply as L.

(3.1.10) Lemma. Let P be a polynomial of degree d > 1 that vanishes on
a hyperplane L. Then we can write P = LQ, where Q is a polynomial of
degree (d —1).

Proof. Make an affine change of coordinates such that L(&,x,) = z, and
the hyperplane L(&,x,) = 0 is the #-axis. Therefore, P(Z,0) = 0. Since
degree(P) = d, we have

&>
3b.

=iz

—J

where & = (z1,...,2,-1) and i = (i1y...,in—1). Letting x,, = 0, we obtain
0=P(&,0) =>j5<q ¢;02", which implies that ¢;, = 0 for |i| < d. Therefore,

where degree Q =d — 1. O

3.2 Triangular Finite Elements

Let K be any triangle. Let P denote the set of all polynomials in two
variables of degree < k. The following table gives the dimension of Py.
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Table 3.1. Dimension of Py in two dimensions

k dim Py,
1 3

2 6

3 10

Eo| L)k 2)

The Lagrange Element

(3.2.1) Example. (k = 1) Let P = P;. Let N1 = {N1, No, N3} (dim Py = 3)
where N;(v) = v(z;) and 21, 29, z3 are the vertices of K. This element is
depicted in Fig. 3.1.

<3
L, L,
21 Ls 22 ¢
Fig. 3.1. linear Lagrange triangle Fig. 3.2. Crouzeix-Raviart noncon-

forming linear triangle

Note that “e” indicates the nodal variable evaluation at the point where
the dot is located.

We verify 3.1.1(iii) using 3.1.4(b), i.e., we prove that N determines
P1. Let Ly, Ly and L3 be non-trivial linear functions that define the lines
on which lie the edges of the triangle. Suppose that a polynomial P € P
vanishes at z1,22 and z3. Since P|r, is a linear function of one variable
that vanishes at two points, P = 0 on L;. By Lemma 3.1.10 we can write
P = c Ly, where cis a constant. But

0=P(z1)=cLli(z1) = ¢=0
(because Li(z1) # 0). Thus, P = 0 and hence N; determines P;. |

(3.2.2) Remark. The above choice for A is not unique. For example, we
could have defined

N;(v) = v(midpoint of the i*" edge),
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as shown in Fig. 3.2. By connecting the midpoints, we construct a triangle
on which P € P; vanishes at the vertices. An argument similar to the one
in Example 3.2.1 shows that P = 0 and hence, A; determines P;.

(3.2.3) Example. (k = 2) Let P = Py. Let No = {N1, Na, ..., Ng} (dim Py =
6) where
v(it" vertex), i=1,2,3;
N;(v) = < v(midpoint of the (i — 3) edge),
(or any other point on the ¢ — 3 edge) i=4,5,6.
This element is depicted in Fig. 3.3.

Z7
78 26
L, L,
29 <s
<1 26 22 21 22 23 24
Fig. 3.3. quadratic Lagrange triangle Fig. 3.4. cubic Lagrange triangle

We need to check that A5 determines Ps. As before, let Ly, Ly and
L3 be non-trivial linear functions that define the edges of the triangle.
Suppose that the polynomial P € P, vanishes at z1, 29, . . ., 26. Since P|r, is
a quadratic function of one variable that vanishes at three points, P = 0 on
L;. By Lemma 3.1.10 we can write P = Lq )1 where deg @1 = (deg P)—1 =
2 —1=1. But P also vanishes on Ly. Therefore, L1 Q1|r, = 0. Hence, on
Lo, either Ly =0 or @1 = 0. But L, can equal zero only at one point of Lo
since we have a non-degenerate triangle. Therefore, @1 = 0 on Lo, except
possibly at one point. By continuity, we have Q1 =0 on Ls.

By Lemma 3.1.10, we can write Q1 = Lo Q2, where deg Q2 = (deg Lo)—
1 =1-1=0. Hence, @ is a constant (say c), and we can write P = ¢ Lq Lo.
But P(z6) = 0 and z¢ does not lie on either Ly or Lo. Therefore,

0= P(Z(;) = CLl(ZG) LQ(ZG) = c¢=0,
since L1 (zg) # 0 and Lo(zg) # 0. Thus, P = 0. O
(3.2.4) Example. (k=3) Let P = P3. Let N5 = {N; : i = 1,2,...,10(=
dim Ps3)} where
N;(v) =v(z), 4=1,2,...,9 (»; distinct points on edges as in Fig. 3.4)

and
Nio(v) = v(any interior point).

We must show that A3 determines Ps.
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Let L1, Ly and L3 be non-trivial linear functions that define the edges
of the triangle. Suppose that P € P3 vanishes at z; for ¢ = 1,2,...,10.
Applying Lemma 3.1.10 three times along with the fact that P(z;) = 0 for
1=1,2,...,9, we can write P = c Ly Ly L3. But

0= P(Z10) = CLl(Zlo) LQ(Zlo) L3(Z10) = ¢=0
since L;(z109) # 0 for i = 1,2,3. Thus, P = 0. O
In general for k > 1, we let P = P,. For N}, = {Ni e =1,2,...,
$(k+1)(k +2)}, we choose evaluation points at

3 vertex nodes,

(3.2.5) 3(k — 1) distinct edge nodes and

1
§(k —2)(k — 1) interior points.

(The interior points are chosen, by induction, to determine Pj_3.) Note
that these choices suffice since

1 1
34+3(k—1)+5(k—-2)(k-1) :3k+§(k2 — 3k +2)
1
= 5(/c2 + 3k +2)
1
=5+ 1)(k+2)
= dim Py.

The evaluation points for k = 4 and k = 5 are depicted in Fig. 3.5.

k=4 k=5
Fig. 3.5. quartic and quintic Lagrange triangles

To show that N} determines Py, we suppose that P € Pj vanishes at
all the nodes. Let Ly, Lo and L3 be non-trivial linear functions that define
the edges of the triangle. As before, we conclude from the vanishing of P at
the edge and vertex nodes that P = @ Ly Ly Ls where degree(Q) < k — 3;
() must vanish at all the interior points, since none of the L; can be zero
there. These points were chosen precisely to determine that @ = 0.
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The Hermite Element

(3.2.6) Example. (k =3 Cubic Hermite) Let P = Ps. Let “eo” denote
evaluation at the point and “()” denote evaluation of the gradient at the
center of the circle. Note that the latter corresponds to two distinct nodal
variables, but the particular representation of the gradient is not unique.
We claim that N = {Ny, Na,..., Nip}, as depicted in Fig. 3.6, determines
Pg (dlm P3 = 10)

Fig. 3.6. cubic Hermite triangle

Let L1, Ly and L3 again be non-trivial linear functions that define the
edges of the triangle. Suppose that for a polynomial P € P3, N;(P) = 0
for i = 1,2,...,10. Restricting P to L, we see that 2o and z3 are double
roots of P since P(z2) = 0, P'(22) = 0 and P(z3) = 0, P'(23) = 0, where ’
denotes differentiation along the straight line L;. But the only third order
polynomial in one variable with four roots is the zero polynomial, hence
P =0 along L;. Similarly, P = 0 along Ly and L3. We can, therefore, write
P= CLl L2 L3. But

0= P(Z4) = CL1(Z4) L2(24) L3(Z4) — c= 0,
because L;(z4) # 0 for i =1,2,3. O

(3.2.7) Remark. Using directional derivatives, there are various distinct
ways to define a finite element using Ps, two of which are shown in Fig. 3.7.
Note that arrows represent directional derivatives along the indicated di-
rections at the points. The “global” element to the left has the advantage
of ease of computation of directional derivatives in the x or y directions
throughout the larger region divided up into triangles. The “local” element
to the right holds the advantage in that the nodal parameters of each tri-
angle are invariant with respect to the triangle.

In the general Hermite case, we have
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N

Fig. 3.7. Two different sets of nodal values for cubic Hermite elements.

3 vertex nodes

6 directional derivatives (2 for each gradient,
(3.2.9) evaluated at each of the 3 vertices)

3(k — 3) edge nodes

1

—(k —2)(k — 1) interior nodes (as in the Lagrange case).

2

Note that these sum to 3(k + 1)(k 4+ 2) = dim Py, as in the Lagrange case.

(3.2.8) Example. (k = 4) We have (dim Py = 15). Then N' = {Ny, No, ...,
Nis5}, as depicted in Fig. 3.8, determines Pj.

21 z9 Ly 2o Z1 n3
Fig. 3.8. quartic Hermite triangle Fig. 3.9. quintic Argyris triangle
The Argyris Element

(3.2.10) Example. (k =5) Let P = Ps5. Consider the 21(= dim Ps) degrees
of freedom shown in Fig. 3.9. As before, let ® denote evaluation at the point
and the inner circle denote evaluation of the gradient at the center. The
outer circle denotes evaluation of the three second derivatives at the center.
The arrows represent the evaluation of the normal derivatives at the three
midpoints. We claim that N = {Ny, N, ..., Na; } determines Ps.

Suppose that for some P € Ps, N;(P) =0fori=1,2,...,21. Let L; be
as before in the Lagrange and Hermite cases. The restriction of P to L; is a
fifth order polynomial in one variable with triple roots at z, and z3. Hence,
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P vanishes identically on L;. Similarly, P vanishes on L, and L3. Therefore,
P =Q Ly Ly L3, where deg Q = 2. Observe that (91,01, P)(z3) = 0, where
Or, and 0y, are the directional derivatives along L; and Lo respectively.
Therefore,

0= (01,01, P)(23) = Q(23) L3(23) Or,L1 01, Lo,

since 9, L; = 0 & L;(z3) = 0, ¢ = 1,2. This implies Q(z3) = 0 because
L3(z3) #0, 0r,L1 # 0 and Jr, La # 0. Similarly, Q(z1) = 0 and Q(z2) = 0.
Also, since L1 (m1) = 0, 522-P(my) = (Q 2£* Ly L3) (my). Therefore,

' Ony ony

because gﬁi # 0, La(my) # 0 and Lz(my) # 0. Similarly, Q(mz) = 0 and

Q(ms) = 0. So @ = 0 by Example 3.2.3. O

We leave to the reader the verification of the following generalization
of the Argyris element (exercise 3.x.12).

(3.2.11) Example. Note that dim P; = 36. The nodal variables depicted in
Fig. 3.10 determine P5.

Fig. 3.10. seventh-degree Argyris triangle

3.3 The Interpolant

Now that we have examined a number of finite elements, we wish to piece
them together to create subspaces of Sobolev spaces. We begin by defining
the (local) interpolant.

(3.3.1) Definition. Given a finite element (K, P,N) , let the set {¢; : 1 <

i < k} CP be the basis dual to N. If v is a function for which all N; € N,
i=1,...,k, are defined, then we define the local interpolant by

k
(3.3.2) Ixv:=Y_ N;(v) ;.
i=1
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(3.3.3) Example. Let K be the triangle depicted in Fig. 3.11, P = Py,
N = {Ny, Ny, N3} as in Example 3.2.1, and f = e*¥. We want to find Zx f.

(,1)

(0,0) (1,0)
Fig. 3.11. coordinates for linear interpolant

By definition, Zx f = N1(f) ¢1 + Na(f) ¢2 + N3(f) ¢3. We must therefore
determine ¢1, ¢2 and ¢3. The line L, is given by y = 1 — x. We can write
¢1 =cLy = c¢(1 —x —y). But Ny ¢ = 1 implies that ¢ = ¢1(21) = 1,
hence ¢ = 1 — & — y. Similarly, ¢2 = La(x,y)/La(22) = = and ¢3 =
Ls(x,y)/L3(z3) = y. Therefore,

Ixf=Ni(f)(1 =z —y)+ Nao(f) 2+ N3(f)y

=l—-z—-y+z+y (since f = e™¥)
=1.
Properties of the interpolant follow. a

(3.3.4) Proposition. Zx is linear.

Proof. See exercise 3.x.2. O

(3.3.5) Proposition. N;(Zx(f)) = N;(f) V1<i<d.
Proof. We have

k
Ni(Ik(f)) = N; (Z N;(f) ¢J—) (definition of T (f))

j=1
k
= Z N;(f) Ni(¢5) (linearity of N;)
= Ni(f) ({¢;} dual to {N;}).
O

(3.3.6) Remark. Proposition 3.3.5 has the interpretation that Z (f) is the
unique shape function that has the same nodal values as f.
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(3.3.7) Proposition. Zx (f) = f for f € P. In particular, Tk is idempotent,
ie., T2 = Tx.
Proof. From (3.3.5),
Ni(f =ZIk(f)) =0 Vi

which implies the first assertion. The second is a consequence of the first:
T f = Ik (Ixf) = I ],
since Zx f € P. O
We now piece together the elements.

(3.3.8) Definition. A subdivision of a domain {2 is a finite collection of
element domains {K;} such that

(1) int K; Nint K; =0 if i # j and
(2) UK; = 0.

(3.3.9) Definition. Suppose (2 is a domain with a subdivision T. Assume
each element domain, K, in the subdivision is equipped with some type of
shape functions, P, and nodal variables, N, such that (K,P,N) forms a
finite element. Let m be the order of the highest partial derivatives involved
in the nodal variables. For f € C™(S2), the global interpolant is defined by

(3.3.10) Irflk, = Ik, f
for all K; € T.

Without further assumptions on a subdivision, no continuity proper-
ties can be asserted for the global interpolant. We now describe conditions
that yield such continuity. Only the two-dimensional case using triangular
elements is considered in detail here; analogous definitions and results can
be formulated for higher dimensions and other subdivisions.

(3.3.11) Definition. A triangulation of a polygonal domain (2 is a subdivision
consisting of triangles having the property that

(3) no vertex of any triangle lies in the interior of an edge of another
triangle.

(3.3.12) Example. The figure on the left of Fig. 3.12 shows a triangulation
of the given domain. The figure on the right is not a triangulation.
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Fig. 3.12. Two subdivisions: the one on the left is a triangulation and the one
on the right is not.

(3.3.13) Example. Let {2 be the square depicted in Fig. 3.13. The triangu-
lation 7 consists of the two triangles 77 and 75, as indicated. The finite
element on each triangle is the Lagrange element in Example 3.2.1. The
dual basis on T3 is {1 — z — y,z,y} (calculated in Example 3.3.3) and
the dual basis on Ty is (cf. exercise 3.x.3) {1 —z,1 —y,z +y — 1}. Let
f =sin(m(z +y)/2). Then

_Jx+y on T3
ITf_{Q—a:—y on T5.

(3.3.14) Remark. For approximating the Dirichlet problem with zero bound-
ary conditions, we use a finite-dimensional space of piecewise polynomial
functions satisfying the boundary conditions given by

Vr ={Z7rf: f € C™($2), flog = 0}
on each triangulation 7. This will be discussed further in Chapter 5.

(3.3.15) Definition. We say that an interpolant has continuity order r (in
short, that it is “C"”) if Irf € C" for all f € C™(£2). The space, Vi =
{Zrf : feC™}, is said to be a “C"” finite element space.

(3.3.16) Remark. A finite element (or collection of elements) that can be
used to form a C" space as above is often called a “C" element.” Not all
choices of nodes will always lead to C” continuity, however. Some sort of
regularity must be imposed. For the elements studied so far, the essential
point is that they be placed in a coordinate-free way that is symmetric with
respect to the midpoint of the edge.

o,1) (1,1)

-~

(0,0 (1,0

Fig. 3.13. simple triangulation consisting of two triangles
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(3.3.17) Proposition. The Lagrange and Hermite elements are both C° ele-
ments, and the Argyris element is C*. More precisely, given a triangulation,
T, of £2, it is possible to choose edge nodes for the corresponding elements
(K,P,N) , K € T, such that the global interpolant satisfies Zrf € C"
(r = 0 for Lagrange and Hermite, and r = 1 for Argyris) for f € C™
(m = 0 for Lagrange, m = 1 for Hermite and m = 2 for Argyris). In
particular, it is sufficient for each edge xx' to have nodes &;(x' — x) + x,
where {& : i=1,...,k—1—2m} is fixed and symmetric around & = 1/2.
Moreover, under these hypotheses, Iz f € Wt

Proof. Tt is sufficient to show that the stated continuity holds across each
edge. Let T}, i = 1,2, denote two triangles sharing an edge, e. Since we as-
sumed that the edge nodes were chosen symmetrically and in a coordinate-
free way, we know that the edge nodes on e for the elements on both T
and T, are at the same location in space. Let w :=Zp, f — Zp, f, where we
view both polynomials, Z7, f to be defined everywhere by extension outside
T; as polynomials. Then w is a polynomial of degree k and its restriction to
the edge e has one-dimensional Lagrange, Hermite or Argyris nodes equal
to zero. Thus, w|, must vanish. Hence, the interpolant is continuous across
each edge.

Lipschitz continuity of Z7 f follows by showing that it has weak deriva-
tives of order r 4+ 1 given by

(D?w)ITfNT =DIrf VT eT,|a<r+1.

The latter is certainly in L°°. The verification that this is the weak deriva-
tive follows from

/Q (DY¢) (Irf) dz =" /T (D*¢) (I f) d

TeT

=Y (-l [ ¢ (DIrf) da
S f

=(=1)lel 7 (D%Ir T,
(-1) /quj;x (D°Tr ) d

where yr denotes the characteristic function of 7. The second equality
holds because all boundary terms cancel due to the continuity properties
of the interpolant. O

3.4 Equivalence of Elements

In the application of the global interpolant, it is essential that we find a
uniform bound (independent of T' € 7T) for the norm of the local interpo-
lation operator Z7. Therefore, we want to compare the local interpolation
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operators on different elements. The following notions of equivalence are
useful for this purpose (cf. Ciarlet & Raviart 1972a).

(3.4.1) Definition. Let (K, P,N) be a finite element and

et
(A nonsingular) be an affine map. The finite element (K,
equivalent to (K,P,N) if

=Az+b

()
N) is affine

tF
P,

(i) F(K) =K
(i1) F*P =P and
(i17) FN =N.

We write (K,P,N) % (K,P,N) if they are affine equivalent.

(3.4.2) Remark. Recall that the pull-back F* is defined by F*(f) := fo F
and the push-forward F, is defined by (F.N)(f) :== N(F*(f)).

(3.4.3) Proposition. Affine equivalence is an equivalence relation.

Proof. See exercise 3.x.4. O

(3.4.4) Examples.

(i) Let K be any triangle, P = Py, N/ = {evaluation at vertices of K}.
All such elements (K, P,N) are affine equivalent.
(ii) Let K be any triangle, P = P2, N' = {evaluation at vertices and
edge midpoints}. All such elements are affine equivalent.
(iii) Let P = Po. In Fig. 3.14, (T1,P,N1) and (T, P,Ns) are not affine
equivalent, but the finite elements (T7,P,N7) and (T3, P, N3) are
affine equivalent.

Fig. 3.14. inequivalent quadratic elements: noda placement incompatibility

(iv) Let P = P5. The elements (T1,P,N1) and (T, P, N2) depicted in
Fig. 3.15 are not affine equivalent since the directional derivatives
differ.

(v) Let P = Ps3. Then the elements (T, P, N71) and (T%, P, N2) depicted
in Fig. 3.16 are not affine equivalent since the strength of the direc-
tional derivatives (indicated by the length of the arrows) differ.

(3.4.5) Proposition. There exist nodal placements such that all Lagrange
elements of a given degree are affine equivalent.



3.4 Equivalence of Elements 83

Fig. 3.15. inequivalent cubic Hermite elements: direction incompatibility

Fig. 3.16. inequivalent cubic Hermite elements: derivative strength incompati-
bility

Proof. We pick nodes using barycentric coordinates, (by,bs,bs), for each
triangle. The i-th barycentric coordinate of a point (x,y) can be defined
simply as the value of the ¢-th linear Lagrange basis function at that point
(bi(z,y) = ¢i(x,y)). Thus, each barycentric coordinate is naturally as-
sociated with a given vertex; it is equal to the proportional distance of
the point from the opposite edge. Note that the barycentric coordinates
sum to one (since this yields the interpolant of the constant, 1). Thus,
the mapping (z,y) — b(z,y) maps the triangle (invertibly) to a subset of
{bE [0,1]3 : by +bgy+ b3 = 1}

For degree k Lagrange elements, pick nodes at the points whose
barycentric coordinates are

i 7 1 . S
—_ < _ < < =K.
(k’k’k) where 0<4,5,l<k and 1+j+1=k

g

(3.4.6) Definition. The finite elements (K,P,N') and (K,P,N) are inter-
polation equivalent if

INf= Iﬁf Y f sufficiently smooth,

where Iy (resp. Iﬁ) is defined by the right-hand side of (3.3.2) with N; € N
(resp. N; € N). We write (K,P,N) (K, P,N).
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(3.4.7) Proposition. Suppose (K, P,N') and (K,P,N) are finite elements.
Every nodal variable in N is a linear combination of nodal variables inNJ\/'
(when viewed as a subset of C™(K)') if and only if (K, P,N)7 (K,P,N).

Proof. (only if) We must show that Iy f =I5 f Vf € C™(K). For N; €
N, we can write N; = 25:1 cj Nj since every nodal variable in N is a linear

combination of nodal variables in A Therefore,

= (i Cj Nj> (I

I
-
K

N;(Zi7f)
j=1
k ~
= _ ¢ Ni(f)
j=1
= Ni(f).
The converse is left to the reader in exercise 3.x.26. O

(3.4.8) Example. The Hermite elements in Fig. 3.7 (and 3.15-16) are inter-
polation equivalent (exercise 3.x.29).

(3.4.9) Definition. If (K, P ,N) is a finite element that is affine equivalent
to (K,P,N) and (K,P,N) is interpolation equivalent to (K P, N) then
we say that (K, P,N) is affine-interpolation equivalent to (K PN ).

(3.4.10) Example.

(i) All affine equivalent elements (e.g., Lagrange elements with appro-
priate choices for the edge and interior nodes as described in Propo-
sition 3.4.5) are affine-interpolation equivalent.

(ii) The Hermite elements with appropriate choices for the edge and
interior nodes are affine-interpolation equivalent.

(iii) The Argyris elements are not affine-interpolation equivalent (Ciarlet
1978).

The following is an immediate consequence of the definitions.

A

) Proposition. If (K,P,N) is affine-interpolation equivalent to
( N) then T o F* = F* o T where F is the affine mapping K — K.
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3.5 Rectangular Elements

In this section we consider finite elements defined on rectangles. Let Qp =
{Zj ¢; pj(2) ¢;(y) : pj,q; polynomials of degree < k}. One can show that

(3.5.1) dim Qy, = (dim P})?,
where P} denotes the space of polynomials of degree less than or equal to

k in one variable (cf. exercise 3.x.6).

Tensor Product Elements

(3.5.2) Example. (k = 1) Let K be any rectangle, P = Qp, and N as
depicted in Fig. 3.17.

Suppose that the polynomial P € Q; vanishes at z1, 29,23 and z4. The
restriction of P to any side of the rectangle is a first-order polynomial of
one variable. Therefore, we can write P = ¢ L1 Lo for some constant c. But

0= P(z4) = cL1(za) L2(za) = ¢=0,

since Ly (z4) # 0 and Lo(z4) # 0. Thus, P = 0. O

(3.5.3) Example. (k = 2) Let K be any rectangle, P = Qs, and N as
depicted in Fig. 3.18. Suppose that a polynomial P € Q5 vanishes at z;, for
i=1,...,9. Then we can write P = ¢ L1 LyL3L4 for some constant c¢. But

0= P(Zg) =clq (Zg) LQ(Zg) Lg(Zg) L4(2’9) = c¢=0,

since L;(z9) # 0 for i = 1,2,3,4. O
24 3 3 L3 : L4
27 =:Z 8 29
Lyl f e
2 L2 “Z4 :‘ZS “26
L,
L A
21 22 21 22 23
Fig. 3.17. bilinear Lagrange rectan- Fig. 3.18. biquadratic Lagrange rect-
gle angle

(3.5.4) Example. (arbitrary k) Let K be any rectangle, P = Qj, and
N denote point evaluations at {(¢;,t;) : ¢,j =0,1,...k} where {0 =ty <
t1 < ... < tp = 1}. (The case k = 3 is depicted in Fig. 3.19.) Then
(K,P,N) is a finite element (cf. exercise 3.x.7).
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27 % Zs
) ° . )
[ ] [ ] [
ZS 29 24
) . ° )
21 e 23

Fig. 3.19. bicubic Lagrange rectangle  Fig. 3.20. notation for Lemma 3.5.6

The Serendipity Element

(3.5.5) Example. (Quadratic Case) To define the shape functions for this
case, we need the following lemma (see Fig. 3.20 for the notation).

(3.5.6) Lemma. There exist constants cy,...,cs such that
8
d(z9) = Z ci ¢(zi) for ¢ € Pa.
i=1

Proof. Note that evaluation at zi,...,z¢ forms a nodal basis for Ps. Let
{¢1,..., 06} be the dual basis of Py, i.e., N;j¢p; = 6;; for i,j = 1,...,6. If
¢ € Py, then

¢ = Ni(¢) p1 + N2(¢) 2 + ... + No(9) d6.
Therefore,

P(z9) = d(21) 1(29) + d(22) P2(29) + ... + ¢(26) P6(29)
=c1P(z1) +c2P(z2) + ...+ cs d(28)

(let ¢z = cg =0). O
Let K be any rectangle, P = {¢ € Qs : Z§:1 ci ¢(z;) — P(z9) = 0},
and N as depicted in Fig. 3.21. Then (K, P,N) is a finite element because

if ¢ € P vanishes at z1,...,25 we can write ¢ = cLyLsL3L, for some
constant c. But

8
0= Zci(b(zi) =¢(z9) = ¢=0
i=1

(since L;(z9) # 0,3 =1,...,4). Therefore, ¢ = 0. O
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4 o6 s 210 29 3 77
L, - -
Ly
Z [ ) . . [ ) Z
* . ' 1 Wy w3 6
. Zq 24
® . . ®
3 <12 wi Wy 5
o Li
21 22 23 Z1 22 Z3 24
Fig. 3.21. quadratic serendipity ele- Fig. 3.22. cubic serendipity element
ment

(3.5.7) Example. (Cubic Case) Let K be any rectangle. There exist con-
stants cz- such that for ¢ € P3, o(w;) = 232:1 cé (z;) i =1,2,3,4
(for w; and z; as depicted in Fig. 3.22), then let P = {¢ € Qs
o(w;) — 2;2:1 ¢t ¢(z;) = 0 for i = 1,2,3,4} and N as depicted. Then
(K,P,N) is a finite element (cf. exercise 3.x.8).

(3.5.8) Remark. The notion of a C" rectangular element can be defined
similarly to Definition 3.3.15. Following the proof of Proposition 3.3.17, we
can see that all the rectangular elements defined in this section are C°. An
example of a C! rectangular element is in exercise 3.x.16.

(3.5.9) Remark. The space, P, of shape functions for serendipity elements
is not uniquely defined by the choice of nodal variables. Another way to
choose them is described in Sect. 4.6.

3.6 Higher-dimensional Elements

Higher-dimensional elements can be constructed inductively just the way we
constructed two-dimensional elements using properties of one-dimensional
elements as building blocks. As an illustration, we describe tetrahedral ele-
ments in three dimensions. The Lagrange elements can be defined as before,
inductively in the degree, k, as follows.

We pick nodal variables at the vertices (of which there are four), at k—1
points on the interior of each edge (there are six edges) and at (k—2)(k—1)/2
points in the interior of each face (again four of these). The face points,
which exist only for k£ > 3, should be chosen so as to determine polynomials
in two variables (in the plane of the face) of degree k — 3. For k > 4,
we also pick points in the interior of the tetrahedron so as to determine
polynomials in three variables of degree k — 4. The existence of the latter
will be demonstrated by induction on k, as in the two-dimensional case.

Suppose these nodal values vanish for v € Pj. The restriction of v
to each face, F;, of the tetrahedron is a polynomial in two variables (the
coordinates for the plane of F}), and the nodal variables have been chosen
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to determine this restriction. Thus, v|f, is identically zero. Let L; denote a
nontrivial linear function vanishing on F;. By applying (3.1.10) four times,

v = L1L2L3L4R

where the remainder is a polynomial of degree k — 4. For k < 3 this implies
that R = 0, so that v = 0. In the general case, we use the interior nodes to
determine that R = 0. It simply remains to count the number of nodes and
check that it equals dim Py.

We have enumerated

(3.6.1) Ok) =4+ 6(k — 1) +2(k — 2)(k — 1) + dim Pj_y

nodes above. The dimension of P, can be computed as follows. We can de-
compose an arbitrary polynomial, P, of degree k in three variables uniquely
as

(3.6.2) P(z,y,2) = p(z,y) + 2q(z, y, 2)
where the degree of p is k and the degree of g is k — 1. Simply let p(z,y) :=
P(z,y,0) and apply (3.1.10) to P — p with L(z,y, 2) = z. Therefore,

k
(3.6.3) dimPi = (k+1)(k+2)/2+dimPyy => (j+1)([+2)/2,
j=0
where the second equality follows from the first by induction. The first few
of these are given in the following table, and it is easily checked that they
agree with (3.6.1).

Table 3.2. dimension of polynomials of degree k, P, in three dimensions

k dim Py
1 4

2 10

3 20

4 35

Since (3.6.3) implies dim Py, is a cubic polynomial in k (with leading
coefficient 1/6), we conclude that C(k) is also a cubic polynomial in k. Since
these cubics agree for k = 1,2, 3,4, they must be identical.

The above arguments also show that the nodes can be arranged so as
to insure that the Lagrange elements are C°. As in the proof of Proposition
3.3.17, it suffices to see that the restrictions of the global interpolant to
neighboring tetrahedra agree on the common face. This is possible because
of our choice of facial nodes to determine polynomials in two variables
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on that face. One must again choose the facial nodes in a symmetric and
coordinate free way. In particular, it is sufficient to let the nodes be located
at points whose barycentric coordinates (see (3.4.5)) B on each face satisfy

(bh b, b3> €B= (ba'(l)7 bo’(2)a b0(3)) €B

for any permutation o of the indices.

(3.6.4) Remark. The notion of a C" tetrahedral element can be defined
similarly to Definition 3.3.15. Following the proof of Proposition 3.3.17, we
see that the tetrahedral elements defined in this section are all C°.

3.7 Exotic Elements

All the elements (K, P, N') studied so far have shape functions consisting of
polynomials. However, this is not at all necessary. We consider some of the
possibilities briefly here. We restrict our discussion to the class of macro-
finite-elements, for which the shape functions, P, are themselves piecewise
polynomials. Other types of shape functions have been proposed, e.g., ra-
tional functions (Wachspress 1975).

Let K denote a triangle, and let it be divided into four subtriangles
by connecting edge midpoints as shown in Fig. 3.23. Define P to be the
set of continuous piecewise linear functions on this subtriangulation. If N/
consists of point-evaluations at the vertices and edge midpoints of K, we
clearly have a well defined C° finite element.

A more complex element is that of Clough and Tocher (Ciarlet 1978).
Let K denote a triangle, and let it be divided into three subtriangles as
shown in Fig. 3.24. Let P be the set of C! piecewise cubic functions on
this subtriangulation. Let N consist of point- and gradient-evaluations at
the vertices and normal-derivative-evaluations at the edge midpoints of K.
Then (K,P,N) is a well defined, C* finite element (Ciarlet 1978).

Fig. 3.23. macro-piecewise-linear tri- Fig. 3.24. Clough-Tocher C* macro-
angle piecewise-cubic triangle
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3.x Exercises

3.x.1

3.x.2
3.x.3
3.x.4

3.x.5
3.x.6

3.x.7
3.x.8
3.x.9

3.x.10

3.x.11

3.x.12

3.x.13

Let m and k be nonnegative integers, and let P be a polynomial
in one variable of degree 2m 4 k + 1. Suppose that PU)(a) = 0
for a = 0,1 and j = 0,...,m, and further that P({;) = 0 for
0<& <... <& < 1. Prove that P = 0.

Prove that the local interpolant is linear (cf. Proposition 3.3.4).
Find the dual basis for triangle T in Example 3.3.13.

Show that affine equivalence is an equivalence relation (cf. Proposi-
tion 3.4.3).

Show that interpolation equivalence is an equivalence relation.

Show that dim Q) = (dim P})?, where P} = {polynomials in one
variable of degree less than or equal to k} and {z'y? 14,7 =0,...,k}
is a basis of Q.

Prove that (K, P,N) in Example 3.5.4 is a finite element.
Prove that (K,P,N) in Example 3.5.7 is a finite element.

Construct nodal basis functions for K = the rectangle with vertices
(—1,0), (1,0), (1,1) and (—1,1), P = Q;, and N = evaluation at
the vertices.

Construct nodal basis functions for K = the triangle with vertices
(0,0), (1,0) and (0,1), P = P2, and N = evaluation at the vertices
and at the midpoints of the edges.

Prove that the set of nodal variables

En = {P(a)vp/(a)vp(S)(a)a B ~7P(2n_1)(a) La = 07 1}
determine unique polynomials (in one variable) of degree 2n + 1.
(For n = 1, this is just Hermite interpolation, as in exercise 3.x.1.)

Show that the nodal variables for the Argyris element described
in Example 3.2.11 determine P7. Give a general description of the
Argyris element for arbitrary degree k > 5.

Show that if P = Qy, then the nodal variables depicted in Fig. 3.25
do not determine P.

Fig. 3.25. a non-element
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3.x.14 Nonconforming piecewise linear element Show that the edge mid-
points in a triangulation can be used to parametrize the space of
piecewise linear functions (in general discontinuous) that are contin-
uous at each edge midpoint. Can you generalize this to quadratics
(i.e., find a nodal basis for piecewise quadratics that are continuous
at two points on each edge)?

3.x.15 Rotated nonconforming bilinear element Let K be the square
[—1,1] x [-1,1], P be the space of shape functions spanned by 1,
x, y and z? — 3%, and N consist of the evaluations of the shape
functions at the four midpoints (cf. Fig. 3.25). Show that (K, P,N)

is a finite element. Let a;(v) = (1/]e;|) [, vds be the mean value
of the function v on the edge e; of K, and N, = {a1,...,a4}. Show
that (K, P, N,) is also a finite element. Are these two elements in-

terpolant equivalent?

3.x.16 Bicubic Hermite (Bogner-Fox-Schmit) element Prove that a tensor
product cubic in two variables is uniquely determined by
oP oP 0*pP
—(a;), —(a;), =——=—(a;):i=1,...,4
78331( Z)? 3332( 7 ’6%‘18%2 Z) ) ’ }
where a; are the rectangle vertices. Will this generate a C'! piecewise
cubic on a rectangular subdivision?

&= {P(a)

3.x.17 Let Z be the interpolation operator associated with continuous,
piecewise linears on triangles, i.e., Zu = u at vertices. Prove that
IZl|co,co = 1, i.e., for any continuous function u, [|Zul . <
||u]| o - (Hint: where does the maximum of [Zu| occur on a triangle?)
Is this true for piecewise quadratics?

3.x.18 Let “/” denote the second derivative that is the concatenation of
the directional derivatives in the two directions indicated by the
line segments. Show that P, is determined by (i) the value, gradient
and “/” second derivative at each vertex (the directions used for
“/” at each vertex are given by the edges meeting there, as shown
in Fig. 3.26) and (ii) the value at each edge midpoint.

Fig. 3.26. a quartic finite element

3.x.19 Suppose that the nodes for the Lagrange element are chosen at
the barycentric lattice points introduced in the proof of Proposition
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3.x.20
3.x.21
3.x.22

3.x.23

3.x.24

3.x.25
3.x.26
3.x.27
3.x.28

3.x.29
3.x.30

3.x.31
3.x.32

3.x.33

3.x.34

3.x.35

Chapter 3. The Construction of a Finite Element Space

3.4.5. Show that the corresponding nodal basis functions for Py can
be written as a product of k linear functions. (Hint: for each node
determine k lines that contain all other nodes.)

Generalize Proposition 3.4.5 and exercise 3.x.19 to three dimensions.
Generalize 3.4.5 and exercise 3.x.19 to n dimensions.

Prove that no analog of the serendipity element exists for biquar-
tic polynomials. (Hint: show that one can not remove all interior
points.)

Show that the decomposition (3.6.2) is unique.

Develop three-dimensional Hermite and Argyris elements. Are the
latter C1?

Develop four-dimensional Lagrange elements.
Prove the “if” part of Proposition 3.4.7.
Show that the Hermite element is not C.

Can the derivative nodes for the Hermite elements be chosen to give
an affine-equivalent family for arbitrary triangles?

Use (3.4.7) to prove (3.4.8).

Let P} denote the space of polynomials of degree k in n variables.
Prove that dimP}} = n Z k), where the latter is the binomial

coefficient. (Hint: show that (3.6.2) holds in n-dimensions and use
this to prove that the numbers dim P}’ form Pascal’s triangle.)

Develop three-dimensional tensor-product and serendipity elements.

Give conditions on rectangular subdivisions that allow the tensor-
product elements to be C°.

Give conditions on rectangular subdivisions that allow the bicubic
Hermite elements to be C* (see exercise 3.x.16). Are the conditions
the same as in exercise 3.x.327

What conditions on simplicial subdivisions allow three-dimensional
Lagrange elements to be C°?

Let T be a triangle with vertices pi, (1 < k < 3) and A\; € Py satisfy
Xj(pr) = 0j for 1 < j < 3. Show that

1 (2 (m!)(n!)
- ANaman dp = VPV
2|T|/T L2 s O = m n+ 2)!

where ¢, m and n are nonnegative integers. What is the correspond-
ing formula for a tetrahedron?



Chapter 4

Polynomial Approximation Theory in
Sobolev Spaces

We will now develop the approximation theory appropriate for the finite
elements developed in Chapter 3. We take a constructive approach, defining
an averaged version of the Taylor polynomial familiar from calculus. The
key estimates are provided by some simple lemmas from the theory of Riesz
potentials, which we derive. As a corollary, we provide a proof of Sobolev’s
inequality, much in the spirit given originally by Sobolev.

Initially, we derive estimates appropriate on individual element do-
mains. Later, we show how these can be combined to provide error estimates
for interpolants that are globally defined on a collection of element domains
that subdivide a larger domain. This will concentrate primarily on the case
of polyhedral domains, but generalizations to “isoparametric” elements are
presented in the last section. These elements are extremely convenient and
effective for approximating problems on domains with curved boundaries.

4.1 Averaged Taylor Polynomials

We turn our attention to finding a polynomial approximation of order m for
a function in a Sobolev space. Let B = {z € R" : |z —xz¢| < p}. A function
¢ € C5°(IR™) with the properties (i) supp ¢ = B and (i) [, ¢(z)dz =1
will be called a cut-off function. For example, let

_ [ e (=la=aol/*) ™ g 15— o < p
1/}(:8){0 if\:cfa:g|2p.
Let ¢ = [ ¥(x)dz (¢ > 0), then ¢(x) = (1/c)(x) satisfies (i) and (ii),

and max |¢| < constant - p~™.

Let us assume that u € C™~1(IR™).

(4.1.1) Definition. The Taylor polynomial of order m evaluated at y is given
by

(4.1.2) T u(x) = Y éD“U(y)(fﬂ—y)"‘»

|a|<m
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where a = (a1, Qa,...,ay) s an n-tuple of nonnegative integers, x € R",
o n a; [ n ) o n )
e =l 2 ol =[], el and |of = 307, ai.

In general, if u is in a Sobolev space, D“u may not exist in the usual
(pointwise) sense. How do we then define a Taylor polynomial for such a
function? We accomplish this by taking an “average” of T;"u(z) over y, as
given in the following definition.

(4.1.3) Definition. Suppose u has weak derivatives of order strictly less than
m in a region {2 such that B CC 2. The corresponding Taylor polynomial
of order m of u averaged over B is defined as

(4.1.4) Qmu(x) = /B T u(2)g(y) dy.

where T'u(x) is defined as in (4.1.2), B is the ball centered at xo with
radius p and ¢ is the cut-off function supported in B.

Note that (4.1.4) does indeed make sense for u € W;"~!(£2) since a
typical term takes the form

(4.1.5) L Dou(y) (- 1)é(y) dy,

which exists because D%u is in L},

(2). If we write

n

(4.1.6) @—y)*=[[@-v)" = > anpa’y’,

i=1 Y+B=a

where v = (71,72, .. .,7) and 8 = (51,52, ..., 0n) are n-tuples of nonneg-
ative integers and a(,,g) are constants, we find that (4.1.5) may be written
as

1
(417 > s [ D ul)ot) du
YHB=a
Therefore,
1
(4.1.8) Qmu(z)= > > 1 4T /B Du(y)y’ ¢(y) dy.
la|<my+B=a

Thus, the next proposition follows directly.
(4.1.9) Proposition. Q™u is a polynomial of degree less than m in x.

In fact, Q™u can be defined for functions in L!(B). We only need to
rewrite (4.1.8) by integrating by parts:
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Q"u(z) =
4.1.10 1 o
R > Z wa)x”/BU(y)D“(y%(y)) dy

la|]<m y+B=«a

(4.1.11) Remark. Note that if u has weak derivatives of all orders less than
m in £2, then (4.1.8) is equivalent to (4.1.10) by using the definition of weak
derivative (1.2.4).

(4.1.12) Proposition. Q™u is defined for all uw € L' (B) and

(4.1.13) QM u(x) / Ua(y)uly) dy,

|)\\<m

where ) € C°(R™) and supp 1) C B.
Proof. This follows from (4.1.10) if we define

(=1

(4.1.14) @)= > S apanD* (1" ey). D

A<a,|al<m

(4.1.15) Corollary. If 2 is a bounded domain in R", then for any k

(4.1.16) Q" ullwx (2) < Crmmp2llullr ().
Proof. This follows directly from equality (4.1.13) and the fact that both
sup, e p |a(y)| and sup,c , [D¥2?| are bounded. O

As a result of Corollary 4.1.15, we note that Q™ is a bounded map of
L' into Wk .

(4.1.17) Proposition. For any o such that |af < m —1,
(4.1.18) DQ"u = Q" 1D for all ue Wla‘(B).
Proof. If uw € C*°(§2), then
D@ u(w) = [ DETua)otw) dy
= /BT;"*‘O‘lD‘;u(a:)qS(y) dy (exercise 4.x.1)

= QM1 Doyy(a).

The proof of the proposition is completed via a density argument. a
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(4.1.19) Remark. The polynomial Q™ could be called a Sobolev polynomial,
as the construction of a similar polynomial was given and used by Sobolev
(Sobolev 1963 & 1991) in the study of the spaces that bear his name. Such a
polynomial is not unique, due to the choice of cut-off function ¢. Moreover,
the actual construction in (Sobolev 1963 & 1991) apparently does not satisfy
(4.1.18), an identity that leads to certain simplifications later.

4.2 Error Representation

We need the following form of Taylor’s Theorem (cf. exercise 4.x.2). For
fec™([0,1]), we have

m—1

(4.2.1) F)y =3 4 0() —l—m/l L gm=tpm (1 _ g ds
2 Tl L m :

(4.2.2) Definition. {2 is star-shaped with respect to B if, for all x € (2, the
closed convex hull of {x} U B is a subset of {2.

(4.2.3) Example. Fig. 4.1 is star-shaped with respect to ball B, but not with
respect to ball B’. Fig. 4.2 is an example of a domain that is not star-shaped
with respect to any ball.

Fig. 4.1. domain star-shaped with re- Fig.4.2. domain which is not star-
spect to B but not B’ shaped with respect to any ball

From now on, we assume that (2 is star-shaped with respect to B. Let u
be a C™ function on 2. For z € 2 and y € B, define f(s) = u(ers(xfy)).
Then, by using the chain rule, we obtain

(4.2.4) %f(k)(s) = Z %D“u(y +s(z—y)) (z —y)*.
' jal=k &
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Combining (4.2.1) and (4.2.4), we obtain

u@)= Y D) - y)°
|l <m
Y'm
(4.2.5) + Z (x—y)* | asmleo‘u(x + sy — x)) ds
|a]=m

97

= T, u(z) + m Z (x —y)~ / ism_lDau(w + s(y — x)) ds.

o al

(4.2.6) Definition. The m!"-order remainder term is given by

R™u(z) = u(z) — QM u(x).

Using Definition 4.2.6, part (ii) of the definition of a cut-off function,

(4.1.4) and (4.2.5) we obtain
Rue) = [ u(@otds— [ TruG@o) dy
= [ Tutw) = Ty uta)] o) dy

lal=m

a!

1 .m-—1
X / i Du(z + s(y — z)) ds> dy.
0
Let C denote the convex hull of {z} U B.

(4.2.8) Proposition. The remainder R™u = u — Q™u satisfies

(4.2.9) R™u(z) =m Z / ko (z,2)D%u(z) dz,
laj=m 7

where z =z + s(y — x), ka(z,2) = (1/a!)(z — 2)*k(z, 2) and

(4.2.10) |k(x, 2)| < C<1+;|x—x0|> |z — x| 7"

Proof. We first make a change of variables from the (y,s)-space to the

(z, s)-space, where

(4.2.11) z=x+s(y— ).
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By the change of variable formula,
(4.2.12) dsdy = s "dsdz.

The domain of integration in the (y, s)-space is B x (0,1] and the corre-
sponding domain in the (z, s)-space is the set

A={(z,s) : s€(0,1], [|(1/s)(z—2z)+z—x0| <p}.

Note that
. . |z — x|

4.2.13 z,8) € A implies that ——— < s.
(4.2.13) (2.5) € A fmplis that
Also,
(4.2.14) (z—y)*=s"(x—2)" if |o=
Letting x4 be the characteristic function of A, from (4.2.7) and (4.2.14) we
obtain

% [ (- 52)
(4.2.15)

x D g=n= Yo — 2)*D%u(z) ds dz.

al

The projection of A onto the z-space is C,. Therefore, by Fubini’s Theorem,

Z/ —Da z)(x — 2)¢

|al=m

x U oz + (1/3)(z — 2))xalz 8)s~ ds | dz
:mZ/ o(@,2)Du(2) dz,

if we define k(z,z) fo o(z + (1/s)(z — z))xalz,s)s"""tds and
ko(z,2) = (1/04')(36 - z)“k;(x z). It remains to prove estimate (4.2.10) for
k(z, 2).

Let t = |z — |/(|z — xo| + p). Then

Ik(z, 2)| = ‘/01 Xa(z,8) d(x + (1/5)(z — ) s~ ds‘

< /t |p(z+ (1/s)(z — ;v))‘ s s (by 4.2.13)

S
<ol 5|,

< (/n) 9l ooy "
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= (1/n) 0]l oo ) (0 + & = xo]) |2 — 27"
<Cp "(p+|xr—=0])"|z—2|™" (example in Sect. 4.1)
1
=C(1+ ;|x - ac0|)n|z —z| "

Note that the use of Fubini’s Theorem above is justified by the following
calculation:

/ /’qﬁ (z+(1/s)(z — )| xal(z,s) s Nl |D”‘ z)| dsdz

§/ |Dau(z)|(1/a!)|x—z|m*"C(l+%|m—x0\)ndz

P

< 00.

O

(4.2.16) Definition. Suppose 2 has diameter d and is star-shaped with re-
spect to a ball B. Let ppax = sup{p . {2 is star-shaped with respect to a
ball of radius p}. Then the chunkiness parameter of {2 is defined by

d

Pmax

(4.2.17) v =

(4.2.18) Corollary. The ball B can be chosen so that the function k(z, z) in
Proposition 4.2.8 satisfies the following estimate:

(4.2.19) |k(z,2)| < C(y+1)" |z — x|, Y € §2,
where v is the chunkiness parameter of §2.

Proof. Choose a ball B such that {2 is star-shaped with respect to B and
such that its radius p > (1/2)pmax- Then

|k(z,2)| < C (1 + —|z— x0> |z — 2|  (from 4.2.10)

2d \"
§0(1+p ) |z —z|7"

d n
<Cc2" (1—1— ) |z —z|™"
Pmax

=C+y"z—=x|™". (from 4.2.17)

O
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4.3 Bounds for Riesz Potentials

We have derived bounds for the remainder R™ in terms of a “Riesz poten-
tial.” In this section, we derive various bounds for such potentials.

(4.3.1) Lemma. If f € LP(£2) for 1 < p < oo and m > n/p, then
/Q x— 2|7 f(2) dz < Cpd™ P || fll oy V€ 2.

This inequality also holds forp =1 if m > n.
Proof. First assume that 1 < p < co and m > n/p. Let 1/p+1/q = 1.

JIEEE OIS
7
1/q
< (/ |z — z|(_"+m)q> 1l o) (Holder’s inequality)
7
d 1/q
< C’(/ p(ntmigtn—1 dr) Il zr(2) (using polar coordinates)
0

_ ¢ (amrmaen) T g (note that C is different)
= Lo(2) note that C is differen
= Cd™ " | fll ooy (using1/q — 1 = —1/p).
Next, we assume p = 1 and m > n. Then
/Q |z — 2|7 f(2) de < (2 = 2) T L) 1 llpr e

<A fll sy

(4.3.2) Proposition. For u € W(12),
(4'3'3) HRmuHLO"(Q) < Cm,n,v,p dm_n/p |U|WT';”(.Q)7
provided that 1 <p < oo and m > n/p, orp=1 and m > n.

Proof. First assume that v € C™(§2) N W"(§2) so that we can use the
pointwise representation of R™u(z) in Proposition 4.2.8:

|R™u(z)| = m‘ Z / ko(x,2) Du(z)dz (by 4.2.9)
laf=m "
< Crinn Z / |z — 2|7 DYu(z)| dz (using 4.2.19)
lal=m 2
< Crpmypd™ /P [ulwm (2) (by Lemma 4.3.1).

The proof is now completed via a density argument (exercise 4.x.18). O
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As a corollary to Proposition 4.3.2, we obtain the following special case
of Sobolev’s Lemma.

(4.3.4) Lemma. (Sobolev’s Inequality) Suppose (2 has diameter d and is
star-shaped with respect to a ball B. If u is in W, (£2) where either (i) 1 <
p < oo andm >n/p or (ii) p=1 and m > n, then u is continuous on {2
and

||UHL°°(Q) < Cmnnyd |U||W;ﬂ(rz)-
Proof. First we show that the inequality holds:

ull oo () < 1w = Q@ ul| oo () + 1Q™ tll oo (2 (triangle inequality)
< Cony lulwy (@) + Comnp [ullLr (@) (using 4.3.3 and 4.1.16)
< Oy lullwye ()

It remains to show that u is continuous on f2.

Let u; € C>(£2) N W (£2) such that [lu; — ullwm(2) — 0as j — oo.
Then the above inequality implies that ||u — u;||fe (o) — 0 as j — oo. In
other words, u; — w uniformly. Therefore, u is continuous on f2. O

If we let p — oo in (4.3.3), then we have
(4.3.5) [B™ull Lo () < Cmniy A" [ulw ()
It turns out that the same inequality is true for general LP spaces. This

result is the Bramble-Hilbert Lemma, which we will now prove. First, how-
ever, we need another result regarding Riesz potentials.

(4.3.6) Lemma. Let f € LP(12) forp>1 and m > 1 and let

o(z) = /Q & — 2™ (2)] d.
Then

(4.3.7) 9/l (2) < Comm d™ 1 Lo (2 -

Proof. First assume 1 < p < co. Then

lglZo () = | lg(@)” da
@ =/

:/Q(/Q|:v—z|m_"|f(z)|dz)pdm
<[ [( / |f<z>|P|w—zm-"dz)l/p (f x—zm—"dz)l/q

(by Holder’s inequality with1/p+1/¢ = 1)

p
dzx
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SCm,ndmp/q//|f(z)|p\x—z|m_"dzdx
2Jo

< Cppd™/ /
’ Q

([ 1e=etmnae) isteipa:
7

(using Fubini’s Theorem)
< O pd P/ O Hf”zip((z)
= Om,n dm? ||f||€,p(_o) :

Therefore,
191l 2o 2y < Conn @™ 11l oy -
In the case p =1,

9l ) = /Q l9(2)| de

:/Q(/Q|x—z|m_"f(z)|dz) de

= / (/ |z — z|™™" da:) |f(2)|dz  (using Fubini’s Theorem)
2 \Jao
S Con d™ [[fll 110 -

In the case p = oo,
l9(2)] = /Q & — 2™ £ (2)] dz

<Nl i /Q & — 2" dz
S C’m,n dm ||fHLoo(Q) .

Therefore, ||g||Loo(Q) < Cm,n dam ||f||L°°(Q) =

(4.3.8) Lemma. (Bramble-Hilbert) Let B be a ball in §2 such that 2 is star-
shaped with respect to B and such that its radius p > (1/2)pmax. Let Q™u be

the Taylor polynomial of order m of u averaged over B where u € W (2)
and p > 1. Then

(439) \u — Qmu|W§(Q) < Cm,nﬁ dm_k |’U;‘W;n(9) k= O7 1, e,y
where d = diam (£2).

Proof. Tt suffices to assume that diam (£2) = 1 and to prove that for u €
C™(82) N W (§2) we have

(4310) |U - QmU|WII;:(Q) < Cm,n,'y |'U;|W1;W(Q) Vk = 0, 1, ey

The general case then follows from a standard homogeneity argument.
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For k =m,
lu— Qm“|W;"(Q) = |U|me(rz)-

For k =0,
llu— Qmu||Lp(Q) = HRm“HLp(Q)

<m Z ko(z,2)D%u(z) dz
|a]=m /(2

<Cnnl1+1/0)" 3 H/ 7 — o™ |Du(z)] de

LP(£2)

23¢7))
(using 4.2.10)
< Congy [ulwin () (Lemma4.3.6 and the fact that 1/p < 2v)
For 0 < k < m,
lu— Q™ ulwer (o) = [R™ulwr(o)
1/p
m—k o, ||P .
= X IB"* D[, 0 (using 4.1.18)
|a|=k
1/p
< Cmngy |Zk |D°"u|Wm k) (case k = 0 above)
< Cm,n,'y|u|WI;”(_Q)'
For a general domain (2, define
(4.3.11) Q={1/d)z:z e 2}

If u € W) (82), let u(y) := u(dy). It is clear that 4 € WZZ”((/?) By a change
of variables, we have

(4.3.12) = d" ko) for 0 <k <m.

[l ye @)
The definition of Q™u(z) (cf. (4.1.4)) leads to
(4.3.13) Qma=Qmu
(cf. exercise 4.x.3). Therefore,
i = Q" il 5) < Ol (by 4.3.10)
= Connyd™ P [ul (). (by 4.3.12)

On the other hand,
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|& — Qmﬁ|wzf(§) = |4 — Qmu|W§(§) (by 4.3.13)
= dF P — Q" ulws(0)-

Putting these together, we have proved that for 0 < k < m,
[u = Q™ ulwi(2) < Crnny d™F Julwm ().

O

As an application of the Bramble-Hilbert Lemma, we prove Friedrichs’
inequality.

(4.3.14) Lemma. (Friedrichs’ Inequality) Suppose (2 is star-shaped with
respect to a ball B. Then for all u € W, (£2),

(4.3.15) l[u— EHWZ}(Q) < Cnpy lulwi (o)
where U = ﬁ Jou(z) dz.
Proof. Observe that, by Holder’s inequality,
ol (2) < 1@l e Vo e LP(£2).
Therefore we have, for any constant c,
lu=llLe@) = [[(u—c) = (u—=c)lLr() < 2[lu—clLr(e)
and hence, by (4.3.9),
lu =Tll (o) < 2 inf llu—cllzro) < Cilulwya),

where the constant C, depends only on the dimension n and the chunkiness
constant v of the domain. Consequently the inequality (4.3.15) holds with
Cpy=1+C.\.

(4.3.16) Remark. Friedrichs’ inequality will be used in Chapter 5 to prove
coercivity for the Neumann problem for the Laplace operator.

In (Dupont and Scott 1980) it is shown how to extend the above results
to domains that are a finite union of star-shaped domains. For example, the
domain in Fig. 4.2 satisfies this condition. More general results have been
established by (Dechevski & Quak 1990) and (Verfiirth 1999).
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4.4 Bounds for the Interpolation Error

So far we have estimated R™u = u — Q™u, which is a local estimate. We
will now estimate the interpolation error. We begin by estimating the norm
of the interpolation operator.

(4.4.1) Lemma. Let (K,P,N) be a finite element such that diam K = 1,
P C WH(K) and N C (C" (F))/ (i.e. the nodal variables in N involve
derivatives up to order ). Then the interpolation operator is bounded from
C'(K) into W(K) for 1 <p < co.

Proof. Let N' = {Ny,...,Ni}, and let {¢1,...,¢r} C P be the dual basis.
The interpolant is defined by Zu = Zle N;(u)¢;, and each ¢, € W (K) C
W' (K) by assumption. Then

k
||Iu||W;n(K) < Z | N; (w)] H(biHW;”(K) (triangle inequality)
i=1
< ( > Nl ey (biHW;"(K)) lull e ey
1<i<k
= C”“Hcl(?)-

O

(4.4.2) Definition. If (K,P,N) satisfies the conditions in Lemma 4.4.1,
then o(K) is defined to be the operator norm of T : C' (K) — W(K).

(4.4.3) Definition. For any bounded region K, we define

K :={(1/diam K)z : = € K}.

Let Py, be the set of polynomials in n variables of degree less than or
equal to k.

(4.4.4) Theorem. Let (K, P,N) be a finite element satisfying
(i) K is star-shaped with respect to some ball,
(it) Pm—1 CP C WZ2(K) and
(iii) N C (C'(K))".
Suppose 1 < p < oo and either m—Il—n/p >0 whenp>1orm—Il—n>0
when p = 1. Then for 0 <i <m and v € W*(K) we have
(445) |’U - I’U|WI§(K) < C

.o () (i8I )™ Jolwn ),

where K = {(1/diam K)x : a2 € K} and vy is the chunkiness parameter for
K.
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Proof. Tt suffices to take diam K =1 (in which case K = IA() The general
case then follows by a homogeneity argument (cf. exercise 4.x.5). Also, the
interpolation operator is well defined on W,"(K) by the Sobolev Lemma
4.3.4.

Let B be a ball in K such that K is star-shaped with respect to B and
such that its radius p > (1/2)pmax. Let @™v be the Taylor polynomial of
order m of v averaged over B. Since Zf = f for f € P,

(4.4.6) IQ™v = Q™v because Q™v € P,,—1 CP.
Now

v — IUHW;;/L(K) < v- Qm’UHW;”(K) +|Q™v — IUHW;;@(K)

— 0= Q"o + 1@~ lwpey  (446)
< v- QmUHWI;n(K) +o(K) Qv - UHcl(?)
< (14 () Crn) 10 = @0l i (43.4)

< (1 +0(K) Cinnyy) Croy [0lwom () (Bramble-Hilbert)

= Cm,n,'y,U(K) |’U|WI§"(K) .

|
(4.4.7) Corollary. Under the same hypotheses except i <,
(4.4.8) lv —Zvlwi (k) < Cm,nma(f() (diam K)m—i—n/p [vlwn (x)-
Proof. Take diam K = 1. Then
v —Zvlwe (k) < Crmny I = Zo[lwm(x) (Sobolev Lemma 4.3.4)
< Crny,o(K) |v|W;n(K) (Theorem 4.4.4)
The general case then follows by a homogeneity argument. ad

Our goal is to find a uniform bound for C' where K ranges

m,n,v,0(K)’
over a collection of elements. Thus, we must study the dependence of U(IA( )
on affine transformations.

Let the reference element (K,P,N) be affine equivalent (cf. (3.4.1))
to (I~(7ﬁ,./\~/) through the transformation Az = ax + b, a = (a;;), with
the coefficients of the inverse of a denoted by (a_l)ij. The definition of
affine-equivalence yields

(4.4.9) To(F) = Y (AN - (A7) on(E).

Ne~N

Recall that (A,N)v = N(A*0), where (A*0)x = 0(Az). Therefore,
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[(AN)o| = [N (A™0)|
< On[[A" 0] o1 (x)

!
< i U =\ .
< Cnpmy (1 + 12?’%” |a”|) ||v||Cl ®)
m
) %

Since [|¢n|lwm () is bounded on the reference element, we have

Also,

(a_l)ij

6 gy It a7

1A 6l <0Nnm(1+ max

1<ij<n

!
L] o 0 < g
HIUHW;,L(K) <Cret (1 + max au|> X

(1+ max (a_l)ijD |deta|1/p||17||m(§)7

1<i,j<n

where
Cret = [N - max{Cnn} - max{Cn ) - max{lionllwye o)}
and || denotes the number of nodal variables (= dim P). Therefore,
N !
o(K) <Chret (1 +  ax Clz'j|> X

(a_l)ij

(4.4.10)
(1 + max

1<i,j<n

) |det a|'/P.
We have proved the following.

(4.4.11) Proposition. Given a reference element (K,P,N) and an affine-
equivalent element (K P N) with the affine map Ax = ax + b, we have

(4.4.12) o(K) < Cret x(a),

where x is a continuous function on GL(IR™). For example, we can take
1 m
x(a) := (1 +maxi<; j<n |a;]) <1 + maxi<; j<n (ail)ijD |det a|'/P.

(4.4.13) Definition. Let 2 be a given domain and let {T"}, 0 <h <1, be a
family of subdivisions such that

(4.4.14) max{diam 7 : T € 7"} < hdiam 2.
The family is said to be quasi-uniform if there exists p > 0 such that

(4.4.15) min{diam By : T € T"} > phdiam 2
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for all h € (0, 1], where By is the largest ball contained in T such that T is
star-shaped with respect to Br. The family is said to be non-degenerate or
regular if there exists p > 0 such that for all T € T" and for all h € (0,1],

(4.4.16) diam Br > pdiam 7.

(4.4.17) Remarks.

(i) {7"} is non-degenerate if and only if the chunkiness parameter is uni-
formly bounded for all T € 7" and for all h € (0,1].

(ii) If a family is quasi-uniform, then it is non-degenerate, but not con-
versely (cf. exercise 4.x.6).

(iii) If we start with an arbitrary triangulation in two dimensions and sub-
divide by connecting edge midpoints, we obtain a quasi-uniform family
of triangulations. A similar, but more complicated, construction can
be made in three dimensions (Zhang 1995).

Recall (from Definition 3.3.15) that a reference element (K,P,N) is
said to be a C" element if r is the largest non-negative integer for which

(4.4.18) Vi =1"CH (2) C CT(Q)NWIH(0).
Here " : C' (£2) — L*(£2) is the global interpolation operator defined by
(4.4.19) Thulp == Thu for T € T" h € (0,1],

where Zéi is the interpolation operator for the affine-equivalent element

(Ta 7)Tw/\/T)-

(4.4.20) Theorem. Let {77}, 0 < h < 1, be a non-degenerate family of
subdivisions of a polyhedral domain 2 in R™. Let (K, P,N) be a reference
element, satisfying the conditions of Theorem 4.4.4 for some I, m and p.
For all T € T",0 < h <1, let (T, Py, Nr) be the affine-equivalent element.
Then there exists a positive constant C' depending on the reference element,
n,m,p and the number p in (4.4.16) such that for 0 < s < m,

1/p

(4.4.21) > - I%||§V;(T) < Ch™* ulw (o)
TeTh

for all v € WIZ"(Q), where the left-hand side should be interpreted, in the
v —Ihv||W°sc(T). For 0 <s<l,

case p = 00, as MaXpeTh

h m—s—n m
(4.4.22) ax v =Z"|lws 1y <Ch /P [vlwmo) Vo€ W (9).
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Proof. We will first prove
(4.4.23) sup{o(T): T € T",0 < h <1} = C(p,m,n,p, K) < cc.

Since (T, Pr,Ny) is also affine equivalent to (K,P,N') with some affine
map, say Az = ax + b, we have U(f) < Crer x(a) where x is continuous
on GL(IR™) by Proposition 4.4.11. We need to show that nondegeneracy
implies that a is an element of a compact subset of GL(IR™), which then
implies (4.4.23). Since the family is non-degenerate, there exists B C T
such that diam B > p > 0 (by (4.4.16)). We have

meas B < meas T

/ di
|deta|/d:c

< |det a| (meas K).

On the other hand, since diam B > p, we have meas B > C), p". There-
fore, 0 < C, p"™ < |det a|(meas K); in other words, |det a| > ¢ > 0,
where € depends on p, K and n. Thus, a € {b : |det | > € > 0},
which is a closed set. Without loss of generality, we may assume that
{(z1,... )« 0@ <tg,x; >0fori=1,...,n} C K, where t; de-
pends only on K. Let e’ be the i-th unit vector. Then A(te!) = tae’ +b €
the closure of 7' for 0 < t < t,. Therefore, |jae|| < diam T/ty = 1/to, for
1 < i < n, which implies that |a;;| < 1/to, 4,5 =1,...,n. Therefore, a is an
element of the compact set {b: |[det b] > € > 0, |b;;| < 1/to}. Thus, (4.4.23)
holds, and in view of the form of x(a), it follows that o(T) < C, for all
T e T"and 0 < h < 1, where C depends on the reference element, n,m, !
and p.
To prove (4.4.21), observe that

_Ih p
Z v TU”W;(T)

TeTh
S
< Zh S z;(dlam TP ol (by 4.4.5)
TETh i=
< Zh o z;(hdlam QP foffy ) (by 4.4.14)
TeTh =
< O pPim=s) Z \U|€Vm(T) (by 4.4.23 and since h < 1)
p
TeTh

— (O pp(m—s) |v|? ()

where C' depends on m,n, p and the reference element.
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The inequality (4.4.22) is similarly proved by using (4.4.8) (cf. exer-
cise 4.x.7). 0

(4.4.24) Corollary. Let {T"}, 0 < h < 1, be a non-degenerate family of
subdivisions of a polyhedral domain 2. Let (K, P,N') be a reference element,
satisfying the conditions of Theorem 4.4.4 for some I, m and p. Suppose
that all (T,Pr,Nr), for all T € T",0 < h < 1, are affine-interpolation
equivalent to (K, P,N) . Then there exists a positive constant C depending
on the reference element, l,m,n,p and the number p in (4.4.16) such that
for0<s<m,

1/p

(4.4.25) > o -1 +(7) < Ch™ ™ olwy(a)
TeTh

for all v € Wi*(£2), where the left-hand side should be interpreted, in the

case p = 00, as maxperh [|v *IhU”W;(T)- For 0 <s<lI,

h m—s—n m
(4.4.26) max v = Z"0|lws () < C'h P lolwp ) Vo€ W)

(4.4.27) Remark. In the event that the elements in the previous results form
C" elements for some r > 0, then for 0 < s < r + 1 we have

Z lv — Ziolly S(T) — v — Ihv||€v;(9)
TeTh
and

h _ __7h
nax v = Zrvllws, () = lv = T"0[lws ()-

Substituting these expressions in the left-hand side leads to estimates of
the form

(4.4.28) lv — Ih’UHW;(Q) <Chm™® I'U|W;R(Q)
for all v € W;"(Q) and 0 < s < min{m,r 4+ 1} and
(4.4.29) lv =T 0llws (@) < Ch™ P ol (o)

for all v € W(§2) and 0 < s < min{l,r + 1}.

4.5 Inverse Estimates

In this section we discuss the relations among various norms on a finite-
element space.
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Let K be a bounded domain in IR". If v is a function defined on K,
then ¢ is defined on K = {(1/diam K)z : 2 € K} by

(4.5.1) 8(#) = v ((diam K)2) Vi e K.
It is clear that v € WF(K) iff & € W¥(K) and

(4.5.2) [olye ) = (diam K)*= ") o] yn ).

If P is a vector space of functions defined on K, then P = {v:veP}

(4.5.3) Lemma. Let ph < diam K < h, where 0 < h <1, and P be a finite-
dimensional subspace of Wé(K) NWH(K), where 1 <p < oo, 1<q< o0
and 0 < m < I. Then there exists C = C(ﬁ,f?,l,p,q,p) such that for all
v € P, we have

(4.5.4) [Vl < C R Py ).

Proof. We will use C' to represent a generic constant depending only on
P,K,l,p,q and p.

We first establish (4.5.4) for the case m = 0. For any finite-dimensional
space P satisfying the conditions of the lemma, we have by the equivalence
of norms that

(4.5.5) Hﬁ”w,g(l?) <C ||13|\Lq(§) Vv € P.

Therefore, (4.5.2) implies that

(4.5.6) [0l (1 (diam K)I="P < C||v|| pa(x) (diam K) ="/
for 0 < 5 <, from which we deduce that

(4.5.7) [l iy < C h=ITm/P=/4) || Loy for 0 < j <1
Since h < 1, we have

(4.5.8) 1olls sy < CR™IFMP= 8 ol| Loy for 0 < j <1,

which is just (4.5.4) when m = 0 if we take j = [.
For the case of general m < [, we argue as follows. For [ —m < k <
and |a| = k, we may write D = D?D7v for |3| = [—m and |y| = k+m—I:

1Dl Loy < NDT0llyyi=m ey
< Ch™ UMDY g (by 4.5.8 for DV P)

g Chi(lfm)“r%i% |’U‘Wk+7n,l(K) .
q

Since |a| = k was arbitrary, we have
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(4.5.9) |U|W;(K) <C h*(lfm)+n/177n/q|v|W:+m_l(K)
for any k satisfying [ — m < k <. In particular, this implies that
(4.5.10) [0l aey SC R4

for k satisfying [ — m < k <, since the latter implies k +m — [ < m. The
estimate (4.5.4) now follows from (4.5.8) with j =1 —m and (4.5.10). O

The following theorem is a global version of Lemma 4.5.3.

(4.5.11) Theorem. Let {T"}, 0 < h < 1, be a quasi-uniform family of
subdivisions of a polyhedral domain 2 C R™. Let (K,P,N) be a reference
finite element such that P C W;,(K) N qu(K) where 1 <p<oo,1<qg<
o0 and 0 < m < 1. For T € T", let (T, Pr,Nt) be the affine-equivalent
element, and V" = {v : v is measurable and v|7 € Py VYT € T"}. Then
there exists C = C(l,p, q, p) such that

1/p 1/q

(45.12) | > 1951y < gpmtrmin©.3-3) | 3 loll%ym
TeTh TeTh

/p
for allv € V. When p = oo (respectively, ¢ = 00), I:ZTeTh ||UH€V;)(T)}

1/q
(respectively, {ZTGT*‘ ||v\|€vq,(T)] ) is interpreted as maxpern ||[vllwe (1)
(respectively, maxpegn [|[v|lwm (1))
Proof. We first observe that Lemma 4.5.3 and the quasi-uniformity of {77}
imply that
(4513) H’U”Wé(T) S O(ﬁT7 fﬁ l7pa q, p)hmil+n/pin/q HU”W(;"(T)

for all T € T" and all v € Py.
Also, an argument similar to the one in the proof of Proposition 4.4.11
shows that

(4.5.14) C(Pr,T,1,p,q,p) < ((ar) C(L,p, g, p),

where Ax = arx + br is the affine transformation that maps K to f, and ¢
is a positive function which depends continuously on ay € GL(IR™). Since
{T"} is non-degenerate, the argument in the proof of Theorem 4.4.20 shows
that {ap : T € T",0 < h < 1} is a compact subset of GL(IR™). Therefore,
from (4.5.13) and (4.5.14) we deduce that

(4.5.15) lollwicry < C(Lp, g, p) pm—ttn/p=n/a [vllw (r)

for all T € T" and all v € Pr (also see exercise 4.x.15). From now on we
will use C' to denote a generic constant depending only on [, p, ¢, and p.
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For p = oo, inequality (4.5.12) follows immediately from the estimate
(4.5.15).
Assume that p < oco. From (4.5.15) we obtain

1/p 1/p

(45.16) [ > 10131 ¢y < ¢ pmottn/emnla N 10115y )
TeTh TeTh

for all v € V.
If p > q, then (cf. exercise 4.x.8)

1/p 1/q

(4.5.17) > 1Vl e ) <|{ X 1oll5y

TeTh TeTh

Inequality (4.5.12) in this case follows immediately from (4.5.16) and
(4.5.17).
If p < g, then Holder’s inequality implies (cf. exercise 4.x.9)

1 1_1 1
p P q q
@A518) 3 ol | <[ D01 > ol
TeTh TeTh TeTh
It follows from the quasi-uniformity of {7"} that
(4.5.19) Y 1<ch
TeTh

Inequality (4.5.12) in this case follows from estimates (4.5.16), (4.5.18) and
(4.5.19). 0

(4.5.20) Remark. Theorem 4.5.11 is applicable to both conforming and non-
conforming finite elements. In the case of conforming finite elements, one
can replace the summations in (4.5.12) by globally-defined norms.

4.6 Tensor-product Polynomial Approximation

We showed that approximation of order h™ can be achieved as long as
polynomials of degree m — 1 are used. These results apply to both the
standard tensor-product polynomial spaces and the serendipity elements as
well. However, one may wonder what the extra terms (of degree > m) in
the tensor-product polynomial spaces provide in terms of approximation, if
they do not affect the order, h™, of approximation. There is a significant
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effect, but it is only visible in the norm appearing in the error term. Define
A= {me" ti=1,. n} where the multi-indices e’ are the standard basis
vectors, € being the Kronecker delta. Let A° denote the set of multi-indices
correspondmg to tensor-product polynomials of degree less than m; note
that this can be characterized as

(4.6.1) A’={B : D*2" =0 VaeA}.
Define
@62 Q)= [ 3 D) 1)) d.
B aeAo (0%
As before, we have
(4.6.3) 1Q%ullws, (2) < Crnmopllull i (m)-

(4.6.4) Proposition. The remainder R4v = u — Q4w satisfies

(4.6.5) Z/ ko (z, 2)D%u(2) dz,

where
(4.6.6) '(ggj)ﬁ (gy)vh(x,y)

Proof. We may write
u(z) =Q" ™u(x) + R M u(x )

=Q"u(z / > oo (= y)*(y) dy

(4.6.7) agal

|a|<nxm

<Clz- y||a\*"*\ﬁ|*\7\ ]

Note that |a| = n x m implies that o & A°. For any o ¢ A°, we may
write « = § + 7y for some 8 € A and ~ a multi-index, that is v; > 0 Vi.
Integrating by parts, we find

(4.6.8) u(x) = )+ Z/ (z,2) D%u(z) dz.

acA
Estimate (4.6.6) follows from the fact that

(5) () e

which can be proved as in the proof of Proposition 4.2.8. g

<Cla— y‘la\—”—lﬁl—l’ﬂ ’
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From Lemma 4.3.1 it follows that
1/p

omu|”
4.6. -4 < Cmn dmikin/p O™
(4.6.9) |u—Q%ulwe (2) < Cmny Z-_1ZnHaxlm Lo(2)

where d is the diameter of 2, provided that m —k —n/p > 0 when p > 1
or m —k —n >0 when p = 1. From Lemma 4.3.6 follows, for 0 < k < m,

1/p
amu p

m
0x!

(4.6.10)  |u— Q" ulwr(o) < Crmrd™F | >

i=1,...,n

LP(0)

Thus, the proof of Theorem 4.4.4 yields the following.

(4.6.11) Theorem. Let (K, P,N) be the tensor-product finite element of or-
der m—1, let h = diam (K) and let T denote the corresponding interpolant.
Then for u € W (K), we have

1/p
p

m—k—n 8mu
(4.6.12)  |u— Tulys () < Crh™ 7 | > o
i=1,...,n

Lr(K)

provided that m — k —n/p > 0 whenp >1 orm —k —n > 0 when p =1,
and

» 1/p
0™Mu

(4613) |u — IU|W;;(K) S Cmﬂlhm_k Z W
7

1=1,...,n

L (K)

for0 <k <m.

Since the tensor-product finite elements generate C° elements, we have
the following global estimate for the interpolant.

(4.6.14) Theorem. Let I" denote the interpolant for tensor-product finite
elements of order m — 1 on a rectangular subdivision of {2 of mazimum
mesh-size h. Then for u € W' (£2) we have

» 1/p
0™Mu

ox"

(4.6.15)  |u—T"u|pw(0) < Connh™ ™7 | Y

i=1,...,n

Lr(£2)

provided that m —n/p >0 whenp>1 orm—mn >0 when p=1, and

» 1/p
0™u

h m—k
(4.6.16)  |u—T"ulyr(0) < Cnh > prs

1=1,..., n ‘

Lr(£2)

for0<Ek<1.
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Note that the above estimates definitely do not hold with ordinary
polynomial approximation. For example, take m = 2 and u(z,y) = zy.
The right-hand sides in the estimates above are all zero, so we would have
w = T"u. But this is impossible for linear interpolation; we must include
the additional terms available in bilinear approximation.

Serendipity elements are more complicated due, in part, to the free-
dom available in their definition. Consider quadratic serendipity elements
in two dimensions. The appropriate space of shape functions, P, is any set
containing all quadratic polynomials which can be determined uniquely by
the edge nodes. One way to define such a set is to let

(4.6.17) A={(3,0),(0,3),(2,2)}
and let P be the set of polynomials with basis given by

A’ ={B : D*2" =0 Vae A}
={1,2,y,2%, 2y, y*, 2%y, 2y°}

(no x%y? term).

First, let us see that P is a valid space of shape functions for a
quadratic serendipity element. Suppose that the element domain, K, is
the unit square, and suppose that all of the serendipity (edge) nodal values
of P € P vanish. Then P = cz(l — 2)y(1 — y) = ca?y? + ---. Thus, we
must have ¢ = 0. Therefore, the serendipity nodal variables, A’ (depicted
in Fig.3.12), determine P, and (K, N, P) is a well-defined finite element.

Using A° above, we can define Q* as in (4.6.3) and obtain error esti-
mates as in Theorems 4.6.11 and 4.6.14.

(4.6.18) Theorem. Let (K, P,N) be the two-dimensional quadratic serendip-
ity finite element defined above using A as given in (4.6.17), and let T denote
the corresponding interpolant. Then for u € W;,L(K) we have

1/p
lu—TZulwe () < C (Z(diam K)yplel=m=2 ||Dauip(K)> ;
acA

provided that 3 —k —2/p >0 whenp >1 ork <1 when p=1, and
1/p
lu—Zulwrx) < C (Z(diam Kyplel=h ||Dau|ip(x)> ;
acA

for0 <k <2
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(4.6.19) Theorem. Let I" denote the interpolant for the quadratic serendip-

ity finite element defined above using A as given in (4.6.17), on a rectangular
subdivision of {2 of mazximum mesh-size h. Then for u € Wﬁ(()) we have

1/p
|u —Ihu|Loo(Q) < C <Z hp‘a|_2 ”Daulip(())>

a€A
and
1/p
|u 7IhU|W§(Q) <C (Z hp(lalik) ||Dau]zp(ﬂ)> ’
acA
for0 <k <1.

Analogous results can be obtained for cubic serendipity elements by
choosing

(4.6.20) A ={(4,0),(0,4),(3,3),(3,2),(2,3),(2,2)}

except that the range of k is increased by one in the analog of Theorem
4.6.18 and more smoothness is required of u. Let P be the space with basis
given by {z” : 3 € A"} where

A={B : D*s" =0 Vae A}.

To see that P is a valid space of shape functions for a cubic serendipity
element, suppose that all of the serendipity (edge) nodal values (as depicted
in Fig. 3.22) of P € P vanish. Then P = z(1 — x)y(1 — y)B(x,y) where B
is bilinear. Since we must have D*P = 0 for all & € A, we conclude that
B =0 (start with a = (3,3) and then continue with decreasing |«a|).

(4.6.21) Theorem. Let (K, P,N) be the two-dimensional cubic serendipity
finite element defined above using A as given in (4.6.20), and let T denote
the corresponding interpolant. Then for u € WS(K) we have

1/p
lu—Zulwe () < C (Z(diam K)yplel==2 ||Dauip(K)> ;
acA

provided that 4 —k —2/p > 0 when p > 1 or k <2 whenp=1, and

1/p
u = Zulyr ) < C (Z(diam K)plal=k) ||Dau|gp(K)> ,
acA

for 0 < k < 3. Furthermore, if I denotes the corresponding interpolant on
a rectangular subdivision of 2 of maximum mesh-size h, then
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1/p
lu—T"u| (o) < C <Z pplel =2 ||DO‘U|LP(9>>

acA
and
1/p
lu—T"ulwp () < C (Z el =) ||Da“§p<m> :
acA
for0 <k <1.

4.7 Isoparametric Polynomial Approximation

When using high-order elements for problems with curved boundaries, it
is essential to include some way of approximating the boundary conditions
accurately. One of the most effective ways in engineering practice is using
isoparametric elements, which involve a more general piecewise-polynomial
change of variables in the definition of the approximating spaces than we
have considered so far. In this approach, the element basis functions ¢%;,
defined on a given element domain, K., are related to the reference basis
functions, defined on the reference element domain, K, via a polynomial
mapping, £ — F(§), of K to K.:

(4.7.1) ¢y (z) = on (F'(2)) .

This is analogous to having affine-equivalent elements, except now the map-
ping is allowed to be more general. Elements where the mapping, F', comes
from the same finite element space are called “isoparametric.”

More precisely, we have a base polyhedral domain, 2 C IR", and a
base finite element space, Vj, defined on 2. We construct (by some meanb)
a_one-to-one continuous mapping F : 2 — IR" where each component
F € Vh The resulting space,

(4.7.2) Vi = {v (ﬁ*l(z)) Lz e F(Q), ve f/h},

is called an isoparametric-equivalent finite element space.

The approximation theory for isoparametric-equivalent spaces is quite
simple, invoking only the chain rule. Thus, all of the results derived in the
chapter so far remain valid, the only modification being that the constants
now depend on the Jacobian, Iz of the mapping, F. Some care must
be exercised to obtain mappings that have regular Jacobians (Ciarlet &
Raviart 1972b). However, the details of how to do this in two and three
dimensions have been presented in (Lenoir 1986).

For example, let {2 be a smooth domain in two or three dimensions,
and let {2, be a polyhedral approximation to it, e.g., defined by a piecewise
linear interpolation of the boundary having facets of size at most h. Let 7"
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denote corresponding triangulations consisting of simplices of size at most

h. Then it is possible to construct piecewise polynomial mappings, F", of

degree k — 1 which

1. equal the identity map away from the boundary of (2,

2. have the property that the distance from any point on 9{2 to the closest
point on OF"(£2;,) is at most Ch* and

3. N Jprllws () < C and HJ;&HW&(Q’I) < C, independent of h.

Note that §2 is only approximated by F”(£2;), not equal. However, using
the extension result in (1.45), we can easily view that all functions being
approximated are defined on F"(§2;,) as needed. Using the techniques in
Sect. 4.4, we easily prove the following.

(4.7.3) Theorem. Let {T"}, 0 < h < 1, be a non-degenerate family of
subdivisions of a family of polyhedral approximations, (2, of a Lipschitz
domain 2. Suppose that piecewise polynomial mappings, F", of degree m—1
exist, which satisfy properties 1-3 above. Let (K, P,N) be a C° reference
element, satisfying the conditions of Theorem 4.4.4 for some m,p. Suppose
that all (T,Pr,N7), for all T € T", 0 < h < 1, are affine-interpolation
equivalent to (K, P,N') . Then there exists a positive constant C depending
on the reference element, n,m,p and the number p in (4.4.16) such that for
0<s<1,

(4.7.4) v — IhU”W;(Fh(Q,L)) < CR™ 7 [olwom (e ()
and provided m > s+mn/p (m>s+n ifp=1)
(475) HU - Ih’UHWg‘o(F"(Qh,)) S Chm_s_n/p |U|W;L(F}L(Qh’)) .

Here T"v denotes the isoparametric interpolant defined by Thv (Fh(a:)) =
Tho(x) for all x € 2, where v(x) = v(F"(x)) for all x € 2, and I" is the
global interpolant for the base finite element space, V},.

We note that isoparametric C”, r > 1, elements are not of much practi-
cal value. The problem is not that the elements would not remain C” under
a C" mapping (they will), but rather that, in mapping a polyhedral domain
to a smooth domain, a C' mapping is inappropriate. Thus, the above result
has been restricted to the case r = 0.

4.8 Interpolation of Non-smooth Functions

In order to be defined, the interpolants in the previous sections all require
a certain amount of smoothness on the part of the function being approx-
imated. In Chapter 14, we present one way to extend such approximation
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results using Banach space interpolation theory. Here we illustrate a con-
structive approach based on the ideas in (Clement 1975 and Scott & Zhang
1990 & 1992). We will not consider the most general form that such an
approach can take, but we will give the simplest version and refer to (Scott
& Zhang 1990 & 1992 and Girault & Scott 2002) for more results.

We begin with a re-interpretation of the global interpolant Z” as fol-
lows. For each node, z, there is a corresponding nodal variable, IV,. This
could be a point evaluation, derivative evaluation, integral on an edge, and
so forth. For a smooth function, we can write

(4.8.1) T'u =" N.(u)®.

where @, denotes the global basis function given by

¢Z|K = ¢]I\<rz

and (bﬁz is a local nodal basis function on K; @, |k := 0 if z is not a node
associated with K.

We will say that “K contains 2” if N, is one of the nodal variables for
the element with element domain K. By abuse of notation, we will think of
z encoding both the place of the nodal variable as well as some descriptor.
For example, Hermite nodes have multiple nodes z at the same “place”
(e.g., a vertex).

We now pick, for each node z, a particular element domain K, contain-
ing z, and we then pick a subset K, C K. But there is extreme flexibility
in the choice of both K, and K,. The domain K, will be used in forming
our new interpolant; the action of N, will be represented as an integral over
K..

To simplify arguments, we assume that the elements in question are
hierarchical in the sense that restrictions to K, of functions in the element
based on K, are themselves appropriate functions for an element with a
subset of the nodes for the element on K. More precisely, suppose that
the basic element is (K,,P,,N.) and let P, denote the restrictions of the
element functions in P, to f(Z:

P.={flg, : FeP.}.

Then we assume that (IN( 2 752,./\~/Z) is a well defined finite element for some
N, C N.. The latter condition implies that

(482) oNlz =dn° YNEN. and o3|z =0 VN eMNAN.,
Let us present the details in the case that the basic elements are sim-

plices, as the terminology is simpler in this case. For each z, we let K be a
simplex containing z, and we pick K to be a (closed) simplicial subcomplex
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of K., i.e., a vertex, edge, face, etc., of K. But we allow the dimension of
K, to be anything:

0 <dim(K,) <d
where d is the dimension of the underlying domain §2. We only require that
z lie in K,. Thus we have

zeK.CK, and 0<dim(K.) < dim(K,).

Three examples which fit into this framework are noteworthy. The
first is the standard Lagrange, Hermlte Argyris, etc., interpolant (4 8.1) in
which dim(K) = 0 for every z: = {z}. A second example is K, = K,
so that dim(K,) = d, for every z, which allows for the maximum amount
of smoothing (Clement 1975). This does not uniquely determine K.; one of
the elements to which z belongs would still have to be picked. Finally, it is
often useful to choose K, C 92 whenever z € 32 (Scott & Zhang 1990).

For each node z, consider the corresponding local nodal basis for 752:
{d)ﬁz . NeN. Z} .
Let
(4.8.3) {vh- Nen}
denote the L2(K,)-dual basis for P.:

(4.8.4) / S5 (2)R (2) d = Syn VM, N € N,

(Opwv is the Kronecker delta). Equivalently, {Yn : N € N} is the repre-

sentation in L2(K.) of {N € N.} guaranteed by the Riesz Representa-
tion Theorem 2.4.2. We can extend the set of functions (4.8.3) to a set

{wﬁz : N¢e J\/Z} by setting 1y = 0 for N € N,\N.. Then we have
(4.8.5) /~ ¢ (2)K+ (¢) dz = Sy VM, N € N,

K.
by (4.8.2).

We are now in a position to define a global interpolant for more general
functions, say u € L'(K,) for all nodes z:

(4.8.6) Thu = Z ( /f( z VK- (2)u(z) dx) ..

Then we have the following result.
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(4.8.7) Theorem. Ih is a projection which equals I" on Vi, the space
spanned by {P.}: _
Thv=v Wove Vi,.

Proof. This follows from (4.8.5) since it implies that

/K %j\% (x)v(z)dx = N,(v) Vv € V. O

Another key property of Zh is that it can be constructed to satisfy
boundary conditions. We state the result in the case of Lagrange elements
for the simple Dirichlet boundary condition. See (Girault & Scott 2002) for
Hermite elements and Dirichlet boundary conditions involving derivatives.

(4.8.3.8) Theorem. Suppose that K, C R for all nodes z € 012, and sup-
pose that all of the elements are Lagrange elements. Then IThv = 0 on 012
as long as v =0 on 0f2.

We now outline estimates for the approximation error v -7 hv; for com-
plete details, see (Scott & Zhang 1990) for Lagrange elements and (Girault
& Scott 2002) for Hermite elements. Let us assume that all elements have
shape functions Py containing P,,_1. Corresponding to Lemma 4.4.1 we
have, for arbitrary K € Thand 1 < p < oo,

Froll Bl —~
0l iy < Il
where Sk is a domain made of the elements in 7" neighboring K
(4.8.9) Sk = interior (U{K; : K;NK #10, K; € Th})

and the “hats” refer to the corresponding domains (and functions) scaled
by the diameter of K, cf. (4.3.11). For any 0 < s < k < m we have using
the techniques of proof of Theorem 4.4.4 and (Scott & Zhang 1990)

v~ fh””w;(m <[jv- Qkil”HW;(K)
(4.8.10) 2w = Q")
SCh’;(_S|U|wg(sK)

where hy = diam K (this holds for s = k = 0 by setting Q! = 0). If 7"
is non-degenerate then

(4.8.11) sup {Cardinality{K e Th . interior K C SK} : Ke Th} <C

where C' is a constant depending only on p in (4.4.16). Therefore, the fol-
lowing holds.
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(4.8.12) Theorem. Suppose all elements’ sets of shape functions contain all
polynomials of degree less than m and T" is non-degenerate. Let v € Wzﬂ“(Q)
for0<k<mand 1 <p<oo. Then

1/p
(4.8.14) ( Z RSy Ih”HIvjV;(K)) < Clolwra)
KeTh

for 0 < s <k, where Ih s defined in (4.8.6).

Letting s = k and applying the triangle inequality, the following corol-
lary is derived.

(4.8.15) Corollary. Under the conditions of Theorem 4.8.12

1/p

(4.8.16) o AT wrey | < Clolwey -
KeTh

Recalling that h = maxgegn diam (K), the statement of Theorem
4.8.12 can be simplified as follows:

1/p

(4.8.17) Z Hv — fthi:V;(K) < ChF—s |U|W§(Q) )
KETh

for0<s<k<m.

4.9 A Discrete Sobolev Inequality

Let £2 be a polygonal domain in IR? and 7" be a regular triangulation of
{2 such that

(4.9.1) |Inhp|~|Inh| VT eTh,

where hy = diam7 and h = maxpcrn hy. Note that condition (4.9.1)
is satisfied by many graded meshes (cf. Apel (1999)). Denote by V,, C
H'(£2) the P,, Lagrange finite element space associated with 7". On the
one hand, Example 1.4.3 indicates that in general H!(§2) ¢ L>°(2), and on
the other hand functions in Vj, are continuous on {2 by construction. This
conflict is reconciled by the discrete Sobolev inequality, whose proof below
is essentially the same as the one in (Bramble, Pasciak & Schatz 1986).

(4.9.2) Lemma. (Discrete Sobolev Inequality) The following estimate holds:
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(4.9.3) ol (@) < CA+ A2 ol gy Vo€ Vi,
where the positive constant C' is independent of h.

Proof. First we observe that {2 has the cone property, i.e., each point = € {2
is the vertex of a cone K, congruent to the cone (or sector) K defined in
polar coordinates by

K={(r0):0<r<d<o0,0<<w<2r}.

Let T be a triangle of 7" and ¢ be the centroid of 7. Without loss of
generality we may assume that hy = diam T < d/2 (cf. exercise 4.x.19). For
simplicity we may take ¢ to be the origin and K. to be K. The regularity
of T" implies that there exists a number 7 which is independent of T such
that 0 <7 < 1 and the cone

K, ={(r0): 0<r<nhr,0<0<w}

is a subset of T'.
Let v € V3, be arbitrary and o = v(c). It follows from the fundamental
theorem of calculus that

@(p,H)dp for g<r<d,

a=uv(r,0)—

and hence

r 2
(4.94) o <20%(r,0) +2 (/ @(p, 9) dp> for & <r<d.
0o Op 2

We can estimate the integral on the right-hand side of (4.9.4) by

" Ov nhr g " ov
(4.9.5) /Oafp(pﬁ)dp—/o " (p.0) dp + 5, (P, 0)dp

8 nhr
2 1/2
< nhrlvlwy (r) + [/ pdl)} In(d/nhr) .
nh
5)

Combining (4.9.4) and (4.9.5) we obtain

w pd w pd w pd
a2// rdrdOSZ// vz(r,G)rdrdG+4(7]hT)2|v|%V§O(T)// r drdf
0 Jdj2 /2 0 Jd/2
T 2
+ 41n(d/nhr) // [/ p,a)) pdpdﬁ]rdr,
d/2 LInhr 3/)

which implies, by the inverse estimate (4.5.4),
(4.9.6) 0] < Cr(U+ [ b )Y2 ol s g

where the constant C is independent of h and c.
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Let « be an arbitrary point in 7. The inverse estimate (4.5.4) implies
that

(4.9.7) lv(@) —v(c)| < hr|vlwy (1) < Colv|m (1),

where the positive constant Cs is independent of h and z.
The estimate (4.9.3) follows from (4.9.1), (4.9.6), (4.9.7) and the arbi-
trariness of T and z. O

(4.9.8.) Remark. A proof of the discrete Sobolev inequality in the context
of finite difference grid functions can be found in (Bramble 1966).

(4.9.9) Remark. The estimate (4.9.2) is sharp (cf. (Brenner & Sung 2000a)).

4.x Exercises

4.x.1 Show that for |af < m — 1, DYT u(z) = Tfﬁla‘Dg‘u(x) Yu €
C!*l(B) (cf. the proof of Proposition 4.1.17).

4.x.2 Prove the form of Taylor’s Theorem given in (4.2.1).
4.x.3 Verify the claims in (4.3.12) and (4.3.13). (Hint: show that T} u(d %)

= T"u(2) where

Tra@) = Y D) - 9))

lal<m
4.x.4 Show that (4.3.15) is equivalent to the following inequality:

oy < (| [ wda]+lwyc) vue W)

where the constant C' depends only on the dimension n and the
chunkiness parameter v of 2. (Hint: See the proof of (5.3.3).)

4.x.5 Complete the proof of the general case of Theorem 4.4.4 by using a
homogeneity argument.

4.x.6 Prove that a family {7"} of triangulations is quasi-uniform if and
only if it is non-degenerate and there exist positive constants ¢ and
C, independent of h, such that cdiam K; < diam Ky < C'diam K3
for any K, Ky € T".

4.x.7 Prove the inequality (4.4.22).
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4.x.8

4.x.9

4.x.10

4.x.11

4.x.12

4.x.13

4.x.14
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Let {an}3°_; be a sequence of nonnegative numbers. Show that if
1<q<p, then (X2 a)"? < (2%, ag,) /",

m=1"m m=1"m

Let {a,,}M_, be a finite sequence of nonnegative numbers. Show
that if p < ¢ < oo, then

M 1/p M 1/q
(Za&) < MYr=ta (Za%) ifg < oo
m=1

m=1

and
M 1/?
p < 1/1) 1 = .
(Zlam> <M 1Srr71nsaLSXM am ifqg=o00
m=

(Minimum angle condition) Let {7"} be a family of triangulations
of £2 C IR2. Show that {7"} is non-degenerate if and only if all
the angles of the triangles in {7"} are bounded below by a positive
constant.

Let K be the reference triangle with vertices (0,0), (1,0) and (0, 1),

and ¢ € W;"(K) for m > 2 and 1 < p < co. Show that
1(0/02,)(C ~ TOll o st < CIOC/0; it

where Z( is the interpolant of ¢ in the P,,_; Lagrange finite element.
(See (Apel 1999) for other anisotropic interpolation estimates.)

(Maximum angle condition) Let 7 be a triangulation of a polyg-
onal domain 2 C IR?, and Vj, = {v € C°(2) : v|r is linear for all
T €T} Let u € H*(£2) and Zu € V}, be the linear interpolant of u.
Show that

|l — IUHL2(Q) +h|u— IU|H1(Q) < ¢(0) h? |U|H2(Q)

where h = maxper diam (T'), € is the maximum angle in 7, and
¢ is an increasing positive function defined on [r/3, 7). (Hint: use
Exercise 4.x.10.)

Derive estimates analogous to those in Sect. 4.6 for serendipity ele-
ments in three dimensions.

Prove the following Sobolev inequality:
n_mn
— Z —

<
”UHLq(_Q) = ||U||W;)H(Q) for m+ p »

provided ¢ < oco. (Hint: show that a Riesz potential of order m maps
LP(§2) to L9(§2) for m+ 4 = 2, cf. the proof of (4.3.4) and (Sobolev
1963 & 1991).)
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4.x.16

4.x.17

4.x.18

4.x.19

4.x.20

4.x.21

4.x.22
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Let P be a finite dimensional space of polynomials, and suppose K is
any open set containing a ball of radius pdiam K with p > 0. Prove
(4.5.4) holds with C independent of K. (Hint: let B,, C K C By, be
balls and replace (4.5.5) by ||v|lwi(p,) < C|vllLas,,) Vv eEP.)

Prove that a family {7"} of non-degenerate triangulations is locally
quasi-uniform, in two or higher dimensions (Hint: neighboring ele-
ments are all connected to each other via a sequence of elements
with common faces.),

Consider the stiffness matrix K for piecewise linear functions on
a quasi-uniform mesh in one dimension as in Sect. 0.5. Prove that
the condition number (Isaacson & Keller 1966) of K is bounded by
O(h™2). (Hint: use inverse estimates.)

Complete the density argument for the proof of Proposition 4.3.2.
(Hint: R™ is a continuous operator from W) to L? by construction
and by Corollary 4.1.15. For a Cauchy sequence of smooth functions
in W, R™ applied to the sequence will be Cauchy in both L> and
LP. Show that the limits are the same.)

Show that the estimate (4.9.2) is trivial if h > d/2. (Hint: Apply
the inverse estimate (4.5.4).)

Show that the function « in Lemma 4.3.4 is continuous on {2 and
HuHLoo(ﬁ) < Crnyyd ”uHW;ﬂ'(Q)a

if {2 satisfies the segment condition. (Hint: Use the density of

C>(12) stated in Remark 1.3.4 and the arguments in the proof of
Lemma 4.3.4.)

Let K be the unit square and K be a convex quadrilateral. Show
that there exists a diffeomorphism F : K — K such that the
components of F' belong to Q.

Let {7"} be a non-degenerate family of triangulations of the polyg-
onal domain {2 by convex quadrilaterals, V}, be the (Q1-isoparametric
finite element space associated with 7" (cf. Section 4.7 and exer-
cise 4.x.20), and Z" : H?(£2) — V}, be the the nodal interpolation
operator. Show that

||u —IhuHLz(Q) + h|u —Ihu|H1(_Q) < Ch2|u|H2(_Q) Yue HQ(.Q)

(More on quadrilateral elements can be found in (Girault & Raviart
1979) and (Arnold, Boffi & Falk 2000).)
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n-Dimensional Variational Problems

We now give several examples of higher-dimensional variational problems
that use the theory developed in previous chapters. The basic notation is
provided by the Sobolev spaces developed in Chapter 1. We combine the
existence theory of Chapter 2 together with the approximation theory of
Chapters 3 and 4 to provide a complete theory for the discretization process.
Several examples will be fully developed in the text, and several others are
found in the exercises. Throughout this chapter, we assume that the domain
{2 is bounded.

5.1 Variational Formulation of Poisson’s Equation

To begin with, consider Poisson’s equation
(5.1.1) —Auy = f in 2
where A denotes the Laplace operator

" 92
A = —.
Lo a2
i=1 ?

Augmenting this equation, we again consider boundary conditions of two
types:

u=0 on ['COf (Dirichlet)
(5.1.2)
Ou =0 on OMNI (Neumann)
ov
o)

where 3+ denotes the derivative of u in the direction normal to the bound-
ary, 0f2. That is, we assume that 92 is Lipschitz continuous, we let v
denote the outward unit normal vector to 02, which is by assumption in
L (062)", and we set
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% = v-Vu.
To begin with, we assume that I" is closed and has nonzero measure. Later,
we will return to the case when I' is empty, the pure Neumann case.
To formulate the variational equivalent of ((5.1.1), (5.1.2)), we define
a variational space that incorporates the essential, i.e., Dirichlet, part of

boundary condition (5.1.2):
(5.1.3) V= {veH () : v|r =0},

where we note that v|p = 0 is to be interpreted, using the trace theorem, in
L?(092). That is, we think of it as meaning v - Yr = 0 where Y is the usual
characteristic function. The appropriate bilinear form for the variational
problem is determined, as in the one dimensional cases, by multiplying
Poisson’s equation by a suitably smooth function, integrating over {2 and
then integrating by parts. To prepare for this last step, we develop some of
the standard theorems of advanced calculus in the setting of Sobolev spaces.
In the following, we assume that {2 is a Lipschitz domain and v denotes the
outward unit normal to 9f2. Moreover, for any linear space B, we denote
by B™ the linear space of n-tuples of members of B (if B is a normed space,
then we give B™ a norm defined as an appropriate combination of the norms
on each component separately).

(5.1.4) Proposition. Let u € W (2)". Then

/V-udm :/ u-vds.
7} an

Proof. Recall this result for smooth functions and use a density argument
as in the proof of Proposition 1.6.3. Note that the trace theorem implies
that, if

C®*(@)"su; —u in WEHR)",

then uy, - v converges in L'(9{2) to u - v because v; € L°°(92) for all
i=1,...,n (Holder’s inequality). |

(5.1.5) Proposition. Let v,w € HY(£2). Then, fori=1,...,n,

/ (av)wdx = _/U(8w> dw—i—/ vwy; ds.
0 (91‘1 0 31172 an

Proof. Apply the previous proposition to u := vwe;, which is in W} ()"
by Schwarz’ inequality and exercise 5.x.2. O

(5.1.6) Proposition. Let u € H?(2) and v € H*(£2). Then

/(fAu)vdx = /VUﬁV’UdSE*/ %vds.
Q 2 o0 OV
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Proof. Apply the previous proposition to v := —% and w := v, and sum

over 1. O

Using the latter proposition, if u € H?(§2) satisfies Poisson’s equation
(5.1.1) with boundary conditions (5.1.2) and v € V, then

(f,v) = /(—Au)vdm = /Vu~Vvdm—/ v@ds
Q [0 o0 Ov

/Vu-Vvdx = a(u,v).

2

The boundary term vanishes for v € V because either v or % is zero on

any part of the boundary. Thus, we have proved the following.

(5.1.7) Proposition. Let u € H?(2) solve Poisson’s equation (5.1.1) (this
implies f € L*(£2)) with boundary conditions (5.1.2). Then u can be char-
acterized via

(5.1.8) u eV satisfies a(u,v) = (f,v) YveV

The companion result, namely that a solution to the variational prob-
lem (5.1.8) solves Poisson’s equation, can be proved in a similar fashion to
the proof given for Theorem 0.1.4.

(5.1.9) Proposition. Let f € L?(£2) and suppose that u € H?(12) solves the
variational equation (5.1.8). Then u solves Poisson’s equation (5.1.1) with
boundary conditions (5.1.2).

Proof. The Dirichlet boundary condition on u follows since u € V. Using
Proposition 5.1.6 with v € D(£2) C V and (5.1.8), we find

/(f—i—Au)vdx = (f,v)—/ Vu-Vudr = (f,v) —a(u,v) = 0.
7 2

Since D(£2) is dense in L2(£2) (cf. exercise 2.x.14), the differential equation
(5.1.1) is satisfied in L?(£2) (compare this with the proof of Theorem 0.1.4.)
Moreover, Proposition 5.1.6 then implies that

0 = (f,v) —a(u,v) = /

(fAu)vdxf/VUond:c :/ v%ds
7 ?) a

o) aV

for all v € V. The Neumann boundary condition on u follows if we can show
that v[po\r can be chosen arbitrarily with v € V. This is a bit technical,
since we are only assuming that 92 is Lipschitz and that I" is a closed
subset of it. But this means at least that, for any point P in 02\I" there
is a neighborhood, N, of P in 0\I" that can be written as a graph of a
Lipschitz function ¢:
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N = {(%,¢(2)) : T cw}

where w is an open subset of R"~! and & := (z1,...,7,_1). Moreover, we
can assume that

{(x1,...,2p) : TEW, —e<xy —P(Z) <0} C N

where € > 0 depends only on 2. The boundary integral over N can be
written as

viras = [ (v5) @0@)VIT WP d

N (91/
Let w € D(w) and set
v(@,t+@(2) = w@)(1+t/e) Vicew, —e<t<0

with v defined to be zero elsewhere. Then v € V and

0= /a v@ ds = /Nvg:j ds = /ww(i)gZ(:E,(b(i))\/l+|V¢(i)2d§:.
Since the L* function /1 + |Vé(Z)|? is bounded below by 1 and w was
arbitrary, we conclude that %h\/ = 0 (cf. exercise 1.x.39). Since ON\I is
covered by such neighborhoods, N, we conclude that the Neumann condition
holds on all of \I". O

5.2 Variational Formulation of the Pure Neumann
Problem

In the previous section, we introduced the variational formulation for Pois-
son’s equation with a combination of boundary conditions, and they all
contained some essential (i.e., Dirichlet) component. The situation for the
case of pure Neumann (or natural) boundary conditions

ou
5.2.1 — =0 on 02
(5.2.1) oy
(i.e., when I = () is a bit different, just as in the one-dimensional case (cf.
exercise 0.x.3). In particular, solutions are unique only up to an additive
constant, and they can exist only if the right-hand side f in (5.1.1) satisfies

/Qf(x)dx = /Q—Au(x)d:v

(5.2.2)
= Vux~V1d:cf/ —ds =0
/Q (@) o0 OV
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using Proposition 5.1.6. We will see later that such behavior is typical for
elliptic operators, such as —A+ I, in the case when A is a simple eigenvalue
(in this case, A = 0). A variational space appropriate for the present case is

(5.2.3) V = {veﬂl(n) : /Qv(:v)dm:O}.

For any integrable function g, we define the mean, g, of g as follows:

_ 1
(5.2.4) g = meas(Q)/Qg(x) dx.

For any v € H(2), note that v — v € V. Using the same techniques as in
the previous section, we can prove the following proposition.

(5.2.5) Proposition. Let u € H?({2) solve Poisson’s equation (5.1.1) with
pure Neumann boundary conditions ((5.1.2) with I' = 0 or (5.2.1); this
implies f € L*(£2) satisfies (5.2.2)). Then u — u satisfies the variational
formulation (5.1.8) with V' defined as in (5.2.3).

The companion to this result is more complicated than its counterpart
in the previous section.

(5.2.6) Proposition. Let f € L*(2) and suppose that u € H?(2) solves
the variational equation (5.1.8) with V' defined as in (5.2.3). Then u solves
Poisson’s equation (5.1.1) with a right-hand-side given by

fl@) == fla)—F VeeQ

with boundary conditions (5.2.1).

(5.2.7) Remark. The statements of the equivalence of the original and the
variational problems are similar to the previous section, except that the
definition of V' has changed and constraints appear on f and u. Note that
the Riesz Representation Theorem guarantees a solution for any f as soon
as we know a(-,-) to be coercive. Since v € V implies [, v(z)dz = 0, we
have

/Qv(x)f(x)d:ﬂ = /v(z)f(x)dm Yv eV,

9]

so that the variational problems for f and f are identical.
Proof. The previous remark shows that the variational problem is the same
whether we use f or f. Thus, it suffices to suppose that f has mean zero

and to verify (5.1.1) and (5.2.1) in this case. Using the argument of the
previous section, we see that

/Q(fAuff)vdx =0 YweD\) = {peD() : ¢ = 0}.
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It is easy to see that the closure of D(£2) in L2(£2) is the subspace
L*(2) = {¢peL*() : $ = 0}

(cf. exercise 5.x.1). Thus, we conclude that the equation —Au = f +§
holds (in L?(§2)) where § = —Au since [, dv(x)dx = 0 for v € V. Using
Proposition 5.1.6 again, we find

0 = (f,v) —alu,v) = /(—Au—5)vdm—a(u,v)

2

/(—Au)vdw—a(u,v) = —/ v%ds Yo e V.
i) oo Ov

But clearly v|s; can be chosen arbitrarily while keeping v € V: let w €
H'(£2) be arbitrary and set v := w — w¢ where ¢ € D({2) satisfies ¢ = 1.
Thus, we conclude that (5.2.1) holds. Finally, applying (5.1.6) one more
time with v = 1 shows then that § = 0. O

5.3 Coercivity of the Variational Problem

To apply the theory developed in Chapter 2, we must see that the varia-
tional form a(-, ) introduced in the previous two sections is coercive on the
corresponding spaces V' (that it is bounded on all of H!(£2) is obvious).
Coercivity in the case of pure Neumann boundary conditions follows from
the approximation theory in Chapter 4. If {2 is a bounded domain that can
be written as a finite union of domains that are star-shaped with respect
to a ball as described there, then

(5.3.1) Tlg}% [v="llr20) < Calvlgig Yve HY(0).
But we know that
Tlél]f)t v ="llp200) = v ="z

where T denotes the mean of v on §2, defined in (5.2.4). With V as defined in
(5.2.3), v € V implies that v = 0, 50 [|v]| ;2 () < C2 [v]p1(9) = C2/a(v,v).
Squaring this and adding a(v,v) to both sides yields the desired coercivity
inequality, which we state as the following proposition.

(5.3.2) Proposition. Let 2 be such that (5.3.1) holds, e.g., a finite union
of domains that are star-shaped with respect to a ball. Let V' be defined by
(5.2.3) and let Cq be the approximation constant in (5.3.1). Then

oll3s ) < (1+C3) a(v,v) WoeV.
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Now let us consider the verification of coercivity in the case of Dirichlet

boundary conditions, with V' as defined in (5.1.3). We will first establish
the following more general inequality for H*(£2):

(5.3.3) o]l 2oy < C(‘/des’ n |u|H1(Q)) Voe HY(Q),

where the positive constant C' depends only on 2 and I'.
Let v € H'(£2) be arbitrary. We have

[vllz2(0) < lv = PllL2(0) + [PllL2(2)

|_Q|1/2 _
< Colvlgio) + i ‘/vds (by 5.3.1)

1/2
< Colv|lgi (o) + |} ‘/vds‘—i—‘/ (v—") ds

and
| [ o= 0ds| < P12 = Bl12000
< |F|1/QCQ(||U — 0| r2(0) + [v = Tlm1 (o) (Trace Theorem)
< |T1M2Colv|mi (), (by 5.3.1)
which together imply (5.3.3).

The following coercivity result is an immediate consequence of (5.3.3).

(5.3.4) Proposition. Let {2 be as in Proposition 5.3.2, and suppose I is
closed and meas (I') > 0. Let V be defined by (5.1.3). Then there is a
constant C' depending only on 2 and I' such that

||UH?‘P(Q) < Ca(v,v) YveV.

This estimate is also true in an LP context as well (cf. Exercise 5.x.13).
The special case I = 042 is frequently used and is known by a special name.
Recall the notation W} (£2) (cf. (1.6.7)), for functions in W, (£2) satisfying
a Dirichlet boundary condition on 0f2.

(5.3.5) Proposition. (Poincaré’s Inequality) Let (2 be as in Proposition
5.3.2. Then there is a constant C' < oo such that

[ollwi ) < Clolwiay Vv e W, (£2).
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5.4 Variational Approximation of Poisson’s Equation

Let 7" denote a subdivision of {2 and let Z" denote a global interpolator
for a family of finite elements based on the components of 7". Let us
suppose that Z"u is continuous, i.e., that the family of elements involved
are C°. Further, suppose that the corresponding shape functions have an
approximation order, m, that is

(5.4.1) Ju=T"u| 12 ) < CR™ gy gz -

In order to approximate the variational problem (5.1.8) with variational
space (5.1.3), we need to insure two properties of the corresponding space,
V. In order to apply Céa’s Theorem 2.8.1, we must have

(5.4.2) V, C V.

In order to use the approximation theory derived in Chapter 4, we need to
have

(5.4.3) I"(VNCH()) C W,

(k is the highest order of differentiation in the definition of Z"). If both of
these conditions hold, then the following is an immediate consequence of
(2.8.1):

(5.4.4) Theorem. Suppose that conditions (5.4.1), (5.4.2) and (5.4.3) hold.
Then the unique solution, up € Vi, to the variational problem

a(up,v) = (f,v) Yv eV,

satisfies
lu = unll (@) < CH™ 7 [ul g () -

The requirements (5.4.2) and (5.4.3) place a constraint on the subdivi-
sion in the case that I" is neither empty nor all of the boundary. In such a
case, it is necessary to choose the mesh so that it aligns properly with the
points where the boundary conditions change from Dirichlet to Neumann.
For example, in two dimensions, if one uses Lagrange elements and insures
that the points where the boundary conditions change are vertices in the
triangulation, then defining

Vi =1 (VNnC'(R2))

is equivalent to defining V}, to be the space of piecewise polynomials that
vanish on edges contained in I'. Since we have chosen the mesh so that the
edges contained in I" form a subdivision of the latter, it follows that (5.4.2)
holds. On the other hand, if the set of edges where functions in V}, vanish
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is too small, we fail to obtain (5.4.2). If the set of edges where functions in
V4, vanish is too big, (5.4.3) fails to hold. In the case of pure Dirichlet data,
i.e., I' = 912, then V}, is just the set of piecewise polynomials that vanish on
the entire boundary. In the case of pure Neumann data, i.e., I' = @), V}, is
the entire set of piecewise polynomials with no constraints at the boundary.

We now consider error estimates for u—uy, in the L? norm. To estimate
[u — unllp2(q), we use a “duality” argument that is similar to the one given
in Chapter 0. Let w be the solution of

—Aw=e¢ in 2
(5.4.5)
0
w=0 on I'caN & a—qj:o on OO\I
where e := u — uy. The variational formulation of this problem is: find
w € V such that
(5.4.6) a(w,v) = (e,v) YveV.

Since u — uy, € V’, the solution exists uniquely. Therefore,

I = unllZa) = (= wn = un)
(£2)
= a(w,u — up)
=a(u — up, w — I"w)
< Cllu=unll g ||w— IthHl(Q)
< Chllu = unll g oy W] 20y -

We now suppose that the equivalent problems (5.4.5) and (5.4.6) have the
property that

(5.4.7) w20y < Cllell g -
Such a condition will be discussed in the following section. With such a

condition holding, we thus have proved the following.

(5.4.8) Theorem. Suppose that conditions (5.4.1), (5.4.2), (5.4.3) and (5.4.7)
hold. Then

lu—unll 20y < Chllu—unll g1 (o)
< Ch™ |ulgm @) -

Inhomogeneous boundary conditions are easily treated. For example,
suppose that we wish to solve (5.1.1) with boundary conditions

(5.4.9) u=gp on I'CINR & % = gy on ON\I
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where gp and gy are given. For simplicity, let us assume that gp is defined
on all of 2, with gp € H'(£2) and that gy € L?(92\I"). Define V to be
the space (5.1.3). Then the variational formulation of ((5.1.1), (5.4.9)) is as
follows: find u such that w — gp € V and such that

(5.4.10) a(u,v) = (f,v) —|—/ gnvds YveV.
9O\T

This is well-posed since the linear form

F(o) = (o) + [ gwvds
oo\l
is well defined (and continuous) for all v € V.
The equivalence of these formulations follows from (5.1.6):

/(—Au)vdx = /Vu~Vvdacds—/ v%ds
0 i) o0 Ov

for any v € V. Thus, if u solves ((5.1.1), (5.4.9)) then (5.4.10) follows as a
consequence. Conversely, if u solves (5.4.10) then choosing v to vanish near
012 shows that (5.1.1) holds, and thus

/ ngds—/ v@ds:O Yv e V.
HO\T O\T v

Choosing v as in the proof of (5.1.9), (5.4.9) follows.

The finite element approximation of (5.4.10) involves, typically, the use
of an interpolant, Z"gp, of the Dirichlet data. We pick a subspace V}, of V
just as before, and we seek uy, such that u, — Ith € Vj, and such that

(5.4.11) a(up,v) = (f,v) +/ gnvds Vv e V.
A\D

We leave it to the reader (in exercise 5.x.10) to prove the analogs of (5.4.4)
and (5.4.8) for the solution to (5.4.11). We note that further approximation
may be necessary in order to compute efficiently (and accurately) the right-
hand side in (5.4.11). This can also be done using interpolants of f and gy
(cf. exercise 5.x.11).

5.5 Elliptic Regularity Estimates

Consider the validity of the estimate (5.4.7) in this section. To begin with,
we motivate it by studying the problem on all of IR™. We will freely use
properties of the Fourier transform,
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09 = [ vlwe

(cf. Stein & Weiss 1971). This operator diagonalizes differential operators,
that is, -

Dev(§) = (i€)*0().
The condition (5.4.7) means that we can bound all second derivatives in
terms of a particular combination of them. This follows because

_ s i)™ —~
B7o(e) = (i€)°0(6) =~ Ful6)
The function % is bounded by 1 if || = 2, so
5 <
L2(R") L2(R)

Since the Fourier transform is an isometry on L2, it follows that
1D 2y < 1 A0] oy Via] = 2.

proving (5.4.7) in this special case.

If 2 has a smooth boundary, and I' is either empty or all of 942,
then (5.4.7) is known to hold (Friedman 1976, Rauch 1991). In case n = 2
and (2 is convex, with I" again either empty or all of 9f2, then (5.4.7) is
known to hold (Grisvard 1985). More generally, the following estimate holds
(assuming {2 is bounded):

(5.5.1) ollwzi) < 1A Loy, 1 <p<p

where p depends on 92 (Dauge 1988). When (2 is neither smooth nor
convex, then (5.4.7) does not hold, as we now show by example.

(5.5.2) Example. Let 2 be a sector of the unit disk with angle 7/g:
(5.5.3) 2:={(r0) : 0<r<l, 0<0<n/G}.

If 3 < 1, then {2 is not convex. Let v(r,0) = r”sin 80 = 3(2°). Being the
imaginary part of a complex analytic function, v is harmonic in (2. Define
u(r,0) = (1 — r2)v(r,0). Note that u is zero on 9£2. Computing, we find

Au=(1—7r*)Av+2V(1 —7?) - Vo +vA(1 —r?)
Ov

= —41"5 —4dv = —(48+ 4)v.

Since v is bounded, it is in L?(£2) for all 1 < p < co. However,
o
or?

~rP2 near r=0,



140 Chapter 5. n-Dimensional Variational Problems

so for 3 < 1, u cannot be in H?(£2). Note that since 3 > 1/2 in any case,
we always have u € WI?(Q) for some p > 1 depending only on 3.

(5.5.4) Example. In the case that the boundary is regular, but boundary
conditions change from Dirichlet to Neumann type, there is also a lack of
regularity. Consider the domain 2 = {(r,0) : 0<r <1, 0<6 <7}, and
suppose that

Ii={(z,0) : 0<z<1}U{(1,0) : 0<6 <}
We want to study the regularity of the solution to

Au=f in 2
0
u=0 on I' & 2= =0 on ON\T.

v
For motivation, consider the domain (2 defined by reflecting {2 with respect
to z-axis. Functions satisfying the above boundary conditions can be ex-
tended by 9(z,y) = v(z,—y). Across the segment {(x,0) : —1 <z <0},
the extension will be C! (assuming that v € C1(£2) to start with). On the
other hand, v will vanish on

{(z,0) : 0<2z<1}U{(L,0) : 0<6<2r}.

These are precisely the boundary conditions in Example 5.5.2 with 8 = 1/2,
a slit domain. If we pick the solution to that problem, namely u(r,0) =
(1 — 72)r'/?sin@/2, then this solves the above system of equations with
f = —6r'/2sin6/2 € L?(2). Since the singularity of u is r'/? the solution
will not, in general, be in H?({2) for f € L?({2).

(5.5.5) Example. Finally, for completeness, we remark that the restriction
p # 1,00 in (5.5.1) is sharp. We give an example to show it is false for
p = oo. Let u(x,y) = zylogr, where r? = 22 4+ y%. Then

Au = xyAlogr + 2Vay - Vlogr + logr Azxy
=2Vzy - Viogr
= 2(y7.’£) : (.’E,y)/?"Q
= 4ay/r?.

Thus, Au € L*®({2), where 2 is, say, the unit disk, and © = 0 on 92.
However, it is easy to verify that
D ot
=logr+v
dxdy &

where v € L>(§2). Thus, u does not lie in W2 (£2).
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5.6 General Second-Order Elliptic Operators

Let us now consider more general elliptic operators and their associated
variational forms. Let a;; € L*({2), 4,j = 1,...,n and a;; = a;;. The
matrix of coefficients, (a;;), is said to be uniformly elliptic provided there
is a positive constant, «, such that

n

(5.6.1) Z §z£72a25 VéEeR® ae in £,

j=1 =1

that is, if the matrix (a;;) is uniformly (a.e.) positive definite. The elliptic
operator associated with an elliptic coefficient matrix is defined via

(5.6.2) Au(z) == — i ng (aij(x);):i(x)> .

1,j=1

If, for example, (a;;(x)) is the identity matrix for all = € £2, then we obtain
the Laplace operator studied earlier, and the constant o may be taken to
be one. The natural bilinear form associated with (5.6.2) is

(5.6.3) a(u,v) / Z ai;(x 8:1: )aaxvj (z) dx.

[

Note that we do not assume any smoothness of the coefficients, so that
even discontinuous coeflicients are allowed. This causes no difficulty for the
variational formulation, but the differentiation of discontinuous functions
in (5.6.2) would require further justification (e.g., via the variational for-
mulation itself). The following estimate follows simply by replacing &; by
8%) in (5.6.1) and integrating.

(5.6.4) Lemma. Suppose the coefficient matriz satisfies (5.6.1). Then the

associated bilinear form (5.6.3) satisfies
a(v,v) > alvlf g Yve H'(R2)
where « is the constant in (5.6.1).

The natural boundary conditions associated with the general form
(5.6.3) are more complex than for example (5.2.1). Applying (5.1.5) with

vi= —aji%, and summing over i, yields (after switching ¢ and j)
Auw dz = a(u,w) / a;
Ele) ”z:l i 8

Thus, the natural boundary condition associated with (5.6.3), expressed in
operator form, is
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(5.6.5) Z Qij—— a

3,5=1

The variational form (5.6.3) is symmetric. In general, nonsymmetric
problems arise in practice. A problem in the differential form

Au(z) :=
(5.6.6) _Mz_:lng (aij( > Zbk ) + bo(x)u(z)

is naturally expressed using the variational form

= Ou Ov = Oou
(5.6.7) a(u,v) == /Q ”221 al-ja—xi%j + ; bka—mkv + bouv dx.

The question of coercivity of such a variational form is answered in part by
the following.

(5.6.8) Theorem. (Garding’s Inequality)  Suppose (5.6.1) holds and that
the coefficients b, € L>®(£2), k = 0,...,n. Then there is a constant,
K < o0, such that

2 a 2
a(v,v) + K [[vl|72(0) = b) [0l o) Vv e H'(0),
where « is the constant in (5.6.1).

This means that, although a(-,-) itself may not be coercive, adding
a sufficiently large constant times the L2-inner-product makes it coercive
over all of H(£2).

Proof. By (5.6.4), we have
2
(l(’l)/l)) + K ”v”L2 )

> ol + [ S0 o ) + (o) + o)

k=1

By Holder’s inequality,

< b dx
/Qk 1 8a:k 7/ Z| H ‘ )|
n 81}
< Inlimior gy )| Pl
n
ov
<3 Iell \ ol
; Lo (£2) Oz L2(@) L2(02)

U:J

< Bvlgio) 0l 2
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where
(5.6.9) B2 =Y |lbellf e ) -
k=1
Therefore,
a(v,0) + K [0l 2o
> alvlin gy = Blolgoy [0l 2 ) + /Q(bo(ﬂf) + K)o(z)* dx
> alvlin gy = Bl ) [0l 120y + (6 + K) ||U||§,2(.Q) ;
where
(5.6.10) B :=essinf {by(z) : = € 2}.

From the arithmetic-geometric mean inequality (0.9.5), we conclude that

[0
a(v,0) + K [ola0) = 5 (100) + 03200 )

provided
a B?
5.6.11 K>—-+4+— -8
( ) -2 + 2c A
Note that K need not be positive, if 3 > 0. O

We may interpret Garding’s inequality as follows. Given an elliptic op-
erator, A, there is a constant, K, such that for all K > K, the variational
problem for A+ K is coercive on all of H', and thus any boundary condition
of the form (5.1.2) leads to a well-posed problem. In general, for K < Kj,
there may be further constraints, as occurs with the pure Neumann prob-
lem studied in Sect. 5.2. In particular, one can show (Agmon 1965) that
there is a set of values Ky > Ky > - - (the eigenvalues of A) with no finite
accumulation point such that there is a unique solution for the variational
problem associated with A+ K, provided only that K # K; for any 7. More-
over, the problems A + K; each can be solved subject to a finite number of
linear constraints, similar to the ones in Sect. 5.2. Moreover, provided all
the coeflicients and the boundary are sufficiently smooth, one has a smooth
solution in the case that the boundary conditions are either pure Neumann
(5.2.1) or pure Dirichlet (I" = 942 in (5.1.2)) and

(5.6.12) ||uHW§(Q) < Crp,0.4pll(A+ K)u||W§72(Q), V1<p<oo.

In general, the index k£ may depend on the degree of smoothness of the
various ingredients in the problem, but if all are C'"*° then & may be taken
arbitrarily large. In the case of {2 being a convex polygon in IR?, (5.6.12)
is known to hold for k£ < 2 (Grisvard 1985).
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5.7 Variational Approximation of General Elliptic
Problems

In the previous section we observed that there can be well-posed elliptic
problems for which the corresponding variational problem is not coercive,
although a suitably large additive constant can always make it coercive.
In this setting, following the idea of Schatz (Schatz 1974) it is possible to
give estimates for finite element approximations of the variation problems,
although slightly more complicated arguments must be given. To begin
with, let us assume that we have a variational form, a(-,-), satisfying the
following properties. We assume that a(-,-) is continuous on H(2),

(57.1) a(, ) < Cr s o 0y Voo € HA(2),
and that a suitable additive constant, K € IR, makes it coercive,
(5.7.2) a(v,v) + K(v,v) > a|jvl} g Vo€ H ().

We assume that there is some V' C H!(£2) such that there is a unique
solution, u, to the variational problem

a(u,v) = (f,v) YveV
as well as to the adjoint variational problem

a(v,u) = (f,v) YWweV
and that, in both cases, the regularity estimate
(5.7.3) [ulmz(0) < Cr || fllp2(0)

holds for all f € L?(92).
Let V}, be a finite element subspace of V', as described in Sect. 5.4, and
define uy, € V}, via

(5.7.4) a(up,v) = (f,v) Yv e V.

On the face of it, (5.7.4) need not have a unique solution, since a(-,-) may
not be coercive. Indeed, we will not be able to guarantee that it does for
all subspaces, V},. However, we assume that the following holds:

(5.7.5) Uien‘g} lu = vl < Cahlulgsg) Vue€ H%(0).
The following should be compared with Céa’s Theorem 2.8.1.
(5.7.6) Theorem. Under conditions (5.7.1), (5.7.2), (5.7.3) and (5.7.5), there

are constants hg and C, such that for all h < hg, there is a unique solution
to (5.7.4) satisfying
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Ju— uhHHl(Q) = Cviél‘f,h [lw— ””Hl(n) J

where we may take C = 2C1/«, and
Ju— Uh||L2(Q) < CLCACR [Ju — uh”Hl(_Q) :
In particular, we may take

ho = (a/2K)'/?/C1CACR.

Proof. We begin by deriving an estimate for any solution to (5.7.4) that
may exist. Note that in any case, we always have

(5.7.7) alu—up,v) =0 Yv eV
From (5.7.2), (5.7.7), and (5.7.1), it thus follows that, for any v € V},
allu — uh”i’l(ﬁ) < a(u—up,u—up) + K(u—up,u—up)
= a(u—un,u—v) + K |[u—unll72 o)
< Cy lu = nll g g 1o = 0]l g ) + K e = unll72 () -

We apply standard duality techniques to bound ||u — uh||L2(Q). Let w be
the solution (guaranteed by condition (5.7.3)) to the adjoint problem

a(v,w) = (u—up,v) YveW
Then, for any wy, € V4,

(u—up,u—up) = alu — up, w)

= a(u — up,w — wy) (by 5.7.7)

IN

Chlu— uhHHl(Q) [|w — whHHl(Q) . (by 5.7.1)
Therefore, for appropriate choice of wy,

(u— up,u — up)

< C1CACRK|[u = unll gy [l — unll 12 () (by 5.7.3).
Therefore,
(5.7.8) lu = unllp2(0) < Chllu = unll g1 (g

where C' = C1C 4Cgr. Applying this above, we find

2
olflu— Uh”Hl(Q)

2
< Cullu—unllgio) llu = vl i) + KC?h? |lu = unl 1 ) -
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Thus, for h < hg, where hy = (a/2K)/?/C,C4CRr, we find
(5.7.9) allu —unll o) < 2C1[[u=vl1n) Vv E Vi

So far, we have been operating under the assumption of the existence of
a solution, up,. Now we consider the question of its existence and uniqueness.
Since (5.7.4) is a finite dimensional system having the same number of un-
knowns as equations, existence and uniqueness are equivalent. Nonunique-
ness would imply the existence of a nontrivial solution, uy, for f = 0. In
such a case, we have u = 0 by (5.7.3). But (5.7.9) then implies that u, =0
as well, provided h is sufficiently small. In particular, this says that (5.7.4)
has unique solutions for A sufficiently small, since f = 0 implies uy, = 0.

Finally, for h < hg, we conclude that the unique solution to (5.7.4)
satisfies (5.7.9) and (5.7.8), thus completing the proof. O

5.8 Negative-Norm Estimates

The previous section presented, as a byproduct, L? error estimates which
are improved over H' estimates by a factor of h. One can, in some cir-
cumstances, continue to get improved error estimates in lower (negative)
norms. Having a higher power of h in an estimate in a negative norm may
be interpreted as saying that the error is oscillatory. Recall that the H~*
norm is defined by

lul ()
U| 7r—s = sup ———.
D verts (@) 10l e o

We assume that the regularity estimate

(5.8.1) lull gravz(oy < Crll a2

and the approximation estimate

(5.8.2) Jof [lu—vllg o) < Ch¥  ull grove
hold for some s > 0.

(5.8.3) Theorem. Under conditions (5.7.1), (5.7.2), (5.8.1) and (5.8.2), there
are constants ho and C such that for all h < hg, the solution to (5.7.4)
satisfies

lu—unll gr-e 0y < CHT llu = upll g ) -

Proof. We again apply duality techniques. For arbitrary ¢ € H*(2), we
need to estimate (u—up, @). Let w be the solution (guaranteed by condition
(5.8.1)) to the adjoint problem
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a(v,w) = (v,¢) YveV.

Then, for any wy, € Vj,

(’LL — Uh, ¢) = a’(u — Uh, w)
= a(u— up, w — wp) (by 5.7.7)
<Cu-— UhHHl(Q) [lw — wh“Hl(.Q) - (by 5.7.1)

Therefore, for appropriate choice of wy, we have

(u = up, ¢) < Ch**! flu— uh”Hl(Q) Hw||Hs+2(Q) (by 5.8.2)
< Ch¥ ™ lu —unll g1 o) 101 g 2 - (by 5.8.1)

Taking the supremum over ¢ completes the estimate. a

The theorem implies that the approximation oscillates around the cor-
rect values, since “weighted averages” of the form (u—un, ¢)/|[@| 1 () are
smaller by a factor, h, than u — uy, itself.

The crucial requirement for the improved rate of convergence in a neg-
ative norm is the regularity estimate (5.8.1). When this does not hold (see

Example 5.5.2), improvement will not occur. We give a simple explanation
of this here. Using (5.7.4), we find

(w—up, ) =a(u,u — up)
=a(u — up,u — up)

2
Zallu—unl[z o) -

If f € H*(£2), then we have

_ (U — Up, ¢)
lu—unlfg-ey= sup o
oper(2) [9llms(0)
(5.8.4) S (w—un, f)
N e

2
>allu— uh”Hl(Q) /”fHHS(Q) )

so that the negative norms of the error can never be smaller than the square
of the H*(£2)-norm of the error. This is often called the “pollution effect”
of the singular point on the boundary (see the article by Wahlbin in Ciarlet
& Lions 1991).

We will now show that [|u — w1 (o) = ch? for the problem in Ex-
ample 5.5.2. In general, if V}, consists of piecewise polynomials of degree
<k+1,
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2 . 2
u = unl (o) 2@1&2 Z |[Vu — Vou|* dz

rerr’T
> E inf [ [Vu—v|"dx
TeTh vEPLJT
> inf / |Vu — v dzx
vePE JrT

for any T' € T", where P} denotes polynomials of degree < k. Choosing T'
to be an element with a vertex at the origin, we find

inf / |V (P sin 30) — v|? dz > ¢y diam (T)?"
- <

vG'P%

by a homogeneity argument (exercises 5.x.21 and 5.x.22). Since u—77 sin 36
= r2*tP sin 30, we have

inf / |Vu — v|? dz > co diam (T)?° — ¢; diam (T)?+2°
2673,3 T ~

by the triangle inequality. If 7" is quasi-uniform, we conclude that
(5.8.5) [ = unll g1 () = c2h®

where co > 0, provided h is sufficiently small.

5.9 The Plate-Bending Biharmonic Problem

So far, we have considered only second-order elliptic equations. In later
chapters, we will consider systems of second-order equations, but here we
will briefly describe how the theory developed so far can be applied to
higher-order equations. We will restrict our attention to one problem of
physical interest, the model of plate bending given by the biharmonic equa-
tion. Let a(-,-) be the bilinear form defined on H?(£2) given by

a(u,v) == | Audv— (1 —v) (2upgUyy + 2UyyUpy — dUgyVsy) dzdy
Q
where v is a physical constant known as Poisson’s ratio. In the model for
the bending of plates, v is restricted to the range [0, 2]. However, a(-,) is
known (Agmon 1965) to satisfy a Garding-type inequality,

(5.9.1) a(v,0) + K [[v] 720y = @l[vlFr2io) Yo € HA (),

where o > 0 and K < oo, for all =3 < v < 1. Note that for v = 1, such
an inequality cannot hold as a(v,v) vanishes in that case for all harmonic
functions, v.
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A simple coercivity estimate can be derived for 0 < v < 1, as follows.
Write

a(v,v)
= / V(VUge + vyy)2 +(1-v) ((1}m — vyy)2 + 4v§y> dxdy
Q
(5.9.2) > min{y,1 — v} /Q (Vg + Uyy)Q + (Vgg — Uyy)2 4 4’ngcy dxdy

=2min{y,1 — v} /Q v2 + ”.zy + 21)12@ dxdy
. 2
=2min{v, 1 — v} 0|2 g -

From (5.9.2), it follows that a(-,-) is coercive over any closed subspace,
V C H?(£2), such that V NPy = 0. For if not, there would be a sequence of
vj € H?(£2) such that a(vj,v;) < 1/j and 0]l 72 () = 1. The set of linear
polynomials, Q?v;, is bounded:

HQ%J'HH’Z(Q) < Cllvjllgz) =€

and hence (see exercise 5.x.18) a subsequence, {Q?v;, }, converges to some
fixed linear polynomial, L. Since

[v; = Q)| a2 < C Wil g2y = 0

we conclude, as before, that v, converges to L. But since V NPy = 0, we
reach a contradiction. Thus, there must be a constant o > 0 such that

(5.9.3) a(v,v) > alvlfpg YveV.

For F € H2(2)" and V C H?(£2), we consider the problem: find u € V
such that

(5.9.4) a(u,v) = F(v) YveV.

As a consequence of the Riesz Representation Theorem (cf. (2.5.6)), we
have the following.

(5.9.5) Theorem. If V C H?(2) is a closed subspace such that V NPy = ()
and (5.9.2) holds, then (5.9.4) has a unique solution.

If u is sufficiently smooth, then integration by parts can be carried
out, say with v € C§°({2), to determine the differential equation satisfied.
For example, if F(v) := [, f(z,y)v(z,y) dedy, where f € L?(12), then
under suitable conditions on 2 (Blum and Rannacher 1980) we have u €
H*(£2). Note that when integrating by parts, all of the terms multiplied by
1 — v cancel, as they all yield various versions of the cross derivative gy,
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(cf. exercise 5.x.4). Thus, we find that A?u = f holds in the L? sense,
independent of the choice of v.

Various boundary conditions are of physical interest. Let V% denote
the subset of H?(§2) consisting of functions which vanish (to first-order
only) on 042, i.e.,

Ve ={ve H*(2) : v=0o0n002}.

With this choice for V' in (5.9.4), the resulting model is called the “simply-
supported” plate model, since the displacement, u, is held fixed (at a height
of zero), yet the plate is free to rotate at the boundary. The “clamped” plate
model consists of choosing V¢ = H?(§2), the subset of H2({2) consisting of
functions which vanish to second order on 9(2:
VC:{UEHZ(Q) : vzav:Oon&Q}.
v

Here, the rotation of the plate is also prescribed at the boundary.

In the simply-supported case (V' = V=) there is another, natural
boundary condition that holds. In this sense, this problem has a mixture of
Dirichlet and Neumann boundary conditions, but they hold on all of 0f2.
The natural boundary condition is found using integration by parts, but
with v having an arbitrary, nonzero normal derivative on 9f2. One finds
(Bergman & Schiffer 1953) that the “bending moment” Awu + (1 — v)ug
must vanish on 92, where u denotes the second directional derivative in
the tangential direction. These results are summarized in the following.

(5.9.6) Theorem. Suppose that V is any closed subspace satisfying H2(£2) C
V C H2(Q). If f € L*(R2), and if u € H*(2) satisfies (5.9.4) with F(v) =
(f,v), then u satisfies

A%y =f
in the L?(£2) sense. For V.= V¢, u satisfies

ou
ufafO on 012

and for V.=V u satisfies

u=Au+ (1 —v)uy =0 on 012.

To approximate (5.9.4), we need a subspace V}, of H?(§2). For exam-
ple, we could take a space based on the Argyris elements (cf. (3.2.10) and
Proposition 3.3.17). With either choice of V' as above, if we choose V}, to
satisfy the corresponding boundary conditions, we obtain the following.

(5.9.7) Theorem. If V}, C V is based on Argyris elements of order k > 5
then there is a unique up € Vj, such that
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a(up,v) = F(v) Yv €V,

Moreover,
[ = unl 20y < Cvléﬂ‘f.h [ = vl g2

< Chk_l”“”le(Q)'

Since the Argyris interpolant is defined for u € H*(2), the above result
also holds for k replaced by any integer s in the range 3 < s < k. Provided
sufficient regularity holds (Blum & Rannacher 1980) for the solution of
(5.9.4), namely

(5.9.8) [ull grasa(2y < Cllf ll -3y -

then we also have the following negative-norm estimate (cf. exercise 5.x.17).

(5.9.9) Theorem. Assuming (5.9.8) holds for s = m+3, with0 < m < k-3,
we have

It is interesting to note that we do not immediately get an estimate
in the H! norm for the error v — uy. In Chapter 14, techniques will be
presented to obtain such estimates. In addition, it will also be shown how
to relax the above condition 3 < s < k. That is, an estimate of the form

l|u— uh||H2(Q) = Chs*l”“HHH—l(Q)

will be proved for any 1 < s < k. For more details regarding the biharmonic
equation model for plate bending, see the survey (Scott 1976).

5.x Exercises

5.x.1 Prove that any function in L2(£2) := {peL?(2) : [,pdx = 0}
can be written as a limit of functions in D(2) := {¢ € D(N) :
[ @dx = 0}. (Hint: pick a sequence in D({2) that converges in L?
and modify it to get a mean-zero sequence.)

5x.2 Let f,g € H'(§2). Show that D2(fg) exists for all |a] = 1 and
equals DS fg+ fD2g. (Hint: Prove it first for g € C*(2) N H($2)
and then use the density result (1.3.4).)

5.x.3 State and prove appropriate LP (p # 2) versions of Propositions
5.1.5 and 5.1.6.

5.x.4 Show that if u € Wf(f}) and |o| < k then D%u € W,f_‘al(ﬁ). Prove
that if |a| + |8 < k then DD %y = D*DPu.
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5.X.5

5.x.6

5.x.7

5.x.8

5.x.9

5.x.10
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For solving the potential flow equation (Au = 0), the follow-
ing method has been proposed by E. Wu, A cubic triangular el-
ement with local continuity — an application in potential flow,
Int. J. Num. Meth. Eng. 17 (1981), 1147-1159. For element, we
take K to be a triangle, P to be cubic polynomials, v, such that
fBK a“ ds = 0 and N to be evaluation of v and its gradlent at each
vertex. Note that for v € P, the vector field Vv has zero net flux
through K (whatever goes in must also come out). Prove that this
element is well defined. Using this element, derive results analogous
to those in Sect. 5.4, namely (5.4.4) with m = 4, for solving Au =0
with Neumann boundary conditions. (Hint: First prove the element
(K, Ps, N') where

v
oK o

N=NU{v— ds}

to be well defined, then prove estimates for u — Zhu and observe
that Au = 0 implies that

ou
—ds=0 VK.
OK 3u )

Prove that the reflection used in Example 5.5.4 maps the space

ov
2 . =0, — =
{UEH (£2) : v[r =0, 8V‘6Q\F O}

to H2(12).

Prove that the variational problem, a(u,v) = (f,v) Vv € V, with
form (5.6.7) and using V = H'(2) is equivalent to Au = f, where
A is defined by (5.6.6), with boundary conditions (5.6.5).

Formulate the duality arguments for the case of a general second-
order elliptic Dirichlet problem, with form (5.6.7). (Hint: consider
the Dirichlet problem for the adjoint operator

"0
to, . =
A v i= igz:l axZ ( 1_/ (9[1,' > Z a bk;U +b07]

State the needed regularity of all elliptic problems involved.)

Determine the appropriate natural boundary conditions associated
with the adjoint problem in exercise 5.x.8. Formulate the duality
arguments for the case of a general second-order elliptic Neumann
problem, with form (5.6.7) and space V = H1({2).

Let up, be the solution of (5.4.11). Show that
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5.x.12

5.x.13

5.x.14

5.x.15
5.x.16
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[u —up|ai(o) < Uien‘ﬁ lu—gp —vlmio) +2lgp — I"gp|mi(0)-
h

Assuming the elliptic regularity (5.4.7) is valid, show also that
lu—unllzaie) < C b inf Ju—gp —vlme) + lgp - T"9p | 12(0)

Prove that analogs of (5.4.4) and (5.4.8) hold for the solution to
a perturbed version of (5.4.11) in which f and gy are replaced by
their respective interpolants.

Consider the equation (5.1.1) with v = 0 on I" and the Robin bound-
ary condition

ozu—l—% =0 on 0N\,

where « is a constant.

1) Derive a variational formulation for this problem and give con-
ditions on « and f (if any are required) that guarantee it has a
unique solution in H'. (Hint: multiply by v and integrate by parts,
converting the %v term to wv using the boundary condition.)

2) Prove that if u € H? solves your variational problem, with f € L2,
then it solves the original differential problem in 5.x.12.

3) Prove error estimates for the variational approximation using
piecewise linear functions on a general mesh in both H' and L?2.
(Assume H? regularity for the problem).

4) Compute the “difference stencil” corresponding to using piece-
wise linear functions on a regular mesh on {2 = [0,1] x [0,1] in
the variational approximation (cf. Sect. 0.5). (Hint: away from the
boundary it is the standard 5-point difference stencil, if the mesh
consists of 45° right triangles.)

Prove that, for p > 1,

ol <C(| [ vds]+ bluge)) o e Wi,

r
where I' C 0f2 has a positive measure and the constant C' depends
only on {2 and I

Consider the equation (5.1.1) with periodic boundary conditions on
2 =10,1] x [0,1]. Show that the variational formulation is similar
to the Neumann problem, except that the variational spaces have
periodicity imposed.

Prove Proposition 5.3.4 for the bilinear form (5.6.3).

Prove that the discrete problem for an indefinite elliptic problem
is uniquely solvable for h sufficiently small, under the conditions
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5.x.17
5.x.18

5.x.19

5.x.20

5.x.21

5.x.22

5.x.23
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(5.7.1), (5.7.2) and the assumptions that the continuous problem is
uniquely solvable and satisfies the elliptic regularity estimate (5.7.3).

Prove (5.9.9). (Hint: follow the techniques in Sect. 5.8.)

Prove that a set of polynomials of degree < N, that is closed and
bounded in a Sobolev norm, is a compact set. (Hint: show that the
set corresponds to a closed, bounded subset of Euclidean space by
writing the norm as a metric on the coefficients of the polynomials.)

Formulate inhomogeneous boundary value problems for the plate
bending problem.

Use (5.9.1) to prove (5.9.2) for —3 < v < 1. (Hint: use Rellich’s
Lemma (Agmon 1965) which says that bounded subsets of H™({2),
m > 1, are precompact in L?(£2).)

Let Tp, = {(r,0) : 0 <7 < h, 6y <6 < 0,}. Prove that

inf / |V (r? sin 30) — v|* dz = cpp h?P,

2673,3 T

where Pj, denotes polynomials of degree at most k and cyg > 0
depends only on &k and 8. (Hint: by a dilation of coordinates, show
that this holds with

ck,3 = inf |V (r? sin 36) — 1N1|2 dx.

vEPk Ty

Prove that ¢ 5 = 0 leads to the contradiction V(r? sin 89) € P2 by
a compactness argument.)

Prove that, for any f € LP(f2) and any Qc 0,

inf/|ffv\pd:c> 1nf/\ffv|pdx

veW

for any subset W C LP(12).

Let {2 be the unit disk, and let §2;, be a sequence of regular polygons
with 1/h sides inscribed in 2. Consider the simply-supported plate
problem on each 2. Prove that the solutions of these problems
converge as h — 0 but not to the simply-supported plate problem
on (2. This is known as Babuska’s Paradox. See (Scott 1977a) for
techniques to insure that finite element approximations converge to
the right solution in this setting.
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Finite Element Multigrid Methods

The multigrid method provides an optimal order algorithm for solving ellip-
tic boundary value problems. The error bounds of the approximate solution
obtained from the full multigrid algorithm are comparable to the theoretical
bounds of the error in the finite element method, while the amount of com-
putational work involved is proportional only to the number of unknowns
in the discretized equations.

The multigrid method has two main features: smoothing on the current
grid and error correction on a coarser grid. The smoothing step has the effect
of damping out the oscillatory part of the error. The smooth part of the
error can then be accurately corrected on the coarser grid.

The discussion in this chapter is based on the papers (Bank & Dupont
1981) and (Bramble & Pasciak 1987). It is restricted to a model problem
for simplicity. We recommend the books (Hackbusch 1985), (McCormick
1987), and (Bramble 1993), the survey article (Bramble & Zhang 2000),
and the references therein for the general theory of multigrid methods.

In practice, higher-order finite element equations would be precondi-
tioned by a low-order solver, so we will only consider the piecewise linear
case. Similarly, we restrict to the two-dimensional case to minimize techni-
calities. For theory regarding the general case, see (Scott & Zhang 1992).

6.1 A Model Problem

Let £2 C IR? be a convex polygon and
(6.1.1) a(u,v) :/ (aVu-Vv+ Buv)dr,
0

where o and 3 are smooth functions such that for ag, a1, 51 € RT we have
ap < ax) < ajand 0 < B(x) < By for all z in 2. We consider the Dirichlet
problem:

Find u € V := H(2) such that

(6.1.2) a(u,v) = (f,v) YveV
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where f € L*(02).

Elliptic regularity (cf. (Grisvard 1985)) implies that u € H?(2) N
H L(£2). To approximate u, we consider a sequence of triangulations 7
of 2 determined as follows. Suppose 77 is given and let 73, k > 2, be
obtained from 7;_; via a “regular” subdivision: edge midpoints in 7j_1
are connected by new edges to form 7. Let Vj, denote C° piecewise linear
functions with respect to 7 that vanish on 9f2. Note that

(6.1.3) T DTpr — Vi1 C Vy

for all £ > 1.
The discretized problem is:
Find uj € Vi such that

(6.1.4) a(ug,v) = (f,v) Vo e V.

Let hi be the mesh size of 7y, i.e., hy := maxypeg, diam 7. Note that
for any T' € 7j,_1, the four subtriangles in 7y of T are all similar to T and
have half the size of T'. Thus,

1
(6.1.5) hi = ihk_l.

Similarly, {7x} is quasi-uniform, since each T" € 7} is an exact replica of
some T € 77 in miniature, with the size ratio exactly hy/hy. Thus, we have
from Theorem 5.7.6 and Theorem 4.4.20,

(6.1.6) ||u—ukHHs(Q) SChi_SHUf”HQ(Q) S:O,l7 k=1,2,....

Throughout this chapter, C', with or without subscripts, denotes a generic
constant independent of k.

Let ny = dim V. The goal of the multigrid method is to calculate
tg € Vi in O(ng) operations such that

(6.1.7) g — llge(o) < Chy* |ullmze), s=0,1, k=12,....

The O(ny) operation count means that the multigrid method is asymptot-
ically optimal.

(6.1.8) Remark. Full elliptic regularity is not essential for the convergence
analysis (cf. (Bank & Dupont 1981), (Bramble, Pasciak, Wang & Xu 1991),
(Zhang 1992), (Bramble & Pasciak 1993)) and (Brenner 2002). It is assumed
here for simplicity.
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6.2 Mesh-Dependent Norms

(6.2.1) Definition. The mesh-dependent inner product (-,-)x on Vi is de-

fined by
(6.2.2) (v,w)y, := hi ZU(Pi) w(pi),
i=1

where {p;}1*, is the set of internal vertices of T,.

The operator Ay : Vi, — Vj is defined by
(6.2.3) (Agv,w), = a(v,w) Yo,w € V.

In terms of the operator Ay, the discretized equation (6.1.4) can be written
as

(6.2.4) Apurg = fr,
where fi € Vj, satisfies

(6.2.5) (fr,v) = (f,v) Yve V.

Since Ay, is symmetric positive definite with respect to (-, )i, we can define
a scale of mesh-dependent norms || - ||, 5 in the following way:

(6.2.6) olls s ==/ (Afv, 0)x

where A7 denotes the s power of the symmetric, positive definite operator
A, (Halmos 1957).

The mesh-dependent norms || - ||, will play an important role in the
convergence analysis. Observe that the energy norm || - ||g = v/a(:, ) coin-
cides with the || - ||1,5 norm on Vj. Similarly, || - [lo,x is the norm associated
with the mesh-dependent inner product (6.2.2). The following lemma shows
that || - [lo.x is equivalent to the L2-norm.

(6.2.7) Lemma. There exist positive constants Cy and Co such that
Cillvllzzc2) < Wvllok < Collvllzze) Vv € Vi

Proof. Using a quadrature formula for quadratic polynomials on triangles,
we have

nmm:zéwx

TeTy

3
T
— Z |37| (Z U2(mi)> (see exercise 6.x.12)
i=1

TeTy
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where |T| denotes the area of T. By definition,
Iollg s = (v, v)i

Nk
= hﬁ Z v*(pi)-
i=1

The fact that {7;} is quasi-uniform implies that |T| is equivalent to hZ.
Since v is linear, we have

v(my) 0 3 % v(p1)
oim) | = (20 ) {ew) |,
v(ms3) bl % 0 v(p3)

where p1, p2, and p3 are the vertices of T, and m; is the midpoint of the
edge opposite p;, i = 1,2,3. The lemma now follows. g

The spectral radius, A(Ag), of Ay, is estimated in the next lemma.

(6.2.8) Lemma. A(A;) < Ch,°.
Proof. Let X\ be an eigenvalue of Ay with eigenvector ¢. We have
a(@,9) = (A, O)k

= Mol -

Therefore,

_alo,9)
19120

Since [[]7 ;. is equivalent to [[¢]|72 (), the lemma follows from (4.5.3):

(6.2.9) lolle < Chytlvllro) Yo € Vi

O

We end this section with a useful lemma whose proof is left as an
exercise (cf. exercise 6.x.1).

(6.2.10) Lemma. (Generalized Cauchy-Schwarz Inequality)
la(v, w)| <fJollisep lwlli-er Vo,we Vi

for any t € IR.
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6.3 The Multigrid Algorithm

The multigrid algorithm is an iterative solver. For each k there is an it-
eration scheme for solving the equation Axz = g on V. This scheme has
two main features: smoothing on Vj and error correction on Vj_1, using
the iteration scheme developed on Vi _;. The smoothing step has the effect
of damping out the oscillatory part of the error, as shown in Fig. 6.1. A
randomly chosen initial error is depicted together with three steps of the
smoothing process (to be studied shortly) applied to this initial error. Af-
ter a few such steps, the smooth part of the error is dominant and can be
accurately captured on the coarser grid. This will be seen analytically in
the proof of Theorem 6.5.7. Since the error correction is done on a coarser
grid, less computational work is involved.

¢""’\
EIK
/?';::‘x:':‘%\\\\'.
<A AN
5 /7 779 ! 2
4‘_._‘?:1 S pat {{ " .
7

() (d)

Fig.6.1. Effect of smoothing step: (a) initial error, (b-d) one, two and three
smoothing steps, resp., for the model problem (6.1.2) with o =1 and 8 = 0 in
(6.1.1).

In order to describe the multigrid algorithm, we need to introduce the

intergrid transfer operators.

(6.3.1) Definition. (Intergrid Transfer Operators) The coarse-to-fine oper-
ator
I};_l Vi1 — Vi

is taken to be the natural injection. In other words,

I jw=v YveV,_.
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The fine-to-coarse intergrid transfer operator
11571 Ve — Vi

is defined to be the transpose of I¥_, with respect to the (-,")x—1 and (-, ")k
inner products. In other words,
(I w, o)1 = (w, [_y0)x
= (w,v)y Vv €& Vi_1,we V.

The kt® Level Iteration. MG(k, 2o, g) is the approximate solution of
the equation
Az =g

obtained from the k" level iteration with initial guess zg.
For k =1, MG(1, zp, g) is the solution obtained from a direct method. In

other words,
MG(1,2,9) = AT 'g.

For k > 1, MG(k, 20, g) is obtained recursively in three steps.
Presmoothing Step. For 1 <1 < mgq, let

1
it —(g— 4 _),
2 le-l—Ak(g kZ1—1

where, from now on, we will assume that A denotes some upper-
bound (Lemma 6.2.8) for the spectral radius of Ay satisfying

(6.3.2) Ay < Chi2.

Error Correction Step. Let g := I,’jfl(g — Agzm,) and go = 0. For
1< <p,let
¢ =MG(k—1,gi-1,9).

Then
Zmi41 = Zmy T Illccflqp'

Postsmoothing Step. For m1 +2 <1 <mj +mg + 1, let

1
2] = Z2|—1 + /T(g — Agzi—1).
k

Then the output of the k" level iteration is
MG(k.a 205 g) ‘= Zmi+mao+1-

Here m; and mo are positive integers, and p = 1 or 2. When p = 1, this is
called a V-cycle method; p = 2 is called a W-cycle method.
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In the application of the k™ level iteration to (6.2.4), we follow the
following strategy. We take the initial guess to be I,’j_lﬁk,l, where U_1
is the approximate solution already obtained for the equation Ap_jug_1 =
fri—1. Then we apply the k' level iteration r times. The full multigrid
algorithm therefore consists of nested iterations.

The Full Multigrid Algorithm

For k=1, a; = AT f1.

For k > 2, the approximate solutions #y are obtained recursively from
ug = Iy_qlg—1
uf = MG(k,uf_l,fk), 1<i<r,

Uk = U,

6.4 Approximation Property

We will now discuss one of the key ingredients for the convergence analysis
of both the W-cycle and V-cycle algorithms.

(6.4.1) Definition. Let P, : V. — V) be the orthogonal projection with
respect to a(-,-). In other words, Pyv € Vi and

a(v,w) = a(Ppv, w) Yw e V.

The operator Pj,_; relates the error after presmoothing in the k" level
iteration scheme to the exact solution of the residual equation on the coarser
grid. Recall that in the error correction step of the k' level iteration we
had g = I,’f*l(g — Agzm, ). Let ¢ € Vi_; satisfy the coarse grid residual
equation Ay 19 =73.

(6.4.2) Lemma. ¢= Py_1(z— 2m,).

Proof. For w € Vj,_1,

a(q,w) = (Ak-1¢, w)k—1 (by 6.2.3)
= (9, w)k—1 (definition of ¢)
= (I}71(g — Akzm,)s w)k—1 (definition of g)
= (9 — ArZm,, W)k (by 6.3.1)
= (Ar(z — zmy ), W)k (definition of z)
=a(z — Zm,,w). (by 6.2.3)

O
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Therefore, if the residual equation is solved exactly on the coarser grid,
the error after the correction step is z — (zm; +q) = (I — Pr—1)(2 — zm, )

Hence, it is important to understand the operator I — Pj_1.

(6.4.3) Lemma. There exists a positive constant C such that

ICT = Pr—1)v

||0,k < Chy m([ — Pkfl)vml’k Yv e V.

Proof. From Theorem 5.7.6 we know that
(I = Pe-1)vll20) < Chy[|(I = Pe—1)vle = Chy (1 = Pe—1)vl1 k-

Using Lemma 6.2.7 completes the proof. a

We note the resemblance of the following result to, say, Theorem 5.4.4
with m = 2. However, the function, v, being approximated here does not
lie in H2(£2).

(6.4.4) Corollary. (Approximation Property) There exists a positive con-
stant C such that

I = Pea)ollie < Chyfloflzr Vo€ Vi

Proof.

11 = Pe1)vllf i = [l = Pe-rols
=a(v— Pg—1v,v — Py_1v)
= a(v — Px—1v,v)
< v = Pe—1vllok [[v]l2,k (by 6.2.10)
< Chy lv— Pi—1v|l1k vl 2,k- (Lemma 6.4.3)

O

6.5 W-cycle Convergence for the k" Level Iteration

In this section we will show that the k" level iteration scheme for a W-cycle
method has a contraction number bounded away from 1 if the number of
smoothing steps is large enough. In the next section we will prove the same
result for a V-cycle method with one smoothing step, which implies that
the number of smoothing steps in the W-cycle method can also be taken to
be one (cf. exercises 6.x.9 and 6.x.10). But, the weaker result in this section
can be obtained with less effort, and the perturbation argument involved is
also of independent interest.
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For simplicity, we will consider the one-sided W-cycle method, i.e.,
p =2, m; = m and ms = 0 in the algorithm in Sect. 6.3. Let e¢; = z — z;
for 0 < i < m + 1 be the errors in the k*® level iteration. Then from the
smoothing step we have for 1 <1 <m

e =2zZ—Z
=2 am = Az - A
(6.5.1) ,
= €]l_1 — — €] _
-1 Ak k€l—1
— (- Ay
= A k)€l—1-

(6.5.2) Definition. Ry, := 1 — A%Ak : Vi, — Vi is the relaxation operator.
Note that (cf. exercise 6.x.3)

IRxvlls e < vllsp Vo€ Vi,s €IR - and
(Riv,v)r < (v,0) Vv € V.

(6.5.3)

It follows immediately that the effect of the smoothing step can be described
by

(6.5.4) em = Rjl'ep.

We will first prove the convergence of a two-grid method. Let ¢ € Vi1
satisfy Ai_1q = g, and define the output of the two-grid method to be

(6.5.5) Zma1 = Zm + q.
Note that the ¢o in the multigrid algorithm in Sect. 6.3 is just an approxi-

mation of g by using the k — 1 level iteration twice. The final error of the
two-grid algorithm is related to the initial error by

bmil =2 — Zmi1 (by 6.5.5)
=2z—2Zm—q
(6.5.6) =em—¢
=e, — Pi_1em (Lemma 6.4.2)
= — Py—1)Rep. (by 6.5.4)

We already have estimates for the operator I—Py_; (the approximation
property). It remains to measure the effect of R}
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(6.5.7) Theorem. (Smoothing Property for the VW-cycle Algorithm)

ok SChm P oy Vo eW

I Rx vl
Proof. Let 0 < A1 < Ay < ... < A, be the eigenvalues of the operator
Aj and ¢;, 1 < i < ny, be the corresponding eigenvectors satisfying the

orthonormal relation (¢;,1;), = 0;;. We can write v = >, v; 1;. Hence,

W= (I - iAk)mv

Ay,
= 122 b
;( Ak) Vi s
Therefore,
) Nk s 2m ) o
R™v = 1-— = Vi NS
Ige=d (1= ) o
-2 ()
=A 1 28 Aa IPWW
’“{;( Ay Ay J
Nk
< Ap{ sup (1 —z)*z N\ V7 Al <A
< Ai{ sup (1-2) }g (1] < A)
< Chi*m™ ollf . (by 6.3.2)
Hence,

IR 20 < C byt m= 2w

I1,%-

g

(6.5.8) Theorem. (Convergence of the Two-Grid Algorithm) There exists
a positive constant C' independent of k such that

71/2|

[emt1lle < Cm™""leol| -

Therefore, if m is large enough, the two-grid method is a contraction with
contraction number independent of k.

Proof.
1ém+1lle = (I = Po—1) Rileollr (by 6.5.6)
< Chy|| Ry eol|2,x (by 6.4.4)
< Chy, Chy'm™ Y2 ol (by 6.5.7)

<Cm™?|eo|l -
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We now use a perturbation argument to prove the convergence of the
k™ level iteration.

(6.5.9) Theorem. (Convergence of the k"' Level Iteration) For any 0 <
v <1, m can be chosen large enough such that

(6.5.10) lz = MG(k,20,9)|lE <vllz — 20llg, fork=1,2,....

Proof. Let C* be the constant in Theorem 6.5.8 and let m be an integer
greater than (C*/(y —~?))2. Then (6.5.10) holds for this choice of m. The
proof is by induction. For k = 1, (6.5.10) holds trivially since the left-hand
side is 0. For k > 1, we have

Z = MG(k,Zo,g) =Z = Zm+1

=Z—Zm — Q2

=émnt1+q—qo.
Therefore,
||Z_MG(k’Z0ag)||E
< lemsrlle +llg — a2z
< C*m™Y2eollz + 42 gl (ind. hyp. & Thm. 6.5.8)
< (C*m—1/2 +72) lleol| (by 6.4.2 & 6.5.3)

<7lleollz-

6.6 V-cycle Convergence for the k! Level Iteration

In this section we will consider the symmetric V-cycle algorithm. In other
words, we consider the algorithm in Sect. 6.3 with p = 1 and m; = ms = m.

Since our goal is to prove convergence of this algorithm for any m, we
can no longer just perform a two-grid analysis followed by a perturbation
argument. We need to analyze directly the relation between the initial error
z — zp and the final error 2 — MG(k, 29, g)-

(6.6.1) Definition. The error operator Ey : Vi, — V}, is defined recursively
by
E1=0

Ep = RZL [I — (I* Ek_l)Pk_l]RZL k>1.
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The following lemma shows that Ej, relates the final error of the k™
level iteration to the initial error.

(6.6.2) Lemma. If z,g € Vi satisfy Az = g, then

(6.6.3) Ey(z— 2z0) =2z — MG(k, z0,9), k>1

Proof. The proof is by induction. The case k = 1 is trivial since MG(1, 2o, g)
= A7'g = 2. Assume (6.6.3) holds for k—1. Let ¢ € V}_; be the exact solu-
tion on the coarser grid of the residual equation, i.e., Ax_1¢ = 7. Since ¢; =
MG(k—1,0,9), the induction hypothesis implies that ¢ —¢; = Ex_1(¢—0).
Hence, by Lemma 6.4.2

¢ = — Ex_1)g

(664) — ([ — Ek;fl)Pkfl(Z - Zm)

Therefore,

z— MGk, z0,9) = 2 — Zam+1
= Ry" (2 — zm+1)
=R (z = (zm + q1))
=Rl'(z—2zm— (I —Ex—1)Pi-1(z — zmm))
=RI'(I—(I —FEx_1)Pi_1) (2 — 2m)
=RI'(I— (I — Ex_1)Px_1) R’ (2 — 20)
= Fi(z — 2p).

a

The operators Ej are clearly linear. It is less obvious that the Ej’s
are positive semi-definite with respect to a(-,-). In order to prove this fact,
which simplifies the convergence proof, we first need a lemma, whose proof
is left as an exercise (cf. exercise 6.x.6).

(6.6.5) Lemma. For all v,w € Vj,

a(Rpv,w) = a(v, Rrw).

(6.6.6) Proposition. Ej, is symmetric positive semi-definite with respect to
a(-,-) for k > 1.

Proof. The proof is by induction. It is obvious for k& = 1. Assume the
proposition is true for k — 1. We first prove that Ej is symmetric with
respect to a(,-):
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a(Exv,w) = a(R'(I — Py—1 + Ex—1Py—1)R;'v,w) (by 6.6.1)
= a((I —Py1+ Ep_1P,_1)R]v, R;C"w)
(Lemma 6.6.5 m times)
= a((I — Py—1)Ri"v, Rj'w)

+ a(Ek,lpk,lRZlv, R’,fw)
= a(R'v, (I — Py—1)Rj'w)

+ a(Ek,lPk,lemv, R’,?w)
= a(Rj'v, (I — Py—1)R};'w)

+ a(Ek,lPk,lRL”v, Pk,lRL”w) (by 6.4.1)
=a(Rjv, (I — Py_1)R{'w)

+ a(Pk_lRZLv, Ek_lPk_lemw)

(induction hypothesis)
= a(Rjv, (I — Py—1)R{'w)

+ a(Ri'v, Ej—1 Py—1 R{'w) (by 6.4.1)
= a( v, (I — Pe—1 + Ek,lPk,l)RZ’w)
=a(v,R}*(I — Py—1 + Ex—1Pr—1)R'w)

(Lemma 6.6.5 again)
= a(v, Eyw).

We next show that Ej is positive, semi-definite with respect to a(-,-):

a(Epv,v —a(R (I — Ex—1)Pr_1)R['v, v)

a((I = (I = Bg—1)Pi—1)R;"v, Rj*v)

(R{v, Ri*v) — a((I — Ej—1)Pr—1 R{'v, R['v)
(RE'

(

wv) —a((I = Ex—1)Pye—1R{'v, Po—1Rj*v)  (by 6.4.1)
Rk v Rk v) — a(Py—1 R} v, Py_1 R'v)
+ a(Ey—1Py—1R}'v, P,_1R}'v)
=a((I — Pe—1)Ri'v, (I — Pr—1)Ryv)
+ a(Ex—1Py_1R]'v, P_1 R'v)
> 0. (induction hypothesis)

a
a
a

g

(6.6.7) Lemma. (Smoothing Property for the V-Cycle)

1
a((I — Re)Ry™v,v) < %a((l — R}™)v,v).
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Proof. We first observe that for 0 < j </,

a((I — Rg)Rjv,v) = (Ap(I — Ry)Rjv,v)
= (AkAlzlAkRkU,’U)k

k

(6.6.8) = Ai (RLARv, Apv)
A—(RJ Agv, Apv)g (by 6.5.3)
=a((l- Rk)Riv, v).
Hence,

(2m) a((I — Ry)Ry™v,v)
((I — Ri)Ri™, ) a((I = Rg)RY™v,v) + ...

+a((I = Ry)Ry™v,v) (2m terms)

( (I — Rg) 11,11) ( (I — Ri)Ryv, v)
+a((I — Re)Ry™ v, v) (by 6.6.8)
<a((I - R{™)v,v). (telescopic cancellation)
O

(6.6.9) Proposition. Let m be the number of smoothing steps. Then

*

(6.6.10) a(Exv,v) < a(v,v) Yv eV,

m+ C*
where C* is a positive constant independent of k.
Proof. We first estimate a((I — Py_1)Rv, (I — Pk,l)RZ’v).
a((I = Py—1)R}"v, (I — Py—1)R}!v)
= (I = Po—1) R0 %

< Ch IR 13k (by 6.4.4)
= Chi(AZR7 v, Ry (by 6.2.6)
(6.6.11) = Ch} a(Ax R0, RW) (by 6.2.3)
= C h} A, a((I — Ry) R, R)'v) (by 6.5.2)
< Ca((I - Rg)R{'v, Rjv) (by 6.2.8)
=Ca((I — Rk)Ry™v,v) (by 6.6.5)
< % a((I — R{™)v,v). (by 6.6.7)

Let C* be the constant C' in the last inequality. Then (6.6.10) holds for
k > 1. The proof is by induction. For k = 1, (6.6.10) is trivially true since
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E; = 0. Assume that (6.6.10) holds for k—1. Then if we let v = C*/(m+C*)
(therefore, v = (1 — v)C*/m),

a(Egv,v) =a(Rp'v, Rj'v) — a(Py_1 Rj'v, Py—_1 R;'v)

+ a(Ex—1Py_1R}'v, P_1 R;'v) (by 6.6.1)
—a((I - Py_1)R}v, (T = Py ) RI™)

+ a(Ex—1Py_1 R} v, Pr_1 Rj'v) (by 6.4.1)
<a((I = Pe—1)Ry'v, (I — Pr—1)Ri')

+va(Pr-1R}'v, Py_1Rj'v) (ind. hyp.)

=(1=v)a((I — Pi- 1) wv, (I = Peo1)Ry')

+ya((I = Py—1)Ri*v, (I — Py—1)Ri'0)

+va(Pr-1R}'v, Pk 1Rv)
=(1 =) a((I = Py—1)R{'v, (I — Py—1)R}v)

+ vya(R'v, Rp'v) (by 6.4.1)
<(1=~)C*m " a((I — RY™)v,v)

+ va(Rj'v, Ri'v) (by 6.6.11)
=va((I - RI™)y, v) +ya(R'v, R v)
=va(v,v).

O

Proposition 6.6.9 implies immediately the following classical result by
Braess and Hackbusch (cf. (Braess & Hackbusch 1983)).

(6.6.12) Theorem. (Convergence of the k'" Level Iteration for the V-
cycle) Let m be the number of smoothing steps. Then

*

C
2 = MGk, 20,) 5 <

Iz = 2ol -

Hence, the k™ level iteration for any m is a contraction, with the contrac-
tion number independent of k.

Proof. From Lemma 6.6.2, it suffices to show

*

E <
|Exvlle < T O

vl Vve V.

In view of Proposition 6.6.6 we can apply the spectral theorem to Ey. Let
0 <o <...< ay, be the eigenvalues of Ey and 71, 12,...,m,, be the
corresponding eigenvectors such that a(n;,n;) = 6”

Write v = > v;m;. Then a(Egv,v) = > a;v2. Therefore, (6.6.10) im-
plies that 0 < oy < ... < ap, < C*/(m+ C*). chcc7
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|Exv||% = a(Exv, Eyv)
ng
= Sa
=1
o \? )
< - "
(wie) T
2

c* 9
= (erC*) V]| %-

6.7 Full Multigrid Convergence Analysis and Work
Estimates

The following theorem shows that the convergence of the full multigrid
method is a simple consequence of the convergence of the k' level iteration.

(6.7.1) Theorem. (Full Multigrid Convergence) If the k' level iteration
is a contraction with a contraction number v independent of k and if r is
large enough, then there exists a constant C > 0 such that

Huk - ﬁk”E < Chy |u|H2(Q).

Proof. Define éj, := uy, — uy. In particular, é; = 0. We have
lexlle <" luk — tn—1lle
<A {llur —ulle + llu = ue—1lle + luk—1 — dr-1llE}
<A [éhkwm(m + ||ék_1||E] . (by 6.1.6 & 6.1.5)
By iterating the above inequality we have
el < Chpy" [ul 2 02) + Chi—17*" [ulg2(0) + ...+ C hy k" [ul 22
G
1—247
if 24" < 1. For such choice of r,

< hy |ul 20

léxlle < C hiulm2(0).-
]

We now turn our attention to the work estimates. First we obtain
an asymptotic estimate for n, (= dim Vj). Let el denote the number of
internal edges of 7, vL denote the number of internal vertices of 7y, and
ti denote the number of triangles in 7. Euler’s formula implies that

vi—el 4+t =1.
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Therefore,
ng =vi =14ef —t.

The difference equations for el and t;, are

I I
e = 2e, + 3t

(6.7.2) LA
tp1 = 4.

By solving (6.7.2) (cf. exercise 6.x.11), we obtain
tq

(6.7.3) ng ~ §4’<.

(6.7.4) Proposition. The work involved in the full multigrid algorithm is
O(nk)

Proof. Let W, denote the work in the k™™ level scheme. Together, the
smoothing and correction steps yield

(6.7.5) Wi <Cmng +pWg_1,

where m = my + mo. Iterating (6.7.5) and using the fact that p < 4 we
obtain

Wi < Cmng + p(Cmng—1) + pz(Cﬁmk,g) +... —|—pk_1(Crhn1)
< CmdR + pCmd* =t 4+ p?Cmda* =2 + ...+ pF1Cma
Cr4k

< Cny,. (by 6.7.3)

Hence,
Wy, < Cny.

Let W} denote the work involved in obtaining @ in the full multigrid
algorithm. Then

(6.7.6) Wk < Wk—l +r W
Iterating (6.7.6), we have
Wk <rCng+rCnp_1+...+rCny

<rO@AF 4481 4 1 4) (by 6.7.3)
rC4%

<

“1-1/4

< o4k

< Cng. (by 6.7.3)
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6.x Exercises

6.x.1
6.x.2

6.x.3

6.x.4

6.x.5

6.x.6

6.x.7

6.x.8

6.x.9

Prove Lemma 6.2.10. (Hint: see the proof of Theorem 6.5.7.)

Sketch the schedule for grids in the order they are visited for the
W-cycle and V-cycle methods. Explain the reasons for the nomen-
clature.

Establish the inequalities in (6.5.3). (Hint: use the fact that A
is self-adjoint in the inner-product (6.2.2) and that (Agv,v)r <
Ag(v,0) for all v € Vi)

Show that the two-grid algorithm is a contraction for any m. (Hint:
Use (6.6.11).)

Prove the convergence of the k" level iteration in the L?-norm for
the W-cycle method when m is sufficiently large. (Hint: Use the
smoothing property, approximation property and a duality argu-
ment.)

Prove Lemma 6.6.5. (Hint: show that Ay, is self-adjoint in the inner-
product a(-,-).)
Show that the error operator Ey (k > 1), defined by 6.6.1, can also
be written as
Ex = [(I = Py) + R P [(I = Pe1) + By P -+
(I = P2) + Ry P [I = PA][(I = P) + Ry Py -
[(I — Pk—l) + R;Cn_lpk_l] [(I — Pk) + Rrknpk} .

Show that the error operator Ej, (k > 1) for the one-sided V-cycle
method with m presmoothing steps can be written as

Ey=I—-P)[(I—P)+RyPy- -
[(I — Pk-—l) + R;:n_lpk_l] [(I — Pk) + RZLP]C] ,
while the error operator for the one-sided V-cycle method with m
postsmoothing steps is E7, the adjoint of Ej in a(,-). Deduce that

both methods converge for any m. (Hint: Use exercise 6.x.7 and
Theorem 6.6.12).

Show that the error operator E,‘C" for the one-sided W-cycle method
with m presmoothing steps can be written as

EY = FEy,
where Ej, is defined as in 6.x.8 and ||Fi||z < 1. Deduce the con-

vergence of the one-sided W-cycle method for any m. (Hint: Use
exercise 6.x.8.)



6.x.10

6.x.11
6.x.12

6.x.13

6.x.14

6.x.15

6.x.16

6.x.17
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Show that the error operator E}’ for the symmetric WW-cycle method
with m presmoothing steps and m postsmoothing steps can be writ-
ten as

EYY = E;DyEy,

where E} and Ej are defined in 6.x.8 and || D[z < 1. Deduce the
convergence of the symmetric W-cycle method for any m. (Hint:
Use 6.x.8.)

Solve (6.7.2) and establish (6.7.3).

Prove that the edge-midpoint quadrature rule used in the proof of
Lemma 6.2.7 is exact for quadratic polynomials. Does an analogous
result hold in three dimensions, with the quadrature points at the
barycenters of the four faces?

Prove Lemma 6.2.7 in d dimensions. (Hint: use homogeneity and
the fact that the Gram matrix for the Lagrange basis functions is
positive definite.)

Establish the following additive expression for the error operator Ey,
(k > 2) of the k' level symmetric V-cycle algorithm.

k
By =Y RpIf - Ry YR (I, — I PITYRY)Y
j=2

x PI R ...PFIRM

G141 k k>
where ij_l : V; — Vj_1 is the restriction of the Ritz projection
P;_1 to V; and Id; is the identity operator on Vj. Use this expression

to give another proof of Proposition 6.6.6.

Show that the k*" level multigrid iteration is a linear and consistent
scheme, i.e., MG(k, z0,9) = Brg + Crzo where By, Cy : Vi, — Vi
are linear operators and M G(k, zo, Azo) = 2o.

Find a recursive definition of the operator Bj in exercise 6.x.15.
(Hint: Use the recursive definition of MG(k, z9,g) in Section 6.3
and the fact that Brg = MG(k,0,9).)

Show that the operators By and C} in exercise 6.x.15 satisfy the
relation By Ay + Cy, = Idy, (the identity operator on V) and deduce
that

z = MG(k, 20,9) = (Idp — BrAi)(z — 20),

where Az = g. (Hint: Use the consistency of MG(k, zo,9).)



Chapter 7

Additive Schwarz Preconditioners

The symmetric positive definite system arising from a finite element dis-
cretization of an elliptic boundary value problem can be solved efficiently
using the preconditioned conjugate gradient method (cf. (Saad 1996)). In
this chapter we discuss the class of additive Schwarz preconditioners, which
has built-in parallelism and is particularly suitable for implementation
on parallel computers. Many well-known preconditioners are included in
this class, for example the hierarchical basis and BPX multilevel precondi-
tioners, the two-level additive Schwarz overlapping domain decomposition
preconditioner, the BPS, Neumann-Neumann, and BDDC nonoverlapping
domain decomposition preconditioners.

For concreteness we present these additive Schwarz preconditioners in
terms of a simple two-dimensional model problem. We refer the readers to
Toselli and Widlund (2004) for additive Schwarz preconditioners in three
dimensions and their applications to elasticity and fluid.

7.1 Abstract Additive Schwarz Framework

Let V be a finite dimensional vector space and V'’ be the dual space of V,
i.e., the vector space of linear functionals on V. Let (-, ) be the canonical
bilinear form on V' x V defined by

(7.1.1) (o, v) = a(v) VaeV veV.
(7.1.2) Definition. A linear operator (transformation) A :V — V' is sym-
metric positive definite (SPD) if

13) <AU1,’02> e <AU2,U1> Vvl,vg eV,
(7.1.4) (Av,v) >0 VYoeV,o#0.
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Similarly, a linear operator B : V/ — V is SPD if

1.5) (a1, Bag) = {ag, Bay) Yag,as €V,
(a, Ba) > 0 VaeV'  v#£0.

Note that if A: V — V' is SPD, then A is invertible and A~! is a
SPD operator from V' to V. The converse is also true.

Let A:V — V’ be SPD. In terms of certain auxiliary vector spaces
V; (0 <j < J), the SPD operators B; : V; — V/, and the linear operators
I; : V; — V that connect the auxiliary spaces to V', we can construct an
abstract additive Schwarz preconditioner B : V' — V for A:

J
—1 7t
(7.1.7) B= ZIij It

where the transpose operator I : V' — V] is defined by
(7.1.8) (Iior,v) = (a, Ljv) Vae V' veV;.

We assume that

(7.1.9) v=>15V;.

o,
i Mu
o

(7.1.10) Remark. We can represent the operators B, Bj, I; and I]t- by ma-
trices with respect to chosen bases for V' and Vj, and the corresponding
dual bases for V' and V]. Note that the matrix for Bj_1 is the inverse of
the matrix for Bj, and the matrix for I;? is the transpose of the matrix
for I;. Therefore the matrix form of the additive Schwarz preconditioner is

identical with (7.1.7), i.e., B =37, I;B;'I".

(7.1.11) Lemma. B : V' — V is SPD.

Proof. Tt follows easily from (7.1.7), (7.1.8) and the symmetric positive
definiteness of Bj_1 that B is symmetric (cf. exercise 7.x.4) and

(Ijo, By 1It >0 YaeV'.

M%

(7.1.12) (o, Bar)
7=0

Let o € V’ satisty (o, Ba)) = 0. It follows from (7.1.12) and the positive
definiteness of the B;’s that

(7.1.13) La=0 0<j<J.
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Let v € V be arbitrary. In view of (7.1.9) we can write v = Z;-]:o Liv;,
where v; € V; for 0 < j < J, and then (7.1.13) implies

J
ZI v;) Z I a,v;) =0.
7=0 7=0
We conclude that o = 0 and hence B is positive definite. a

It follows that B~' : V. — V’ is SPD. The next lemma gives a
characterization of the inner product (B~1. ).

(7.1.14) Lemma. The following relation holds forv € V :

J
(7.1.15) (B, v) = min Z(ijj,vj>.
v:ZFO 1jvi j=0
‘L/jEVj

Proof. Since Bj_1 : V] — Vj is SPD, the bilinear form (., Bj_1~> is an inner
product on Vj' , and the following Cauchy-Schwarz inequality holds:

(7.1.16) <0417 B;1a2> < \/(O[h B;1a1>\/<a2,B;1a2> .

Suppose v = Zj:o Iv;, where v; € V; for 0 < j < J. We have
J
(B~ v, v) = (B_lv,ZIjvj)
§=0

(I} B~'v, B; ' Bju;) (by 7.1.8)

<
Il
=)

M-

VB0, B 1 B10)\/(Bjv;. B Byuy) (by 7.1.16)

M-

I
o

J

; 2 1/2
(Z v,ijlf;Bflw Z(ijj,vj>
3=0

<
7=0
1/2 J 1/2
= <B 1 ZI By 11t> > > (Bjvj,v;) (by 7.1.8)
=0
J 1/2
= (B o, 0) 2 | Y (Bjuj,v5) : (by 7.1.7)
=0

which implies that
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J
(7.1.17) (B™'v,0) <> (Bjvj,v;).
§=0
On the other hand, for the special choice of
(7.1.18) vy =By ' IIB~!

we have v; € Vj, v = Z}]:o Iv; (cf. exercise 7.x.5), and

J J
> (Bjvj,v;) = (B;B;'I!B~ ', B; 'I!B~'v)
7=0

7=0
J
(7.1.19) - <B Ly, (ZIijll;)B—lv> (by 7.1.8)
7=0
= (B~ v, v). (by 7.1.7)
The relation (7.1.15) follows from (7.1.17) and (7.1.19). O

(7.1.20) Theorem. The eigenvalues of BA are positive, and we have the
following characterizations of the mazimum and minimum eigenvalues :

A
(7.1.21)  Amax(BA) = max < ”’”>, ,
vV min S o (Bjvj,v4)
w0 =7 1y 2eg=0\ P30 i
v 6\(/)
A
(7.1.22) Amin(BA) = min < v,v)} .
vS¥ min J > o(Bjvs,vi)
w0 =07 1y 2ei=0\ P30 i
vj EV

Proof. First we observe that BA : V. — V is SPD with respect to the inner
product ((+,-)) = (B~ ) (cf. exercise 7.x.6). Therefore the eigenvalues of
BA are positive, and the Rayleigh quotient formula (cf. (Golub & Van Loan
1989)) implies that

BAv,v
Amax(BA) = max ««»»
v#£0 ’
{(Au)
= max
vev (B~1lo, v)
00
(Av,v)
- nax 7
vro 1IN 2770,]% Z; o(Bjvj,v5)
U_'EV

The proof of (7.1.22) is similar. O
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(7.1.23) Remark. The abstract theory of additive Schwarz preconditioners
has several equivalent formulations which are due to many authors (cf.
(Dryja & Widlund 1987, 1989, 1990, 1992, 1995), (Nepomnyaschikh 1989),
(Bjorstad & Mandel 1991), (Zhang 1991), (Xu 1992), (Dryja, Smith & Wid-
lund 1994), (Griebel & Oswald 1995)).

Let £2 be a bounded polygonal domain in IR?. In subsequent sections
we will consider the model problem of finding v € H'(§2) such that

(7.1.24) / Vu-Vodz = F(v) Vove HY(2),
2

where F' € [H'(£2)]'. The abstract theory of additive Schwarz precondition-
ers will be applied to various preconditioners for the system resulting from
finite element discretizations of (7.1.24).

Two multilevel preconditioners are discussed in Sects. 7.2 and 7.3, and
several domain decomposition preconditioners are discussed in Sects. 7.4
to 7.8. Applications to other domain decomposition preconditioners can be
found in (LeTallec 1994), (Chan & Matthew 1994), (Dryja, Smith & Wid-
lund 1994), (Smith, Bjerstad & Gropp 1996), (Xu & Zou 1998), (Quarteroni
& Valli 1999) and (Toselli & Widlund 2004).

In order to avoid the proliferation of constants, we shall use the nota-
tion A < B (B 2 A) to represent the statement A < constant x B, where
the constant is always independent of the mesh sizes of the triangulations
and the number of auxiliary subspaces. The statement A = B is equivalent
to A< Band B <A

7.2 The Hierarchical Basis Preconditioner

Let 77 be a triangulation of {2, and the triangulations 7, ..., 7; be obtained
from 77 by regular subdivision. Therefore h; = maxrez; diamT and h; =
maxrer, diam T are related by

(7.2.1) hj=2""9h;  for 1<j<J.

Let V; C H'(£2) be the Py finite element space associated with 7;. The
discrete problem for (7.1.24) is to find u; € V; such that

(7.2.2) / Vuy - Vudx = F(v) YveV;.
0
Let the linear operator A; : V; — V7 be defined by

(7.2.3) (Ajw,v) = / Vw-Vvdx Vov,weVy,
o)
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and f; € VJ be defined by (fs,v) = F(v) for all v € V;. Then (7.2.2) can
be written as Ajyuy; = f;.

Our goal in this section is to study the hierarchical basis preconditioner
for Ay (cf. (Yserentant 1986)).

Let the subspace W; of V; (2 < j < J) be defined by

W; ={veV;: v(p) =0 for all the vertices p of T;_1}.

It is easy to see that (cf. exercise 7.x.9)

(724) Vi=Vi.ioW;,
and hence
(7.2.5) Vi=Wi@--- oWy,

provided we take Wi to be Vi. In fact, given v € Vj;, the decomposition
(7.2.5) can be written explicitly as
(7.2.6) v=ILv+ (IIyv — IIv) + (IIsv — IIyv) + . ..
+ (y—1v — I —2v) + (v — I ;-1v),
where I1; : C°(£2) — Vj is the nodal interpolation operator.
The auxiliary spaces Wy, Wy, ..., W; are connected to V; by the

natural injections I; : W; — V;, and we can define SPD operators
Bj : Wj — WJ/ by

(7.2.7) (Bjwy,wa) = Z w1 (p)wa(p) Ywy,we € Wy,
PEV;\Vj—1

where V; is the set of internal vertices of 7; (with Vo = 0).
The hierarchical basis preconditioner for A is then given by

J
(7.2.8) Bus =Y L;B;'Il.
j=1

Since (7.1.9) is implied by (7.2.5), Byp can be analyzed using Theo-
rem 7.1.20.

Let v = Z}]:1 wj, where w; = Il;v — II;_qv, be the unique decompo-
sition of v € V (cf. (7.2.6)). Here IIjv is taken to be 0. Observe that, by a
direct calculation (cf. exercise 7.x.10) we have

(7.2.9) H’w—Hj_leLz(Q) Shjlﬂ)'Hl(Q) VweV;,1<j<J.
It follows from (7.2.9) and an inverse estimate (cf. (4.5.12)) that
(7.2.10) hi Hwsll ey = by Hlws = j-yw| L2 (o)

S wila @) < hy Hlwillz ) -



7.2 The Hierarchical Basis Preconditioner 181

Using (7.2.7), Lemma 6.2.7 and (7.2.10) we find the following relations
for the denominator that appears in (7.1.21) and (7.1.22).

(ijjvwﬂ:ihf(h? > [wj(p)]Q)

PEV;\V;—1

J
(7.2.11)

Jj=1

J J
~ -2 2 ~ 2
~ Zhj [wjllz2(0) = Z (Wil (o) -
i=1

=1

The following lemma enables us to get a lower bound for Ayin (BusA).
(7.2.12) Lemma. The following estimate holds for 1 < j < J.

(7.2.13) HHJ"U — ijlvHLQ(Q) < hj(l +/J _j)|U|H1(!2) YvoeV;.

Proof. Let vy = |T|7* fT vdx be the average of v over a triangle T' € 7;.
We have

[0 — I 10|32 () = [[TTjv — ;1 10|72

<h; Z |10 = vzl (7 (by 7.2.9)
TeT;

S v —vr ey (by 4.5.3)
TET,

S h? Z v — UT”%DO(T)
TET;

BN (U [y /B [Vl - (by Tx11)
TeT;

The lemma then follows from (7.2.1). O

Combining (7.2.11) and (7.2.13) we find

J J
Z<ijjawj> S (Z]) \’U\%{l(n) S J? \Uﬁzl(n) .

j=1 j=1
In view of (7.2.1) and (7.2.3), we have

J
> (Bjwj,wy) S (14 [Inhy[?) (Ao, 0),
j=1

which implies by (7.1.22) that

(7.2.14) Ain(BusAs) 2 (1+ Ay ?) "
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We shall need the following lemmas for the estimate of Apax(BusA).
The first, a discrete version of Young’s inequality on convolutions, is left as
an exercise (cf. exercise 7.x.12).
(7.2.15) Lemma. Let a; and bj be nonnegative for —oo < j < oo. Then we

TR (S (£ (50

j=—00 \k=—o00 k=—o00 j=—00

(7.2.16) Lemma. The following estimate holds for v; € V;, v € Vi and
1<j<k<J.

(7.2.17) /ij Vo dz < 207920 ) (h,;1||vk|\L2(m) .

Proof. On each triangle T' € 7; we have

/ Vo; - Vo dr = / %vk ds
T ar On
S h§1|”a'|H1(T>/ ok | ds (v; €V})
aT
S (hj_l\vlel(m) (hk > Ivk(p)\) (vi € Vi)
PEVLNOT
B\ /2 12
N (hj "Ulel(T)> [hk <hi> ( Z |vg ()] ) ]
pEVELNOT
(Cauchy-Schwarz inequality)
I 1/2
= <h> [0l mr () (hzlllvkllmm)- (by 6.2.7)
J

The estimate (7.2.17) follows by summing up this last estimate over
all the triangles T' € 7}, and applying the Cauchy-Schwarz inequality and
the relation (7.2.1). O

(7.2.18) Lemma. (Strengthened Cauchy-Schwarz Inequality)
The following estimate holds for w; € W, wi, € Wi, and 1 < j <k < J.

(7219) 0 VU}j : Vwk dx S 2(j7k)/2|wj|H1(Q)|wk\H1(Q) .

Proof. Since wy, = wy, — 1wy, the estimate (7.2.19) follows from (7.2.9)
and (7.2.17). 0
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Given any v € V;, we have

(Ajv,v) / (S]:w ) V(iw;& dx (by 7.2.3)

j=1 k=1
J
g Z 27|j7k‘/2|wj\H1(9)|wk\H1(Q) (by 7219)
J,k=1
J

J
Z (ZQ—Ij—k\/2|wk\H1(Q)) ‘wj|H1(Q)

j=1 =1

N
>~

1/2 1/2

J J
Z(Zz—‘j—k|/2|wk|H1(Q)>2 Z U}]|H1

j=1 k=1 j=

N
<

(Cauchy-Schwarz inequality)
J

Z |wj|§{1 (by 7.2.15)
i=1

74N

J
~ > (Bjw;,w;) (by 7.2.11)
j=1

which together with (7.1.21) imply that
(7.2.20) Amax(BusAy) <1

Combining (7.2.14) and (7.2.20) we have the following theorem on the
hierarchical basis preconditioner.

(7.2.21) Theorem. There exists a positive constant C, independent of J and
hy, such that

)\max (BHBA.])

KA = i (B

<C(1+|lnhy?).

7.3 The BPX Preconditioner

In this section we discuss the preconditioner introduced by Bramble, Pas-
ciak and Xu (cf. (Bramble, Pasciak & Xu 1990)). We will follow the set-up
in Sect. 7.2. Again, we want to precondition Ay : V; — V7. But this time
we take the auxiliary spaces to be Vi, V5, ..., V;, which are connected to
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Vs by the natural injections I; : V; — V. Condition (7.1.9) is clearly
satisfied.

Let the symmetric positive definite operators B; : V; — Vj’ be defined
by

(7.3.1) (Bjvor,va) = > v1(p)va(p) .

pEV;
The BPX preconditioner is then given by
J
(7.3.2) Boex = »_L;B;'I).
j=1

Let v e Vyand v = ijl vj, where v; € V;, be any decomposition of
v. Observe that by (7.2.17) and an inverse estimate (cf. (4.5.12)) we have

(7.3.3) /Qvuj Vo da £ 27072 (07 gl 2o ) (B oelz2cen )

for 1 <j, k< J.
We can then obtain, as in the proof of Lemma 7.2.18, the estimate

J J
(Ajv,v) = /Q V(Zvj) . V(ka) dx (by 7.2.3)
j=1 k=1

J
< > 2R e ) (B lekllae) (v 7:33)
j,k=1
J

N

h7 21220 (by 7.2.15)

<.
Il
—_

~
~

(Bjvj,v5) , (by 7.3.1 & 6.2.7)

M-

j=1

which implies, in view of (7.1.21),
(7.3.4) Amax(BerxAy) < 1.

Now we turn to finding an estimate for A\pin(Bppx A ). For simplicity,
we assume here that {2 is convex, so that we can exploit the full elliptic
regularity of the solution of (7.1.24).

Let Py : HI(Q) — V}, be the Ritz projection operator, i.e.,

(7.3.5) /Q V(Py¢) - Vodz = /Q V¢-Vudr Vv eV.

Given any v € Vj, we define
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(7.3.6) v; = Pju — Pj_qv for 1<j5<J,

where we take Pyv to be 0. Clearly v = 37

j=1 v; and it is easy to see from
(7.3.6) (cf. exercise 7.x.14) that

(7.3.7) / Vu; - Vupdx =0 for j#k.
I?)
Moreover, by a duality argument, we have
hi 20l 22 () = hy? 1Pjo = Pi-1vll72(0 (by 7.3.6)
= h;? |Pjo = Pj1Pjol[72(p (by 7.x.15)
< \Ujﬁql(n) (by 5.4.8 & 7.3.6)

for 2 < j < J. This estimate also holds trivially for j = 1 (cf. exer-
cise 7.x.16). It then follows from (7.3.7) that

J J
(Bjvj,v;) ~ Zhj_2||”j||2m(rz) S Z ‘vj@il(n) = |U|%11(Q)7
j=1

J
= Jj=1

J

which implies, by (7.1.22),

1

(738) Amin(BBPXJLlJ) ,Z 1.

(7.3.9) Remark. The estimate (7.3.8) also holds for nonconvex polygonal
domains (cf. 7.x.17).

Combining (7.3.4) and (7.3.8) we have the following theorem on the
BPX preconditioner.

(7.3.10) Theorem. There exists a positive constant C, independent of J and
hy, such that
/\max(BBPXAJ)

BpexAy) =
K( o J) Amin(BBPXAJ)

<C.

7.4 The Two-level Additive Schwarz Preconditioner

Let 75 be a quasi-uniform triangulation of §2 with mesh size h and V}, C
H(£2) be the P; finite element space (cf. (3.2.1)) associated with 7;,. We
define the SPD operator Ay, : V;, — V}, by
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(7.4.1) (Apvy,v9) = / Vi - Vo dx Voi,ve € Vp,,
Q

and f, € V) by (fn,v) = F(v) for all v € V},. Then the discrete problem
for (7.1.24) can be written as Apup = fp.

In this section we study an overlapping domain decomposition precon-
ditioner for Ay.

Let 7y be a triangulation of {2 with mesh size H such that 7 is a
subdivision of 7y, Vi C V}, be the P; finite element space associated with
Ty, and Ay : Vy; — V3, be defined by

(7.4.2) (Apv1,v9) = / V1 - Voo dx Voi,ve € V.
Q

The space V3 and the operator A, are parts of the construction of the two
level additive Schwarz preconditioner.

The other auxiliary spaces are associated with a collection of open
subsets (21, §25,...,82; of 2, whose boundaries are aligned with 7. We
assume that there exist nonnegative C*° functions 61, 6, ...60; (a partition
of unity) defined on IR? with the following properties:

(7.4.3)  6; =0on 2\0;.

(7.4.4) zJ:Qj =1on 0.

(7.4.5) Z[‘zhlere exists a positive constant § < H such that
IVOill Lo (r2) < C/9,

where C is a constant independent of §, h, H and J.
Furthermore we assume that

(7.4.6)  each point in 2 belongs to at most N¢ subdomains.

(7.4.7) Remark. The conditions (7.4.3) and (7.4.4) imply that the subdo-
mains {21, ..., {2; form an overlapping decomposition of {2. The constant ¢
in (7.4.5) measures the the amount of overlap between neighboring subdo-
mains.

We associate with each {2; the subspace
(7.4.8) Vi = {vth: UZOOnQ\Qj},

and define the SPD operator A4; : V; — Vj’ by
(749) <AjU1, 1)2> = / Vvl . V’UQ dz V’Ul, Vo € V; .
2;

The two-level additive Schwarz preconditioner (cf. (Dryja & Widlund 1987,
1989) and (Nepommnyaschikh 1989)) is then given by
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J
(7410) BTL = IHAI;IIL + ZIjA;1[;7

j=1

where I, : Vy — Vj, and I; : V; — V}, are natural injections.

7.4.11) Remark. Ty, 7; and £2; can be constructed in the following way

cf. Fig. 7.1) to satisfy the assumptions (7.4.3)—(7.4.6).

i) Construct a coarse triangulation 7.

ii) Divide {2 into nonoverlapping subdomains ij, 1 < j < J, which are
aligned with 7.

(iii) Subdivide 7y to obtain 7j,.

(iv) Let flj,(; be the open set obtained by enlarging ij by a band of width

6 such that &(Zj,(; N §2 is aligned with 7.

(v) Define £2; = 2,50 0.

Since the fZM’s form an open cover of {2, the existence of the partition
of unity with properties (7.4.3)—(7.4.5) is standard (cf. (Rudin 1991)). Note
that in this case the number N¢ is determined by the number of ij’s that
can share a vertex of 7, which is in turn determined by the minimum
angle of 7.

P

Fig. 7.1. construction of the overlapping domain decomposition

J
(7.4.12) Lemma. We have Vi, = » V.
j=1

Proof. Given v € Vj, let v; = IIj,(0;0) for 1 < j < J, where IT), : C(2) —
V3, is the nodal interpolation operator.

Since 00 = 0 on 2\§2; by (7.4.3) and 0f2; is aligned with 7},, we also
have v; = II,[0;v] = 0 on 2\(2;. It follows that v; € V; by (7.4.8).

The v;’s also form a decomposition of v because

J J J
Zvj = Zﬂh(ejv) = Hh<v29j) =[v=v. 0O
Jj=1 Jj=1 j=1

In view of Lemma 7.4.12; condition (7.1.9) is satisfied.
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The following lemma will enable us to obtain an upper bound for
)\max(BTLAh)~

(7.4.13) Lemma. Let v, € Vi, v; €V for1 <j<J andv = UH+Z;']:1 vj
Then the following estimate holds:

J
(Apv,v) hS (Auvi,vu) + Z(Ajvj>vj> :

j=1

Proof. We have by (7.4.1) and (7.4.2) that

(Apv,v) = /QV(UH + ZJ:Uj) . V(vH + ivk) dx
j=1 k=1
J

(7.4.14) <2 /QVUH~VUHCZ;U+/QV<Zvj)~V(ivk)dx
j=1 k=1

< (Apvg,vp) + /ij Vo, dx .
7,k=1

1 T C N0,

For each T' € Ty, we define ¢;,(T) = {0 T Z 002
§ .

Note that
(7.4.15) cin(T) = e (T) .

The second term on the right-hand side of (7.4.14) can now be esti-
mated as follows.

Z/Vv] Vo dr = Z Z cik(T /ij Vi dz

J,k=1 Jj,k=1T€eT,
J
<> > (\/MIMH%T))( Cjk(T)|vk|H1(T))
7,k=1T€eTy,
Z Z |UJ\H1(T) (Cauchy-Schwarz & 7.4.15)
€Ty, j k=
J
Z Z ‘U]|H1(T) (Z cjk( >
€Ty j
J
< No Y (Ajvj,v5). (by 7.4.6 & 7.4.9)
j=1

The lemma follows from the last estimate and (7.4.14). O
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Combining (7.4.13) and (7.1.21), we obtain immediately the estimate
(7.4.16) Amax(BroAp) < 1.

The next lemma will yield a lower bound for A\, (B Ar) when com-
bined with (7.1.22).

(7.4.17) Lemma. Given any v € V},, there exists a decomposition

J
v =vy+ g Vj
Jj=1

where vy € Vy, vy €'V}, such that

J 7\ 2
Agvy, vy +;Avj,v] < <1+(5> (Apv,v).

Proof. Let 77 : H(2) — Vi be the interpolation operator defined in
Sect. 4.8. Let v € V}, and vy, = Z%v. Then we have, by Theorem 4.8.12,

(7418) |UH|H1(Q) < ‘U‘Hl(ﬂ)a
(7.4.19) v = vullL2(2) S H [vlar (o) -

Let w = v — vy and define
(7420) v; = Hh(ﬂjw) .

It is easy to check that v = vy + ijl v; (cf. exercise 7.x.18).
It follows from (7.4.2), (7.4.18) and (7.4.1) that

(7.4.21) (Anvi,vu) = valing) S Wiy = (Anv,v).

We also have, from (7.4.9),

(7.4.22) Ay o) = > |vilHry -

TETy
TCO;

Let T'€ 7Tj and T' C 25, and a, b and c be the vertices of T'. A simple
calculation (cf. exercise 7.x.19) shows that

(7.4.23) [0l F ¢y = [05(0) = vj(@)[* + [vj(c) — vj(a)*.
We have, by (7.4.20),
0;(5) = v3(@) = (6,(6) — 0(a))w(b) + 0;(a) (w(b) — w(a)
and hence we obtain using (7.4.4) and (7.4.5)
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[0;() = v;(a)]
(7.4.24) S [0;(0) = 0;(a)]P[w(®)]? + [0 (a)]* [w(b) — w(a))?
h2

S W) + () — w(a))?
Similarly, we find
(7.4.25) 05(6) — 03 @) e (@) + [le) — w(a)]?

It follows from (7.4.24), (7.4.25), Lemma 6.2.7 and (7.4.23) that

ilt ) S %[wQ(b) +w?(e)] + [w(b) — w(a)]? + [w(e) — w(a)]*

1
S ﬁ”w”%,Q(T) + |wlF or)

and hence in view of (7.4.22),

1
o) 5 Y |Gl + ol -

TEeT),
TCR;

Summing up this last estimate we find

J
3 (Aj003) < Z S | atolace + lofioen |

= =i
1
<Ne Y | glollan o Ow 740
Te€Tn
1
(7426) ﬁ”v_’UHHLQ(.Q) + |U_UH|H1(Q) (def of U})
H2
< (1 + 52) 030 - (by 7.4.18 & 7.4.19)
H2
= (1 + 52 ) (Apv,v) (by 7.4.1)
The lemma follows from (7.4.21) and (7.4.26). O

Lemma 7.4.17 and (7.1.22) immediately yield the estimate

H —2
(7.4.27) Amin(Br Ay) > <1+§> .

Finally we obtain the following theorem on the two-level additive
Schwarz preconditioner by combining (7.4.16) and (7.4.27).
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(7.4.28) Theorem. There exists a positive constant C, independent of H, h,
6 and J, such that

)\max(BTLAh) H 2
= — < —_— .
(B = e <o (14 5)

(7.4.29) Remark. The two-level additive preconditioner is optimal if H/¢
is kept bounded above by a constant. When ¢ is small with respect to H,
the factor 1+ (H/J§)? becomes significant. Note that the estimates (7.4.24)
and (7.4.25) are very conservative, since 6; = 1 at all the nodes in (2; that
do not belong to any other subdomains. Under certain shape regularity as-
sumptions on the subdomains {2;, the bound for (B, Ap) can be improved
to (cf. (Dryja & Widlund 1994) and exercise 7.x.21)

K(BTLA}L) S C <1 + {;{) .

Furthermore, this bound is sharp (cf. (Brenner 2000)).

(7.4.30) Remark. The results in this section remain valid if the exact solves
(solution operators) A;! and Aj_1 in (7.4.10) are replaced by spectrally
equivalent inexact solves and the triangulations 7, and 7, are only assumed
to be regular (with a proper interpretation of H and 4, cf. (Widlund 1999)).

7.5 Nonoverlapping Domain Decomposition Methods

To facilitate the discussion of nonoverlapping domain decomposition pre-
conditioners, we present here a framework for such methods. The notation
set up in this section will be followed in the following sections.

Let {2 be divided into polygonal subdomains (21, ..., 2 (cf. the first
figure in Fig. 7.2) such that

(7.5.1) QN =0 ifj#£l
J
(7.5.2) n=J9;,
j=1
(7.5.3) 002; N 042 = 0, a vertex or an edge, if j # [,

and 7; be a quasi-uniform triangulation of {2 which is aligned with the
boundaries of the subdomains.

We assume that the subdomains satisfy the following shape regularity
assumption: There exist reference polygonal domains Dy, ..., Dk of unit
diameter and a positive number H such that for each subdomain (2; there
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is a reference polygon Dy and a C! diffeomorphism ¢; 5 : D — {2, which
satisfies the estimates

(7.5.4) |Vé,r(x)| < HVr €Dy and [V(p 1) x(z)| S H ' Vo e ;.

Fig. 7.2. nonoverlapping domain decomposition and coarse grid

(7.5.5) Remark. The shape regularity condition (7.5.4) implies that all the
estimates involving the subdomains follow from corresponding estimates on
the reference domains. It also implies

(7.5.6) diam 2; ~ H .

For both the BPS and Neumann-Neumann preconditioner, global com-
munication among the subdomains is provided by a coarse grid space. The
coarse grid is constructed by creating a triangulation of each subdomain
using the vertices of the subdomain as the nodes. Together they form a tri-
angulation 7, of 2 with mesh size = H (cf. the second figure in Fig. 7.2).

(7.5.7) Definition. Let I'; = 062, \ 0f2. The interface (skeleton) of the do-
main decomposition §21,...,82; is I' = U}I:1 I';. The set of nodes of Ty,
which belong to I'; (resp. I') is denoted by Ij, (resp. Iy,).

Let the variational bilinear form a(:,-) for the model problem (7.1.24)
be defined by

(7.5.8) a(vy,vg) = / Vuy - Voo dx Yor,ve € HY ().
19,

The discrete problem for (7.1.24) is to find uj, € V},(§2), the Py finite element
space in H!(§2) associated with 7}, such that
(7.5.9) a(up,v) = F(v) YveV,.

The space V3, (£2) can be decomposed, with respect to the interface I" and
the variational form a(-,-), into the direct sum of two subspaces.

(7.5.10) Definition. The space V3 (£2\ I') is the subspace of Vi, whose mem-
bers vanish at the interface I', i.e.,
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(7.5.11) Vi(2\T)={v € Vy: v|,=0}.

The interface space Vi, (I') C Vj, is the orthogonal complement of Vi, (2\ I)
with respect to a(-,-), i.e.,

(7.5.12) V() ={veV,:alv,w)=0 VweVa(02\I)}.

Vi(I) is also known as the space of (global) discrete harmonic functions.

It is clear from Definition 7.5.10 that
(7.5.13) Vi(2) = Vih(2\I) & Vi(D) .
The solution uy, of (7.5.9) can therefore be written as
(7.5.14) up =y + T

where 4y, € V3 (2\ I') and u,, € Vi,(I'). Equation (7.5.9) and the orthogo-
nality between V3, (£2\ I') and V,(I") then imply that

(7.5.15) a(tp,v) = F(v) YoeVa(2\TI),
(7.5.16) a(Tp,v) = F(v) Yo e V(D).

It is easy to see that (cf. 7.x.22) 0y, ; = uh|Q € Vi (£2;), the P, finite

element space in H{(£2;) associated with the triangulation induced by 7y,
and it satisfies

(7.5.17) a(t, j,v) = F(0) VoeVi(82),

where © € V), is the trivial extension of v. Therefore 4y, ; for 1 < j < J can
be computed from (7.5.17), which amounts to solving a discrete Dirichlet
problem on 2; and can be done in parallel.

Let the Schur complement operator Sy, : Vi(I') — Vi (I")" be defined
by

(7.5.18) (Spv1,v2) = a(vy,v2) YVor,vg € V().
Then (7.5.16) can be written as
(7.5.19) Sptn = fn,

where f, € V3 (I') is defined by (fp,v) = F(v) for all v € V},(I).

It is clear from (7.5.18) that the operator Sj, is SPD. The goal of a
nonoverlapping domain decomposition method is to provide a good pre-
conditioner for S}, so that @, can be solved efficiently from (7.5.19) by, for
example, the preconditioned conjugate gradient method.

We devote the rest of this section to some basic properties of the in-
terface space V3, (I"), which will be used in the next two sections.

Our first observation is that the functions in V,(I") are completely
determined by their nodal values on I
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(7.5.20) Lemma. Given any function ¢ : I, — IR, there is a unique v €
Vi (I') such that

(7.5.21) v(p) =o(p)  VpeTlh.

Proof. Let w € V}, be determined by
€Iy,
w(p) = {(b(p) p h

0 p is a node not on I.

If v € Vj,(I') satisfies (7.5.21), then v, = v —w € Vi (2\ I'), and the
orthogonality between V3 (£2\ I') and V,(I") implies that

(7.5.22) a(vy,0) = a(v — w,v) = —a(w, D) Voe VL (R2\1).

Conversely, if v, € V(2 \ I') satisfies (7.5.22), then v = v, +w € V},(I")
and (7.5.21) is satisfied.

Since a(+,-) is an inner product on V}, equation (7.5.22) has a unique
solution in V(2 \ I'). Hence there exists a unique v € V,(I") satisfying
(7.5.21). O

(7.5.23) Remark. It follows from (7.5.22) that v € V}(I") can be obtained
from its nodal values on I" by solving in parallel a discrete Poisson equation
with homogeneous boundary condition on each subdomain.

We have a minimum energy principle for functions in V3, (I").

(7.5.24) Lemma. Let v € Vi, (I') and w € V}, such that v|, = w| .. Then we
have a(v,v) < a(w,w).

Proof. Since w — v € V(2 \ I'), the orthogonality between Vj,(I") and
Vi (2\ I') implies that

a(w,w) = a((w—v)+v, (w—0)+v) = a(w—v,w—v)+a(v,v) > a(v,v). O

There is an important relation between the energy norm of a function in
V3 (I') and a fractional order Sobolev norm of its trace on I'. (See Chapter 14
for a discussion of general fractional order Sobolev spaces.) We will first give
a local version of this relation.

Let D be a bounded polygon and Vh be the P; finite element space
associated with a quasi-uniform triangulation 7; of D. The subspace of Vh
whose members vanish on 9D is denoted by V;L(D). We will denote by d(-, -)
the bilinear form

d(vy,vg) = / Vi - Vug dz .
D

The subspace Vh(aD) - Vﬁ is the orthogonal complement of V;L(D) with
respect to d(-,-).



7.5 Nonoverlapping Domain Decomposition Methods 195

(7.5.25) Definition. The fractional order Sobolev semi-norm | - |g1/2(9py is

defined by
2
0|3 :/ {/ 7|v(z)fv(y)| ds(z)| ds(y),
ol ®D) op LJop |z —yl? (=)] de(e)

where ds is the differential of the arc-length. The space HY?(dD) consists
of functions v € L?>(0D) such that | g1/2(9p) < 00, and we define

||U||§11/2(3D) = ||U||2L2(8D) + |U|§11/2(8D) :

(7.5.26) Lemma. It holds that [v|1/29py S [v|m1(py for all v € H'(D).

Proof. By the trace theorem (cf. (Necas 1967) and (Arnold, Scott & Vogelius
(1988)), we have

013200y < 0137200y S 110ll5n ()

for all v € H'(D). It follows that, with o = [D|~! [, v(x) dz, we have

|’U|H1/2(8D) = ‘U - 5|H1/2(8D) (by 7.X.23)
S v =2l py S lola o) - (by 4.3.14)
a

(7.5.27) Lemma. The following relation holds:
‘U|H1(D) ~ |'U|H1/2(8D) Yo e f/,;(aD) .

Proof. Let v € V;L((?D) be arbitrary and v = [9D| ™! [, , vds be the average

of v over 9D. Note that v — ¥ also belongs to V;Z(ﬁD).
By the trace theorem, there exists w € H'(D) such that

w|yp =@ =0)|,p and |wlm(p) S v =l g120D) -

Recall from Section 4.8 that @ = Z"w € V;L(D), |0| g1 (py S |w|a(py and
] op = w| op (since w| op 18 @ piecewise linear function).

Therefore we have

g (py = [v = 2|m(p) < |W]m1(e)) (by 7.5.24)
S o =7llg1/20p) & [vlg1/20p) - (by 7.x.24)
The lemma follows from the preceding estimate and Lemma 7.5.26. g

(7.5.28) Remark. The construction of w is known in the literature as a finite
element extension theorem (cf. (Widlund 1986)).
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It follows from (7.5.4), Lemma 7.5.27 and scaling arguments that

J
(7529) |’U|?:11(Q) ~ Z |U|§{1/2(anj) VU S Vh(F)a
j=1

since there are at most K reference domains.
Next we prove two lemmas concerning functions in the space

L;(0D) = {v € C(OD) : wv is piecewise linear with respect
to the subdivision of 9D induced by 73},

which is the restriction of Vh to 0D.

(7.5.30) Lemma. Let v € L;(0D), E be an (open) edge of 0D, and vy €
L;,(0D) be defined by

vp(p) = v(p) if the node p € F,
’ 0 if the node p € OD \ E.

Then the following estimate holds:
WE|§11/2(3D) S ‘vﬁil/?(aD) +(1+|In h|)||v||%00(3D) :

Proof. Let a and b be the two endpoints of E, E, and Ej be the two edges
of D neighboring E, and F' = 9D \ EU E, U E,. Then we have

elion = | [, R o] s
ca [ 0 )] s

w2 [ [ st s

AN =

1 1
+/ v2(y ( + )ds y) + |lvs|?
< olseopy + U+ AN [[0]|7 < opy - (by 7:x.25 & 7.x.26)

O

(7.5.31) Lemma. Let p be a node on 0D, and define v, € L;(0D) such
that it vanishes at all the nodes except p and vp(p) = 1. Then we have

[Up| 17290y = 1.

Proof. Let a and b be the two nodes next to p, hy = |a —p| and he = |b—p].
Then we have (cf. exercise 7.x.27)
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_ 2
|'Up|§11/2(ap) ~ (191172 +/1 [/I de] dy
2 1 1
— - dy ,
+/I¢(y)(y+h2 hl_y)y

where I = [—hy, hy] and ¢ is defined by

qzs(gc):{l—(ac/ﬁl) for 0 <z < hy,
1+ (x/h9) for —ho <2 <0.
A direct calculation then yields the lemma. a

(7.5.32) Corollary. Let v € V,(0D) vanish at some point on dD. Then,
following the notation in Lemma 7.5.30, we have

sz omy S (L+ [T AD 0l ) -

Proof. Let T = [, vdx/|D| be the mean of v over D. Observe that, since
v = 0 at some point on dD, we have

vl o) < [[v =Dz (op) + 9] < 2[|v — DL~ (aD),

and hence
0e b2 0y S 10031720y + (1 + A [0 =Bl L= (op) (by 7.5.30)
S iy + @+ (o = )32y + i py) (7527 & 4.9.2)
< (L4 [ Al)[of3 - (by 4.3.14)

O

7.6 The BPS Preconditioner

In this section we discuss the Bramble-Pasciak-Schatz (BPS) preconditioner
(cf. (Bramble, Pasciak & Schatz 1986)) for the Schur complement operator
Sy, and we follow the notation in Sect. 7.5. There are two types of auxiliary
spaces for the BPS preconditioner: those associated with the common edges
of the subdomains and one associated with the coarse triangulation 7.

Let Ey, ..., EL be the (open) edges that are common to two of the
subdomains. We define the edge spaces to be

(7.6.1) Vi(Ee) = {v € Vi(I') : v =0 at all the nodes in I',\Ey}.

The SPD operator Sy : Vi,(E¢) — Vi (E,)' is defined by
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(7.6.2) (Sev1,v2) = a(v1,v2) Yoi,vs € Vi(Ey).

The edge space V;,(Ey) is connected to V(') by the natural injections Ip.

(7.6.3) Remark. Note that, by the argument in Lemma 7.5.20, the functions
in V,,(E,) vanish identically on the subdomains whose boundaries do not
contain E; (cf. 7.x.28). Also, the number of edges on the boundary of each
{2; is bounded by a constant since there are at most K reference domains.

The coarse grid space V,; C H 1(£2) is the P; finite element space
associated with 7, and the SPD operator Ay : V; — V), is defined by

(7.6.4) (Agvy,v2) = a(vy,v9) Voi,ve € Vy.

Taking advantage of Lemma 7.5.20, we define the connection operator [ :
Vie — Vh(r) by

(7.6.5) (Iyv)|lr =v|r.
The BPS preconditioner is then defined by

L
(7.6.6) Bpps = Iy AL T + > 1S, I
=1

(7.6.7) Remark. The inverse operators A;' and S, ! can be replaced by
spectrally equivalent approximate inverses (cf. (Bramble, Pasciak & Schatz
1986)).

(7.6.8) Lemma. The following decomposition holds:

Vi) =1,V @ Vi(E)® ... 0 Vi(EL).

Proof. Let v € V3 (I') and define v, = IT,v, the nodal interpolant of v with
respect to Ty. According to Lemma 7.5.20, we can define vy € V(") by

(7.6.9) ve(p) = { v(p) . Vs (p) pe %\TE;EZ

It is easy to check (cf. exercise 7.x.29) that

L

(7.6.10) v= T+ > v,
/=1

and it is also the only decomposition for v. a
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It follows from Lemma 7.6.8 that condition (7.1.9) is satisfied.

(7.6.11) Lemma. The following estimate holds: Amax(BppsSn) < 1.

Proof. Let v € Vi (I") be arbitrary. According to (7.1.21), we only need to
show that

L
<Sh’U,’U> 5 <AHUH3UH> + Z<SIU€7’U€> 9
{=1

where vy € Vi, vy € Vi (Ey) and v = vy + Zle ve. In view of (7.5.8),
(7.5.18), (7.6.4) and (7.6.2), it is equivalent to show that

L
(7.6.12) [ol3n () S [valtn o) + Z lvel By -
=1

First of all, we have, by (7.6.10) and the Cauchy-Schwarz inequality,

L 2
(7.6.13) |U|§11(Q) S |IH”H|:;11(9) + ‘ ZW’Hl(Q) '
—1

Secondly, Lemma 7.5.24, (7.5.8) and (7.6.5) imply that

(7.6.14) |IH11H|§{1(Q) < |UH|%II(.Q)'

Finally, since a(v;,vg) = 0 unless E; and Ej, share a common subdo-
main (cf. (7.6.3)), we have (cf. exercise 7.x.30)

L, L
(7.6.15) ‘ZW‘HI(Q) <> ol o -
=1 =1
The estimate (7.6.12) follows from (7.6.13)—(7.6.15). |

(7.6.16) Lemma. The following estimate holds:

Amin(BopsSn) 2 [1+In(H/h)] 2.

Proof. Let v € V3, (I') be arbitrary. This time we must estimate |’UH|?{1(!2) +
25:1 \wﬁ{l(g) by |v|f{1(m, where v, and v, are the functions in the de-
composition (7.6.10).

First we consider vy. Recall that v, = I v. Let V; be the set of the
vertices of Ty in £2; and v; = [£2;]7" [, v(z) dz. Then we have
J
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[T 0[3 0, = [T (v = 75) |30,

S Z (v—1;)%(p) (analog of 7.4.23)
pEV;

(7.6.17) < [1+In(H/h)] (H‘2||v — B[220, + v - @jﬁ{l(nj))
(by 4.9.2 & scaling)
< [1+In(H/h)] |v|12ql(9j) . (by 4.3.15 & scaling)
Summing up we obtain

(7.6.18) 0uld o) S [1+WEH/R)] v} g -

Next we consider vy defined by (7.6.9). Let E; be the common edge of

20, and (2;,. On each §2;, for j = {; or {5, we have

1

_J wp) —v5] = Hulv —v](p) € 802, N Ey,
ve(p) = { ! 0 3 ie an,Z\EZ,E

where 0f2;, is the set of nodes of 7; that belong to 02;. It follows that,
for j = {1 or 45,

‘W|12L11(Qj) ~ |W|§11/2(anj) (by 7.5.27)
Slo— ﬁjﬁ{l/?(agj) + [ (v — 5j)ﬁ{lﬂ(agj)
+ [+ Wn(H/D)] v = T[] = 00, (by 7.5.30 & scaling)
< [+ W(H/W)[v]Fn o)) (by 7.5.26 & 7.6.17)
o+ [+ (/W) (H 20 = 55l1320) + 1o = 50 )
(by 4.9.2 & scaling)
S [+ mH/D) 0 g, (by 4.3.15 & scaling)

and hence,

2
lvel3r () S [1+ In(H/h)] <|'U|%11(le) + |U\%11(m2)> .

Summing up we find
L 2
(7619) Z |’Ug‘%[1(9) s [1 + h’l(H/h)] |’U|§-11(Q) '
=1

The lemma follows from (7.1.22), (7.6.18) and (7.6.19). O
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Combining Lemmas 7.6.11 and 7.6.16 we have the following theorem.

(7.6.20) Theorem. There exists a positive constant C, independent of h, H
and J, such that

Amax (Bips Sh H\®
K(BBPSSh) = )\((BP:‘S}L)) < C (1 + In h) .

(7.6.21) Remark. The bound in Theorem 7.6.20 is sharp (cf. Brenner and
Sung 2000Db).

(7.6.22) Remark. The BPS preconditioner can also be applied to the bound-
ary value problem whose variational form is defined by

a(vy,ve) ij/ Vur - Voo dx Yui,v9 € Vi,
Jj=1

where the p;’s are positive constants. The bound in (7.6.20) remains valid
and the constant C' is independent of h, H, J and the p;’s

(7.6.23) Remark. There are three dimensional generalizations of the BPS
preconditioner (cf. (Bramble, Pasciak & Schatz 1989) and (Smith 1991)).

7.7 The Neumann-Neumann Preconditioner

In this section we discuss the Neumann-Neumann preconditioner (cf. (Dryja
& Widlund 1995)) for the Schur complement operator S;, and we follow
the notation in Sect. 7.5. The auxiliary spaces for the Neumann-Neumann
preconditioner are associated with either a subdomain or a coarse triangu-
lation.

The coarse grid space V;;, the SPD operator Ay : V; — V;; and the
connection operator I,; are defined as in Sect. 7.6.

To define the auxiliary space associated with a subdomain §2;, we first
introduce the space V4, (£2; U I';), which is the P, finite element space on
{2; associated with the triangulation induced by 7, and whose members
vanish on 0£2; N 9S2. Let the inner product a,(-,-) be defined by

(7.7.1) a;(vi,v2) = / Vi - Vug dx + H_2/ V109 dx
2; 2;

for all vy,vs € Vh<.Qj @] Fj).
We can now take the auxiliary space Vj,(

I;) C I;) to be the
a;(-,-)-orthogonal complement of the space V3, (£2;)

Va(£2
Z{UEV}L(Q UF)
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U{(,mj = 0}. It is easy to check (cf. 7.x.32) that a function v € V;(I7}) is

completely determined by its nodal values on I} j,. The connection operator
I; : Vi (I'y) — Vi (I) is defined by

N P YR LS A

where n(p) = the number of subdomains sharing the node p, and the SPD
linear operator S; : V3, (I;) — Vi (I;)’ is given by

(773) (Sjvl,v2> = dj(vl,vg) Vv, vy € Vh(Fj) .

The Neumann-Neumann preconditioner Byy : Vi(I') — Vi (I') is
then defined by

J
(7.7.4) By = LA T+ LS

Jj=1

(7.7.5) Remark. We use the weighted integral in the second term of the right-
hand side of (7.7.1) so that the bilinear form is invariant under scaling. For
subdomains that have at least one edge on 02, we could also use the inner
product

(Lj(’l}l,’l]g):/ Vi - Vg dx .
Q.

J

But, for internal subdomains, the bilinear form a; (-, -) is only semi-definite,
since 1 € Vj,(2; UT;) and a;(1,1) = 0.

In order to show that condition (7.1.9) is satisfied, we introduce the
restriction maps R; : V3, (I") — Vj(I;) defined by
(7.7.6) (Rjv)(p) =v(p)  VpEljn.

The operators R; and I; together yield a partition of unity for V3,(I):
J
(7.7.7) Y LRjv=v VYveVy(),
j=1

which can be verified as follows. According to Lemma 7.5.20, we only need
to check that the two sides of (7.7.7) agree on I',. Let p € I, and o = {j :
p € I;}. Then we have by (7.7.2) and (7.7.6)

J
S LR | )= — (Ro) ) = Y |Uiv<p> — u(p).
j=1

jE€oyp

Condition (7.1.9) follows immediately from (7.7.7).
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(7.7.8) Lemma. The following estimate holds: Amin(ByySn) 2 1.

Proof. Let I : Hl(Q) — Vy be the interpolation operator defined in
Section 4.8. For an arbitrary v € V,,(I"), we define vy = Z"v and v; =
Rj(v — I vy) for 1 < j < J. It follows from (7.7.7) that

J
(7.7.9) IHvH—I—ZIjvj =Tyvy+(v—Tuvy)=v.
j=1
We have
(Auvi,vi) = [valipig) S i) - (by 7.6.4 & 4.8.14)

Since v; = v — vy on I},

(Sjvj,v5) = a;(vs, v;) (by 7.7.3)
< aj(v—vg,v —vy) (by 7.x.33)
= v — vt o, + H 0 = valliz(q,) (by 7.7.1)
S |U|%{1(Qj) ) (by 4.8.14)

and hence by (7.5.18)

J
(7.7.10) (Auvi,va) + D _(S505,05) S (Shv,v) .
j=1
The lemma follows from (7.1.22), (7.7.9) and (7.7.10). O

(7.7.11) Lemma. The following estimate holds:

Amax(BanSn) < [1+ In(H/R))?.

Proof. Let v € V3,(I') be arbitrary. For any decomposition
J
(7.7.12) v :IHUH+ZIjUj7
j=1

where v, € Vi and v; € V() for 1 < j < J, we must show, in view of
(7.1.21), (7.5.18), (7.6.4), (7.7.1) and (7.7.3), that

(7.7.13) \v|§{1(m <1+ ln(H/h)]Q[Ileip(m

J
+ 3 (03l ay) + H 2105 13200,) |-

j=1
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We have, by (7.7.12), the Cauchy-Schwarz inequality and an argument
analogous to the one in the derivation of (7.6.15),

J
2 2 2
(7.7.14) |U|H1(Q) S |UH|H1(Q) +Z|Ij”j|H1(Q) :
j=1

Therefore it only remains to estimate \Ijvjﬁ{l(m.

Note that I;v; vanishes at all the subdomains {2, such that 92, N

992; = (. There are three cases (cf. (7.5.3)) where 042, N 982; # 0:

(1) 2 =1,

(2) 082 N OL2; consists of just one vertex,

(3) 042, N Of2; consists of an open edge E and its endpoints p; and ps.
We will concentrate on the third case, since the analysis for the other two
cases are similar.

Let wy, (resp. wp,) be the function in V3 (I) which equals I;v; at py
(resp. p2) and vanishes at all the other nodes in I, and wg be the function
in V4 (I) which equals I;v; at the nodes in E and vanishes at all the other
nodes in I}. Then we can write

1jvj| g, = Wpy + Wp, + W .
We have the following estimate on w,, for j =1 or 2:

|ij|§11(9k) ~ |ij|§11/2(agk) (by 7.5.27)
~ |wp, (pj)[? (by 7.5.31)
S ||”j||2Loo(Qj) (by 7.7.2)
< [1+In(H/h)] [\vjﬁ{lmj) + H—2||vj||%2(9j)]. (by 4.9.2 & scaling)

For the function w,, we have

wilin (g, = |U’E|§ql/2(ag,€) (by 7.5.27)
~ |wE|i11/2(an) (by 7.x.34)
S ilinean,) + L+ (H/W)] vl 1= 00;) (by 7.7.2 & 7.5.30)

< [1+In(H/h))? [\%FHl(Qj) + HﬁzH“j“i?(@)]
(by 7.5.26, 4.9.2 & scaling)

The preceding estimates imply
L5331y S [+ CH/BE [l By + H 2053y

in case (3). Since the same estimate holds for cases (1) and (2) using similar
arguments, we have
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(1795) Lol gy < 1+ (/)R [l o) + H 2050300,

The estimate (7.7.13) (and hence the lemma) follows from (7.7.14) and
(7.7.15). ]

Combining Lemmas 7.7.8 and 7.7.8, we have the following theorem.

(7.7.16) Theorem. There exists a positive constant C, independent of h, H
and J, such that

max (B 2
m@W&J:A(&J§CO+m).

(7.7.17) Remark. The bound in (7.7.16) is sharp (cf. Brenner and Sung
2000b).

(7.7.18) Remark. The Neumann-Neumann preconditioner can also be ap-
plied to the boundary value problem in (7.6.22). In this case the definition
of I; should be modified as

I o 0 iprFh\Fj);“
L)) = 0, (0)/[Sheo, 0] i p € Ty,

where o, = {k: p € I';} and ¢ is any number greater than or equal to 1/2.
The bound in (7.7.16) remains valid, and the constant C' is independent of
h, H, J and the p;’s.

(7.7.19) Remark. The Neumann-Neumann preconditioner can be general-
ized to three dimensions (cf. (Dryja & Widlund 1995)).

(7.7.20) Remark. The balancing domain decomposition preconditioner of
Mandel (cf. (Mandel 1993), (Mandel & Brezina 1996), (LeTallec, Mandel &
Vidrascu 1998)) is closely related to the Neumann-Neumann preconditioner
and it can also be analyzed as an additive Schwarz preconditioner (cf. (Xu
& Zou 1998), (Brenner & Sung 1999), (Widlund 1999)).

7.8 The BDDC Preconditioner

In this section we discuss the balancing domain decomposition by con-
straints preconditioner (Dohrmann 2003) for the Schur complement opera-
tor Sh.
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Let C (the set of cross points) be the set of the corners of 2q,...,2;
that are interior to 2 and H; (the space of local discrete harmonic functions
on {2;) be the restriction of V(I") to {2;. The space

HCZ{’UELQ(Q)I’U]‘:’U‘QIEHJ‘ for1<j<J

and v is continuous at C}

is the space of discrete harmonic functions that are continuous at the cross
points, and the SPD operator S, : H, — H., is defined by

J
(7.8.1) (Sev,w) = Zaj(vj,wj) Vo,we He,
j=1

where a; (v, w;) = f(lj Vuv; - Vw, dz. Note that
(7.8.2) (Spv,w) = (S.v, w) Yo,we Vi(I') C He.

Let H be the subspace of H, whose members vanish at the cross points.
The space H. admits the decomposition

(7.8.3) He=Ho®H,
where
(7.8.4) Ho={veH.: (Su,b) =0 VieH)}.

We will denote by Iy the natural injection of Hg into H.. The space Hgy will
serve as the coarse space for the BDDC preconditioner and its members
satisfy a constrainted minimization property (Exercise 7.x.43). We equip
Ho with the SPD operator Sy : Hyg — Hj, defined by

(7.8.5) (Sov,w) = (S, w) Yo, w € Hp.

The BDDC preconditioner also involves the subspaces 7'Olj of H; (1<
j < J) whose members vanish at the corners of 2;. Each H; is embedded
in H. by the trivial extension map E; : H; — H. defined by

e 10}]‘ on Qj
(7.8.6) Ejbj = {0 on 2\ 9,

We equipped 7f(j with the SPD operator S'j : 7‘0[j — H; defined by
(7.8.7) (Sj05,w5) = a;(05,5) V5,5 € H;.
The last ingredients for the BDDC preconditioner are the operators

that connect the spaces Hp and ’}'O[j to V3, (I"). For this we need the operator
Pr:H. — Vi(I') defined by
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(188 (o)) = 2 u)  YeeH.pel.

where J, ={1 <j < J:pe€I;}and |J,| is the number of indices in 7.
We can then connect Hy (resp. H;) to V3 (I") by the map Prlj (resp.
PrEj). The resulting additive Schwarz preconditioner is

J
(7.8.9) Bioe = (Prlo)Sy ' (Priy) + > (PrE;)S;  (PrE;).
j=1

To verify condition (7.1.9) we take an arbitrary v € Vj,(I') and use
(7.8.3) to write v = vg + 0, where vy € Hp and © € H. Then we have

J J
(7810) v = PF’U = Pg(I()Uo + ZEJ"LO)J') = (PFI())UO + Z(PFE]')Q(}]',
j=1 j=1

where v; = 1‘)|Q‘ € H;.
J

(7.8.11) Lemma. The lower bound Amin(BsppeS) > 1 holds for the BDDC
preconditioner.

Proof. Let v € V,(I') be arbitrary. For the decomposition (7.8.10) we have

J J
(Sovo, vo) + Z S 05, 0;) = (Sevo, Vo) + Zaj (05, 05) (7.8.5 and 7.8.7)
Jj=1 j=1
= (Scvg, vg) + (S0, 0) (7.8.1 and v; = v’n)
J
= (Sc(vo + 0), (vo + 0)) (by 7.8.4)
= (Spv,v). (7.8.2 and v = vy + V)
It follows that
J
(Spv,v) > min Sovo,vo + Z S v],v]
v = (PFI())UO + Z (PFE ) J=1

Vo € Ho, f)j S Hj
which together with (7.1.22) implies the lower bound. O
(7.8.12) Remark. It can be proved that Amin(BpppeSn) = 1 if C # 0 and

the multiplicity of 1 as an eigenvalue of BgppeSh is greater than or equal
to |C| (cf. Brenner and Sung 2007).
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(7.8.13) Lemma. The following upper bound holds:

Amax(BsopeSn) < [L+ In(H/R))?.

Proof. Let vg € Ho, v € 7:[j for 1 <j < J and

J
v = (P[‘IO)'UO + Z(PFE]*)’[}J
=1
Then we have
(Shv,v) < 2(S,Prvo, Prvy)
J J
(7.8.14) +2<Sh(z (PrE;) v]), (PrEy) vk>
j=1 k=1

J
< (SwPrvo, Proo) + Y _(Sk(PrE;)i;, (PrE;)b;),

Jj=1

where we have used the fact that (S,(PrE;)v;, (PrEg)vx) = 0 if £2; and
{2), are not close to each other.

Let w = vg — Prvg. Then w € H and on a subdomain £2; with /;
(open) edges e, ..., e, interior to 2 we can write

(7.8.15) wj =wl, =Y we,

where w;, € Hj, wj¢ = w; at the nodes of 7, that are on e, (which will
be denoted by ey ), and w; e = 0 at all the other nodes of 7}, that are on
012; (which will be denoted by 992; 1, \ ez.n).

Let the edge e; of §2; be a common edge of the subdomains {2; and
2k, and « be the value of vy at one of the endpoints of e. We define two
functions g ; € H; and Ug1 € Hy as follows:

e L D e

7 0 ifpe (99j7h \ erh ’
D — (UO‘Q )(p)_a ipregyh
(o) (p) = {O . S

Then (7.8.8) implies

(%0,;(p) — Bok(p)) VD Eenn

l\')\»—l

wj,e(p)

and we have
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|wj,18|%11(nj) ~ \wj,z@p/zng) (Lemma 7.5.27)
S ‘@O,jFHl/z(an) + |1~)O,k|§{1/2(3(2k) (by 7X34)

~ [1+In(H/h)?(|volFr 0, + [v0lF 00
(Corollary 7.5.32 and scaling)
which together with (7.8.15) implies
(7816) "LUJ|%I1(Q) [1+1n H/h Z |UO|H1(Qk
keK;

where IC; = {1 < k < J : {2; and {2}, share a common edge}. It follows
from (7.8.16) that

(ShPrvo, Prvg) =

KMg

|Proolta,)

<
Il
—_

M

I
-

N <|UO\%11(QJ-) + \wjﬁ{l(rzj))

J

Mk

J
(7.8.17) < D lvolin (g, + [1+Wn(H/h)] ZZ ol ()
=1 kek;

Il
—

J

J
S L +W(H/RPY  volin g
j=1

= [1+In(H/h)}*(Sovo, vo)-
Similarly, we have

J

(SwPrEjbj, PrEji;) < [L+Wn(H/R)* Y Bl 0,
k=1
(7.8.18) = [L+Wn(H/h)?[5;]7n a0,

= [+ In(H/R)* (S50, ;).
Combining (7.8.14), (7.8.17) and (7.8.18), we find

J
(Spv,v) < [1+In(H/h))? ( (Sovo, vo) +Z (S, 05,05 )
j=1
and hence

J
(Spv,v) < [1+In(H/h))? min ({Sovo, vo) + Z (S; 07, 05))
v = (Prlp)vy + Z (PrE;)v; =t
Vo € Ho,’lg}j S Hj
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which together with (7.1.21) implies the upper bound. O

Combining Lemma 7.8.11 and Lemma 7.8.13, we have the following
theorem.

(7.8.19) Theorem. There exists a positive constant C, indpendent of h, H
and J, such that

Amax (BsppeSh) H\?
B = e PR <O (14— ) .
MBroneSi) = B oS C( o h>

(7.8.20) Remark. The BDDC method is dual to the FETI-DP method
(Farhat, Lesoinne and Pierson 2000). In fact, excluding the number 1, the
spectra of the preconditioned systems of these two methods are identical
(Mandel, Dohrmann and Tezaur 2005, Li and Widlund 2005, Brenner and
Sung 2007). Because of this connection and the results in (Brenner 2003b),
the bound in (7.8.19) is sharp.

(7.8.21) Remark. The BDDC preconditioner can also be applied to the
boundary value problem in (7.6.22) provided the operator Pr : H, —
Vi (I') is defined by

(Prv)(p) = Pl Vv € He,p € I,
(Zkejppk)J;J 503 (

where ¢ is any number greater than or equal to 1/2. The bound in (7.8.19)
remains valid and the constant C' is independent of h, H, J and the p;’s

(7.8.22) Remark. Results for three-dimensional BDDC preconditioners can
be found in (Mandel and Dohrmann 2003) and (Brenner 2006). The BDDC
algorithm has also been extended to three levels in (Tu 2006).

7.x Exercises

7.x.1 Let a(-,-) be a bilinear form on V' x V. Show that there exists a
unique A : V — V' such that

a(vy,vy) = (Avy,v9) Vo, ve €V,

and that a(-,-) is an inner product if and only if A is SPD.

7.x.2 Let {v1,...,v,} be a basis of V and o, ... a, be the dual basis of
V'. Then the linear operator A : V. — V"’ is represented by a matrix
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A with respect to these two bases, where the (i, j) component of A
is (Av;, v;). Show that A is SPD if and only if the matrix A is SPD.

Let V' = IR™ with canonical basis ey, ..., ey, and A:V — V' be
represented by the SPD matrix él = (aiy).Let Vi =Vo =--- =V, =
R, and B; : V; — V] be defined by the 1x1 matrix [a;;]. Determine
the matrix representation of the additive Schwarz preconditioner
B =370 I;BiI}, where I; : V; — V is defined by I;z = xe;.
Show that the preconditioner B defined by (7.1.7) is symmetric.
Verify that the v;’s defined in (7.1.18) yield a decomposition of v.

Referring to the operators A and B in Theorem 7.1.20, show that
BA is SPD with respect to the inner product (B~!-,-).

Let a(-,-) be an inner product on V, and A : V. — V' be defined
by
(Av,w) = a(v,w) Vo,weV.

Let V; be a subspace of V for 0 < j < J, I; : V; — V be the
natural injection, and A; : V; — Vj’ be defined by

(Ajv,w) = a(v,w) Vo,weVj.
Show that

J J
(ZI]-A;U;)A -3 p,
j=0 j=0

where P; : V — Vj is the a(-, -)-orthogonal projection operator.

Let V, a(-,-), A, V; and I; be as in 7.x.7. Let b;(-,-) be an inner
product on Vj, B; : V; — V] be defined by

(Bjv,w) = bj(v,w)  Vv,welVj,

and B be the additive Schwarz preconditioner given by (7.1.7). For
¢ € V', show that the equation BAu = B¢ can be written as

J
Tju = Z fj s
0 7=0

where T : V — V; and f; € V; are defined by

J

bj(Tjv,v;) = a(v,v;) YoeV, v eV,
bj(fjavj):<¢vu> VU]'GV}.

Show that v = IT;_jv+ (v —II;_1v) gives the unique decomposition
described in (7.2.4).
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Establish (7.2.9) by a direct calculation over the triangles of 7;_;.
Show that (referring to the notation in Lemma 7.2.12)

|0 = vrllzmzy S (1+ 1k /o)) ol
by using Lemma 4.9.1, Lemma 4.3.14 and a scaling argument.
Establish the discrete Young’s inequality in Lemma 7.2.15.
Carry out the details in the derivation of (7.3.4).
Prove the orthogonality relation (7.3.7).

Show that P;_P; = P;_; for the Ritz projection operators defined
by (7.3.5).

Use Poincaré’s inequality to show that || P1v||r2(0) < [v|a1(0)-

Let Q; : ﬁIl(Q) — V; be the L? orthogonal projection operator
and v; = Qv — Qj_1v for 1 < j < J (with Qov = 0). Show that
(cf. (Xu 1992) and (Bramble 1995)) ijl hj_2||vj||2L2(Q) ~ vl3n ()
for all v € V; and derive (7.3.8) for nonconvex domains.

Establish the decomposition in the proof of Lemma 7.4.17.

Use a direct calculation on the standard simplex and a homogeneity
(scaling) argument to establish (7.4.23).

Let B = Z}]=1 I jAj_lfjt- be the one-level additive Schwarz precondi-
tioner associated with an overlapping domain decomposition which
satisfies (7.4.3)—(7.4.6). Find an upper bound for k(BA},).

Let S =(0,1) x (0,1) and B = (0,1) x (0,9) where 0 < § < 1. Show
that
01728y < CollvllFnsy — Yve HY(S),

where the positive constant C' is independent of §. Use this estimate
and a scaling argument to establish the improved bound for the
two-level additive Schwarz preconditioner stated in (7.4.29) in the
case where the subdomains are squares.

Show that up; € V4 (£2;) and (7.5.17) is valid.

Show that the seminorm |- |g1/2(gpy is invariant under the addition
of a constant.

Let D be a bounded polygon. Prove that
lvll2op) < [vlm1/2(00)

for all v € H'/2(9D) satistying [, vds = 0.
(Hint: Use the expression
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/BD 02 (a)ds(z) = /BD [\8D|—1 /@D (v(x) — v(y))ds(y)rds(x)

and the Cauchy-Schwarz inequality.)

Let 0 =a9p < ay <--- < a, =1 be a quasi-uniform partition of the
unit interval I so that a; —aj_1 =~ p=1/nfor1<j<n,and L,
be the space of continuous functions on [0, 1] which are piecewise
linear with respect to this partition. Given any v € £,, we define
v € L, by

on(ag) = {g(“ﬂ‘)

Prove that |v.|gi2y < Cllvlgzgy + [vllpe] for all v € L,
where C' is a positive constant independent of p.
(Hint: Calculate the H'/2(I) seminorm of the function in £, which

equals v at ag (or a,) and vanishes at all the other a;’s.)

Following the notation in 7.x.25, show that

1
1 1
[ @ (34 155) do < co maibl~g,
for all v € £, such that v(0) = v(1) = 0, where C is a positive
constant independent of p.

(Hint: Break up the integral fol [v?(z)/z] dx at the point a;.)

Prove the norm equivalence in the proof of (7.5.31) and estimate
the terms involving ¢(x).

Let v € Vi, (E;) and E; ¢ 012;. Prove that v =0 on {2;.

Show that decomposition defined in the proof of Lemma 7.6.8 is the
unique decomposition of v € V;(I") with respect to the coarse grid
space Vy; and the edge spaces Vj,(E;) for 1 <1< L.

Prove the estimate (7.6.15). (Hint: Consult the proof of (7.4.13).)
Verify the assertion in (7.6.22).

Use an argument similar to the one in the proof of Lemma 7.5.20
to show that a function v € V},(I;) is completely determined by its
nodal values on I .

Show that if v € Vj,(I) and w € Vj,(§2; U Ij) agree on I, then
a;(v,v) < aj(w,w).

Let E be the common (open) edge of the subdomains {2; and 2 and
w be a P; finite element function defined on E such that w vanishes
at the endpoints of E. Let w; = w on E and w; = 0 on 042, \ E, and
let wy, = w on E and wy, = 0 on 9(2;; \ E. Show that [wi|g1/2(90,) ~
lwjlg1/2(90,)- (Hint: Consult the proof of Lemma 7.5.30.)
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7.x.35
7.x.36

7.x.37

7.x.38

7.x.39

7.x.40

7.x.41

7.x.42

7.x.43

Chapter 7. Additive Schwarz Preconditioners
Verify the assertion in (7.7.18).
Given any p € I, let w, € V3 (I") be defined by
_J1 if g =p,
wp(q){o if g€ I\ p.

Show that {w, : p € I',} is a basis of V3 ().

Given any p € I, let wy, € Vj,(I")" be defined by
_J1 if g =p,
<wp’wq>_{o if g € I, \ p,

where w, is defined in 7.x.36. Show that {w, : p € I',} is a basis of
Vi(I)'.

Let v € Vi(I') and Spv =3, apwp (cf. 7.x.37). Show that oy, =
a(v, vp), where vy, is the natural nodal basis function of V}, associated
with the node p. Discuss how Spv can be computed from the nodal
values of v on I7},.

Let v, € V/. Show that A;IluH is obtained by solving a discrete
Poisson equation on {2 associated with the coarse grid 7.

Let the (open) edge E; be the common edge of 2, and (2, and
vy € Vi(Ey). Show that Sgll/g is obtained by solving a discrete
Poisson equation on {2y, U {2, U Ey with the homogeneous Dirichlet
boundary condition. What is special about the right-hand side of
this discrete problem?

Let v; € V4(I;)'. Show that .SA'j_lz/j is obtained by solving a dis-
crete stabilized Poisson equation on 2;, with the Neumann (natural)
boundary condition on I'; and the homogeneous Dirichlet boundary
condition on 992; \ I'; = 0£2; N 912.

Show that the dimension of the coarse space Hy for the BDDC
preconditioner is |C| and that the matrix for the operator Sy can be
computed by parallel subdomain solves.

Let V; be the restriction of V3,(£2) to £2;. Given any vy € Hy, show

that
J J
> aj(vo,v0) < aj(vj,v;)
j=1 j=1

for any (vi,...,vy) € Vi X .-+ x V; that agrees with vy at C.



Chapter 8

Max—norm Estimates

The finite element approximation is essentially defined by a mean-square
projection of the gradient. Thus, it is natural that error estimates for the
gradient of the error directly follow in the L? norm. It is interesting to ask
whether such a gradient-projection would also be of optimal order in some
other norm, for example L°°. We prove here that this is the case. Although
of interest in their own right, such estimates are also crucial in establishing
the viability of approximations of nonlinear problems (Douglas & Dupont
1975) as we indicate in Sect. 8.7. Throughout this chapter, we assume that
the domain 2 C IR? is bounded and polyhedral.

8.1 Main Theorem

To begin with, we consider a variational problem with a variational form

a(u,v) :=

ov d ou
/}j 2 1) D () D bar) S (o) + bol)ul)o() da
7 7 i—1 7

3,j=1

whose leading term is coercive pointwise a.e.:

(8.1.1) Cale? < Za” r)6& V0#E€RY,  foraa. xe .

We also assume that the coefficients, a;; and b; are bounded on 2. For
simplicity, we consider only the Dirichlet problem, so let V = H'(£2). Re-
garding regularity of the variational problem, we assume that there is a
unique solution to

(8.1.2) a(u,v) = (f,v) YveV
which satisfies

(813) HUHWI?(_Q) < C”f”LP(Q)
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for 1 < p < p for some p > 1 to be chosen later. We also assume the same
regularity for the adjoint problem defined by

(8.1.2") a(v,u) = (f,v) YveV.

We will also make some independent assumptions on the regularity of the
coefficients, a;; and b;.

We consider spaces, V},, based on general elements, £, in two and three
dimensions. Let us assume, for simplicity, that the elements are conform-
ing, based on a quasi-uniform family of subdivisions, 7". We will utilize
weighted-norm techniques similar to those introduced in Sect. 0.8, follow-
ing very closely the arguments of (Rannacher & Scott 1982).

We introduce the family of weight functions

ou(2) = (lo — 2 + x20%)

depending on the parameter k > 1. It is easy to verify that, for any A € IR,

8.1.4 Mz)/ inf o <C
(8.1.4) Joax (21611; o (e)/ inf o (w)) <
(8.1.5) ||0§‘||Loo(m < Cmax {1, (kh)*}
(8.1.6) ‘Dgai(x)‘ <Co) Pl(z) Yzen vB

where the constant C' depends continuously on A and is independent of
z € 2 and h.
We introduce the notation

/Q...dx;: Z /de

TeTh

We assume that the finite element spaces, V;, C V, consist of piecewise
polynomials of degree less than k.« and have approximation order 2 <
k < kmax in the sense that there is an interpolant (or other projection onto
Vi) I" such that

/a; (¢ — M) dx+h2/ AV (v — ') [* da
(93 (9]

max

k
<Cc> h”/ oM Ve | de,
(8.1.7) r=k 70
/ o (¢ — M)’ dx+h2/ AV (v — ') [* da
(9] (9]

< Ch4/ oM Varp|? du,
2



8.1 Main Theorem 217

for any ¢ € H'(2) satisfying |, € H¥(r) for all 7 € 7", and such that
(8.1.8) Ver(Wnls) =0 YreT" Y, e Vi, Yk <7 < kmax,

where V; denotes the vector of all partial derivatives of order j and Vg,
denotes a vector of partial derivatives of order r depending on the element
used. Moreover, we assume an inverse estimate of the form

(8.1.9) /a§|vj¢h|2da; < Ciﬁj/ oM dr Vi € Vi, §> 1
(%} (9]

It is assumed that the constants C' in (8.1.7) and (8.1.9) depend continu-
ously on A. It is easily verified that the above assumptions hold for all the
elements studied in Chapter 3 (cf. exercise 8.x.6). For elements based on
triangles and tetrahedra, for which the displacement functions consist of all
polynomials of degree less than k, take V¢, = Vj, for » = k (and nothing
otherwise). For the tensor-product elements, we also have V¢ , to be null
unless r = k; for r = k one takes V¢ ;. to consist only of the derivatives D“
for c; = k for some ¢ (and a; = 0 for ¢ # j) (cf. Theorem 4.6.11). For the
serendipity elements, see Sect. 4.6 for possible choices of V¢ .
As usual, let up, € V3, solve

(8.1.10) a(up,v) = (f,v) Yv € V.

The main result of the chapter is the following.

(8.1.11) Theorem. Let the finite element spaces satisfy (8.1.7), (8.1.8) and
(8.1.9). We assume (8.1.1) holds, and that a;; and b; are all in L*°(2).
Suppose that d < 3, a;; € Wpl(Q) forp>2ifd=2andp>12/5ifd=3,
for alli,j = 1,...,d, and that (8.1.3) holds for p > d. Then there is an
ho > 0 and C < oo such that

lunllws (@) < Cllullyws (o)
for 0 < h < hg.

The theorem can also be proved with oo replaced by p, with 2 < p < 0o
(cf. exercise 8.x.1). The following corollary is easily derived (cf. exercise
8.x.2).

(8.1.12) Corollary. Under the assumptions of Theorem 8.1.11

lu = unllws 2y < CH* Hlullw (o)-

(8.1.13) Remark. We have not attempted to prove a result with minimal
smoothness requirements, but it is interesting to note that our regularity as-
sumption (8.1.3) with y > d implies that the solution, u, to (8.1.2) satisfies
u € WL (£2), and that this would not hold for u < d.
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The verification of (8.1.7) and (8.1.9) can be done for most of the ele-
ments studied in Chapters 3 and 4. The inverse estimate (8.1.9) follows from
Lemma 4.5.3 and (8.1.4) provided the mesh is quasi-uniform (cf. exercise
8.x.15). The bound (8.1.7) also follows from (8.1.4) in view of the results of
Sects. 4.4 and 4.6 for most simplicial and tensor-product elements (cf. ex-
ercise 8.x.16).

8.2 Reduction to Weighted Estimates
For z € K#, let 6% € C§°(K*) satisfy

max

(8.2.1) /Q(SZ(CC)P(”C) dx = P(z), VP &Py

HVIC&ZHLOO(Q) S Ckh_d_kv k= 07 17 )

where the constant Cj depends only on the triangulation and Vj denotes
the vector of all k-th order derivatives (see exercise 8.x.7).
Note that, by construction,

(8.2.2) v-Vu(z) = (v -Vv,6*) Yvel,

for any direction vector, v.
Define ¢g* € V' by solving the adjoint variational problem

a(v,g*) = (—v-Vé*,v) YveV.

Note that both 6% and ¢g* depend on h, but we suppress this to simplify the
notation. Let gi denote the finite element approximation to g,

a(v, gi) = (~v - V&% ,v) Vv € V.

Then the definitions of u, u, g° and gj, together with integration by parts,
yield
v-Vuy(z) = (v - Vup,§%) = (up, —v - V§7)
= a(uhvgz) = a(uhmglzl) = a(u7gi)
(8.2.3) = a(u,g%) — a(u,g° — g;)
= (—v-Vé*,u) —a(u,g" — g;)
= (6%, v-Vu) — a(u, g° — g7).

From Hoélder’s inequality, we have

la(9” = g, u)l < Cllg” = gillw o lullwy ()

<o [ ot v -l @) ([ o) Tl -
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Letting

Nl=

s2a) M= s ([ o (190 - gD + (07 - ") ao)

z€S2

we have
1

2
la(g® — gp,uw)| < CM,, (/Q o dm) lullys (0
< CMuA2(50) 2 [ullyy s (o) -

(8.2.5)

Thus, we need to show that the following holds.

(8.2.6) Lemma. For appropriate A > 0 and k sufficiently large, there is an
ho > 0 such that

swp [ o1 (IV (g7 = i)+ (6" — )7 do < OB

zE€N2
for all 0 < h < hg.

The proof will be given in a series of propositions in the next section.
As a corollary, we immediately obtain the following.

(8.2.7) Corollary. There is a C < oo and an hg > 0 such that
19" = gillwiay <C
for all 0 < h < hg.

In view of (8.2.3), we also have
(6%, v-Vu) — v -Vup(z) = alu—v,9° —g;) Yv €& V.

Applying Lemma 8.2.6, we prove the following localization result.

(8.2.8) Corollary. For A > 0 as in Lemma 8.2.6, there is a C < 0o and an
hg > 0 such that

(0%, Vu) — v - Vup(2)] < C inf (/ hroZ MV (u )|2da:>

veV)
for all 0 < h < hg and for all v.

This result says that v-Vuy,(2) is very close to an average of v-Vu near
z, with the difference bounded only by an approximation error (i.e., best
approximation). The error term is localized in the sense that h*o 9= (x) is
a type of smoothed Dirac -function which decays to zero for x away from
2, at least as fast as |z — z| 7.
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8.3 Proof of Lemma 8.2.6

We begin by proving a general estimate for the finite element error in
weighted norms. It is similar to those proved in Chapter 0, but slightly
more technical due to the particular nature of the weight, o, .

(8.3.1) Proposition. Suppose that d = 2 or 3 and (8.1.3) holds for some
> d. Let the finite element spaces satisfy (8.1.7), (8.1.8) and (8.1.9). Let
w solve (8.1.2) and wy, solve (8.1.10). For any A > 0 and k > 1, there is a
C < oo such that

/ oMY (w — wy)|? da < C(/ e A2 (w — wy)? da
Q Q
+/ gdtr=2 (w —Ihw)2 + gt |V (w —Ihw)|2 dm),
Q

for all z € 2 and all h.

Proof. Let e := w — wy, € := I"w — wy, and set ¢ = odT*&. Note that
a(e,v) =0 for all v € V3. From (8.1.1),

C’a/ ot M Vel? dx
Q

d+A e.e
S/ lop g aije e ; dr
2

ij

= a(e,ang)‘e) —/ Zai]‘e,ie (U‘ZH)‘) - dx
0% J

(8.3.2) - /Q Z bie 08 e + oot e? da
= a(e,a-g+>\(w _Ih’lU) +1/})
- / Z aije e (US‘H‘) j + Z bieyiag"’/\e + bOJtZi-i-/\eQ dx
02 ) -
1] i
= ale, 0w — T"w)) + ale, v — T"¢)

—/ g ajje ;e (G‘ZH)‘) ; + E bieJcrng)‘e—Fboa;H)‘ez dx
2755 ' i

where v ; denotes the partial derivative with respect to the j-th coordinate.
The last two terms in (8.3.2) may be estimated as follows:

‘/ E ajje ;e (J;H)‘) ; + g bieviJ‘ZH)‘e + b00'5+)\€2 dx
25 R

< C/ |Ve||e| 0@t~ 4 gdF2e2 da (by 8.1.5 and 8.1.6)
Q
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<C (/ ag+)‘|V62daj> (/ odtA=2e2 dx)
7} Q

+C [ odtre?dx (Schwarz’ inequality)
2

< %/ U‘Zi+)‘|Ve|2da§+C’/ odtA2e2 4z, (by 8.1.5 and 0.9.5)
9] 9]

Similarly, the first term in (8.3.2) may be estimated:

la(e,0f A (w — T"w))]

< C/ Vel (af“‘ ’V (w —Ihw)’ + gdtA-L ‘w —Ihw’) dx
Q

+ C/ le|lodt jw — T"w]| dx (by 8.1.5 and 8.1.6)
7

IN

C </ o (| Vel + €?) dx) (Schwarz’ inequality and 8.1.5)
7

Nl

X </ gd+tA=2 (w fIhw)Q + gt ’V (w fIhw)f d:c)

Q
Ca
< —
4
+ C'/ odtA=2 (w —Ihw)2 + gt ’V (w —Ihw) ’2 dzx.

Q

/ o (|Vel]* + €?) da (by 0.9.5)
o

The second term in (8.3.2) may be estimated similarly:

|a(e, vy — ")
< O/Q|ve|(|v(¢—zh¢)|+|¢—Ih¢y)+|e||¢—zhw| dz

1
2

C (/ ot (|Vel? + €?) dx) (Schwarz’ inequality)
2

IN

1
2

: (/Q o (IV (@ =T + (v - ')’ d“")
< &/ o (Ve + €?) dx
2

=
+C/ o M|V (0 =T ) [P+ (6 - T")°) de. (by 0.95)
2

Inserting these estimates in (8.3.2) and using (8.1.5) yields
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%/ oM Vel da < C(/ o262 dy
4 Jo 2
—d—A hoy |2 h,\2
(8.3.3) +/Qaz (IV(@=7")]" + (0= 7"0)") dx
+/ odtA=2 (w - Ihw)2 + gt |V (w - Ihw) |2 da:).
Q
We see that

/Qa;d—* (]v (¢ — ") |* + (v —Ih¢)2) da

< Z R 2/ o, NV ) da (from 8.1.7)
Kmax

< CY KT 22/ HA209|v6? da (from 8.1.8 & 8.1.6)
r=k
Kkmax 7—1

< CZ Zh% 2= 2/ od+A2r=9)g2 gy (from 8.1.9)
r=k j=0

< C/ odtA262 . (from 8.1.5)
2

Substituting this into (8.3.3) completes the proof of Proposition 8.3.1.

We note that the previous estimate may be written
(8.3.4) / o, MV (v — M) |2 dr < C/ o, A 22 d.
Q 0

Such an estimate is often called a superapproximation estimate (cf. Nitsche
& Schatz 1974) since the right hand side involves a weaker norm (and no
negative power of h). O

To estimate the term involving (w — wy)? on the right-hand side of
(8.3.1), we use the following.

(8.3.5) Pr0p051t10n Suppose that d = 2 or 3, (8.1.3) holds for p > d and
0<A<2(1— ;) Let the finite element spaces satisfy (8.1.7), (8.1.8) and

(8.1.9). Let w solve (8.1.2) and wy, solve (8.1.10). Let € > 0. There is a
K1 < oo such that

/ e A2 (w —wy)? da < 6/ eV (w — wy)|? da
o) o)

for all kK > k1 and all h.

Proof. We use a duality argument. Let v € V solve
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(8.3.6) a(p,v) = (63T "2e ) Vo € V.
Thus,
/ oA 2e2 dx = a(e,v) (8.3.6 with ¢ =€)
e
= a(e,v — T"v) (8.1.2 & 8.1.10)
<C (/ ot (| Vel + €2) da:) (Schwarz’ inequality)
7
x (/ M|V (0 =T [+ (0 - 7)) dx)
2
< e/ od A (|Ve|* + €?) dx (by 0.9.5)
Q

+ g/ o 4 <|V (v —Ihv)|2 + (v —Ihv)Q) dz
2

€
d+X 2, .2 Ch? —d—X 2
<e | oM (Ve +€) de+ — [ o Vav|?dz.  (by 8.1.7)
Q € Jo
In the next section, we will prove the following.

(8.3.7) Lemma. Suppose that d = 2 or 3, (8.1.3) holds for p > d and A
satisfies 0 < A < 2(1 — %) Then the solution to

a(g,v) = (f,0) Vo€V,
for f e ﬁl(Q), satisfies

/U_d_’\|V2v|2dx§C/\_1C_2/ oMV f12 da
2 2

where .
o(z) = (lz —a"? +¢?)?

and x° € 2 is arbitrary.

d+X—2
z

/ o, MV de < C)\il(lih)72/ gd=d=2 v (UgH)‘*Qe)’Q dx
2 [0}

< CX Y kh) 72 (/ J‘Zi+’\|Ve\2dx+/ gdtA=2e2 dx).
7 2

Applying Lemma 8.3.7 with f = o e, we find

Therefore,

/ odtAT2e2 4y < e/ odtA (|Ve|* + €?) da
o) fo)

C
+ 1 (/ ot Vel? dx +/ gdtA=2¢2 dx).
AER 0 0
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For any fixed € and A, we can pick k; large enough that
(8.3.8) / odtA=2e2 4y < 26/ oA\ Ve|? da
0 Q
for all K > k1. Renaming e completes the proof of (8.3.5). ]

Combining the two Propositions shows that the Galerkin projection
onto finite element spaces is quasi-optimal in certain weighted spaces.

(8.3.9) Theorem. Suppose that d = 2 or 3, (8.1.3) holds for u > d and
0<A<2(1- %) Let the finite element spaces satisfy (8.1.7), (8.1.8) and
(8.1.9). Let w solve (8.1.2) and wy, solve (8.1.10). Then
/ oV (w — wp) P+ 02 (w — wy)? da
Q
< C/ o2 (w — Ihw)2 + gd A |V (w — ") ‘2 dx
Q
for all z € £2.

To complete the proof of (8.2.6), we apply Theorem 8.3.9 to w = ¢*.
Thus, we need to show that

(8.3.10) / o MVag% |2 de < ORA 2.
Q

This is a consequence of the following a priori estimate.

(8.3.11) Lemma. Suppose that d < 3, 0 < A < 1, and a;5 € Wpl(Q) for
p>2ifd=2andp >12/5ifd =3, for alli,j =1,...,d. Suppose that
(8.1.3) holds for p > %. Then the solution to

a(p,v) = (v-Vf,¢) VeV,
for f € ﬁ[l(Q), satisfies

/{)Jd+)‘|V2v|2dx§ C/Qad“|Vf|2dx+CC‘2/QJd+/\f2dm

where o is the weight defined in (8.3.7).

8.4 Proofs of Lemmas 8.3.7 and 8.3.11

We begin with Lemma 8.3.7. We have
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/ o~ Vau | da
o

1/p'
< </ o~ (d+p d:z:) ||V2v||izp(9) (Holder’s inequality)
2
< Q¢TiTAd/p ||U||%/v22‘p(9)
= OCM 7ol (o)
< CC_A_d/p”fHQsz(Q) (by 8.1.3)
< CC_’\_d/p||Vf||izpd/<d+zp>(m. (exercise 8.x.12)

Provided that p < d/(d — 2) then 2pd/(d + 2p) < 2 so that we may again
apply Holder’s inequality, with ¢ = (d + 2p)/pd to bound

2 2 —(4—d—)) 4—d—x 2
IV iy = [ 1VFFda= [ =52 (520 117) o

</ o (A=d=NT dx) ’ </ J4d)\|Vf|2dx> '
2 2

(/ P = dm) ' (/ 04_d_’\|Vf2da:> "
I7) o

Using the definition of o, we have

IN

q—1
(/ o da:) < ¢ Umd D
2

_ C«C—2+A+d/p

provided p > d/(2—A\). Because of our assumption on A, d/(2—X\) < p, so we
can pick p satisfying the above constraints. Combining previous estimates,
we prove Lemma 8.3.7.

Now consider Lemma 8.3.11. Expanding the expression Vo (O‘(d+/\)/2v),
we find

(8.4.1) o Vyof? < ‘Vz (o+/20) ‘2 +C (A2 T|? 4 oA 1y2)

In order to use (8.1.3), we consider the equation satisfied by o(?+})/2y:
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d
a((b, o(d+)‘)/2v) = a(U(d+)‘)/2¢>U) + (zjzz:l aij‘bﬂ' (U((H)\)/Q)J’ U)
J d
_ (Z a; ( (d+X) /2) iy ¢) (Z ( (d+>\)/2)’iv,¢)
i,j=1 i=1
d
= a(c"N2¢ v) — (”2_:1 (az5 (0(d+A)/2),jv),i’¢)
4 d
_ (Z a; ( (d+)) /2) “qs) (Z z( (CH/\)/Q),@‘”’QS)
i,j=1 =1
d
— (- Vf7o(d+/\)/2¢) _ (Z (aij (J(d+A)/2)7jv)7i,¢)
ij=1
d d
B (Z as; (O_(d+>\)/2)’j,u’i7¢) _ (Z b, (O(d“)h),iv@)
ij=1 =1
= (F,9),

where the second step is integration by parts and F' is defined by

F=o(@N/2, .y _ Z (d+>\)/2)jv)i

)

1,j=1

— aij (U(d+)‘)/2) Vi — bZ (U(d+k)/2) V.
2] ,2

Therefore, ( fo |V2( (d+X)/2 )| dx) is bounded by a constant times
[F[l12(0)- Integrating (8.4.1) and using (8.1.6), we thus find

/ad+>‘|V20\2daj§ C’(/ od+)‘|Vf|2dx—|—/ o2\ V|2 da
7} o) Q

—I—/ d+i—4 2da:> /A(JZ)QO'CH_)\_QUQ dx
1?) 0

where A(z) = max;; |a;j;(x)|. To bound the last integral, we apply Holder’s
and Sobolev’s (exercise 8.x.12) inequalities:

1/r o
/A(m)2 d+A=2,2 g0 < (/ Az)?" dm) (/ ‘o(d+>\—2)/2v‘ dx)
Q Q o)
1/r 2
< </ A(x)2rdx> /’V (U(d+>\—2)/2v)‘ i
Q Q

1/r’
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provided that ' < 2d/d — 2 (' < oo if d = 2). Thus, we may take r > 1
ifd=2orr>2d/(d+2) for d > 3. We therefore require A € LP({2) for
p>2ifd=2andp>4d/(d+2) for d > 3. It is interesting to note that
p > 4d/(d + 2) does not necessarily imply that p > d, the condition for
continuity of the coefficients, a;j;, for d > 3. Expanding the last term and
inserting the resulting estimate in the previous one yields

/ad+>‘|V2v\2dm§ C’(/ ad+)‘|Vf|2da:+/ o272V dx
7} o) Q

—|—/ oA 42 4z |.
I7)

Recalling (8.3.2) and using the convention that vy = v we have

d
C’a/ U‘Zi+)‘72|Vv|2dx§/ odtA=2 E a;jv v de
0] 2

ij*l
= a(v,0?™ 2y / Z a;jv v (o2t 2) ,
3,j=1
d
+ Z bivﬂ‘vagH‘*z dx
i=0
(8.4.2) — (V~Vf,o'g+)‘ 2 / Z aiv, ( gdHA= 2) ‘
4,j=1
d
+ Z bivyivag“‘_z dx
i=0
T - [ S a e,
,j=1
d
+ Z biv7ivag+)‘_2 dx.
i=0

Estimating as before (see 8.x.9), we find

(8.4.3) / o TA2 | V|2 dx < C’(/ oAV da —|—/ gdtA=4y2 dx).
Q fo) o)

Hoélder’s inequality implies that

1/P' 1/P
/ dHA=42 g < (/ S dTA—4) P/ d:c) (/ 2P dx)
17 17 17

1/P
< OcldrA—d+a/P’ (/ 2P da:)
2
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provided that P’ > d/(4 — A — d). The proof is completed by a duality
argument.
Let w solve (8.1.2) with right-hand-side given by sign(v)|v|>?~1. Then

Hv”L?P Q) = = (sign(v)[v]*" 71, v) = a(w,v) (definition of w)
= (v-Vf,w) (definition of v)
= —(f,v-Vuw) (integration by parts)
< o) (Holder’s inequality)
< C’||fHLT(Q)||w||W22P/2P (@) (Sobolev’s inequality 4.x.11)
< C||fHLr(Q)H|U|2P 1“L2P/2P—1(Q) (by 8.1.3)

2P—1
= C”fHLT(_Q)Hv”L2P(Q)
so that
||U||L2P(rz) < CHf”LT(Q)'
Sobolev’s inequality requires that

L_2p-1 1 _ 1 1

P 2P d 2P d
so that r = 2Pd/(2P + d). The condition P’ > d/(4 — A — d) translates to

_ 2d
2d — 2+ X’

Note that we must have 2P/(2P — 1) = (1 — 1/r 4+ 1/d)"" < p in order to
apply (8.1.3). This condition, which translates to

>11+1_1
pod)

becomes vacuous if g > d. If > 4 /\, then there is an open interval of r’s
that can satisfy both conditions. Therefore, Holder’s inequality implies

/ d+X—4 2d!L‘ < CCQd(l—f)-&-)\ 2||fHL7
0

2—r

S C<2d(1*%)+>\*2/ O_(zi+)\f2 dr (/ O_z—(d-‘r)\)ﬁ dl’) -
2 2

< CCQd(l—%)-&-)\—Z/ A 2 g (CC—(d+A)+d2;T)
(9]

<Cc¢? / oA f2 da.
(7]

Substituting this into an earlier expression completes the proof of Lemma
8.3.11. O
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(8.4.4) Remark. The proofs of the lemmas use Holder’s inequality repeatedly
with what may appear to be “magic” indices at first reading. This technique
of proof might be called “index engineering.” There is a basic scientific
principle underlying the inequalities that indicates whether the approach
will work or not. For example, in (8.3.7), both sides of the expression have
the same “units.” The weight o has the units of length (L) and |Vau| is
essentially like f. Suppose that f has units F. Then the left-hand side has
units of L~*F? since dz has units of L?. The units of |V f|? are L=2F2,
because differentiation involves dividing by a length. Noting that ¢ has
units of L completes the verification. This comparison can be seen more
precisely if we scale the x variable by L, and compare the powers of L on
each side (they will be equal, cf. exercise 8.x.10).

8.5 LP Estimates (Regular Coefficients)

The proof that Theorem 8.1.11 holds with p finite, at least for 2 < p < oo,
is given in exercise 8.x.1. Such an estimate can be extended by the following
duality argument for 1 < p < 2. Let a;; € CY(£2). From (Simader 1972),
we have (for J + 1 =1)

1 a(up,v
C ||Uh||W1;(Q) < sup M

+ llunll oo
0£vEW (£2) ”UHW;(Q) 9

_ s M)

+ lunll oo
0£vEWL(R2) ||'U||qu(9) e

_ sup a(u, vp)

+ llunll ooy »
0F#veW () ||”||qu(9) )

where vy, represents the projection of v with respect to a(-,-). Applying
exercise 8.x.1 and Holder’s inequality, we find

lunllws ) < € (lellwy o+ lenll oo ) -

A bound for [[upl|ps (g can be obtained easily by duality, modifying the
proof of Theorem 5.4.8 only slightly. Consider the variational problem: find
w € V such that

(8.5.1) a(v,w) = (f,v) YveV.
This has the property that for 1 < ¢ < oo

(8.5.2) ||wHqu(_Q) <C ”f”Lq(_Q)

as follows from (8.1.3), provided p > d (see exercise 8.x.14):
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lwllw o) SCllwllyz o) (Sobolev’s inequality 4.x.11)
<Clfll o (by 8.1.3)
<Clflzae - (Holder’s inequality)

Applying this to f = \uh|p71 sign(up,) and with % + ; =1 we find
||uh||IL’p(Q) = a(up,w) (from 8.5.1)
= a(up, wp) (wp, Galerkin projection of w)
= a(u,wy) (up, Galerkin projection of u)
<C ||u||W;(Q) lwnllw (o) (Holder’s inequality)

P

<C ||u||W£(Q) ||w||W;/(Q) (exercise 8.x.1)

< C lully o) H|uh|1’—1 sign(uh)H (from 8.5.2)

L¥' (£2)
-1
=C HUHVV;(Q) ||Uh||§p(g) .

Therefore,
||uh||LP(Q) SCHU’HWI}(Q) Vl <p§OO

as the case 2 < p < oo was treated earlier. Combining previous estimates
proves the following.

(8.5.3) Theorem. Under the conditions of Theorem 8.1.11 and assuming
ai; € C°(92), there is an hg > 0 and C < oo such that

||UhHWp1(Q) < C”“prl(g) Vli<p<oo

for 0 < h < hg.

Of course, it follows that

(8.5.4) [lw — uh||Wp1(Q) < C’vienéh [l — v”Wz}(Q) V1i<p<oo

by applying the previous result to u; — v and using the triangle inequality
(cf. exercise 8.x.2). We leave to the reader (exercise 8.x.13) the proof of the
following using duality techniques:

(8.5.5) [ = unll Lo (o) < Chllu = unllw: (o) V' <p<oo

for 0 < h < hg, where % + ﬁ =1 (cf. (8.1.3)).
The case p = oo is special due, in part, to the lack of regularity in
(8.1.3) for p = 1. The best order of approximation by piecewise linears, at

least in two dimensions (Scott 1976 and Haverkamp 1984), is

l|u— UhHLoo(Q) < Ch[log hl [lu — Uh||wolo(rz) :
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For higher-degree approximation, one can show (Scott 1976) that
[ = unll poo () < Chllu = unllyws (o) -

Rather than derive more LP estimates in the case of regular coefficients,
we now show that some estimates can be derived for very rough coeflicients.

8.6 LP Estimates (Irregular Coefficients)

The estimates in the previous section were based on the results from earlier
sections which yielded estimates for the gradient of the error in maximum
norm. In particular, it was necessary to assume some conditions on the
coeflicients in the bilinear form that might not always hold. In this section
we give a more general result. For simplicity, we restrict to the symmetric
case, that is, we assume that

(8.6.1) alu,v) /Z 6% )g;;(x)dx

i,j=1

but we only assume that a;; are bounded, measurable coeflicients.

(8.6.2) Proposition. Suppose that a(-,-) is as given in (8.6.1), where a;;
are bounded, measurable coefficients such that (8.1.1) holds. Then there are
constants o« < 00, hg > 0 and € > 0 such that for all 0 < h < hg and
up € Vy,

alUp, Up
unlwi) < @  sup g’
P 0#v, €Vhy, |vh|qu(Q)

whenever |2 — p| < e, where q is the dual index to p, % + % =1.

Before proving this result, let us relate it to estimates for the finite
element projection. Let Ppu be the projection with respect to the bilinear
form a(u,v) of an element u € V onto Vj, i.e., Pyu is the unique element
of V;, which satisfies

a(u — Ppu,v) =0 YoveV,.
(8.6.3) Corollary. Under the assumptions of Proposition 8.6.2, the projection

Py, is stable in WZ}(Q), i.e., there is a positive constant C, independent of
h and u, such that

[Prullws ) < C llullwioy, [2-pl<e

This follows from Proposition 8.6.2 because
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||PhuHW1}(Q) <C |Phu|W1}(Q) (Poincaré’s inequality 5.3.5)
P
<C sup a(Phu, vn) (by 8.6.2)
0F£vn EVy ”h|qu(rz)
=C sup _aluvn) (definition of Py)
0#vnEVh vh\wa(n)
<C |ulya(g) - (Holder’s inequality)

For simplicity, we use the following definitions for the remainder of the
proof. Define the L? norm on vector (d component) functions, F, via

1/p
Il ooy = ( / |F<x>|ﬂdx>

where |F(z)| denotes the Euclidean length of F(x). Note that with this def-
inition of vector norm, Holder’s inequality takes a convenient form, namely

/Q F(z) - G(z)dx

1 1
S HF”LP(Q)dHG”Lq(Q)d where 5 =+ 5 =1.

We also use the following definition of Sobolev semi-norm which is equiva-
lent with our earlier Definition 1.3.7, namely

|U|W,}(Q) = ||vv||LP(Q)d'

The proof of Proposition 8.6.2 is based on the ideas of (Meyers 1963).
First, we establish the corresponding inequality in the case that the bilinear

form in question is much simpler. Consider the projection Py : V. — V},
defined by

(V(Pru—u),Vup) = 0 Yo, € Vp,

where (-,-) denotes the vector-L? inner-product on §2. The results in the
previous section imply that

(8.6.4) |P;U|W;(Q) <C* |u|W;(Q) , l<p<oo.

From (Simader 1972) or (Meyers 1963) we have

Vw,V o
(8.6.5) Wiy < sup w0, Vo) -y W),
’ orvervi@) [Vlwi@)
where the constant ¢, was observed to be log-convex (hence continuous) as
a function of 1/p by (Meyers 1963). Obviously, ¢ = 1. Thus,
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Vup,
<o sup  Yum VY
ovewi (@) [Ulwie)

Vuy, VP!
¢p  sup (Vun, VB v)
0AVEWL(2) |U|qu(.(2)
(Vup, VPiv)

|uh|W;(Q)

(8.6.6)

< ¢,Cp,  sup »
0#£VEW L (£2) |PhU‘qu(Q)
Vup, V
= ¢,C, sup (Vun, Von)
0#vn €V |Uh|wq1(9)
for all 1 < p < 0o, where
|P}f”|W1(Q)
L || ; _ P *
Cp = ||Ph||wzg(_o)_>wg(g) = sup - =

0£VEW L (2) |U|W;(Q)

Obviously, Cy = 1. We now wish to show that C), = ||P,’:||WZ}(
continuous as a function of p, uniformly in hA.

We view P} as inducing a mapping, P; : Vu — Vuy, of LP(£2)? to
itself. More precisely, given F € LP(2)%, let uy,(F) € V}, solve

2)—W}(2) is

<Vuh,Vvh> = <F,V7)h> Yoy € V.
Then Pj (F) := Vuy,. Similarly, we can let u € W;(Q) solve
(Vu, Vo) = (F,Vv) Yoe W}(1),

and we have

Vu, Vv
|u|WI}(Q) < ¢  sup <||> (by 8.6.5)
oveW(2) VIwl(n)
F.V
= ¢ sup (F, Vo) (definition of u)
0£vVEWL(R2) |U|qu(n)
< lF(l o) (Holder’s inequality)

Therefore,
IPrE Lo ys < CTplFl o (ya -

Using operator interpolation (see Chapter 14), we conclude that for
P>2
* * 6
IPhE120)e,07 (21, < (CTcp) IFlL2(0)a, 1P (2)a,-

Whether using the real interpolation method (with appropriate second in-
dex) or the complex interpolation method (Bergh & Lofstrom 1976),
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O L P
< ||F||[L2(Q)d7LP(Q)d]8
< C(p)”F”Lz’(l—eHPe(_Q)d

where ¢(2) = 1 and ¢(p) is a smooth function of p near p = 2. Therefore,
* * 0
125 s ()1 ) < €®)* (CTep)”, p=2(1—0)+ P

A similar inequality holds for P < 2. By taking 6 small, we can make
(C*cp)? as close to one as we like. Thus, for all § > 0 there exists e > 0
such that

(B67)  funlyyy < (1+0) sup UV gy o

0£vp EVi |’Uh|wa(rz)

where % +1 =1 and ¢ and € are independent of h
We now consider the general case via a perturbation argument. Let M
be a constant such that

d
(8.6.8) > ()68 < M[¢)* for almost all € 2.

i,j=1

Define a bilinear form B : W} (£2) x W, (2) — IR by

B(u,v) = (Vu,Vv) — %a(u, v),

d
Ou Ov

ij=1

It follows from (8.1.1) and (8.6.8) that the eigenvalues of (B;;(x)) are in
[0,1— %] for almost all x € 2 (see exercise 8.x.17). Note that C,/M < 1.
Therefore, exercise 8.x.17 and Hoélder’s inequality imply that

1B, )] s(l—f;) | IVu@) [92o)] do

8.6.9
<|l1l—-— |u|WI}(Q) |U“";(Q) .

Using the identity
(Vu,Vv) = B(u,v) + %a(u,v),

together with estimates (8.6.7) and (8.6.9) yields

( : (1 Ca)) [unl < sup a(tn, on)
- (1 & . < _a{Un, Vh)
1+4 M oD =M opu,ev, AT
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Let § = (M — C,) /(M — C,) and choose € to be as given in (8.6.7) for
this choice of §. This completes the proof of Proposition 8.6.2. Note that €
and « depend only on the constants C, in (8.1.1), C* in (8.6.4) and M in
(8.6.8). O

8.7 A Nonlinear Example

We consider a very simple model problem in two dimensions to show how
the refined estimates of the previous section can obtain basic existence
results for nonlinear problems. Let

(8.7.1) a(u,v;w) = /Q A(w)Vu - Vv dz

where the function A : IR — IR satisfies
(8.7.2) 0<C,<A(s) VseR.

Further, we assume only that A(-) is bounded on bounded subsets of IR.
We seek u such that

(8.7.3) a(u,v;u) =F(v) YveV

with, say, V = H'(£2).

Note that a(u,u;u) is not actually defined for arbitrary v € H'({2),
so the variational formulation of such a problem requires some elaboration.
We will not dwell on such issues, but instead we simply show how one can
insure the existence of a solution to the discrete problem

(8.7.4) a(up,v;up) = F(v) YveV,

under suitable conditions. Let

(8.7.5) VP = {v Vi ol < K}

for a given K > 0. Define the simple iteration map, Ty, : Vj, — V}, via
(8.7.6) a(Thup,viup) = F(v) Yv € V.

This is always well defined, since uy, € V}, implies A(uy) € L*>(£2).

(8.7.7) Theorem. Suppose that A is bounded on bounded sets and (8.7.2)
holds. There ezists K > 0, p > 2, hg > 0 and § > 0 such that for any F
such that ||F||W;1 < 8, Ty, maps V,*P into itself for all 0 < h < hy.

Proof. For any u; € VhK’p , A(up) satisfies the conditions of Proposition
8.6.2 with the constant in (8.6.8) bounded by
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(8.7.8) M =sup{A(s) : |s| < ¢, K}
where ¢, is the constant in Sobolev’s inequality:
[0l oo () < o lVlwaa) Vo€ W, (£2)
because v € VhK’p implies [[v]| () < ¢ K and hence [|A(v)| p(q) < M.

For sufficiently small K (e.g., K = C/cp) there is a p > 2 such that the
inequality in Proposition 8.6.2 holds. Then

a(Thup,vp;un)

[ Thunllywr (o) < o sup (from 8.6.2)
’ 0F£vnEVS |Uh|wq1(9)
F
= a sup _Flon)
0£vn €V |Uh\wq1(n)
< C“F”W;l'
Choose § = K/C. ]

(8.7.9) Corollary. Suppose A is continuous and (8.7.2) holds. Let K > 0,
p>2, hog >0 and § > 0 be as in Theorem 8.7.7. For ||FHW;1 <4, (8.74)

has a solution up which satisfies
<K
||Uh||W;(Q) =

for 0 < h < hyg.
Proof. Apply the Brouwer fixed-point theorem (cf. Dugundji 1966). O

Not only does the corollary guarantee a solution to the discrete problem
which remains uniformly bounded as h — 0, it also provides a stability
result because the family of problems (8.7.4) are all uniformly continuous
(and coercive) independent of h. This allows us to establish convergence
estimates as follows:

alu — up,v;up) = alu,v;up) — F(v) (from 8.7.4)

= a(u,v;up) — alu,v;u) (from 8.7.3)

/ (A(w) — A(un) V- Vo da
(9]

for any v € Vj,. Assuming u € W, (£2) and A € WL (I) for any bounded
interval I C IR, we find for any v € V},

alu—up,u —up;up) = alu —up,u —v;up) + alu — up, v — up; up)
= a(u —up,u —v;up) + / (A(u) — A(up)) Vu - V (v — up,) de
fo)

< MHU*UhHHl(Q) ||U*U||H1(Q) (from 8.7.8)
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+/ |[A(u) — A(up)| |[Vu - V (v — up)| de
2
< M lu—unll g o) lu = vl gra
il i [ = unl [V (0 = w)| do
2

< M flu—=unll o) llw = vl g o

Al () lw = wnl Vulll 2 [0 = unll g1 o)

IN

M Hu — UhHHl(Q) ||u - UHHl((Z)

Al () e = unll Lo ||UHWPI(Q) v —unll g0

IN

lu = unll g1 () (M lw = vl 1) (Sobolev’s inequality 4.x.11)

+ Al el gy 10 = wnll i )

where I = [0, max{M, [|u[| .« 0)}], ¢ = 2p/(p—2) and we have used Hélder’s
inequality repeatedly. Therefore,

1
=l gy < (M lu =l
(8.7.10) 0 =Ca @

+ &l Al oy lellwy ey I = unllios ey )
From the triangle inequality, we find

M
A=l =unllgre) < { & +7 ) lu =2l

where ,
v = é||A||W;(1) [ullws e -
Thus, if v < 1 we obtain a result similar to Ced’s Theorem:

M +~C,

8.7.11 — 1 < —=—
( ) [u uhHH (2) = (1—7)Ca

Using only slightly more complicated techniques than used above (cf. Mey-
ers 1963, Douglas & Dupont 1975), one can show the existence of a solution
u € W}(£2) to (8.7.3) under the conditions of Theorem 8.7.7 for sufficiently

small 6 > 0, using a map 7" : WZ}(Q) — WI}(Q) defined by
a(Tu,v;u) = F(v) Yve qu((l)

Such a result follows more simply from the fact that both T" and T}, are
Lipschitz continuous, provided A is Lipschitz continuous.

We show that T}, is Lipschitz continuous, as this also demonstrates
both the uniqueness of the solution and the convergence of the fixed point
iteration,
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(8.7.12) up ™= Tyl

to up as n — oo. For v,w, ¢ € V,,, we find using the techniques leading to
(8.7.10) that

la(Tho—Tyw, ¢ v)] = \ [ 4w) — A) VT Voo
o
< Sl Allwa 0.0 10 = 0l ) 1Twollws @) 19111 () -
Choosing ¢ = Tpv — Thw yields

C;||A||Wgc(o,M)K
C, [|w — U||H1(Q)

(8.7.13) [Thv = Thwll g (o) <

for all v,w € VhK’p . A similar result can be proved for T. Note that K
can be made arbitrarily small by choosing § appropriately. We collect these
results in the following.

(8.7.14) Theorem. Suppose that A is Lipschitz continuous and (8.7.2) holds.
There exist 6 > 0, hg > 0 and p > 2 such that (8.7.3) and (8.7.4), for all
0 < h < hg, have unique solutions for arbitrary F such that ||F|,-» < 0.
Moreover, up, can be approximated to arbitrary accuracy via the sz?mple it-
eration (8.7.12), which involves solving only linear equations at each step.
Finally, the error uw — wy, satisfies (8.7.11).

Using more sophisticated techniques and further assumptions on the
coefficient A, (Douglas & Dupont 1975) prove stronger results of a global
character and consider more efficient iterative techniques such as Newton’s
method. For another application of the results of the previous section to a
different type of nonlinear problem, see (Saavedra & Scott 1991).

8.x Exercises

8.x.1 Prove Theorem 8.1.11 with oo replaced by p, for 2 < p < co. (Hint:
use Holder’s inequality in such a way to leave a weighted LP norm
of Vu in (8.2.5), integrate the p-th power of (8.2.3) and then apply
Fubini, cf. Rannacher & Scott 1982.)

8.x.2 Prove (8.1.12). (Hint: write v —uj, = u—Z"u+ (Z"u—uy) and apply
(8.1.11) to Z"u — u playing the role of u.)

)
8.x.3 Prove (8.1.4). How does the constant depend on x and h?
8.x.4 Prove (8.1.5

.5). How does the constant depend on x and h?



8.x.5

8.x.6

8.x.7

8.x.8
8.x.9

8.x.10

8.x.11

8.x.12

8.x.13

8.x.14

8.x.15

8.x.16
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Prove (8.1.6). How does the constant depend on x and h? (Hint:
consider first the case A = 1 and then use induction.)

Prove (8.1.7). How does the constant depend on « and h? (Hint: use
(8.1.4).)

Prove (8.2.1). How does the constant depend on k? (Hint: see (Scott
1976).)

Prove that (8.3.10) follows from Lemma 8.3.11. (Hint: use (8.1.5).)

Derive (8.4.3) from (8.4.2) in detail. (Hint: use Schwarz’ inequality
and 0.9.5, splitting the weight functions appropriately.)

Do the change of variables suggested in Remark (8.4.4) and verify
that the powers of L on each side of the inequality are the same.

Prove Sobolev’s embedding Wi(£2) C L%(£2) in two dimensions.
(Hint: write

1 ou 2 Ou
u(xl,acg)Q :/ a—xl(t,xg) dt/ a—m(azl,s) ds,

integrate with respect to x and use Fubini.)

Prove Sobolev’s inequality [|ul|;, ) < ¢ ||uHqu(Q) for u € W, (£2),
where 1 +% = %, in two dimensions. How does ¢, behave as p — oco?
(Hint: write

2

2
P . p/2 p/2
||U||Lp(n) = HM HL2(Q) =0 HM HW}(Q)

using exercise 8.x.11. Expand V (|u|p/2) and apply Holder’s inequal-
ity.)
Prove (8.5.5) under the conditions of Theorem 8.1.11. (Hint: solve

(8.5.1) with f = |u — up|"~ " sign(u — uy) and follow the subsequent
estimates.)

What value for r should be chosen in the proof of (8.5.2)7 (Hint: let
¢ and r be related by Sobolev’s inequality 4.x.11.)

Prove (8.1.7) for Lagrange, Hermite and Argyris elements in two
and three dimensions on a quasi-uniform family of triangulations
and for tensor-product and serendipity elements on a quasi-uniform
rectangular subdivision. (Hint: see the proof of Theorem 4.4.20 and
use (8.1.4).)

Prove (8.1.9) for all the piecewise-polynomial finite-elements intro-
duced in Chapter 3 on a quasi-uniform subdivision. (Hint: see the
proof of Theorem 4.5.11 and use (8.1.4).)
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8.x.17

8.x.18

8.x.19

8.x.20

Chapter 8. Max—norm Estimates

Let A = (a;5) be a d x d symmetric matrix such that

d
Cal€? < Y ai;&i&; < M¢)* V6 € R

i,7=1

where C, > 0. Prove that AX = AX for some vector X # 0 implies
C, < X < M. Moreover, show that C, (resp. M) can be taken to be
the minimum (resp. maximum) of such A. Finally, show that

d
> aygiv; < MIEJ[v] V€, v e RY

ij=1

Prove Theorem 8.1.11 for the adjoint problem (8.1.2), with u;, de-
fined by a(v,up) = (f,v) for v € V. (Hint: consider the case when

d d
ou Ov ov
a(u,v) = /Q i JEZI aij@Tm@Tzrj + ;:1 biua—xi + bouv dx

and make appropriate changes to the arguments.)

Suppose G}, € V}, is the discrete Green’s function defined by
a(Gi,v) =v(z) YveV,

for some space V}, of piecewise polynomials of degree m in a two-
dimensional domain (2. Prove that

G;(z) < Cl|loghl.

(Hint: since Gi € V4, we have G} (z) = a(G},G};). Apply the dis-
crete Sobolev inequality (4.9.2) to prove that

Gi(2) < C|logh|'*a(Gj,, G})'/*.
See also (Bramble 1966).)
Suppose G;, € V}, is the discrete Green’s function defined by
a(Gi,v) =v(z) YveV,

for some space V}, of piecewise polynomials of degree m satisfying
Dirichlet boundary conditions on 02, in a two-dimensional domain
£2. Suppose also that the distance from z to 912 is O(h). Prove that

Gi(z) < C.
(Hint: see exercise 8.x.19. Since G}, = 0 on 02, we have
w(2) < ChlGillw (o)

Use an inverse inequality instead of (4.9.2) to complete the proof.
See also (Draganescu, Dupont & Scott 2002).)



Chapter 9

Adaptive Meshes

In Section 0.8, we demonstrated the possibility of dramatic improvements
in approximation power resulting from adaptive meshes. In current com-
puter simulations, meshes are often adapted to the solution either using
a priori information regarding the problem being solved or a posteriori
after an initial attempt at solution (Babuska et al. 1983 & 1986). The re-
sulting meshes tend to be strongly graded in many important cases, no
longer being simply modeled as quasi-uniform. Here we present some basic
estimates that show that such meshes can be effective in approximating
difficult problems. For further references, see (Eriksson, Estep, Hansbo and
Johnson 1995), (Verfiirth 1996), (Ainsworth and Oden 2000), (Becker and
Rannacher 2001), (Babuska and Strouboulis 2001), (Dérfler and Nochetto
2002), (Bangerth and Rannacher 2003), (Neittaanméki and Repin 2004),
(Han 2005), (Carstensen 2005) and (Carstensen, Hu and Orlando 2007).

First of all, we need to see that the resulting finite element (Galerkin)
method does indeed provide the appropriate approximation on strongly
graded meshes. The approximation theory results of Chapter 4 are suf-
ficiently localized to guarantee good approximation from non-degenerate
meshes, but it must be shown that the Galerkin method, which is based on
global information, will actually provide localized approximation.

Once we know that graded meshes can give local benefit, we turn to the
question of predicting where mesh refinement is needed. Error estimators
provide such a guide. We give a brief introduction to some key ideas in one
simple case, and prove the convergence of an adaptive algorithm following
the ideas in (Mekchay and Nochetto 2005).

Finally, the value of the localized approximation will be lost if the
resulting linear equations are ill-conditioned. We show that under mild
restrictions, this does not happen.

Throughout, we assume {2 is a bounded, polyhedral domain in R", n >
2 (for the one-dimensional case, see Sect. 0.8). For simplicity we consider
the variational problem of finding v € V = H'(£2) such that

(9.0.1) a(u,v) = / fvdzx Yo eV,
2
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where f € L*(§2) and

(9.0.2) a(v,w) = / a(x)Vu - Vwdx
2

for a function a(x) in L°°(§2) such that oy > a(z) > ag > 0 for all z € 2.
However, the coefficient o need not be smooth.

9.1 A priori Estimates

We restrict our attention to a non-degenerate family (see Definition 4.4.13)
of simplicial meshes, 7". Suppose h(z) is a function that measures the
local mesh size near the point x. In particular, we will assume that h is a
piecewise linear function satisfying

9.1.1 h = di K
(0.1.1) (@)=  max dinm (K)

for each vertex z, where star(x) denotes the union of simplices, K € 7",
meeting at x. Note that for all simplices, K € T",

(9.1.2) h(z) > diam (K) Vz € K,

since this holds at each vertex of K and h is linear between them. Further-
more,

(9.1.3) hlk < Cdiam (K)

because a non-degenerate mesh is locally quasi-uniform, in two or higher
dimensions (exercise 9.x.1). Correspondingly, we assume that « has com-
parable values on each element, namely

(9.1.4) max{a(z) : z € K} <Cmin{a(z) : 1€ K} VK ecTh.

Note that (9.1.4) does not preclude large jumps in «, it just implies that
the mesh has been chosen to match such jumps. For example, it could be
possible to have « piecewise constant and the constant C' = 1 in (9.1.4),
independent of the size of the different constant values of «.

We begin by deriving a basic estimate analogous to Theorem 5.7.6.
Suppose that V}, is a space of piecewise polynomial functions of degree less
than k and let Z" be a corresponding interpolant. From Theorem 4.4.4 and
(9.1.1), it follows that

= T"ulf 0 <C Y / h(z)* 2 |DPul’ de VK € T".
181=k 7

Define a natural “energy” (semi-)norm by
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(9.15) o= ( a<m>|W<x>|2dx)1/2.

From (2.5.10) and (9.1.4), it follows that
1/2

(9.1.6) lu —un||lp < C Z / afz)h(z)?F2 ‘D'@u|2 dx
8=k

This result says that the energy error is always reduced by adapting the
mesh to the solution.
We summarize the above result in the following theorem.

(9.1.7) Theorem. For any non-degenerate mesh, we have

lu = unllp < C|Vah ! [Viul| 1 g,

1/2
where |Viul (x) := (Z‘m:k |D5u(x)|2) and C is independent of « and
h.

We next derive an L? estimate. Choosing w as was done in the proof
of Theorem 5.4.8, we can develop a standard duality argument. The key
new ingredient is to multiply and divide by h, e.g.,

ale,w — I"w) = /ahV(u—uh)V(w—Ihw)/hdx
Q

- (/Q o (hV (u = up))’ dx) - </Q o |V(w — ") h? dx> v

where A is an arbitrary parameter satisfying 0 < A < 2. From the results
of Sect. 4.4 we have

/ o |V (w —Z'hw)(x)|2 h™2dx < C’/ oM Vow|? dz.
I7; o)

Assuming (5.4.7) holds, we can bound the second derivatives of w in terms
of u —uy,. The choice of X is open to us. However, full use of this parameter
depends on available estimates such as (5.4.7). For example, we can prove
the following result.

(9.1.8) Theorem. Suppose that (5.4.7) holds for the boundary value problem
with variational form (9.0.2). For any non-degenerate mesh, we have

1/2
(9.1.9) lu—unllp2o) < C </ﬂ o(z)?h(x)? |V (u — up) ()] dx)

where C depends on «.
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This says that the L? error can be estimated in terms of a weighted
integral of the squared derivative error, where the weight is given by the
mesh function (9.1.1). It is also possible to estimate “weighted energy”
norms such as the right-hand side of (9.1.9). Since the estimates are similar
to Sect. 0.9, and Chapter 8, we only summarize a typical result.

(9.1.10) Theorem. There is a constant k > 0 such that if the mesh size
variation, || [Vh| || g () < K, then

e = wnll 2oy < ClIVal?Vaull| 2 g

where C' is independent of the mesh.

Recall that the condition that the derivative of h be small does not
preclude strong mesh gradings, e.g., a geometrically graded mesh, as de-
picted in Fig. 9.2 below. However, automatic mesh generators may violate
this condition.

9.2 Error Estimators

One successful error estimator is based on the residual. We will consider
such an estimator in a very simple case here. We assume, for simplicity,
that our variational problem is of the form (9.0.2) with « piecewise smooth,
but not necessarily continuous. We will consider the Dirichlet problem on
a polyhedral domain {2 in n dimensions, so that V = H 1(£2). Moreover,
we assume that the right-hand side f of the variational problem is also a
piecewise smooth function.

Let V} be the space of piecewise polynomial functions of degree less
than or equal to k on a mesh 7", and assume that the discontinuities of o
and f fall on mesh faces (edges in two dimensions) in 7". That is, both «
and f are smooth on each T' € T". However, we will otherwise only assume
that 7" is non-degenerate, since we will want to allow significant local mesh
refinement.

(9.2.1) Lemma. Let uj, € V}, be the standard Galerkin approximation, and
let ey, :=u — uyp. Then ey, satisfies the residual equation

(9.2.2) alep,v) = R(v) YveV

where R € V' is the residual which can be computed by

R(v) ::Z/(f+v - (a - Vup))vdx
T JT

(9.2.3)
+ Z/[ane -Vupln,vds YveV
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where n, denotes a unit normal to e.

One way to interpret this lemma is to say that R can be defined equiv-
alently by either (9.2.2) or (9.2.3), with the other being a consequence of
the definition. That is, (9.2.2) and (9.2.3) are equivalent. Although (9.2.3)
can be viewed as just a re-writing of (9.2.2), it gives an expression of the
error in terms of a right-hand side R € V.

The key point is that R has two parts. One is the absolutely continuous
part R4 which is an L!(§2) function defined on each element T by

(9.2.4) Ralr = (f + V- (aVup)) |z

The other term in the definition of R is the “jump” term
(9.2.5) Ry(v) := Z /[ane -Vuplp,vds Yo eV

where [¢], denotes the jump in ¢ (across the face in question). More pre-
cisely,
($la(a) = lim 6(z + en) — 9(a — en)

so that the expression in (9.2.5) is independent of the choice of normal n
on each face.

Proof. The relations (9.2.2)—(9.2.3) are derived simply by integrating by
parts on each T, and the resulting boundary terms are collected in the
term Rj. If A is the differential operator formally associated with the form
(9.0.2), namely, Av := —V-(aVv), then we see that R4 = A(u—up) = Aep,
on each T'. Note that we used the fact that Vuy, is a polynomial on each T,
as well as our assumptions about o and f. O

Inserting v = e, in (9.2.2), we see that

(9.2.6) o |eh|ip(9) < |R(en)| < 1Rl -1 () llenll g -
Therefore
(9.2.7) lenll a2y < ClIRIg-1(0)-

Thus we find that the error may be estimated simply by computing the
H~1(£2) norm of the residual, and we note that the residual is something
that involves only the data of the problem (f and «) and wy. Although
all of these are explicitly available, there are two complications. First of
all, it is difficult to compute a negative norm explicitly. Instead, we will
estimate it. Moreover, since R has two radically different parts, one an
integrable function, the other consisting of “interface Delta functions,” it
is challenging to estimate the combination of the two terms.
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The residual has special properties. In particular, the fundamental or-
thogonality implies that

(9.2.8) R(v) :=a(ep,v) =0 Yo € V.

Suppose we have an interpolant Z" as defined in Sect. 4.8 that satisfies
(9.2.9) |v fl'thLz(T) < fyOhT\v|H1(f)

for all T € T" and

(9.2.10) [0 =T 12y < 002 I0l g1 7

for some constant o and for all faces e in 7", where T (resp. fe) denotes
the neighborhood of elements touching T' (resp. T, ). For each interior face
e, let T, denote the union of the two elements sharing that face. From now
on, we will drop the subscript “e” when referring to a normal n to e. Then

|R(v)| =|R(v — I")|
:‘/QRA(U—Ihv)dx-I-RJ(U—IhU)|

:‘ Z/ Ra(v —T")dx

T

+Z/[an-Vuh]n(v—Zhv) ds|
Sz:HRA”L?(:’”)HU_IhUHm(T)

T

+ 3 om- Vurla ll gz lo = 20| o,
SZ HRA”L?(T)VOhTMHl(f) (see 9.2.10)

T

+ Z H [an : V’U,h]n ||L2(e)70hé/2|U|H1(ﬁ)
(DI RAlle(ry b

T

1/2
+ 3 o unln 2 ohe) 1ol oy

where he (resp. hr) is a measure of the size of e (resp. T'). For this reason,
we define the local error indicator €, by

=" 3+ V- (@Vun)| 7o
(9.2.11) TCT.

2
+ hell [om - Vugln HL2(6)’
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where a natural choice for hx (with K = T or e) is the measure of K raised
to the power 1/dim(K). With this definition the previous inequalities can
be summarized as

1/2
(9.2.12) R <7 (Y Eewn)?) " lolan ()
which in view of (9.2.6) implies that
y 9 1/2
L. 1 < - €
(9.2.13) lenl o) < a0 (25 (un) )

where + is a constant only related to interpolation error.

Note that we have chosen to define the local error estimator based on
an “edge” (or “face”) point of view. This turns out to be more convenient
in describing lower bound estimates (see Sect. 9.3). However, one could also
take an “element” point of view, viz.,

2 2
(9.2.14) Er(un)® == Wpl|Ralaery + D helllom- Vunln 72
eCOT

which would provide similar results.

Returning to (9.2.13), we take v = ¢pyo where ¢y depends only on the
constant in (9.1.3) and the maximum number of neighbors of an element
K in T". Thus ¢y depends only on the non-degeneracy of the mesh 7".

Summarizing these arguments, we have proved the following.

(9.2.15) Theorem. Suppose that the coefficient a in (9.0.2) and the right-
hand side f are piecewise smooth on the non-degenerate mesh family T".
Under the assumptions (9.2.9) and (9.2.10), the upper bound (9.2.13) holds,
where v depends only on the non-degeneracy of the mesh T" and aq is a
lower bound for o on (2.

9.3 Local Error Estimates

In the previous section, we established an estimate for the global error
|€nl g1 () in terms of locally defined error estimators (9.2.11). It is reason-
able to ask about the correlation between the local estimator (9.2.11) and
the local error. It is possible to establish an inequality in one direction un-
der fairly general conditions. First of all, note that for any 7' € T", (9.2.2)
implies

(9.3.1) alen,v) = (Ra,v) Yo e HY(T).

Therefore



248 Chapter 9. Adaptive Meshes
‘ / Ravdx
T

JrvRAdz
ai1len|giry = sup |TFU||
0AvEH (T) HY(T)

§a1|eh|H1(T) |U|H1(T)

and thus

We need some way to control the information content of a and f in order
to derive a rigorous estimate. For this reason, we assume that « and f
are piecewise polynomials (not necessarily continuous) of degree at most
r —k 4+ 2 and r, respectively. Thus R4 is a piecewise polynomial of degree
at most r. It can be shown by a homogeneity argument (see exercise 9.x.5
for a proof) that for any polynomial P of degree r

vPdzx
(932) ap P Py,
vEH(T) ‘U|H1(T)

where ¢, depends only on the degree r and the chunkiness of the mesh.
Applying this with P = R4 proves

1/2
(9.3.3) oz1|eh\H1(T) > cihr (/ Rj dx) .
T

We can obtain a similar bound involving the jump terms. Again, make
the previous assumptions that imply R4 is a piecewise polynomial of degree
at most 7. Note that for any face e in 7", (9.2.2) implies

alep,v) = /[an -Vuplpvds Yv eV,
€
where T, denotes the union of the two elements, 7" and T, sharing e, and

Ve:{veﬁfl(Te) :/ dexz/ vPdxr =0 VPEPT}.
T+ T,
Then

S al‘ethl(T6)|U|H1(T(E) Yv € ‘/:5

’/[an~Vuh]nv ds

and thus

| [ [om - Vuy]qv ds|
ailenlgar,) = ooy, vl gz, .

Since [an - Vuy]y, is a polynomial of degree at most r 4+ 1 on e, it can be
shown (cf. exercise 9.x.7) that

(9.3.4) qp  elom- Vunluvds|

0#veH(T.) 0l gz,

> C,/r‘hé/2H [an . vuh]n ||L2(€)
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where ¢/ > 0 depends only on r and the non-degeneracy constant for 7".
Combining these estimates proves that

(935) al|6h|H1(Te) > Cge(uh)

where ¢ > 0 depends only on the non-degeneracy constant for 7".
Collecting these arguments, we have proved the following.

(9.3.6) Theorem. Suppose that « and f are piecewise polynomials (not nec-
essarily continuous) of degree at most r — k + 2 and r, respectively, on a
non-degenerate mesh T". Then the lower bound (9.3.5) holds for all faces e
in T", where ¢ depends only on r and the non-degeneracy of the mesh T"
and where oy is an upper bound for a on {2.

One corollary of this theorem is the reverse inequality to (9.2.13),
namely, a global lower bound. Squaring the lower bound (9.3.5) and sum-
ming over all elements yields the following.

(9.3.7) Theorem. Suppose that o and f are as in Theorem 9.3.6. Then

aalenlpey = (3 eulun)?)””

ecTh

where ¢ > 0 and oy are as in Theorem 9.3.6.

The reverse inequality to (9.3.5), i.e., a local upper bound is not true
in general. However, the message of the local lower bound (9.3.5) is that
one should refine the mesh wherever the local error indicator & (up) is
big. Unfortunately, we cannot be sure that where it is small the error will
necessarily be small. Distant effects may pollute the error and make it large
even if the error indicator & (uyp) is small nearby.

9.4 Estimators for Linear Forms and Other Norms

Suppose that, instead of wanting to estimate the energy norm of the error,
we want to estimate just some (continuous) linear functional L of the error.
For example, this might be some integral of the solution that we are partic-
ularly interested in. In this case, we want to know that L(uj) approximates
L(u) well, and we do not particularly care about anything else. This means
that we just want to know that L(ep) is small.

To estimate L(ep,), we introduce a dual function ¢;, € V' by solving

(9.4.1) a(v,¢r) =L(v) VYweV.

Note that the norm of ¢, can be estimated from L(¢r):
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(9.4.2) a(¢r, ¢r) = L(PL),

and the (positive) number L(¢;,) depends only on L. Then
L(en) = alen, ¢r) = R(dL)

and the estimate (9.2.12) implies
1/2
L) (D0 Ecn)?) " 10Ll o) -
(&

In view of (9.4.2) we have proved the following.

(9.4.3) Theorem. Suppose that L is a continuous linear functional on'V and
that ¢, is defined by (9.4.1). Then

Len) < (X &) VEGD)

where C'is a constant related only to interpolation error and the coefficient
.

The local, lower-bound error estimate (9.3.5) also provides an esti-
mate in other norms. For example, under the conditions of Theorem 9.3.6,

Holder’s inequality implies that

he "€ (un) < Che_n/Q\eHHl(Te) < Clenlw (1,)-

Note that he "€, (up) is equivalent (exercise 9.x.12) to

(94.4) EF(un) = max hrl|lf + V- (@Vun)lpeo (z) + | [on - Vun] [ oo )

and hence we have proved the following.

(9.4.5) Theorem. Under the conditions of Theorem 9.3.6, the estimator
EX(up) in (9.4.4) satisfies

To get an upper bound for the error, we modify the derivation of

(9.2.11). Let g be the smoothed derivative Green’s function (for a given
direction v) introduced following (8.2.2). Then
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la(en, 9)| =|R(g)|
=|R(g —I"g)|

Y [ Ralg-T'9) s
T JT

+ Z /[an -Vup](g — Thg) ds‘
< Z 1 RAll oo (1y||9 = IthLl(T)

T

+ 2 lHon - Vunlll ol = 29 1o
<CY e h. [ [Vag(o)]ds

e Te
and therefore we have (recall (8.2.3))

(v Vau, 6%) — v - Vun (2)| SCZE;?O(uh)he/T Vag()| da.

Let us define a piecewise constant function £ on each T € T" by

(9.4.6) E(x) = max he&X(up) VxeT

eC

for all T € T". Then the above estimates imply that
|(v-Vu,6%) —v-Vup(z)| < C’/ E(x)|Vag(x)| dx.
o)
Applying (8.3.11) we find
2
(/ |Vag(z)|E(x) dx) < / oA Vag(x)? dm/ o " (x) dx
Q o) I?)
< c(/ oAV (2)|? da
Q

—i—h;z/ a?+’\|6z(x)|2dm>/az_"_’\é'(x)de.
o 2

Recalling the definition of o, in Sect. 8.1 and the definition of §* in Sect. 8.2,
we see (exercise 9.x.15) that the following holds.

(9.4.7) Theorem. Under the assumptions of Lemma 8.3.11, we find

1/2
|(v-Vu,0%) —v-Vup(z)| < C (hi‘_Q/ o " (x)? dx) .
2
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Note that we estimate how well v - Vu,(z) approximates an explicit
average (using the kernel §%) of v-Vu(z). If u is smooth enough, (v-Vu, §%)
will be very close to v - Vu(z), but in general we have no way of estimating
this. Since uy is defined on a mesh of finite size, we can only expect v -
Vup(z) to approximate some appropriate average of v - Vu(z) on the scale
of the mesh. By comparing with this particular average, which is naturally
associated with wuj, we avoid introducing further approximation conditions
on u, such as (9.4.8) which appears subsequently in the context of L! error
estimators.

We can interpret the estimate in the theorem in different ways. In
particular, if £2°(up) = € for all T € 7" and h(z) = h is constant, then
E(x) = eh for all x. In this case, the above expression simplifies to

|(v-Vu,6%) —v-Vup(z)| < Ce

as expected. Given the simple nature of £ and o, we can re-write this as
the following

|(I/ : V’u752) —VU- Vuh(2)|
1/2
< C(Z h;\*2h2T+n5%°(uh)2(hz + dist(z, T))f(njt)\))
T

24n . —(ntn)\ /2
<c <Z (ZT) f:%(uh)2<1 + dl“ﬁf’T)) )

T z

where £2°(uy,) is defined analogous to (9.2.14).

See (Nochetto 1995) for results with less restrictive assumptions than
those of (8.3.11). In (Liao and Nochetto 2003), results with weighted error
estimators suitable for non-convex domains are given.

Estimates for the error in Wj} are a bit more complex. Under the
conditions of Theorem 9.3.6 we find, using (4.5.4), that

Wy 2Er(un) <CRYlenl s 7
<chy/? (‘“ - Ih“’Hl(f) + |2~ “h’Hl(f))
=¢ (h?ﬂ‘“ =Ty + T - uh’Wf(?)>
We make a saturation assumption that

(9.4.8) |u—Ihu|H1 < Ch;"/2|u—Ih

@) s -

Then we have
hy*€r(ur) <C (Ju=T"ulyo i) + [T =]y 7))

7)
h
=¢ (|“ ~Thulyy i + |6h|w;<?>) :
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Observe that we can write u — Z"u = e, — Z"e;,. Now suppose that the
interpolant Z” is bounded in W (see Sect. 4.8), namely, that

h
(9.4.9) |z vHWf(?) < C’||v||W11(S?).
Then (9.4.9) implies that

(9.4.10) 2 (up) < CHShHWll(S;:)'

Note that h;/25T(’U/h) is equivalent (exercise 9.x.13) to
(94.11)  Ex(un) = hrlf + V- (@Vun)l| s ) + max || lon - Vup][| s
and hence we have proved the following.

(9.4.12) Theorem. Under the assumptions (9.4.8) and (9.4.9),

Er(up) < C|€h‘wll(s;)'

9.5 A Convergent Adaptive Algorithm

We can use the error estimators in Section 9.2 to define an adaptive al-
gorithm (Mekchay and Nochetto 2005) for the variational problem (9.0.1)
where a(-, -) is defined by (9.0.2) and a(x) is assumed to be Lipschitz contin-
uous on (2. The algorithm will generate a non-degenerate sequence {77};>1
of nested triangulations of {2 and the corresponding Galerkin approxima-
tions u; to w from the finite element space V; consisting of piecewise poly-
nomial functions of degree less than or equal to k. The key ingredients for
proving the convergence of the algorithm are certain relations between the
finite element solutions on two consecutive levels of mesh refinement.

Let 77 and 777! be two consecutive triangulations in {77};>; so that
77+ is a refinement of 77. We assume that there exists a positive constant
0 < v < 1 such that

(9.5.1) yihy <hp T eT), T'eT ™ andT CT.

Instead of Theorem 9.3.7, which requires « and f to be piecewise poly-
nomial functions, we will use local error estimates involving the oscillation
of R4 j, where we have included the subscripts j to signify the error estima-
tor corresponding to u;. Let @; be the L? orthogonal projection onto the
space of (discontinuous) piecewise polynomials of degree k — 1 with respect
to the triangulation 77. We define
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(9.5.2) OSCj(T) = hT”RA,j — QjRA,jHL2(T) VT € Tj7

where hp = diam T, and

osc;(§2) = ( Z OSCj(T)Z)

TeTi

1/2

The energy semi-norm on an element 7" is defined by

) 1/2
folr = ( / of Vol?dz)
T
so that ||[v]|% = dorer lollz-

(9.5.3) Lemma. Suppose an element T € T7 contains a node of TI+! in its
interior. Then we have

(9.5.4) Wil Railza ) < C(lujsn = usll7 + ose;(T)?),

where the positive constant C depends only on the shape regularity of
{T7}j>1, the upper bound oy of a(x), and the constant 1 in (9.5.1).

Proof. Let p be a node of 771! interior to T and ¢ be a piecewise linear
function with respect to 77! that equals 1 at p and 0 at all the other nodes.
Then v = (Q;Ra,; belongs to V11 and vanishes identically outside 7. In
particular, v vanishes on all the faces of 77. It follows from (9.2.2)—(9.2.4)
and exercise 9.x.18 that

1QjRajlT2(ry < C/QC(QJRA,J‘)Q dx
(9.5.5) = C(/ (QjRAVj — RA’j)CQjRA)j d.%’-i—/ RAJ’UCZ,T)
(9] (0]

< C(IRag = QiRaillizr) 1@ Raslair) + alu = u;,v)).

Here and below C is a generic positive constant depending on the shape
regularity of {77};>; and the constants v; and a;. We have, in view of
(9.5.1) and the inverse estimate (4.5.4),
a(u — uj;,v) = a(ujyr — uj,v)
< Hlujr = wjllzlloll
(9.5.6) < Vaalujr — ujllr [ola )
< Chz'fujrr = usllrllvl e ry

< Chp'llujir — uillr||QjRajl L2y

Combining (9.5.5) and (9.5.6), we find

1Q;RajllL2(ry < C(hz'llujer — ujlle + |Ray; — QjRajll2(ry)
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and hence, in view of (9.5.2),
h2llQiRa T2y < C(llwjrr — uyll7 + ose; (T)?)
which implies (9.5.4). O

(9.5.7) Lemma. Let e be an interior face of T7 and 7T, be the set of the two
elements in T7 sharing the common face e. Suppose e and the triangles in
7. contain interior nodes belonging to T?T1. Then we have

(9.5.8) hell Jill7z) < C D (lugin — wgllz + ose; (T)?),
TeT.
where
Jj|e = [am. - Vu,]n,
and the positive constant C' depends only on the shape reqularity of {T7};>1,

the upper and lower bounds oy and «g of a(x), and the constant v1 in
(9.5.1).

Proof. Let p be a node of 771! interior to e and ¢ be a piecewise linear
function with respect to 77%! that equals 1 at p and 0 at all the other
nodes. Let w be the polynomial of degree less than or equal to k — 1 that
equals to [n- Vu,], on e and constant in the direction normal to e. Then
v = (w belongs to V;11 and vanishes identically outside the two triangles
in 7.. In particular, v vanishes at all faces of 77 except e. Moreover, we
have

05.9)  [ol3aery < Chellvliay < Chell il for T e T,
Here and below C stands for a generic positive constant that depends only

on aq, ag, 71 and the shape regularity of {77};>1.
It follows from (9.2.2)—(9.2.4) and exercise 9.x.18 that

11720y < anllw]Zae
(9.5.10) < C/qw|2ds

< Caal /[an - Vujlavds

:C(a(u—uj7v)— Z /TRA,jUd$)~

TeT.

The right-hand side of (9.5.10) can be estimated as follows:
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a(u —uj,v) = aluji1 —uj,v)

<> lwjen = wgllrlvlle

TET,
<Cvar Y lujr — usllrlolmry
TET,
<Ch' > Mgy = willrllvll oy (by 4.5.4)
TeT.
< ChV2 N lujn — il il 22 o), (by 9.5.9)
TeT.
> [ Ragods < 3 1Raslien lolecr
Ter. ' T TeT.
<Ch | Tile2 ) Y (luger — wsllr + ose; (T)).
TeT.
(9.5.4 and 9.5.9)
These estimates together with (9.5.10) imply (9.5.8). O

Combining Lemma 9.5.3 and Lemma 9.5.7, we obtain the following
corollary on the error estimator &, defined in 9.2.11.

(9.5.11) Corollary. Under the assumptions of Lemma 9.5.8, we have

Ee(ui)? <C Y (lujsr — usll7 + ose; (T)%),

TeT.

where the positive constant C' depends only on the shape regularity of
{T7}j>1, the upper and lower bounds aq and g of a(z), and the constant
v in (9.5.1).

Note that we can use Galerkin orthogonality to write
(9.5.12) lujrr = uslE = llu = ujllE = lu = w5

Therefore ||uj41 — u;||p measures the reduction of the global energy error.
Since osc;(T') is small for sufficiently smooth data, Corollary 9.5.11 shows
that the error estimator & (u;) provides a local estimate for the reduction of
energy error when 77 is refined. Furthermore, the following example from
(Morin, Nochetto and Siebert 2000) shows that the conditions requiring new
interior nodes in Lemma 9.5.3 and Lemma 9.5.7 are necessary for reducing
the energy error through mesh refinement.
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(9.5.13) Example. Consider the variational problem (9.0.1) on the unit
square 2 = (0,1) x (0,1) with o = 1 = f. Let 7! be the triangulation
of 2 obtained by drawing the two diagonals (cf. Fig. 9.1), and the triangu-
lation 72 be obtained from 71 by two newest-vertex bisections (cf. Fig. 9.1),
using (1/2,1/2) as the newest vertex of 7. Then u;, the conforming piece-
wise linear finite element solution associated with 77!, is identical with us,
the conforming piecewise linear finite element solution associated with 7°2.
The proof, which involves simple calculations, is left as an exercise (cf. ex-
ercise 9.x.19). Note that oscy(£2) = 0 = |Jug — u1||g in this example, which
shows that Lemma 9.5.3 and Lemma 9.5.7 do not hold if the mesh is not
properly refined.

Fig.9.1. Refinement without new nodes interior to the elements in the coarse
mesh

Next we consider the relation between osc; and osc;t1.

(9.5.14) Lemma. Let T € T7 be subdivided into elements in T7L so that
(9.5.15) hpr < yohp T € T and T' C T,

where the positive constant o is less than or equal to 1. Then we have, for
any positive number § less than 1,

D oseia(T")? < (14 8)v3 056 (T)? + C6Hujpa — il 7,
T’ETT,jJFl

where Trj1 = {T" € TI*L . T' C T} is the collection of elements in
TI+Y that refine T and the positive constant C depends only on ag, a1,
IVallLe (o), and the shape regularity of {T7}j>1.

Proof. First we note that, on 77 € 77 j41,
Raojt1=f+V-(aVu;i1)
= [+ V- (aVy;) + V- (aV(ujp1 — uj))
=Ra; + V- (aV(ujp1 — uy))
and hence,
0s5¢j+1(T")? = h | Raje1 — Q1R [T2 ()
< (14 8)hg||Ra;j = Q1R ll720rn
+ 1+ 0 |[(Id = Qj+1)V - (aV (ujr — uy)) T2y
< (L+ 07 |Ra; — QjRall72(r)
+ (148D IV - (@V (ujir = uh)) T2y
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It follows that
Z oscj41(T")* < (14 6)v3h7 Z [Ra; — QjRa;l

T'€Tr jt1 T'€Tr j+1

2
L2(T7)

+ C571h%(||va||2mo(m wjt1 — Uj@Il(T)

+af|Auj — Uj)\QLz(T))
é (]. + 5)’Y§OSCJ'(T)2 + 05_1|Uj+1 — 'Ll/j‘%p(T) (by 454)
< (1+0)y508¢;(T)? + Cag 67 ujyr — |7,

where the constant Caal depends only on ||Val|pe~(g), @1, ap and the
shape regularity of {77},>1. O

Let 7' be a given initial triangulation of {2, and 0 < 6,60, < 1. The
adaptive algorithm, which consists of loops of the form

SOLVE — ESTIMATE — MARK — REFINE,

is defined as follows.
For j =1,2,... until convergence

e Compute u; € V; such that
a(uj,v):/ fode  VoveV.
0

e Compute & (u;) for all interior faces e of 77 and osc;(T) for all
elements T € T7. R

e Let F7 be the set of interior faces of 77. Choose a subset Fj of F;
so that

(9.5.16) 07 ) Eelwy)® < Y Eeluy)?,

v ecFi

and choose a subset 77 of 77 so that

(9.5.17) 03 osc;(2)? < Z osc; (T)2.
TET
e Refine 77 to obtain 77F! so that (i) the non-degeneracy of the
triangulations is maintained, (ii) each face in fj contains a node
of T4+ in its interior, (iii) if e € FJ is a face of T € T7, then
T contains a node of 7771 in its interior and the refinement of T

satisfies the condition (9.5.1), (iv) the refinement of all T € 77
satisfy the condition (9.5.15) with v2 < 1.

Next j
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The following theorem (Mekchay and Nochetto 2005) shows that u,
converges to u in the energy norm.

(9.5.18) Theorem. Let {u;};>1 be the sequence of finite element solutions
generated by the adaptive algorithm. There exist positive constants 6 and n
so that 0 < 0 <1 and

(9.5.19)  Jlu— sl + nosci (2% < 0(llu— wsllf + nose;(€2)?).

The numbers 6 and v depend only on a(z), the shape reqularity of {T7};>1,
the constants v1 and vz in (9.5.1) and (9.5.15), and the constants 01 and
0, in (9.5.16) and (9.5.17).

Proof. We will use Cp, 1 < £ < 4, to denote positive constants that are
greater than 1 and depend only on «(x), 71, 72 and the shape regularity of
{77}z

It follows from (9.2.13), (9.5.16) and Corollary 9.5.11 that

07 lu—ugl3 < C167 > Ec(uy)?
e€FI
(9.5.20) <O Y Ee(uy)?
e€Fi
< C10s (g1 — ujlly + OSCj(Q)Q)v

which implies, in view of (9.5.12),

o7
C1Cs

(9.5.21) =gl < (1= e ) = g% + ose;(2)2.

From Lemma 9.5.14 we obtain

oscjy1(2)? = Z Z osc;1(T")?

TeTi T €Tr,j4+1

(9.5.22) < Z Z oscj1(T')* + Z Z oscjy1(T")?

17eTi T'€Tr,j11 Teri\Ti T'€T1 41
<(1+9) (7% z:oscj(T)2 + Z oscj(T)Q)
TeTi TeTi\Ti

+ 0307 luji1 — usl| %,
where v, < 1. Furthermore, it follows from (9.5.17) that
v Y osei(1)? 4+ Y osei(T)° = osc;(2)* — (L—=73) D ose;(T)
TeTs TeTiNT TETI
< (1= (1 =13)03)0sc;(£2)%,
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which together with (9.5.12) and (9.5.22) implies that
(9.5.23)  osc;11(92)* < posc;(2)* + Ca(llu — uylly — v —ujia %),
where § > 0 is chosen so that
p— (+0)(1-(1—2)08) <1
and Cy = 035_1.
Now we choose 7 so that
1
xX=p+-<1
T

It then follows from (9.5.21) and (9.5.23) that
2 2 H% 2
= sl + 7051 (92)” < (1= o )l — w1

+ 70 ([lu = w5 — llu — wj4all) + (mp + 1) ose;(£2)*

and hence

(14 7Co)|lu = ujsa|| % + 7 0scjr1(£2)°
2

0
< (1 +7Cy — 01102)||u — uJ||129 + X7 oscj(Q)Z,

which implies (9.5.19) if we take

o T
B 1+7Cy

n and (‘)zmax(l ix)

- 01C4(1 + 7’C’4)7
(]

(9.5.24) Remark. A discussion on refinement algorithms that fulfill the re-
quirements of the adaptive algorithm in this section can be found in (Bren-
ner and Carstensen 2003) and (Schmidt and Siebert 2005). The results
in this section can be extended to general second order elliptic problem
(where the initial triangulation must be sufficiently fine) and piecewise Lip-
schitz coefficients (where the definition of the oscillation also involves the
jumps across faces). Details can be found in (Mekchay and Nochetto 2005).
Other convergence analyses for adaptive finite element methods can be
found in (Dérfler 1996), (Morin, Nochetto and Siebert 2000 & 2002), and
(Carstensen and Hoppe 2006a & 2006b).

(9.5.25) Remark. In practice the meshes generated by the adaptive algo-
rithm appear to be optimal (see the numerical examples in Mekchay and
Nochetto (2005)). Theoretical results on the optimality of adaptive algo-
rithms can be found in (Binev, Dahmen and DeVore 2004) and (Stevenson
2007).
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9.6 Conditioning of Finite Element Equations

So far, we have addressed only the question of quality of approximation
using highly refined meshes. But what if large mesh variation causes the
corresponding linear systems (cf. Sect. 0.2) to degenerate in some sense? In
the remaining sections of the chapter, we show that this need not happen
when the mesh is refined locally, provided certain restrictions on the mesh
are met and a natural scaling of the basis functions is used. Much of the
material is drawn from (Bank & Scott 1989).

The convergence properties of iterative methods, such as the conjugate-
gradient method, for solving such linear systems can be estimated (cf. Luen-
berger 1973) in terms of the condition number of the system. The sensitivity
of the solution to perturbations in the right hand side can be estimated us-
ing the condition number, and error bounds for direct methods, such as
Gaussian elimination, also imply a degradation of performance for an ill-
conditioned system (cf. Isaacson and Keller 1966). Thus without further
justification, it would not be a remedy simply to use a standard direct
method for an ill-conditioned system. Fortunately, the condition number of
linear systems for finite element methods need not degrade unacceptably
as the mesh is refined.

A particular setting that we have in mind is the refinement of meshes
(perhaps adaptively) to resolve singularities arising at angular points on
the domain boundary or at points of discontinuity of the coefficients of the
differential equation. It might seem, naively, that there would be large ratios
of eigenvalues of the linear system (which would imply a large condition
number) resulting from large mesh ratios. However, we show that this is
not the case if a natural scaling of the finite element basis functions is used
and the mesh is non-degenerate (Definition 4.4.13).

On a regular mesh of size h, the condition number of the finite element
equations for a second-order elliptic boundary value problem can easily be
seen to be O(h~2) using inverse estimates (see Sect. 4.6). Also, the number,
N, of degrees of freedom in this case is O(h~"). Thus, the condition number
can be expressed in terms of the number of degrees of freedom as O(N?/™).
In the case that n > 3, we shall show that the condition number is bounded
by O(N?/™) for non-degenerate meshes. In the case n = 2, estimates for
the condition number increase slightly by a logarithmic factor depending
essentially on the ratio of the largest and smallest mesh sizes.

We consider a variational problem with form as in (9.0.2). We now write
Th = Ty to focus on the number of elements as the key parameter rather
than the mesh size. Let Vy denote the corresponding finite element space.
Let us write the variational equation (9.0.2) as a matrix equation utilizing
a particular basis for V. Specifically, suppose that {¢; : i =1,---,N} is
a given basis for Vyy, and define a matrix, A, and a vector, F, via

A = a(i,v;) and  F; = f(;) Vi,j=1,---,N.
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Let u™ denote the solution of the standard variational problem (2.5.7) with
the form in (9.0.1) on V. Then this problem is equivalent to solving

AU = F

where uV = Zi\il u;tp; and U = (u;). We now give conditions on Vy
and the basis {¢; : i=1,---, N} that will be used to guarantee that the
condition number of A is well behaved.

For all Viy studied in Chapter 4, we note that following holds, namely,
that {¢p; : i=1,---, N} is a local basis:

(9.6.1) max, cardinality {T € Ty : supp(v;) NT # 0} < a5

on a non-degenerate mesh.
The main assumption concerning the scaling of the basis is that for all
TeIn
1yn— 2 n— 2
(962) C 1hT 2||UHL°°(T) < Z U'2 < ChT 2||’UHL<><>(T)

— K3

supp(y;)NT#0

where C' < 00, v = ZZV:I vi1; and (v;) is arbitrary.
We assume the domain 2 is Lipschitz, ruling out “slit” domains. When
n > 3, we thus have Sobolev’s inequality (cf. exercise 8.x.11)

963) ol sy < Cs ol Yo € H'(D).

In two dimensions (n = 2), since we assume that (2 is bounded, the Sobolev
imbedding H'(£2) C LP(£2) holds for all p < co. Moreover, it has a norm,
o(p), that is bounded by a constant times the norm of the Sobolev imbed-
ding Hj(B) C LP(B) for a sufficiently large ball, B, namely, o(p) < Cg./p
(cf. Gilbarg & Trudinger 1983, especially the proof of Theorem 7.15). Thus
for n = 2 we have the following Sobolev inequality:

(9.6.4) lWllo2)y < Covp IVl Yve€H (R2),p< oo

In practice we have only a finite number of (finite) triangulations to
deal with, and any finite family is non-degenerate. However, all constants
discussed below will be bounded in terms of the parameter, p, in Definition
4.2.16.

(9.6.5) Example. Let Vv denote the Lagrange space of C° piecewise poly-
nomials of degree k& on the mesh 7y that are contained in the subspace
V. We denote by {¢; : i =1, -+, N} the standard Lagrangian nodal basis
for Vi consisting of functions that equal one at precisely one nodal point
in the triangulation. We also introduce a scaled basis that is of interest in
three (and higher) dimensions. Define a new basis {¢; : i=1,---, N} by

Pi = h(z)@/ 2,
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where h is the function defined in (9.1.1), {2; : ¢ =1,---, N} denotes the
set of nodal points and n is the dimension of 2. Note that this basis does
not differ from the original one if n = 2.

Our choice of scaling yields (9.6.2), with C' depending only on p and
k, in view of (9.1.1) and (9.1.3). O

(9.6.6) Example. To obtain (9.6.2) for Hermite elements in two dimensions,
one chooses the basis functions corresponding to derivative nodes to have
the corresponding derivative of order O (h(zi)_l), with the remaining basis
functions scaled as in the Lagrangian case. The other assumptions for this
element follow as in the Lagrangian case. O

Fig.9.2. two highly graded meshes with similar triangles

(9.6.7) Example. Let us show that our assumption of non-degeneracy does
not exclude radical mesh refinements, as we have already observed in (9.1.1)
and (9.1.3) that it does imply local quasi-uniformity. Let {2y denote the
square of side 1 centered at the origin, i.e.,

1 1
% = {e) R+ ol < bl < 3.

Let Ty, denote the triangulation of {2y generated by its diagonals and the
two axes, i.e., consisting of eight isosceles, right triangles (each having two
sides of length 1/2). We subdivide to construct 7y, by adding the edges of
the square, 21, of side 1/2 centered at the origin together with eight more
edges running parallel with the diagonals. We obtain 24 similar triangles in
this way. Also note that 7y, restricted to the square (2, is a triangulation
similar to 7n,. Thus we may repeat the process above to this part of the
domain alone to define a triangulation 7, consisting of isosceles, right
triangles. Continuing in this way, we obtain a sequence of triangulations,
7TN,, consisting of similar triangles. Fig. 9.2 shows the cases i = 3,4. The
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ratio of largest to smallest side length is 2¢ yet only 165 + 8 triangles are
used. (There are 8 + 1 interior vertices in 7n,, so N; = & + 1 in the
case of Lagrange piecewise linear approximation of the Dirichlet problem.)
Such a geometric refinement is far more severe than is often used to resolve
boundary or interface singularities, but it shows that the assumption of
non-degeneracy in Definition 4.4.13 need not restrict mesh refinement. O

9.7 Bounds on the Condition Number

We now give bounds on the condition number of the matrix A := (a(v;,v,)),
where {¢; : i =1,---, N} is the (scaled) basis for Vy specified by our as-
sumptions (and defined explicitly in the previous examples). Applications
of these results to convergence rates for the conjugate-method for solving
AX = F will be given in Sect. 9.8. We begin with the general case n > 3.

(9.7.1) Theorem. Suppose the basis {¢; : i=1,---,N} satisfies (9.6.2).
Then the ly-condition number, ka(A), of A is bounded by

HQ(A) S CNQ/n

Proof. First note that if we set u = )", u;1); then
(9.7.2) a(u,u) = U'AU

where U = (u;), because a(-,-) is bilinear. Observe that

a(u,u) < C’Hu||i11(m (continuity)
=C Z ||u||?{1(T) (7Tx is a subdivision)
TeTN
< C 3y fulleery (by 4.5.3)
TeTN
<C > oo (by 9.6.2)
TeTn supp(v;)NTH#D
< CcU'U. (by 9.6.1)

Here hp denotes the diameter of T. A complementary inequality can be
derived as follows:

U'u < oo

TeTn supp(¥: ) NT#D

n— 2
¢ Z hr 2HU”Loo(T) (by 9.6.2)
TeTn

IA
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< C O ullFansnmery (by 4.5.3)
TeTN
2/n
< C’< Z 1) |‘U||2L2n/n—2(g) (Holder’s inequality)
TETN
2/n 2
< ON*"|ullz2n/n-2(0)
< CN?/m Hu||§[1(m (Sobolev’s inequality)
< CN?*"a(u,u). (coercivity)

Using these estimates we show
CT'NTY"U'U < U'AU < CU'U
where C' < co. This proves that
CTIN72/™ < Aam(A)  and  Amax(A) < C
where Apin(A) and Apax(A) denote, respectively, the smallest and largest

eigenvalues of A. Recall (cf. Isaacson and Keller 1966) that the ¢o-condition
number, k2(A), of A satisfies

K2 (A) = )\max(A)/Amin(A)-
Thus the previous two estimates yield the stated result. O
A similar result can be given in two dimensions (n = 2) as follows.

(9.7.3) Theorem. Suppose the basis {¢; : i=1,---,N} satisfies (9.6.2).
Then the ly-condition number, ko(A), of A is bounded by

k2(A) < CN (14 [log (N hmin(N)?)])
where hypin = min{hy : T € Ty}.
Proof. As in the proof of Theorem 9.7.1, it is sufficient to prove that
c! (N (1 + |log (N hmin(N)z)D)_1 U'U < U'AU < CU'U

where C' < oo. The proof of these inequalities is quite similar to the case
n > 3. For v € Vi, we again write v = ), u;¢0; and recall from (9.7.2)
that a(u,u) = U'AU. Then the same argument as in the proof of Theorem
9.7.1 yields

a(u,u) < CU'U.

For the remaining inequality, we have (for p > 2)
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U'u < Y oo
TeTn supp(y; ) NTH#D
< C Y ull e (by 9.6.2)
TeTN
—4
< C Y bl (by 4.5.3)
TeTN
oo (»=2)/p
< C( Z hy. /(o= )) ||u||ip(m (Holder’s inequality)
TeTN
4 (p=2)/p
< C( Z hp /(p2)) P ”uHIQLIl(!?) (Sobolev’s inequality)
TeTn
s (r=2)/p
< C< Z hy. /(o= )) pa(u,u). (coercivity)
TeTN

A crude estimate yields

-2
( Z h;4/(p—2)>(p )/p

TeTn

IA
>
E
2.
2
L
~
)
Q
2
)
&
<
=

= C'"72P (N hyin(N)?)

Thus the estimate above can be simplified to
U'U < C (p (N hanin(N)2) ™/ p) Na(u, ).

Choosing p = max{2, [log (N hmin(N)?)|} in this estimate yields the stated
result. 0

(9.7.4) Remark. In (Bank & Scott 1989), it is shown that the estimate of
Theorem 9.7.3 is sharp for the special mesh introduced in Example 9.6.7.

9.8 Applications to the Conjugate-Gradient Method

The conjugate-gradient method for solving a linear system of the form
AU =F is an iterative method whose convergence properties can be esti-
mated in terms of the condition number of A (cf. Luenberger 1973). Specif-
ically, define

1/2

0|4 == (UtAU) ,

and let U®) denote the sequence of vectors generated by the conjugate-
gradient method starting with U(®) = 0. Then
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U - U(k)HA < Cexp (—Qk/\/@) 10114

where U denotes the solution to AU = F. This can be easily interpreted
in terms of norms on V. Define the energy norm on V' by

(9.8.1) llull, == va(u,u).
Then (9.7.2) implies that, for v =) y;¢;,

[l = Y1l

where Y = (y;). Let uny = ), u;1; and ug\l,c) => ugk)wi, where (u;) = U
(k)

%

) = U®). Then the above estimate may be written

Ju—u®|, < Cexp (—%/\/@) [[ull,-

This estimate says that to reduce the relative error |u — u(k)||a/||u||a to

O(e) requires at most k = O (\/Hg (A) |log € |) iterations.

Suppose that we only require e = O(N~?) for some ¢ < oo. In n > 3
dimensions, the above estimate says that this order of accuracy will be
achieved after only O(N'/™log N) iterations. In two dimensions the above
estimate becomes slightly more complicated. In typical applications, even
with very severe refinements, we have huyin = O(h2,.) = O(NP/?) for
some p < 0o, as we shall now assume. In this case, the estimate above says
that O(e) accuracy will be achieved after only O (N'/?(log N)?) iterations.

Each conjugate-gradient iteration requires O (N) operations. Thus the
final work estimates for the conjugate-gradient method on refined meshes
as described previously would be

and (u

19 (NH% log N)

in n > 3 dimensions. The work estimates for multigrid method are O (N)
operations. Thus it would appear that the relative benefit of multigrid over
conjugate-gradient iteration decreases as n increases. However, typically N
might also increase with n as well. Comparisons with direct methods are
given in (Bank & Scott 1989).

9.x Exercises

9.x.1 Prove that a non-degenerate mesh is locally quasi-uniform, in two
or higher dimensions. (Hint: neighboring elements are all connected
to each other via a sequence of elements with common faces.)

9.x.2 Prove Theorem 9.1.10.
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9.x.3

9.x.4

9.x.5

9.x.6

9.x.7

9.x.8

9.x.9

9.x.10

9.x.11

Chapter 9. Adaptive Meshes

Compute [|VA| .« () for the mesh in Fig. 9.2. How does this depend
on the level 77

Prove that the condition number of the matrix A in Sect. 9.7 satisfies
k(A) = O (h™2) on a regular mesh of size h.

Let T be the right-triangle {(z,y) : 2,y > 0; z +y < 1}, and let
Vr = HY(T). Prove that for any polynomial P of degree r

Pd
N

> /]|
vEVP lU‘Hl(T) )

where ¢, depends only on the degree r. (Hint: it suffices to take Vp
consisting of polynomials of fixed degree; use equivalence of norms
on finite-dimensional spaces, and see (12.5.2).)

Prove the result in exercise 9.x.5 in the case r = 0 (P = constant)
by explicit construction. (Hint: let v be a “bubble” function, e.g.,
a cubic polynomial that is positive in the interior of 7" and zero on
oT.)

Let T be the right-triangle {(x,y) : x,y > 0; z +y < 1}, and let e
denote one edge. Let V. denote functions vanishing on 97\e that
are orthogonal on 7" to polynomials of degree r. Prove that for any
polynomial P of degree r

Pd
sup Je VP8

> ¢ Pl L2 e
vEV, |U|H1(T) e

where ¢, depends only on the degree r. (Hint: it suffices to take V,
consisting of polynomials of fixed degree; use equivalence of norms
on finite-dimensional spaces, and see (12.5.2).)

Prove the result in exercise 9.x.7 in the case r = 0 (P = constant) by
explicit construction. (Hint: consider the cubic finite element with
the usual Lagrange nodes on the edges and the remaining nodal
value being the integral over the triangle. Construct a cubic in V,
that is positive in the interior of e.)

Formulate and prove the results in exercises 9.x.5 and 9.x.7 in the
case of d > 3 dimensions (for T" a simplex).

Prove Theorem 9.2.15 for a and f piecewise polynomials of a fixed
degree 7, with the constant ¢ depending only on r and the chunkiness
of 7". (Hint: use exercises 9.x.5 and 9.x.7.)

Prove that, if |hly. (o) is sufficiently small and (5.4.7) holds, then

||U - uhHL2(Q) S C H\/ahQVQUHLQ(Q) .

(Hint: see Sect. 0.9.)
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9.x.13

9.x.14

9.x.15

9.x.16

9.x.17

9.x.18

9.x.19
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Prove that h;n/Qé’T(uh) and E7°(up) are equivalent for o and f
piecewise polynomials of degree r, that is

1 -n
—EF (un) < hy Per(up) < e EF(un) VT
-
where ¢, depends only on the degree r. (Hint: use inverse estimates
and Holder’s inequality.)

Prove that h;i/ *&r(up) and EX(up) are equivalent for o and f piece-
wise polynomials of degree r, that is

1
—EL(un) < Wy PEr(un) < e E(up) VT
T
where ¢, depends only on the degree r. (Hint: use inverse estimates
and Holder’s inequality.)
Show that it is necessary to restrict the space in (9.3.2) that P lies
in by showing that

JrvPdx B

inf  sup =
PeL*(T) yeVrp ||P||L2(T)|U|H1(T)

where T and V7 are as in exercise 9.x.5. (Hint: let 7" be a triangula-
tion of T and take P to be orthogonal to constants on each triangle
in 7". Approximate v by piecewise constants on 7" and let h go to
zero.)

Recall 0, and §* from Sect. 8.1 and Sect. 8.2, respectively. Prove
that

/ TS (2)[2 da + B2 / T A5 ()2 der < OB,
(9] (9]

Recall o, from Sect. 8.1. Prove that

/ o " Ndx < Ch ™.
2

Let e be an interior face of T". Prove that
Ee(un)® < C Y (lu = unllFs gy + ose(T)?)
TeT,

under the assumptions in Section 9.5, where the positive constant
C depends only on the coefficient o and the shape regularity of 7".

Let D1 C D5y be two nondegenerate simplexes in IR™. Show that
IPllz2(ps) < Cllpllezpyy VP € Pr,

where the positive constant C' depends only on k, the shapes of D,
and Do, and the ratio |Ds|/|D1|. Use this result to justify the first
inequality in (9.5.5) and the second inequality in (9.5.10).

Prove the assertion in Example 9.5.13.



Chapter 10

Variational Crimes

Consider the Dirichlet problem
—Au=f inf CIR?
(10.0.1)
u=0 on d£.

We have already considered this problem when (2 is a convex polygonal
domain with V}, being the set of piecewise polynomials that vanish on 942.
The error estimate is based on Ced’s Theorem (cf. (2.8.2)), which uses the
fact that

(10.0.2) Vi, CV = HY().

In this chapter we consider two cases where (10.0.2) is violated. In
the first case we consider (10.0.1) on a domain {2 with smooth, curved
boundary. We consider two approaches to approximating such problems.
Suppose we have a triangulation 7" where the “triangles” at the boundary
have one curved side. Let V}, be a Lagrange finite element space associated
with 7" satisfying the Dirichlet boundary condition at points on 92. In
general, we cannot expect the homogeneous Dirichlet boundary conditions
to be satisfied exactly by members of V},. We are therefore in the situation
where Vi, € HY(£2) but V, € V = H'(£2). The other technique to be
considered is the use of isoparametric finite elements described in Sect. 4.7.

The other case in which (10.0.2) is violated arises because of the use
of “nonconforming” or “discontinuous” finite elements. This is illustrated
with elements that are not C°. Thus, (10.0.2) fails since the finite element
functions are not sufficiently smooth; this can happen on a polygonal do-
main where the boundary conditions are satisfied exactly. In addition, the
definition of the variational form must be altered.

The theory developed here will also find application in later chapters.
For example, in Chapter 12 we consider “mixed” finite element approxi-
mations. We develop the basic convergence theory for mixed methods from
the point of view of a variational crime.
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10.1 Departure from the Framework

Let H denote a Hilbert space and let V' C H be a subspace. We first derive
an abstract error estimate for variational problems in which V;, ¢ V. We
assume that a(-,-) is a bilinear form defined on H but we do not assume it
to be symmetric in the following lemma.

(10.1.1) Lemma. Let V' and V}, be subspaces of H. Assume that a(-,-) is
a continuous bilinear form on H which is coercive on Vy,, with respective
continuity and coercivity constants C' and ~y. Let u € V' solve

a(u,v) = F(v) YveV,
where F € H'. Let uj, € V}, solve

a(up,v) = F(v) Yv € V.

Then

C\ .
o=l < (14 5) ing llu=olls

v ) vEVR

(10.1.2)
1 la(u — up, w)|

+- sup ———7%

Y weviy\{0} ”wHH

Proof. For any v € Vp,,

lu—upllg < ||lu—vllg + v —unlla (triangle inequality)

1 _
<u—v|lg+— sup la(v = w, w)] (coercivity)

Y wevi\{0} |w|| e

la(v — u, w) + a(u — up, w)]

1
=||lu—v||lg+— sup
Y weVi\{0} [l
1 a(v—u,w
<u—vl s s
Y wevin{oy  wllaz
1 _
(10.1.3) + —  sup M (triangle inequality)
Y wevinfoy  llwlla

C -
<llu—vllg+ —lv—ulu (continuity)
Y
la(u = up, w)|

1
+ — sup
Y wevi\{0} |l

C 1 a(u — up,w
- (1+) lu—ollg+ L sup 1AEZ Um0
¥ Y wevinioy  lwlla
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The second term on the right-hand side of (10.1.2) would be zero if
Vi, C V. Therefore, it measures the effect of Vj, Z V.
Also note that, by continuity,

|a(u — un, w)|

(10.1.4) < Cllu—unlu
[w]l &
so that
1 |a(u — up, w)]
(10.1.5) |lu—uplly > = sup ——>——
H=C weV,\{0} |wll

Combining (10.1.5) and (10.1.2) gives

1 la(u — up, w)| .
max{ — sup ——————— inf |[u—v|g
c weVp\{0} ||v||H vEVR

(10.1.6) < |Ju — up g

< <1+C) inf HU—U||H+1 sup la(u — up, w)]
Y ) vEVA Y wev,\{0} |wl| &
Inequality (10.1.6) indicates that the term inf,cy, ||u— | g, together with
SUPyev;\foy la(u — up, w)|/||w| g truly reflect the size of the discretization
error ||u — up|| -
When the variational form a(-, -) is symmetric positive-definite, we can
improve Lemma 10.1.1 by using the natural norm

[v]l, == Va(v,v)
as follows.

(10.1.7) Lemma. Let V' and Vj, be subspaces of H and dim Vj, < co. Assume
that a(-,-) is a symmetric positive-definite bilinear form on H. Let u € V
and up, € Vi, be as in Lemma 10.1.1. Then

|a(u — up, w)|

(10.1.8) lu = unll, < inf flu—wvll,+ sup
vEVH weVy\{0} [wll,

Proof. Exercise 10.x.5. O

In Sect. 10.2 we will apply the abstract error estimate (10.1.2) to finite
element approximations of (10.0.1) with interpolated boundary conditions.
In Sect. 10.4 we will do the same for isoparametric finite element approxima-
tions of (10.0.1). In Sect. 12.5 we show that finite element approximations
of the Stokes equations can be studied via (10.1.8).

The second case where (10.0.2) is violated arises from the use of non-
conforming finite elements, where V;, € H'(£2). Since elements of V}, do not
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have global weak derivatives, we must use a(-,-), a modification of a(,-),
in the discretized problem. We have the following abstract error estimate.

(10.1.9) Lemma. Assume dim V3, < co. Let ap(-,-) be a symmetric positive-
definite bilinear form on V + Vj, which reduces to a(-,-) on V. Let u € V

solve
a(u,v) = F(v) VYveV,

where F € V' NV}, Let up, € V}, solve

ap(up,v) = F(v) Yv eV,

Then
(10.1.10) o= unlln < inf fu—vfn+ sup 12aE=unwIl
VeV weVi\ {0} [[wlln
where || - || = Van(, ).
Proof. Let uy, € Vj, satisfy
(10.1.11) ap(tp,v) = ap(u,v) Yo € Vy,
which implies that
10.1.12 — 0 — inf — .
( ) lu = tnfln = nf fu—ol
Then
luw—unlln < llu—anlln + [|an — unlln
10.1.13 N ap(tp — up,w
1oL Nl sup Lol i)
weVi\{0} [[wlln
The estimate (10.1.10) follows from (10.1.11)-(10.1.13). O

Again, the second term on the right-hand side of (10.1.10) is zero if
Vi, € V. This term, therefore, measures the effect of V;, € V. Also, an
inequality analogous to (10.1.6) holds here. In Sect. 10.3, we will apply the
abstract error estimate (10.1.10) to the nonconforming, piecewise linear (see
Fig. 3.2) finite element approximation of (10.0.1).

10.2 Finite Elements with Interpolated Boundary
Conditions

Let 2 C IR? be a bounded domain with smooth boundary, and 7" be a
triangulation of {2, where each triangle at the boundary has at most one
curved side (cf. Fig. 10.1).
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Fig. 10.1. Smooth domain triangulated with curved triangles

We assume that there exists p > 0 such that for each triangle T' € 7"
we can find two concentric circular discs D and D, such that

diam D>
<

10.2.1 D CTCD d —= .
( ) =2 =52 o diale_p

It follows from a homogeneity argument (see the proof of Lemma 4.5.3)
that

(10.2.2) 18l py) < Cropldiam Do) = 6]l a11 0,

for any polynomial ¢ of degree < k — 1.

In order to describe the finite element space Vj, we need to use the
nodes of the Lobatto quadrature formula. Therefore, we first briefly describe
the basic facts concerning Lobatto quadrature. Let the polynomial L (&)
of degree k be defined by

k—2
(10.2.3) Li(z) = <CZC> (z(1—z))" .

Li(€) has k distinct roots 0 = & < & < ... < &—1 = 1 (cf. exercise
10.x.1).

For each j, 0 < j < k—1, let P; be the Lagrange interpolating polyno-
mial of degree k—1 (see Remark 3.1.7) such that P;(&;) = 6;; (the Kronecker
delta), and let

1
(10.2.4) wj :/0 PJ(SC) dx.
10.2.5) Lemma. For any polynomia of degree less than 2k — 2, we have
L F l IP ofd l han 2k — 2 h
1 k—1
(10.2.6) /0 P(z)de = w;P(&).
j=0

Proof. For any polynomial f of degree less than k, we have by the definition
of w; that
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1k—1

(10.2.7) | @iz =[S p€)pw
§=0

k—1
= ijf(fj)'
j=0

Let P;r be the Lagrange interpolant of P of degree < k — 1 such that
Pr(&5) = P(&;) for 0 < j <k —1. Then (10.2.7) implies

1 k—1 1
/0 Pla)dz — Jz::o Wy P(E;) = /0 (P — P)(2) da.

Since (P — Pr) vanishes at &;, 0 < j < k — 1, we can write (P — Pr)(z) =
L (z)q(z), where degq < k — 2. Tt follows from (10.2.3) and integration by
parts k — 2 times that

/01 Li(x)q(x) dx = /01 ((;i)kQ(w(l _ m»k—l) o) dr

(10.2.8) - veo [ o1/ d k-2
=(-1) /0 (z(1—2)) (%) q(z) dx
= O7

because all boundary terms vanish and degq < k — 2. a

(10.2.9) Corollary. Given k, there exists a positive constant C) such that
for all h >0

k—1

/0 f@yde —hY wi f(he)

Jj=0

< Clc h2k—1 ||f(2k_2)||L°°(O,k:)

for any C?*=2 function f on [0,h].
Proof. Exercise 10.x.2. O

We are now ready to define V},. For each boundary edge
e={x(s) : s € [Se,Se + he], s = arc length},

let the boundary nodes be z(s.+h.&;), j =0,...,k—1.In Fig. 10.2, the case
k = 3 is depicted. Note that for h = maxpcqn(diam7) small enough, the
boundary nodes can be used as part of the nodal variables that determine
Pr—1 (see exercise 10.x.3 and (Scott 1975)). This will be assumed from now
on.
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Fig. 10.2. Nodal variables for curved-triangle Lagrange quadratics

The finite element space V}, is defined by

Vi = {v e C%R):v|lr € Pr_; and
(10.2.10) n=1 (42) s vlr € P
v vanishes at the boundary nodes}.

Let a(v,w) = [, Vv - Vwdz. Then the variational form of (10.0.1) is to
find uw € V = H'(£2) such that

(10.2.11) a(u,v) = F(v) YveV =HY10),

where F(v) = [, fodz (see Chapter 5). The solution uj € V3, of the dis-
cretized problem satisfies

(10.2.12) a(up,v) = F(v) Yv eV,
In order to use the abstract estimate (10.1.2) we must estimate
sup {|a(u — wn, )l /o]l w € Vi \ {03}
and verify that a(-,-) is coercive on V},. By Green’s Theorem, we have

alu — up,w) = alu,w) — (f,w)

ou
(10.2.13) = (-Au,w) + /89 3,0 ds — (f,w)
ou
= o gwds.

We first do a local estimate.

(10.2.14) Lemma. Let T be a triangle satisfying (10.2.1) with a curved edge
e. Assume that u € W2*=1(T), and w € Py_1 vanishes at the Lobatto nodes
along e. Then there exists a constant Cy , such that

ou
/e aw ds

where he = length of e.

(10215) < C’hphzk*l(diam Dg)lik ||’LLHW0201¢—1(T) ||wHH1(T)
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Proof. Let s denote arc length. In terms of the parameterization z(s), 0 <
s < he,

he 9y,
(10.2.16) a—Zwals:/ a—(ar;(s))w(av(:s))ds
0
Then

he oy
/0 a(x(s))w(x(s)) ds

ou
W . lwllyyr=1 (Corollary 10.2.9)

< Cy.p W21 (diam Dg)l_kHU”Wgok—l(T) llwl| g1 (1) -(using 10.2.2)

< Oy h2k1

Using (10.2.16) completes the lemma. O

From the local estimate (10.2.15) we deduce the following global esti-
mate.

(10.2.17) Lemma. Assume that u € W2F=1(2). For small h and fized k,
there exists C, > 0 such that

|a(u — uh?w)| k—1
sup e < G, " lullypanes .-
wevin{or  [wllm (o) i w21(02)

Proof. Since 042 is smooth, for h small enough, we have
(10.2.18) he < 2diam T < 2diam Do

in Lemma 10.2.14. Therefore,

ou
/e 511} ds

By summing over all boundary edges, it follows from (10.2.19) that

ou
/eaw ds

_1 1
< Cp hk 2 HUHW;’““(Q) (Z hé ||w|H1(T)>

(10.2.19) < Cp b Ilullyyzr-1 o) 10l 71 ¢y-

2

§ Cp h,k_f Hu”Wi’“’l(Q) (Z he> ||'LU||H1(_Q)

Since ), he = length of 042, the lemma follows from (10.2.13). ]
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We next turn to the question of coercivity of a(-, ) on V},. We need the
following lemma, where (2 is assumed to be connected.

(10.2.20) Lemma. There exists a positive constant § such that for all v €
HY(), we have

(10221) ﬂH’UHHl(_Q) S "U‘Hl(g) + ’/ vds
o0

Proof. Assume that the lemma is false. Then there exists a sequence v; €
H'(£) such that

(10.2.22) ij||H1(Q) =1
and

1
(10.2.23) Vil g1y + o vjds| < -

From Friedrichs’ inequality (4.3.15) and (10.2.23) we have

_ C
(10224) ||7]j — Uj||L2(Q) S C |Uj|H1(_(2) S 7
where 7; = |2|7! [, v; dz. Then (10.2.23) and (10.2.24) imply

lim [|v; — 5,31 0y = lim (|v»—v-|21 + v — 7]% )
Pl i) = 705 Y% JlHL(02) J illLz()

. 2 712
(10.2.25) = ]liﬂolo (|’Uj|H1(_Q) + ij - UjHLZ(Q))

=0.

It follows from (10.2.25) and Theorem 1.6.6 that

(10.2.26) lim (v; —v;)ds = 0.
J=Jon

Hence, we have from (10.2.23) and (10.2.26) that

(10.2.27)  lim vjds = lim (/ (; —vj)ds +/ vj ds> =0.
o0 o0

Jj—o0 Jon Jj—00

Therefore, lim;_,., T; = 0 and we conclude from (10.2.25) that

(10228) _hIIl ||vj||H1(_Q) = 0
j—o0
But (10.2.28) contradicts (10.2.22). O

We are now ready to prove the coercivity of a(-,-) on V.
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(10.2.29) Lemma. There exists a positive constant y such that for h small
enough, we have
(10.2.30) a(v,v) > 7lvlFi o) Vv € Vi

Proof. Without loss of generality we may assume that {2 is connected. From
Lemma 10.2.17 we have

/ —v ds
8{2
for any u € W2k=1(

Let u, € C>®(2 ) satlsfy

Ouy
ov

(10.2.31)

< Cp W72 fullyzsr gy 0l ()

(10.2.32)

=1 on 91,

then (10.2.31) becomes

/ vds
292

Combining (10.2.21) and (10.2.33) we have

(10.2.33) < Cp 5% (0] 1 0)-

1
(10.2.34) Bllvllar @) < [olar @)+ Co b2 0]l g1 (),

and hence

(10.2.35) (5 -C, h’“*%) olla ) < ol () = vValv, v).

The coercivity estimate (10.2.30) therefore holds if we let v = (3%/4, pro-
vided that C, h*~3 < 3/2. 0

In view of Lemmas 10.1.1, 10.2.17, 10.2.29, and standard interpolation
error estimates (cf. Theorem 4.4.20), we have proved the following theorem.

(10.2.36) Theorem. Assume that u € W2F=1(0) and (10.2.1) holds for a
p > 0 independent of h. When (10.0.1) is discretized using V3, the Lagrange
finite element space of continuous piecewise polynomials with degree < k—1
which vanish at the Lobatto boundary nodes, we have the following error
estimate:

(10.2.37) |lw — uh”Hl(Q) <C, hk71||UHW020k—1(Q),
for h sufficiently small.
It is not necessary to assume that u € W25=1(£2) in order to conclude

that [|u—up| 10y < C, hF~1. In particular, it can be shown (exercise 10.x.4
and (Scott 1975)) that this holds for u € H*(£2), the best possible norm.
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10.3 Nonconforming Finite Elements

In this section we look at a variational crime as in Lemma 10;1.9‘ Recall
that the variational formulation of (10.0.1) is to find u € V = H'(2) such
that

(10.3.1) a(u,v) = F(v) YveV =HY1),

where a(u,v) = [, Vu-Vodz and F(v) = [, fvdz. We assume that £2 is a
convex polygonal domain, and f € LZ(Q) Therefore, u belongs to H?({2)
by elliptic regularity.

Let 7" be a non-degenerate family of triangulations of £2. The non-
conforming P; finite element space (see Fig. 3.2) is defined to be

Vi, := {v : v|p is linear for all T € 7", v is continuous
(10.3.2) at the midpoints of the edges of 7" and v = 0
at the midpoints of the edges on 0(2}.

Note that since functions in V}, are no longer continuous, they are no
longer in H'(£2). We must therefore use a modified variational form ay,(-, -)
in the discretized problem.

We define the following bilinear form on Vj, + V/

(10.3.3) ap(v,w) = /Vv Vw dx
TeTh

and its associated norm
(10.3.4) lv]ln = v an(v,v).

The form ap(-,-) is coercive on V = H(£2) because ap(-,-) = a(-,)
on V. It is positive-definite on V}, because ap(v,v) = 0 implies v is piece-
wise constant, and the zero boundary condition together with continuity at
midpoints imply v = 0.

The discretized problem is to find u;, € V}, such that

(10.3.5) ap(up,v) = F(v) Yo € V.

We want to estimate ||u — up||n, using the abstract error estimate
(10.1.10). Let Z"u € Vj be the nodal interpolant of u, i.e., Z"u agrees
with u at the midpoints of the edges of T". Since u € H2(2) N H'(12),
Theorem 4.4.20 yields

(10.3.6) inf u—vlln < [lu—T"ullp < Chlulgeo),
v h

where C' is a positive constant that depends only on the parameter p in
(4.4.16). For the second term on the right-hand side of (10.1.10), we have
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n(u —up,w)

/Vu dea:—/ fwdx (10.3.3 and 10.3.5)

TeTh

3 [/{)TVu-wndsf/TAuwdx} 7/wad$

TeT

(10.3.7)

/8T Vu-wnds (by 10.0.1)
TeTh

Z/Vu

ecEh

where £ is the set of the edges in 7", n is the unit outer normal along
9T, and the jump [w] across an edge e is a vector defined as follows.

Let e be an interior edge shared by two triangles T} and T in 7", and
wj = w‘Tj for j =1,2. We define on e

[w] = wing + wany,

where n; is the unit normal of e pointing towards the outside of T}. If e is
an edge on the boundary of {2, then we define on e

[w] = wn,

where n is the unit outer normal of e pointing towards the outside of 2.
The next step is to estimate Y, cn [, Vu - [w] ds, which uses the fol-
lowing trace estimates.
Let e be an edge of the triangle T'. Then we have, by the Trace Theorem
with scaling (cf. exercise 10.x.7),

(10.3.8) el M IClZae) < C(hp?ICI T2y + Sl () ¥ C € HN(T),

where |e| denotes the length of e, hy = diam T, and the positive constant
depends only on the chunkiness parameter of 7. Furthermore, since Jw] = 0
at the midpoint of every edge, it follows from a simple calculation (exer-
cise 10.x.8) that

(10.3.9) lell[wllF2ey < C Y Alwli
TeT.

where 7, is the set of triangles in 7" having e as an edge and the positive
constant C' depends only on the chunkiness parameter of T

Using the midpoint rule and the fact that [w] vanishes at the midpoints
of all the edges, we can write

Z/VU dsz/Vu n, — co)n. - [w]ds,

ecEh ecEh
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where n. is a unit normal of e and ¢, is an arbitrary constant. Therefore
we have

Z Vu - [w] ds

ecEh V€
< 7 el V2 Vu e — coll o lel 2 el (Cauchy-Schwarz)
ec&h
1/2
< (3l HIVane = el
eegh,
1/2
(3 lell ez (Cauchy-Schwarz)
ecEh
3 —2 2 2 1/2
S C|: ezgh 7{%1% (hT HVU ‘Ne — c€||L2(T) + |U|H2(T))i|
1/2
x [Z 3 h%|w|§,1(T)} (10.3.8 and 10.3.9)
ecEh TET,

which implies, since c. is arbitrary,

Z Vu - [w] ds

ecgh V€
< C[ Z min (h;2 inf ||V -ne — c|F2p + |ul3e )}1/2
- ecEh TeTe cc€R e TellL2(T) H2(T)
DD
ecEh TET.
< Chlul gz (o) [lw|n- (by 4.3.8)

It follows from (10.3.7) and the previous estimate that
(10310) \ah(ufuh,w)| S Ch|u\H2(Q)||w||h.

Combining (10.1.10), (10.3.6) and (10.3.10), we have therefore established
the following theorem.

(10.3.11) Theorem. Let 2 be a convex polygonal domain, f € L*(£2), and
up be the solution of the nonconforming Py discretization (10.3.5). Then
the following discretization error estimate holds:

HU7uh||h § Ch‘u|H2(Q),

where the positive constant C' depends only on the parameter p in (4.4.16).
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It is also possible to obtain an L? error estimate by modifying the
duality argument in Section 5.4. Let z € H2(£2) N H'(2) satisfy

(10.3.12) a(v,z) = / v(u —up) de Vve H' (),
Q
and z, € V}, satisfy
(10.3.13) ap(v, zp) = / v(u — up) dr Vv e V.
o)

It follows from (10.3.12) and (10.3.13) that

= unl|72 () = alu, 2) — an(un, z1)
(10.3.14) =ap(u—up,z — zn) + ap(u — up, z1)

+ a(up, z — zn).

The first term on the right-hand side of (10.3.14) can be estimated using
Theorem 10.3.11 (applied to u and z) and elliptic regularity:

(10.3.15) ap(u—up, 2z — zp) < |lu—upllnllz — znlln
S ChQ‘u|H2(Q)|Z‘H2(Q).

We can rewrite the second term on the right-hand side of (10.3.14) as
(10.3.16) an(u —un, z) = an(u — up, zn — I"2) + ap(u — up, I"z2).
We have, by (10.3.11) and (4.4.20),

(10.3.17) an(u —up, 2z, —I"z) < llw — upllnllzn — Ithh

< CR*|ul 20| 2| 2 (0)-

Note that (10.3.7) implies

an(u —up, I"z) = Z /Vu. [Z"2] ds

ecEh

= Z /VU’ﬂIhz—ZﬂdS
ecEh ¥ C

= Z /(Vu-ne — Ce)Ne - [[Ihz—z]] ds
ecgh V€

for arbitrary constants c., where we have used the midpoint rule and the
fact that [z] = 0, and hence, as before,
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ah(u—uh,Ihz)
< el Vu e ne — el ele V1T 2 — 2] o)

ecEN
: —2 . 2 2 /2
< C{ Z et (hT CirgRIIVu "D — Cellz2 o) + |U|H2(T)):|
ecEh
2 —2 h 2 h 2 1/2
(10.3.18) X [ Z <|6| Z (hT HI zZ— ZHLQ(T) + |I z— Z|H1(T))}
ecEh TeT.
(Cauchy-Schwarz and 10.3.8)
< C|U|H2(Q) (h2|Z|H2(Q)). (4.3.8 and 4.4.20)

Combining (10.3.16)—(10.3.18) we find

(10.3.19) an(u — up, z) < Ch?|ulmz(0)| 2l H2(0),
and similarly,

(10.3.20) an(un, z — z1,) < Ch?|ul 20 |2|m2(0)-

Putting (10.3.14), (10.3.15), (10.3.19) and (10.3.20) together, we arrive
at the estimate

lu = unl2(0y < Ch*|ul g2y 2| a2 (),
and, in view of the elliptic regularity estimate
[2[l2(2) < Collu — unllL2(0),

we have proved the following result.

(10.3.21) Theorem. Let 2 be a convex polygonal domain, f € L?(£2), and
up be the solution of the nonconforming Py discretization (10.3.5). Then
the following discretization error estimate holds:

lu—unllr2(2) < Ch* [ulpz(),

where the positive constant C only depends on the parameter p in (4.4.16).

It is reasonable to ask why one would want to use nonconforming finite
elements. There are situations where nonconforming methods are clearly
desirable. One example is the incompressible fluid flow problem. If one
uses the vector conforming, piecewise linear Lagrange finite element, the
only function in V}, which satisfies the divergence-free condition is the zero
function on generic meshes. In order to obtain a good approximate solution
by a conforming method, one must therefore use higher-order polynomials.
On the other hand, the vector nonconforming piecewise linear finite element
space can be used to solve such a problem (cf. (12.4.12)).
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Another example is the biharmonic equation (cf. Section 5.9). Since
this is a fourth order problem, the conforming finite elements are C* ele-
ments, for example the Argyris finite element, which involves fifth degree
polynomials. On the other hand, it can be solved using the nonconforming
quadratic Morley finite element, which is depicted in Fig. 10.3. The prop-
erties of this finite element and its application to the biharmonic equation
can be found in exercises 10.x.9 through 10.x.14 (see also (Shi 1990)). Note
also that the Morley element can be used to construct preconditioners for
the system resulted from the discretization of the biharmonic equation by
the Argyris element (cf. (Brenner 1996b)).

Fig. 10.3. Morley finite element

10.4 Isoparametric Finite Elements

The use of isoparametric finite elements (Sect. 4.7) also entails a variational
crime; one can envisage either that (10.0.2) is violated or that there is a
modified bilinear form. However, this approach is simpler to estimate than
the previous one. When one interpolates the boundary conditions using
polynomials, it can happen that v € V}, differs from zero significantly on
0f2. The use of Lobatto interpolation points minimizes the effect of this
by guaranteeing that the error oscillates in such a way as to cancel any
deleterious effects. On the other hand, isoparametric finite elements are
no longer polynomials in the coordinates of 2, being transformed via a
piecewise polynomial mapping from some domain (2. Thus, they are able
to match Dirichlet boundary conditions more closely in a pointwise sense.

We begin with the formulation for the model problem (10.0.1). Recall
that we have a polyhedral approximation, £2;,, to £2, and a mapping F™*
such that F"(£2;) closely approximates §2. Suppose that properties 1-3 of
Sect. 4.7 hold for the isoparametric mapping. In particular, we will assume
there is an auxiliary mapping F : 2, — 2 and that F* = Z"F; for each
component of the mapping. Further, we assume that conditions 1 and 3 in
Sect. 4.7 hold as well for F'. The construction of such an F' is not trivial,
but it is done in (Lenoir 1986). Define
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ap(v,w) = /Fh(rzh) Vou(z) - Vw(z) d.

For the purposes of analysis, we will need the mapping @" : £2 — F"(12;,)
defined by ®"(x) = F"(F~1(x)). Note that we can write

an(v,w) = /Q T (2) V(@) - Jan (2) Vi () det Jpn () d

where for any function v defined on F"(§2;,) we set
(10.4.1) b(z) == v (®"(z))
and Jgn denotes the Jacobian of @". The key point is that
(10.4.2) Jon — I = O(RF1).

Let Vj, be defined as in (4.7.2), where 2 = (2, and F = F", and define
up, € Vi, by
(10.4.3) ap(up,v) = / f@)v(x) de.

Fh($2n)

First we derive an estimate analogous to (10.1.10). We define Vj, =
{0 : v eV}, and let ¥y, denote the projection of u onto Vj,:
(10.4.4) a(in, ) = a(u,®) Vi € V.

Note that YA/h C V, that is, the Dirichlet boundary conditions are satisfied
exactly for w € V3. Then for any w € Vj,

a(bp, — Gp, W) = a(u — Gp, W) (by 10.4.4)
(10.4.5) — (f,1) — alin, )

= (f,w) — / fwdx + ap(up, w) — a(dp, ). (by 10.4.3)
FM($2n)

We thus find
lu—anll, <|lu—"2onl, + ||on — s, (triangle inequality)
= inf |ju—9[, + ||0n — s, (see 10.1.12)
vEV}
(10.4.6) —inf fu—dl, + sup (GO D o 16)
vEVR weVi\{0} @],
< inf ||u_f)||a + sup |ah(uh7w)A_ a’(uhvw)‘
vEVR weVi\{0} ],
|(£,8) = Jpn ) Frod
+  sup @) (by 10.4.5)

weVi\{0} @],
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The second term above may be expanded as
ap(up,w) — a(tp, W / —tNay, - I pn 'V det Jpn dx
— / Vi, - Vwdx
0
= / (i = 1) Vg - J 5! Vb det Jgn da
Q
+ / Vi, - Jq;:,vw det Jgn dx — / Vi, - Vi dx
0 0
= / (Jok = I) Vi - J Vb det Jgn da
Q
+ /Qvah - ((det Jgn) ot — 1) Vi d.

From (10.4.2) we conclude that

(10.4.7) sup 1 w) — i D) pporyg
weVp\{0} HwHa

The term involving f can be estimated similarly:

|<f, - [ o, T

., (f(x) — f(@h(x)) det Jgn (a:)) w(z) dx

< ‘ [ (#6a) = 5(@" @) det Jon (z)io) o
2

x) (1 — det Jgn (z)) W(x) dz

<O (W1l oy + B 1 Lzaqey) Nl oy

Combining this with (10.4.6) and (10.4.7), we have the following,.

(10.4.8) Theorem. Let u be defined by (10.0.1) and let up be defined by
(10.4.3) where Vj, is defined in (4.7.2) (with 2 = 2, and F = F"). Then

= @l g1 ) < C R (IIUHHk(m + Hf”vv;o(m)

for h sufficiently small (see (10.4.1) for the definition of Gy).
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10.5 Discontinuous Finite Elements

Consider (10.0.1) for a bounded polygonal domain 2 C IR? and f € L?(2).
The ultimate variational crime is committed by using discontinuous finite
elements, which can be defined on a family of partitions P" of {2 with
hanging nodes (cf. Fig. 10.4). More precisely, for each h, the partition P"
consists of open triangles such that

2= \J T and T,nT;=0 if T,T;€P", T, #T;.
TePph

Fig. 10.4. A partition with hanging nodes

The set of vertices of the triangles in P” is denoted by V", and &" is the
set of open line segments on the boundaries of the triangles in P" whose
endpoints belong to V*. We shall refer to the line segments in £ as the
edges of P". For example, the partition of the square in Fig. 10.6 has 17
edges. For e € £", we will denote by P, the set of triangles in P" containing

e on their boundaries. (P, has two elements if e C 2 and one element if
e C of2.)

(10.5.1) Definition. A family of partitions is said to be non-degenerate (or
reqular) if there exist positive numbers 0, and o independent of h such that
(i) if T € P", then the angles of T are greater than or equal to 0. ;

(ii) if e € E" and T € P., then |0T|/|e| < o.

Here |0T| (resp. |e|) denotes the length of OT (resp. e).

Roughly speaking, a family of partitions " is non-degenerate (or reg-
ular) if and only if the chunkiness parameters (cf. Definition 4.2.16) of
the triangles in P" are uniformly bounded and the hanging nodes are dis-
tributed in a quasi-uniform manner on the boundaries of the triangles in
P". Exercise 10.x.29 gives an equivalent condition for a family of parti-
tions to be non-degenerate. We will assume throughout this section that
P" is a non-degenerate family of partitions and refer frequently below to
the constants 6, and p.

The discontinuous P; finite element space is defined to be

(10.5.2) Vi={veL*(2): vy =v|, e P1(T) VT eP"}
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We will consider two interior penalty methods for (10.0.1) based on V},.

Let u be the solution of (10.0.1), v € Vj, and T' € P". For simplicity,
we assume that (2 is convex so that u € H2(£2) and the following Green’s
formula is obviously valid:

(10.5.3) / Vu-Vudr = / fo der/ Vu - (vn)ds,
T T oT

where n is the unit outer normal along OT. (In fact, the Green’s for-
mula (10.5.3) can be justified without the convexity assumption, see ex-
ercise 10.x.30.)

Summing up (10.5.3) over all the triangles in P", we have

(10.5.4) Z /TVu~Vvdx:/ﬂfvdx+ Z 8TVu-(vn)ds

Teph Teph

:/ fodz + Z Vu - [v] ds,
2

ecgh V' ®

where the jump [v] is defined as in Section 10.3.
Since [u] = 0 and Vu has a well-defined trace on the edges of P", we
can rewrite (10.5.4) as

(10.5.5) 3 /T Vu-Vods— 3 [{Vu}-[o] ds

Teph ecEh V€

Y [4vop [ulds = /Q fodz,

ecgh ¢
where on an edge e
{vul = (1/2)[V(ulr,) + V(ulzn,)]
if e is an interior edge shared by the triangles T and T5, and
{Vul} = Vu

if e is a boundary edge.
Finally, for any positive number (penalty parameter) n, we can also
include the vanishing term

% S [ Tul- o] ds

ecgh ¥

in (10.5.5) to arrive at
(10.5.6) aif (u,v) = / fodz Yo eV,
2

where the mesh-dependent bilinear forms aj- (-, -) are defined by
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(10.5.7)  af(w,v) Z /Vw Vudz — Z /{{Vw}}

TepPh ecéh
iezgj / AVl - [w] ds—|—| | ezgj /

We can now define the interior penalty methods: Find uf € Vj such
that

(10.5.8) aif (uif, v / fodz Yo e V.

(10.5.9) Remark. The symmetric interior penalty method (corresponding to
the negative sign) was first studied in Wheeler (1978) and Arnold (1982).
The nonsymmetric interior penalty method (corresponding to the positive
sign) was introduced in Riviere, Wheeler and Girault (2001). The nonsym-
metric method with n = 0 was introduced earlier by Baumann and Oden
and analyzed in Oden, Babuska and Baumann (1998).

In view of (10.5.6), the interior penalty methods defined by (10.5.8)
are consistent. Hence the convergence of these methods depend on their
stability, which involves boundedness and coercivity of the bilinear forms

a%(ﬁ')

Let the mesh-dependent energy norm || - ||;, be defined by

(10.5.10) ol = D> IVollieery +07" D lelll{VoRlZa

Teph ecEh

+ 277 Z ‘€|71||[[U]]||%2(e)a

ecEh

where we have suppressed the dependence on 7 to keep the notation simple.
It follows from the Cauchy-Schwarz inequality (cf. exercise 10.x.32) that

@t (-,-) is bounded by || - ||, i.e.,

(10.5.11) ‘af(w,v)‘ < lwllnllv|ln Vo,we HY(2)+ V.

For the coercivity of the bilinear forms af(-, -) on V},, we need another
mesh-dependent energy norm || - ||, defined by

(10.5.12) ol = > IVollZaey +0 Y lel HIloIZe )

Teph ecEh

where the dependence on 7 is also suppressed in the notation.
It follows immediately from (10.5.7) that

(10.5.13) af (v,v) = Jv||7 Yv eV,
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i.e., ajf (-,-) is coercive with respect to ||-||5, which implies in particular that
the discrete problem is uniquely solvable. In view of (10.5.11) and (10.5.13),
we can establish the stability of the nonsymmetric interior penalty method
by relating the two norms || - || and || - ||».

Clearly we have

(10.5.14) ol < vl Yove HY(R)+ V.

In the other direction, we have the following result.

(10.5.15) Lemma. There exists a positive constant C depending only on the
constants 0, and o in Definition 10.5.1 such that

(10.5.16) vl <CA+nYHv)n  Yve V.

Proof. Let v € V}, be arbitrary. Since Vv is a piecewise constant vector, we
have, by the definition of {V(-)},

Yo lelllfVoblzae <C Y 10T Y IV (lr)P

ecgh ec&h TEP,

(10.5.17) <C Y > IVolliem

ecEr TEP.

<C Y IVlZan),
Teph

where C' is a generic positive constant depending only on 6, and o. Note

that we have used the fact that the number of edges of P" that appear

on the boundary of any triangle in P" is uniformly bounded because of
condition (4¢) in Definition (10.5.1).

The estimate (10.5.16) follows from (10.5.10), (10.5.12) and (10.5.17).

O

We can now prove an abstract error estimate for the nonsymmetric
interior penalty method.

e emma. Let u oe € soLution o, U, and u, € Vp satisfy
10.5.18) L Let u be the soluti 10.0.1) and u) € V}, sati

af (u;f,v) = /vadx Yo e V.

There exists a positive constant C' depending only on the constants 0, and
o in Definition 10.5.1 such that

lu = ulln < CA+n"1)2 inf [ju— vl
veVy

Proof. Let v € V}, be arbitrary. We have
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I =gy lln < llu = vlln + [l =l

< lu—=vlln +C+ 0N ug —vlln (by 10.5.16)
(o

<|u=vllp+CA+n"") sup Jay (uy — v, w)] (by 10.5.13)
wevin{or  llwlx

+(0
= lu—vlp+CA+77Y) sup lay (u = v, w)|
wevin{oy  llwlln

<CA+n""2u—v|n, (10.5.11 and 10.5.16)

(10.5.6 and 10.5.8)

and the lemma follows. O
The following lemma shows that the symmetric interior penalty method
is also coercive with respect to || - ||, provided the penalty parameter 7 is

sufficiently large.

(10.5.19) Lemma. There exists a positive number 1., depending only on the
constants 0, and p in Definition 10.5.1, such that

_ 1
(10.5.20) a, (v,v) > §H|v|”,21 Yoe Vi, 1> .

Proof. Let v € V}, be arbitrary. From (10.5.17) and the Cauchy-Schwarz
inequality we obtain, for any € > 0,

/{{Vv}} [lds < > lel 2 I{VoR}IZ2 (el 21022 o)

ecEh ©° ec&h
< (1ol ) (X el I e)
ec&h ec&h
1/2 B 1/2
< (€ X IVeldeeny) (X lel TR
TePh ecEh
eC, 1 _
= ™ T 5 > lel M Il Z e
Teph ec&n

where the positive constant C, depends only on 6, and p. It then follows
from (10.5.7) that

- 1 -
ay (v,0) = (1= €eCy) D Vol + (0 - 2) D el M e

TeTh ec&h

and (10.5.20) is valid if we choose € = 1/(2C,) and 7, =271 4+ ¢~ L. O

In particular, the discrete problem for the symmetric interior penalty
method is uniquely solvable if > n,. The following result for the symmetric
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interior penalty method can then be established using (10.5.11), (10.5.20)
and arguments similar to the ones in the proof of Lemma 10.5.18.

(10.5.21) Lemma. Let u be the solution of (10.0.1), n > n., and u;, € V4
satisfy

a;(u;,v)z/gfvdx Yv e V.

There exists a positive constant C depending only on the constants 0, and
o in Definition 10.5.1 such that

Ju—up I < CL+0"")? inf u—ovlla.
veEV)

Let e € £, Tt follows from the trace theorem with scaling, conditions
(z) and (z%) in Definition 10.5.1, and the definitions of {V(-)} and [-] that

eIV (u = 0)}lF2) < C D 0TIV (u — )| Z2 (o

TEP.

<C Z (‘U_Uﬁ{l(T) +h§“|u|§{2(T))a
TEP.

el M= vllBa <€ Y (

TEPe

<C Z (hr?|lu — ”H2L2(T) + |u— ”ﬁIl(T))’
TeP.

o1y 1 )
o) e ol

le]

where hr = diam T, and the (generic) positive constant C' depends only on
0, and o. Summing up these estimates over all the edges in £", we find

(105.22) Y el {V(u— )}l

eeé‘h,
<C Z (\U—Uﬁql(T) —|—h%|u\?{2(m),
TepPh
(105.23) > el HIw —vll720
eeé‘h,
<C Y (hp’llu—vlZauy + lu—vline).
Teph

Combining (10.5.10), (10.5.22) and (10.5.23), we have the following
lemma, which shows that ||u — v]||;, can be estimated element by element.

(10.5.24) Lemma. There exists a positive constant C depending only on the
constants 0, and g in Definition 10.5.1 such that, for any v € Vj,
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Ju— v} < Z lu — U|H1 m+Cn” IZ U|§11(T)+h2T|U|§I2(T))
TePh TePh
+Cn Y (hpPllu = vlFa () + lu—vlFn )
TePh

The following theorem provides concrete error estimates for the interior
penalty methods.

(10.5.26) Theorem. Let u be the solution of (10.0.1) and uf € Vi, satisfy
(10.5.8), where we assume 1 is greater than or equal to the constant 7, in
Lemma 10.5.19 for the symmetric interior penalty method. There exists a
positive constant C' depending only on the constants 0, and o such that

(10.5.27) u —uwf |l < Cop+n7")2hlul 20
where h = maxpepn hr.

Proof. Let T"u € V}, be the piecewise linear interpolant of u, i.e., for any
T € P, (T"u)| o agrees with u at the three vertices of T'. It follows from
Lemma 10.5.18, Lemma 10.5.21 and Lemma 10.5.24 that

= w17 < 0+~ u— Thull}
<C+n)( Y W= Tuldaery + Y fu =T uld

Teph Tecph
+ > h%‘”l%ﬁ(T))?
Teph
which together with Theorem 4.4.20 implies (10.5.27). O

Note that when P" is actually a family of triangulations we can take
advantage of the continuity of Z"u to replace (10.5.27) by

lu—ujy l[n < C(L+n7") 2 hlul g2 (o),

i.e., the rate of convergence is independent of the penalty parameter 7 as
long as it is bounded away from 0.
For the symmetric interior penalty method, the Galerkin orthogonality
relation
ay (u—up,v) =0 Yo eV,

which follows from (10.5.6) and (10.5.8), allows the application of the stan-
dard duality argument to yield the following L? error estimate:

(10.5.28) lw =y |20y < Cn+n7")h?|ul g2

However, such an estimate is not available for the nonsymmetric interior
penalty method because it is not adjoint consistent.
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(10.5.29) Remark. Interior penalty methods belong to the class of discontin-
uous Galerkin methods. A general analysis of discontinuous Galerkin meth-
ods for elliptic problems is given in Arnold, Brezzi, Marini and Cockburn
(2001). Applications of discontinuous Galerkin methods to other problems
can be found in Cockburn, Karniadakis and Shu (2000).

10.6 Poincaré-Friedrichs Inequalities for Piecewise WZ}
Functions

Let £2 € IR? be a bounded and connected polygonal domain and 1 < p < oc.
The goal of this section is to extend the following versions of the Poincaré-
Freidrichs inequalities (cf. Exercise 4.x.4 and Exercise 5.x.13) to piecewise
Wz} functions:

(10.6.1) |lullpr(o) < (‘/Qudx‘ﬂﬂwg(m) Yu € W, (1),
(10.6.2) |[Jullpr(o) < C(‘ /{muds‘ + |U|WI}(Q)) Vue W, (92),

where the positive constant C' depends only on (2. Such inequalities can be
applied to the finite element functions in Section 10.3 and Section 10.5.

Let 7 be a simplicial triangulation of £2 and W, (£2,7) be the space
of piecewise W1 functions with respect to 7, i.e.,

(10.65) W, (2,T)={veLl(2): vy =v|, e Wy(T) VT €T}

The set of the interior (resp. boundary) edges of 7 will be denoted by £¢(7)
(resp. £°(T)) and the set of the vertices of 7 will be denoted by V(7).

In order to extend (10.6.1) and (10.6.2) to W, (£2, T), we first establish
Poincaré-Friedrichs inequalities for the space Py ({2, 7) of piecewise constant
functions with respect to 7.

(10.6.6) Lemma. Let 1 < p < oco. There exists a positive constant C, de-
pending only on the minimum angle of T, such that

(10.6.7) ||c||Lp(m§CH/chx]+( 3 Iellpr[H]HLp(p) ']

c€EU(T)
Vee Py(£2,T), and

(10.6.8)  |lcllLr (o) SC{‘/{{chds‘—i-( > lel™ IR, e)) }

e€&i(T)

Ve e Py(§2,T), where the jump [c] is defined as in Section 10.3.
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Proof. Given any ¢ € Py(§2,7), we define Ec to be the continuous piecewise
linear function (with respect to 7) that takes the average value of ¢ at any
vertex of 7, i.e.,

(Ec)(x Va e V(T),

TE’T

where 7, is the set of the triangles in 7 that share the common vertex x
and |7 is the number of triangles in 7.
Let T' € T be arbitrary and Vr be the set of the vertices of T. We have

e — EC||I£p(T) < Ch%‘ Z ’CT - (Ec)(x)‘p

rEVr

<Ch22’|7,| -l

€V T€eT,

< Ch% Z Z ler — e |P, (Holder’s inequality)
z€VT | x‘ T'€T,

(definition of Ec)

where hy = diam T and C'is a (generic) positive constant that only depends
on the minimum angle of 7.

Note that any triangle T’ € 7, can be connected to T by a chain of
triangles in 7, where any two consecutive triangles share a common edge.
In other words there exist triangles 11, Ts, ... Ty € 7, (k < |7.|) such that
T, =TT, =T,and T; and T} share a common edge e¢; for 1 < j < k—1.
Therefore, we also have

k—1 »
ler — e |P = ’ (CT_7+1 o ch)
j=1
1)1 Z lez,,, — e, |” (Holder’s inequality)
<|Z Pt Z |7|| ||Lp (e; (definition of [-])

Since the edge e; must be an interior edge, we can combine the two
previous estimates to obtain

e — ECHZZ,P(Q) = Z e — ECHZL)/P(T)

TeT
(10.6.9) SCY B DI o IIH 17
TeT rEVr ecll

<CCmax [T)72 Y lelllell
ec&i(T)
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where £¢ is the set of interior edges of 7 emanating from the vertex z.
It also follows from (10.6.9) and Lemma 4.5.3 that

1/p /
(10610) (3 le- Eellyyp)" < 0( X 0l - Eellr)
TeT

TeT

< C( max |T,|)'~ Wp)( > |e\1*”IIHIILp<e)

2eV(T) cc€(T)
We can now complete the proof of (10.6.7) as follows.
lcllze2y < [1EcllLey + lle — Ecl|1r (o)

§CH/QECdx‘+|EC|W[}(Q)+( Z |€|||[[C]]||Lp(e) }

e€Ei(T)
(10.6.1 and 10.6.9)

] [ eael e~ Eelzrio + (X 1B6tn)

+( > lelllela. )) } (Hélder’s inequality)

ec&i(T)
1/
:c[)ﬂcdashlc—ECIILv(nﬁ(7%;EC_CVV)V;(T)) :
(X lellidi) ]
ec&i(T)
of| [ ear+ (X ©rlt) "]
ee&i( T)

(10.6.9 and 10.6.10)

where we have also used the fact that (max,ey(7) |Z|)'~/?) is bounded
by a constant that depends only on the minimum angle of 7.
Similarly, we have

”c”LP(.Q) < ||Ec||LP(_Q) + HC — EC”LP(Q)

1/p
<c[| [ Beas|+1Eduyio+ (X Wl ]

oa c€€i(T)

(10.6.2 and 10.6.9)
1/p
ol [ eas|+ (3 rellidi)
a9

ecEH(T)

+ ‘ /BQ(EC—C)dS‘ + ( Z |Ec— C|€V£(T))1/p]a

TeT
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and, repeating the arguments that led to (10.6.9),

]/ (Be—c)ds| < |arz|p*1/ |Ec — ¢ ds
a9 a9

ST D T
e€EL(T)

< ClonPt Z le] Z [(Ec)( Y —cn |

e€EH(T)  z€EV.

<C T.|)P 2 T
< Clmps TP Y el
ecEi(T)

where V. is the set of the two endpoints of the edge e and T, is the triangle
in 7 such that e C 0T

The inequality (10.6.8) follows from these estimates and (10.6.10). O

With Lemma 10.6.6 in hand, we can now extend the Poincaré-Friedrichs
inequalities to W (£2,7).

Let M. be the map defined by

1
Mev:—/vds Yo € L'(e).
le] Je

Note that Holder’s inequality implies

(10.6.11) [Mevllzoe < lollney Vo€ LP(e), 1< p < oo.

(10.6.12) Theorem. Let 1 < p < oo. There exists a positive constant C,
depending only on the minimum angle of T, such that

/
(10.6.13)  [|v]lLr(0) < CH/dex‘ + ( Z |U|€V1}(T))1 ’

(X el IMEI) ] e e i@,

ec&i(T)

(10.6.14) o[l (o) < C (/ uds)+(z ol T))l/p

(X el IMEI) ] e e W@,

e€&i(T)

Proof. Let v € WZ}(Q,T) be arbitrary and 7 € Py(§2,7) be the piecewise
constant function that equals the mean of v on each T' € 7. We have
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[vllze(@) < llv =llLe(2) + 10l Lr ()

< C[(q%;|v—””ip(ﬂ)l/p+‘/ Edm‘

(X K IMEL) ] (1067 e M) = )

ecEi(T)
B 1/p
(X lityn)” +| [ ota] +( T I blEac)
TeT ceé! (T)
- . 1/p
(X M -T,,) .
ecEH(T)

(triangle inequality and (4.3.15) with scaling)

where C'is a (generic) positive constant that depends only on the minimum

angle of 7.
Since
_ 1/p
Dl P A R [
ecEi(T)
1—p i 1/p
< C( > hp Pl - v||Lp(aT)) (by 10.6.11)
TeT
| ST rZr(h2|w — ol W22y — o v
< [ Z T ( 7 v — UHLP(T) + by "o — U|W;(T))}
TeT
(Trace Theorem with scaling)
1/p
< C’( Z |v\€v1(T)) ) (4.3.15 with scaling)
P
TeT

we have established (10.6.13).
Similarly, we have

lvllr @) < [lv —=llLe) + 1P]lLr (@)

1/
< c[(%hm%m) " /{mﬁds‘

+( Z ‘€|1_p||/\/le[[f]]”ip(e)>Up]

e€&(T)
(4.3.15 with scaling and 10.6.8)

’/ vds‘—k ZM )Up

TeT

H(OX 1ePIMD) | [ -]

e€&i(T)
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and

[ onad s [ o)
a2 00

/
:|ag|p71( > Hv—@llip(e))lp

€V (T)
_ 1/p _ 1/p
< C( Z / l[v— v”iﬁ(&T)) = C( Z hiy 1|”|€V;(T)> )
TeT 7 OT TeT
which together imply (10.6.14). O

The following result is obtained by letting p T co in Theorem 10.6.12.

(10.6.15) Theorem. There exists a positive constant C, depending only on
the minimum angle of T, such that

ol < (] [ vae] + paclobwy o+ e el Moz ).

oo < C( ’ / d ’ -1 e o )7
vz (o) < . s +IT11€‘(%%(\”\W§O(T)+S£?(XT)\€| [Me[v]l Lo (e)
VoeWL(02,7).

As an application we consider a nonconforming P; finite element func-
tion v associated with 7 such that either vadx = 0 or v vanishes
at the midpoints of the boundary edges. A direct application of Theo-
rem 10.6.12, Theorem 10.6.15 and the midpoint rule gives the following
Poincaré-Friedrichs inequalities:

1/p
vllze () < C’( Z |v|€V;(T)) for 1 < p < o0
TeT
and

ooy <
V]| oo () < Cf%lg%dv\wgom,

where the positive constant C' depends only on the minimum angle of 7.
Finally, we extend the Poincaré-Friedrichs inequalities to functions that
are piecewise W; with respect to a simplicial partition P of (2. Such in-
equalities can be applied to the discontinuous finite element functions in
Section 10.5.
Let Wpl(Q7 P) be the space of piecewise VVp1 functions with respect to
P, ie.,

W, (2,P)={veLP(2): vy =v|, e W,(T) VT eP}.

The set £(P) of edges of P and the set V(P) of vertices of P are defined
as in Section 10.5, and we use £(P) to denote the set of interior edges of
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P. The regularity of P is quantified by the minimum angle of P and the
number o(P) defined by

o(P) = max{|dT|/|e| : T € P,e € E(P), e C IT}.

(10.6.16) Theorem. There exists a positive constant C depending only on
the minimum angle of P and o(P) such that

1/p
ol < C[| [ vde] + (3 lothyer)
TeP

_|_( Z ‘€|1_p||Me[[U]]HII),P(e)>1/p:|’

c€EI(P)

1/
||v||Lp(Q) < C’H/{mvds‘ + ( Z ‘U|€V,}(T)) P
TeP

_|_( Z ‘€|1_p||Me[[U]]HII),P(e))1/p:|’

e€EI(P)

Yo e Wpl(.Q,P) and 1 < p < oo, and
vl (o) < C ‘/ vd:c‘ +max\v\wl (T)—l— max | |7 I M o] || oo e))

ol < O(] [ vas| + ool ery + Ig%ll”ll/\/le[[v]]lle<e>),

Vo e WL (0,P).

Proof. Let 7 be the simplicial triangulation of {2 created by connecting the
center of each T' € P to the vertices of P that belong to 0T. Then the
minimum angle of 7 depends on the minimum angle of P and o(P). Since
W, (2,P) € W,(£2,T) and the jump of v € W, (£2,P) is zero across any
edge of 7 that is not an edge of P, the Poincaré-Friedrichs inequalities for
W (12, P) follow immediately from Theorem 10.6.12 and Theorem 10.6.15.

O

(10.6.17) Remark. In view of (10.6.11), the inequalities in Theorems 10.6.12,
10.6.15 and 10.6.16 remain valid without the operator M,.

(10.6.18) Remark. The Poincaré-Friedrichs inequalities in this section can
be extended to general partitions and three dimensional domains (see Bren-
ner 2003a). Their applications to the analyzes of discontinuous Galerkin
methods can be found for example in Cockburn, Kanschat and Schétzau
(2005), Carrero, Cockburn and Schétzau (2006), Gudi and Pani (2007), and
Brenner and Owens (2007).
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10.x Exercises

10.x.1

10.x.2

10.x.3

10.x.4

10.x.5

10.x.6

10.x.7

10.x.8
10.x.9

Prove that the polynomial Lj defined in (10.2.3) has distinct roots
0=¢6 <& <...<&-1 =1 (Hint: let & < ... <&, be the roots
in (0,1) of odd multiplicity. Show that Ly(z) [T,_, (z — &) does not
change sign in [0, 1]. Show that r < k—2 yields a contradiction using
(10.2.8).)

Prove Corollary 10.2.9. (Hint: add and subtract Q=2 f and apply
the techniques of Sect. 4.4.)

Show that Lagrange elements on curved triangles are well defined
for h sufficiently small. (Hint: use a dilation to map to a family
of reference elements of size one with one curved edge. Observe
that this edge is only O(h) from a fixed straight edge and use a
perturbation argument.)

Show that Theorem 10.2.36 can be improved to say that
[ = unll (@) < Co B [l o

for h sufficiently small. (Hint: approximate % by a polynomial P(s)
and estimate separately the two terms

/ (au—P)wds & Pwds.
an \ OV 802

Use the fact that w = O(h?) on 912 if ||w]|}y. @) = 1.)

Prove Lemma 10.1.7. (Hint: choose v to be the orthogonal projection
of u onto V}, and follow (10.1.3).)

Can Theorem 10.4.8 be improved with respect to the norm on f in
the error estimate? For example, could it say that

=l ) < Cp B (Wl ey + 1 -2 )

for k < 3+ n/27? (Hint: consider a bound for ||f — f o @hHH_l(Q).)

Prove the trace estimate (10.3.8). (Hint: Apply the trace theorem

on the reference simplex and then use a homogeneity/scaling argu-
ment.)

Prove the discrete estimate (10.3.9).

Show that the Morley finite element depicted in Fig. 10.5 is a finite
element. Here K = triangle, P = {quadratic polynomials} and N =
{evaluations at the vertices and evaluations of the normal deriva-
tives at the midpoints}. (Hint: a quadratic that vanishes at triangle
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10.x.10

10.x.11

10.x.12
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vertices attains an extremum at edge midpoints. Use this to show
Nv = {0} implies Vv =0 for v € P.)

Consider the biharmonic problem described in Sect. 5.9 and define
a nonconforming bilinear form ay,(u,v) by

/ AuAv — (1 — V) (2ugzVyy + 2UyyUpy — dUgyyy) dzdy
TeTh

where 7" is a triangulation of 2 and 0 < v < 1. Let V} be the
Morley finite element space associated with 7". Show that as(-,-)

is non-degenerate on VUV},. (Hint: use (5.9.2) and see the discussion
following (10.3.4).)

Let G be the union of two non-degenerate triangles having a com-
mon edge e, and diamG = 1. Let V = {z : z|r, is quadratic, z
is continuous at the end points of e, and Vz is continuous at the
midpoint of e}. Prove that there exists C' < oo such that

mf Hz—PHLQ(G <CZ|Z|H2

1=1

for all z € V. (Hint: show that ||z]|p2(7) < Cl2|ga(q) for all z € P2
that vanish at the vertices of an edge of T and that have a vanishing
normal derivative at the midpoint of that edge.)

Let D¥f (1 < k < 3) denote derivatives of f of order k which come
from the integration by parts formula

/T (AzAC — (1 = v)(2220Cyy + 22yyCon — 4zwnyy)) dzdy
= / (D'2D?*¢ + 2D3¢) ds + / 2 A% dxdy.
ar T
Let GG be the union of two non-degenerate triangles having a com-
mon edge e, and diamG = 1. Let V = {z : 2|1, is quadratic, z

is continuous at the end points of e, and Vz is continuous at the
midpoint of e}. Prove that there exists C' < oo such that

/ D (2|, — zlws) D*C ds + / (2lry — 2lm) DC ds
< Clzle ([Klmse) + 14%¢|r2q)) »

where z € V, ¢ € H3(G), A%C € L*(G) and

|24 = Z/ (82)* = (1= v)(4za02yy — 4z§y)) dxdy .
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10.x.14

10.x.15
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(Hint: use the integration by parts formula to prove that the bound-
ary term is bounded by |z|¢|¢|¢ + HZHL?(G)HAQCHLz(G) and then
apply the Bramble-Hilbert Lemma 4.3.8 and exercise 10.x.11, uti-
lizing the fact that the boundary term does not change if we add a
quadratic to ¢ and any smooth function to z.)

Let ap(+, ) and V4, be as in exercise 10.x.10, and let uj, € V}, be such
that

ap(up,v) :/ fvdz Vv eV,
(0]

Assuming that the data f and solution u of (5.9.4) satisfy f € L?(2)
and u € H?(§2), show that

lu —up||n < Ch (\u|H3(Q) + h||f||L2(Q)) :

where the associated energy norm is defined by ||ul|n := v/an(u, ).
(Hint: apply exercise 10.x.12.)

Consider the nonconforming method for the biharmonic problem
described in exercise 10.x.13 based on the Morley element. Assuming
only that the solution u of (5.9.4) is in H?({2), can you show that

||u - uh||h <Ch |u|H3(Q)

without assuming that f € L?(2)?

The use of numerical quadrature to approximate the right-hand-
side, as in exercise 0.x.11, is a very simple form of variational crime.
Suppose the variational problem is as in Sect. 5.4, namely,

a(up,v) = (f,v) Yv eV,

where V}, consists of piecewise polynomials of degree < r, and sup-
pose that 4, € Vj, is defined by

a(tp,v) = Q(fv) Yv eV,

where the quadrature approximation () satisfies

/Qv(x)w(m) dx—Q(vw)‘ < Ch* Z HU”HI«(T)HU)”HI«(T)

TeTh

for some k. Prove that
lun = @nll g0y < CR* "1 fll gy -

(Hint: see exercises 0.x.13 and 0.x.14, and use inverse estimates.)
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10.x.16

10.x.17

10.x.18

10.x.19

10.x.20
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In addition to the assumption on the quadrature rule in exercise
10.x.15, assume that Q(w) = > ;crn Qr(w) where

|Qr(w)| < Cmeas (T)||w|| o7y VT € 7"
Improve the estimate in exercise 10.x.15 to read
lun = @nll g1y < CRM " fll e o)

under the assumption that k¥ —r +1 > n/2. (Hint: subtract an
interpolant from f.)

The use of numerical quadrature to approximate the variational
form in the case of variable coefficients (see Sect. 5.7) leads to a
variational crime of the sort covered by Lemma 10.1.9. Let a(-, ) be
as in (5.6.3) and define

i.j=1 '

where () satisfies the condition in exercise 10.x.15. Assuming V},
consists of piecewise polynomials of degree < r, that a(-, -) is coercive
on V, and that k > 2r —2, show that ay(+, -) is coercive on V. (Hint:
use inverse estimates to show that

la(v,v) = an(v,0)] < CRF2 42 o) h ) Y0 € Vi

Note that we do not need to assume that the weights in the quadra-
ture rule are positive.)

Under the assumptions of exercise 10.x.17, let @, € Vj, be defined
by

ap(ap,v) = (f,v) Vv e V.
Prove that

o= Bl ) < O g oy (1 ma sl o) -

(Hint: see exercises 0.x.13 and 0.x.14, apply Lemma 10.1.9 and use
inverse estimates.)

Under the assumptions of exercises 10.x.16 and 10.x.17, improve the
norms on u and a;; in exercise 10.x.18. (Hint: subtract interpolants
from u and a;;.)

Consider the variational approximation of Poisson’s equation as de-
scribed in Sect. 5.4 using piecewise linear functions on a simplicial
mesh 7" but with a quadrature approximation for the right-hand-
side as in exercise 10.x.15. In particular, let Q(w) = > ;e rn Q7 (W)
with

Qr(w) := meas (T) Xn:w(le) VT e Th

i=1
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10.x.24
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where {zIT ci=1,... 7n} are the vertices of T. (This is the
n-dimensional version of the trapezoidal rule.) Show that the “dif-
ference stencil” corresponding to a regular mesh on {2 = [0,1] x [0, 1]
consisting of 45° right triangles (cf. Sect. 0.5) is the standard
5-point difference stencil in the interior of 2. Describe the stencil at
the boundary for both Neumann and Dirichlet conditions. Compute
the difference stencil for a regular mesh in three dimensions.

Prove that the n-dimensional trapezoidal rule defined in exercise
10.x.20 satisfies the condition in exercise 10.x.16 as well as

/T v(@)w(z) dz — Qr(vw)| < Ch2 vl g Il sracr

provided n < 3 where h := diam (T). (Hint: show that Q7 is exact
for linear functions and apply Sobolev’s inequality and approxima-
tion results from Chapter 4.)

A two-dimensional generalization of the difference method (0.5.3)
(also see exercise 0.x.11) for Poisson’s equation can be generated
using piecewise linears together with the trapezoidal rule on the
following mesh. Let 0 =2zp <21 < - - <ap=1land 0 =yp <y1 <
-++ < yn, = 1 be partitions of [0,1], and define a triangular mesh
based on the vertices

{(ziyy;) 1 0<i<m, 0<j<n}

with, say, all edges either parallel to one of the axes or running
diagonally from (z;,y;) to (zit1,yj4+1). Show that the difference
method is essentially second-order accurate in the maximum norm,
that is,

H}E}Xm(ffmyj) — Uyj| < Ch?|logh|

under suitable hypotheses on u and f. (Hint: use exercises 10.x.18,
10.x.20 and 10.x.21 and the fact that [[v[| o) < C[log h| |0 1 ()
for piecewise linear functions, v. Also see Sect. 8.5 and (Scott 1976).)

Consider the quadrature rule in exercise 6.x.11. For which piecewise
polynomial degrees will this give optimal order approximations for
problems with variable coefficients? State and prove an appropriate
convergence theorem. (Hint: use exercise 10.x.18.)

State and prove a convergence theorem combining the effect of
quadrature for variable coefficients and the right-hand side, i.e.,
where u € Vj, is defined by

ap(tp,v) = Q(fv) Yv € V.
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10.x.25

10.x.26

10.x.27

10.x.28

10.x.29

10.x.30
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Let V}, be the nonconforming P; finite element space associated with
the triangulation 7" defined in (10.3.2) and Vj, C HZ (£2) be the Py
Lagrange finite element space associated with 7". Let Ej, : V}, —
Vi, be defined by

(i) (Erv)(m)=wv(m) at a midpoint m,

(ii) (Ehrv)(p) = average value of v at the midpoints adjacent

to the vertex p,

and F), : Vi, — Vj, be defined by

(Fpt)(m) = o(m) at a midpoint m.

Show that
(a) FrEpv =v for all v € Vj,.
(b) |lv— Eh'UHL2(Q) < Chl|v||p for all v € V},
(c) ||lv— Fhij”LQ(Q) < Ch|’l)|H1(Q) for all 0 € Vj,.

Use the results from exercise 10.x.25 to prove the following Poincaré
inequality for the nonconforming P; finite element:

lvllz2(0) < Cllvlln - Yv e V.

(Hint: Use the Poincaré inequality (cf. Proposition 5.3.5) and inverse
estimates (cf. Theorem 4.5.11 and Remark 4.5.20).)

The P, Lagrange finite element is a conforming relative of the non-
conforming P; finite element (Brenner 1996a), in the sense that the
shape functions and nodal variables of the latter are also shape func-
tions and nodal variables of the former. Find a conforming relative
for the rotated Q; element (cf. exercise 3.x.15) and construct Ej,
and F}, with similar properties. Derive a Poincaré inequality for the
rotated 9 element.

Find a conforming relative (cf. exercise 10.x.27) for the Morley finite
element.

Let P" be a family of partitions of a bounded polygonal domain
2 c IR?, and T" be the corresponding family of triangulations
obtained by joining the center of each triangle in P" to the points
in V" that belong to the boundary of that triangle. Show that P"
is non-degenerate if and only if 7" is non-degenerate.

In this exercise we prove (10.5.3) under the assumption that (2 is
a bounded polygonal domain. Since elliptic regularity implies u is
H? away from the re-entrant corners, it suffices to consider the case
where a vertex p of the triangle T is a re-entrant corner of {2 with
angle w > 7. Elliptic regularity theory (cf. Grisvard 1985, Dauge
1988, or Nazarov and Plamenevsky 1994) provides a representation
of u near p :

(%) u:uR+/<;r”/“’sin((7r/w)9),
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where up € H*(£2), k € R and (r,0) are the polar coordinates at p
so that the two edges of {2 emanating from p is given by § = 0 and
6 = w. Use (*) to establish (10.5.3) by letting 6 | 0 in the equation

Vu-Vudr = fodx + Vu -vnds,
T; Ts aTs
where Ts = {z € T : |z — p| > d}.

Show that || - |5 and | - || defined in (10.5.10) and (10.5.12) are
norms on H(2) + V.

Verify (10.5.11) using the Cauchy-Schwarz inequality for L?(e) and
the discrete Cauchy-Schwarz inequality.

Explain why the results of Section 10.1 can not be applied to the
interior penalty methods in Section 10.5.

Check that the constant in (10.6.10) is independent of p.
Provide details for the proof of Theorem 10.6.15.



Chapter 11

Applications to Planar Elasticity

In most physical applications, quantities of interest are governed by a sys-
tem of partial differential equations, not just a single equation. So far, we
have only considered single equations (for a scalar quantity), although much
of the theory relates directly to systems. We consider one such system com-
ing from solid mechanics in this chapter.

We apply the theory developed in Chapters 1 through 4 and Chapter 10
to boundary value problems in linear planar elasticity. Much of the work
is in establishing the coercivity of the variational formulation. Once this is
done, applications of the basic theory are immediate for the general case.

A new phenomenon arises because we have a system of partial differen-
tial equations. We discuss the phenomenon of “locking” which arises when
the elastic material becomes nearly incompressible, and show that it can
be overcome, if appropriate finite elements are used.

11.1 The Boundary Value Problems

We begin with some notation. We adopt the convention that an undertilde

denotes vector-valued operators, functions, and their associated spaces.

Double undertildes are used for matrix-valued functions and operators.
Let p, v = (v1,v2)" and 7 = (7i;)1<4,j<2 be functions of two variables.

We define
_ ( Op/0x; [ Op/Oxg
gradp = (819/83:2) - cwlp= (—3;0/3331 ’
divy = 0v1/0z1 + Ova/Oxe, rotv = —0vq1/dx9 + Ove /011,

rad v — 6111/8331 61}1/81‘2 81}1/6.132 —81}1/81‘1
sradL = Ovg/0x1 Ovg/0xo )’ vy /O0xe —0vy/0x1 )’

C}Lrl v =

~

e(v) = %(g{gd v+ (grad)"),

and
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. o 8711/8.%‘1+6712/8l‘2

deVZ o <8721/6Z‘1 + 87’22/33?2 ’
We also define

5= 1 0 - 0 -1

= o 1) 27\ 1 o)

and the following inner product between matrices

2 2
giT=) ) 0T
i=1 j=1

The trace of a matrix is defined by

tr(r) =

]

10 =Ti1 + To2,

and we have the following relation (cf. exercise 11.x.1)

1
(11.1.1) e(v) = grady — S (ot v) x.

We consider an isotropic elastic material in the configuration space
2 C IR?. Let u(z) be the displacement and f(x) be the body force. Then
in the static theory of linear elasticity, the equation satisfied by u is

(11.1.2) —divo(u) = f in 2,

where the stress tensor ¢(u) is defined by

(11.1.3) o(u) = 2pe(u) + Atr (g(y)) 3.

The positive constants g and A are called the Lamé constants. We assume
that (p, A) € [p1, po] x (0,00) where 0 < p1 < ps.

Let I and I'» be two open subsets of 842 such that 82 = I'y UT'y and
It NIy = (. We impose the displacement boundary condition on I'y

(11.1.4) ulr, =g,

and the traction boundary condition on I, (where v is the unit outer nor-
mal)

(11.1.5) (g(y) z)

:E;
I

If I = 0 (resp. Iy = @), the boundary value problem is called a pure
traction (resp. displacement) problem.
Note that € has a nontrivial kernel. Let

(11.1.6) RM := {Q cv=c+b(ze,—11)", c€ R bEIR}
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be the space of infinitesimal rigid motions. Then it is easily verified (cf.
exercise 11.x.2) that

(11.1.7) €(v)=0 VuveRM.

~

Therefore, RM is in the kernel of the homogeneous pure traction problem,
and f, t must satisfy certain constraints for the pure traction problem to
be solvable.

Lebesgue and Sobolev spaces and associated norms (and inner prod-
ucts, where appropriate) are defined analogously. For example, the space
L?(2) has the inner product

0,T)L2(0) = [ o:7Tdz.
¢ 7)) g:7d
~ ~L PR
The space H'(£2) has the inner product
(w,0) (o) = (grad u, grad v) 2 (@) + (4, 0) 2()-

We leave the definition of other inner products (including the one most
recently used) and norms as an exercise.

11.2 Weak Formulation and Korn’s Inequality

Assume that u € H?(§2) satisfies (11.1.2). Then given any v € H'(£2) and
vlr, = 0, it follows from integration by parts (assuming it can be done)

that
/f-ydx
P

= —/ divo(u) - vdx
o~

~ =

:/9{2ug(y)+ktr (g(y)) Q}:ggdydw*/F a(wy - yds.

Therefore, we have the following weak formulation of (11.1.2) through
(11.1.5).

Find u € H'(£2) such that u|r, = ¢ and

(11.2.1) a(%g):/f-ydm—k/ t-vds
QN I

for all v € V, where
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a(u,v) := /Q (2ug(y) re(v) +Adivydivy) dz
Vi={ve H'(?):ur, =0}.

The first question we must ask is: does (11.2.1) have a unique solution?
In other words, we need to establish the coercivity of the bounded bilinear
form a(-,-) on V. We begin with a lemma regarding an underdetermined
boundary value problem (note: there is no uniqueness) that will be used
frequently in this chapter and in Chapter 12. Its proof uses Sobolev-space
techniques beyond what we have developed in Chapter 1, but we include a
sketch of its proof for the sake of completeness. For the rest of this section
we assume that either (2 is a polygon or 02 is smooth.

(11.2.2)

(11.2.3) Lemma. There exists a positive constant C such that for all p €
L2(£2) there is a v € HY($2) satisfying
dive=1p
and
ol @) < ClipliLzo) -
If, furthermore, p satisfies fgpdz = 0, then we may assume that v €
HY(2).

Proof. This lemma holds for {2 with smooth boundary and for polygonal (2.
Here we give the proof for the smooth boundary case and refer the reader to
(Girault & Raviart 1986, Arnold, Scott & Vogelius 1988) for the polygonal
case. There exists a unique w € H?({2) satisfying

—Aw=p in{?
w=0 onadf2.
By elliptic regularity (see Sect. 5.5) we have
[wllz2(2) < CallpllLz(e) -
Then v = fg@dw satisfies the conditions of the Lemma.

Now suppose [,pdr = 0. Then there exists a unique w € H?*({2)
satisfying

—Aw=p in {2
(11.2.4)
% =0 on 042,
and

/wdx:()
Q

(see Sect. 5.2). By elliptic regularity we have

lwl| 22y < Callpllzz(o) -
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Let v1 = —gradw. Then v, € H'(12),

(11.2.5) divy; =p
and
(11.2.6) il @) < Calplie o) -

Recall that v is the unit outer normal vector to 0f2. Observe that
(11.2.7) vilog v = —g;\z}dw\ag v=0

by (11.2.4). Let 7 be the positively oriented unit tangent vector. Then the
trace theorem (cf. Adams 1975) implies that there exists ¢ € H?({2) such

that
Y|on =0
o
Gy loa =iloa T
and
(11.2.8) [l rr2(2) < Cr [lurll (o)

for some positive constant C;. Let vo = curl 9. Then we have

(11.2.9) v2loe v = grad¢loe - 7 =0,
and
(11.2.10) valoe - T = —gradlon - v = —uvilan T

Combining (11.2.7), (11.2.9) and (11.2.10) we conclude that

(11.2.11) wlan = —vilogn -

Let v = v1 + vo. Then divy = divy; = p by (11.2.5), v|a = 0 by
(11.2.11), and

vl a1 (o) < Hnggl(Q) + ||1N)2||1Nq1(9) (triangle inequality)

< Mol ) + Clllr2(o) (v2 = curl )
< Clluill o) (by 11.2.8)
< Clpllrz(a)- (by 11.2.6)

O

Let EI’“(Q) be defined by

H*(0) = {v k() | vde = rotvdx = 0}.
05(02) = {v € H¥(2) /QNd Q,/Q tode = 0}

These are closed subspaces of H*(£2) for k > 1.
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(11.2.12) Theorem. (Second Korn Inequality) There exists a positive con-
stant C' such that

(11.2.13) le@lzz) = Cllvlme) Yue H'(2).

Proof. Let v € ﬁl((}). Since fQ rotvdr = 0, Lemma 11.2.3 gives the exis-

tence of w € H'(£2) such that
(11.2.14) divw = rotv
o lwll i) < Crllulla e

for some positive constant C7. Then

/ €(v): (gr@dy — curl LU) dx
o K S

1
:/ (g;vady - (rotg)x) : <g1@dg — cpvrlg)) de  (by 11.1.1)
.Q ~ =~ ~ ~

[\]

= lerad vl (o) */ grady : cwlw dx
=2ty o 5 X

1
,5/(rotg) (X:g@dg—x:cgﬂg}) dx
Q ~ ~ ~

= lxad vls o) — 5 [ (rote) o —divw) do

(by 11.x.3, 11.x.4, 11.x.5)

= llgrad ull72 (o) - (by 11.2.14)
Therefore, Schwarz’ inequality (2.1.5) and (11.2.14) imply

lgzad vl o) < le(w) 2o lgrad e — ewlwl o)
(11.2.15) ~o= ~ ~ ~ s
< C @)z el o) -

The theorem now follows from (11.2.15) and Friedrichs’ inequality (4.3.15)
because [, vdxr = 0. 0
(11.2.16) Theorem. (Korn’s Inequality) There exists a positive constant «

such that
(11.2.17) le@llz2() + lell2@) = allvlae) Yve HY(2).

Proof. Observe first that H'(2) = E[l(ﬁ) ®RM (cf. exercise 11.x.6), where

“@” is understood only in the algebraic sense (they are not orthogonal
in H'(£2)). Therefore, given any v € H'({2), there exists a unique pair
(z,w) € H'(£2) x RM such that

v=z+w
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In particular, w is of the form given in (11.1.6) with

-1
b= m/ﬂrotgdw,
1

meas (£2) /Q (v(z) = b (22, —21)") d.

Therefore, [|wl| g1 (2) < Cllul|g1(2), where C depends only on meas (£2). By

(11.2.18)

0
Il

the triangle inequality, there exists a positive constant Cy (cf. also exer-
cise 11.x.7), such that

(11.2.19) S (Iellgcon + sl en ) < el oy -

We establish the theorem by contradiction. If we assume that (11.2.17)
does not hold for any positive constant C, then there exists a sequence
{vn} € H*(2) such that

(11.2.20) ”QRHIN‘II(Q) =1
and

1
(11.2.21) le(wn)lzza) + lallz2 o) < =

For each n, let v, = z, + wy,, where z,, € fll(ﬂ) and w,, € RNM. Then

leCzn) 2 = ()l o (by 11.1.7)
<L (by 11.2.21)
n

The second Korn inequality then implies that z, — 0 in H'(2).

It follows from (11.2.19) and (11.2.20) that {w,} is a bounded sequence
in H'(2). But since RM is three-dimensional, {wy, } has a convergent subse-

quence {wy, } in H'(£2). Then the subsequence {Un; = zn, +wn, } converges
in H'(£2) to some v € RM. We conclude from (11.2.20) and (11.2.21) that

vl =1 and |[jull2e) =0,
which is a contradiction. O

(11.2.22) Corollary. Let V be defined by (11.2.2) where meas (I'1) > 0. There
exists a positive constant C such that

(11.2.23) le@llz2(2) = Cllulae) YveV.



318 Chapter 11. Applications to Planar Elasticity

Proof. The same proof by contradiction yields the existence of some v €
RM NV such that

(11.2.24) HQHHI(Q) =1.

But the only v € RM satisfying v|r, = 0 is v = 0 because meas (I7) > 0
(cf. exercise 11.x.9). This contradicts (11.2.24). o

In the case where I's = () we immediately find the following.

(11.2.25) Corollary. (First Korn Inequality) There exists a positive constant
C such that

(11.2.26) @iz 2 C lellgoy Ve ().

(11.2.27) Remark. Korn’s inequalities actually hold for 2 C IR™ with a
Lipschitz boundary. For a proof of the general case we refer the reader
to (Duvaut & Lions 1972, Nitsche 1981). They can also be extended to
piecewise H! vector fields (Brenner 2004).

Observe now that the coercivity of a(-,-) on V' (when meas(I7) > 0)
follows immediately from Corollary 11.2.22, and the unique solvability of
(11.2.1) follows.

(11.2.28) Theorem. Assume that f € HY(Q), g = w|r, wherew € H'(2),

t € L*(I3), and meas(Iy) > 0. Then the variational problem (11.2.1) has a
unique solution.

Proof. Let u* = u—w. Then (11.2.1) is equivalent to the problem of finding
u* € V such that for all vy € V,

a(y*79)=/ f-yder/ t-uds
QN FQ

(11.2.29) _/{2Mg(y;);E(Q)+)\div@divg}dx
2new)
: F(Q)a

where F' € V' by the conditions on f, ¢t and w. Therefore, by Theorem

2.5.6, (11.2.29) has a unique solution, which implies that (11.2.1) also has
a unique solution. a

Note that V becomes H'({2) in the case of the pure traction problem.
Since the homogeneous pure traction problem has a nontrivial kernel RM,
f and t must satisfy some compatibility conditions before problem (11.2.1)
can be solved.
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(11.2.30) Theorem. Assume f € L*(£2) and t € L*(I"). Then the variational
problem

find we H'(R2) such that

(11.2.31) a(u,y):/( f'de""/Fi'de Vye H'(2)

is solvable if and only if the following compatibility condition holds:
(11.2.32) /f~ydx+/1;-yds:0 Vv € RM.
ol r ~

When (11.2.31) is solvable, there exists a unique solution in ﬁl(Q)
Proof. (Necessary:) If (11.2.31) is solvable, then

/f-gdx+/§-yds=a(y,y) Vv e RM
fole r ~
= 0. (by 11.1.7)

(Sufficient:) Assume that (11.2.32) holds. By the second Korn inequal-
ity (11.2.13) and Theorem 2.5.6, there exists a unique u* € H'(£2) such
that

a(y*,y):/gfydfwfré'yds Vye 0'(R).

But (11.1.7) and the compatibility condition (11.2.32) imply that
a(u™,v) :/ f-yda:—t—/ t-vds VYve€RM.
fol r ~
Since H'(£2) = H'(£2) ® RM, u* is a solution of (11.2.31). O

Under certain conditions on the boundary of (2, the fact that f €

L*(02), ¢ = wi|r, where w1 € H*(£2), and { = wa|r, where wy € H'(£2)
imply that the solution u of (11.2.1) belongs to H?({2), and then the tech-
niques of Proposition 5.1.9 show that u actually satisfies the boundary
value problem (11.1.2) through (11.1.5). For example, this is true when 02
is smooth and I'y N T = () (cf. (Valent 1988)), or if §2 is a convex polygon
and either Iy or I'; is empty (cf. (Grisvard 1986 and 1989)). Moreover, in
these cases (cf. (Vogelius 1983) and (Brenner & Sung 1992)), there exists a
positive constant C' independent of (u, \) € [u1, p2] x (0,00) such that

lullrz(2) + Alldivul o)

(11.2.33)
<C (Il + ol o) + ezl o) )
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11.3 Finite Element Approximation and Locking

For simplicity, we assume that {2 is a convex polygonal domain, and either
I or Iy is empty. For the pure displacement problem (I = () we only
consider the case of homogeneous boundary conditions.

Let 7" be a non-degenerate family of triangulations of £2. For the pure
displacement problem (I = )), we use the finite element space

(11.3.1) X:/h ={ve ﬁl((}) 2 |p is linear VT € T"},
and for the pure traction problem (I'y = () we use (cf. exercise 11.x.13)
(11.3.2) Vi :={v e H'(2) : v|p is linear VT € T"}.

By the theory developed in Chapters 2 and 4 we obtain the following the-
orems.

(11.3.3) Theorem. Let u € H?(2) N ﬂl((}) satisfy the pure displacement
problem and uy, € \:/h satisfy

a(un, v) =/ f-udz Vye Vi
o™
Then there exists a positive constant C, x) such that

(11.3.4) [ = unllr @) < Cun hllelp2(@) -

(11.3.5) Theorem. Let u € ﬁQ(Q) satisfy the pure traction problem. Let
up, € Vy, satisfy

a(yh,y)=/ f~ydx+/£-yds ¥y € Vi
o r
Then there exists a positive constant C, xy such that

I = unllgr(2) < Cruny bllull 20 -

For a convergence theorem in the general case ) # I # 0f2, see
exercise 11.x.25.

For fixed p and A, Theorems 11.3.3 and 11.3.5 give satisfactory con-
vergent finite element approximations to the elasticity problem. But the
performance of these finite element methods deteriorates as A approaches
00. This is known as the phenomenon of locking, which we will explain in
the rest of this section.

Let 2 = (0,1) x (0,1). We consider the pure displacement boundary
value problem for p = 1:
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div {22@)‘) + Atr (g(lf‘))g} in 2

(11.3.6) =1
=0.

uog

Note that for given f, as A — oo, (11.2.33) implies that ||divu* || 10y — 0.
In other words, we are dealing with an elastic material that becomes nearly
incompressible. To emphasize the dependence on A we will denote the stress
tensor (11.1.3) by ox(v) and the variational form (11.2.2) by ax (v, w), that
is, -

(1) =2¢(z) + Atr (e(v))d

v, w) :/Q {2g(g) re(w) + )\divgdivg)} dz .

—~

ax

Let 7" be a regular triangulation of £2 (cf. Fig. 11.1), and X:/h be defined

as in (11.3.1). For each u € H*(2) N H}(2), we define uj € Vi, to be the
unique solution of

ax(up,v) = /Q [—dgvgx(@)} vdr Yy € Vi

Fig.11.1. a regular triangulation of the unit square

Let Ly, be defined by

{ lu—uplm(o)

L = —_— Y !
M divas (@)lgz ey

)

We want to show that there exists a positive constant C' independent of h
such that

(11.3.7) lim inf Ly, > C.

The meaning of (11.3.7) is: no matter how small & is, if A is large
enough, then we can find u € H?(£2) N H'(£2) such that the relative error
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lu — gh|gl(9)/\|divg)\(g) || 2(02) is bounded below by a constant independent

of h. In other words, the performance of the finite element method will
deteriorate for large A.

To prove (11.3.7), we begin with the observation that
(11.3.8) {y eV divy = 0} = {0}

(cf. exercise 11.x.14). Therefore, the map v — divy is a one-to-one map

from the finite-dimensional space ‘:/h into L?(§2), and there exists a positive
constant Cq(h) such that

(11.3.9) el () < Ci(h) lldivellrz ) Vo € Vi
Let ¢ be a C> function on {2 such that curly) = 0 on the boundary

of 2 and |[e(curl®)|[r2(2) = 1. Let u := curlt. Then u € H2(2)N f]l(Q),
and we have -

(11.3.10) divu =0,
(11.3.11) lellzzo) =1,
(11.3.12) o (1) = 2¢(u).

It follows from (11.3.10), (11.3.11) and the integration by parts at the
beginning of Sect. 11.2 that

(11.3.13) - /Qdiv €(u) - udr = /ng(g) t€(u)dr = 1.

~ ~

Hence we deduce by (11.3.12) and (11.3.13) that

(11.3.14) lim divoy(u) = 2dive(u) # 0.

A—oo ~ ®

By Corollary 2.5.10,

(11.3.15) ax(u — up,u —up) = min ax(u — v, u —v)
vEVH

< ax(y, u).
From (11.3.10) and (11.3.11) we obtain
(11.3.16) ax(u,u) = 2.

Therefore, for A sufficiently large we have

(11.3.17) ax(u —upy,u—up) < 2.
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It follows from (11.3.10) and (11.3.17) that
VAdivanligzie) = VA v (w = up) L2 (o)

< \/ax(y*yﬁ,%*%)

<V?2

for sufficiently large A, which implies that

)\II_)II;O || div Q2||L2(Q) =0.
By (11.3.9) we therefore have
(11.3.18) Jim lupll 1 (2) = O.
Finally, we obtain (cf. exercise 11.x.16)

|U—U2|H1(Q)
(11.3.19) hm mf Lyn> hm inf
A—o0 ||d1VU/\( )HL?(Q

lular ()

= 4. > O.
[div g (u)llL2(e)

This concludes our discussion of locking for this particular example.
For more information on locking we refer the reader to (Babuska & Suri
1992).

11.4 A Robust Method for the Pure Displacement
Problem

Roughly speaking, the reason behind the locking phenomenon described
in the previous section is the following. The finite element space V}, is a
poor choice for approximating nearly incompressible materlal because the
set {v € Vh divey = 0} = {0}. Since divu = 0, for ay(u—up,u—u3) to be
small, ||div thQZ(Q must be small. But then ||thg1(Q) is small and hence

up cannot approximate u very well in the H'-norm.

We will now show that locking can be overcome if we use a noncon-
forming piecewise linear finite element space. The key to its success lies
in its extra freedom which allows good approximation of functions with
divergence-zero constraints. We refer the readers to the papers (Arnold,
Brezzi & Douglas 1984), (Arnold, Douglas & Brezzi 1984) and (Stenberg
1988) for more sophiscated robust finite element methods.

For simplicity we will consider (11.1.2) with homogeneous pure dis-
placement boundary condition on a convex polygonal domain (2. (See (Falk
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1991) for the treatment of the pure traction boundary condition.) Observe
that the pure displacement problem can be written as

—pAu— (p+A)grad (dive) = f in £2
(11.4.1)
u=0 on0df,

where f € L?(£2). It has the following weak formulation:

(11.4.2) find u € H'(£2) such that a*(u,v) = / frvde Yve HY(R),
o~

where the bounded bilinear form a®(-,-) on ljl L(£2) is defined by

(11.4.3) a®(v1,v2) ::ﬂ/ gl@dy:g@dydx—i-(u—F)\)/(divy)(divg) dx.
o~ ~ Q

Note that a(-,-) and a®(-,-) differ only in the corresponding natural bound-
ary conditions. Thus, they are completely equivalent for the pure displace-
ment problem.

The coercivity of a®(-,-) follows from Poincaré’s inequality (5.3.5).
Therefore, (11.4.2) has a unique solution which actually belongs to H?(£2)N

H'(£2) (cf. the discussion at the end of Sect. 11.2). Moreover, from (11.2.33)
we have the elliptic regularity estimate

(11.4.4) lullgz(2) + Aldivullgre) < ClifliL2 ),

where the positive constant C' is independent of (u, A) € [u1, p2] x (0, 00).

Let 7" be a non-degenerate family of triangulations of (2, and let
ViF :=Vj, x V3, where V}, is defined in (11.3.2) based on the element depicted
in Fig. 3.2, that is,

Vi = {y :v € L*(0), vlr is linear for all T € T", v is con-
(11.4.5) tinuous at the midpoints of interelement boundaries

and v = 0 at the midpoints of edges along 8()}.

Since V¥ € H'(£2) (i.e., V}* is nonconforming), any differential opera-
tor on V,* must be defined piecewise. For v € V;* we define grady, and divy,
by ~

(11.4.6) (gradpv)|r = grad (v|r) and  (diviv)|r = div (v|7)
for all '€ T". The discretized problem is the following.

(11.4.7)  Find up, € V;¥ such that aj (up,v) = / f-vde VYveVy,
o~
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where the symmetric positive definite bilinear form aj (-,-) on V;* + ,fl L($2)
is defined by

S

aj (v,w) == p / gradsv : gradpw dx
(11.4.8) @ ~

+(n+A) /Q(divhg) (divpw) dz.

Note this definition of the nonconforming bilinear form is identical to one
given using sums of integrals over each T € T" (cf. (11.3.3)). Equation
(11.4.7) has a unique solution because aj (-, -) is positive definite, which can
be proved in a way similar to what was done in Chapter 10.

We define the nonconforming energy norm || - || on V,* + ﬂ L(2) by

(11.4.9) vlln = af (v,0)"/.
It is clear that
(11.4.10) lezadnellzzca) < oy )l

Our goal is to show that the finite element method (11.4.7) is robust
in the sense that the error estimates are uniform with respect to (i, \) €
[41, p2] X (0, 00). For this we need two ingredients. The first is the property
of the divergence operator stated in Lemma 11.2.3, which holds in the case
of polygonal domains by the results in (Girault & Raviart 1986, Arnold,
Scott & Vogelius 1988). The other ingredient is an interpolation operator
I, : H*(2)N ﬂl(ﬂ) — V¥ with the property that

(11.4.11) divg = 0= div,(IIx¢) = 0.
We can define II;, by

(11.4.12) (IThg) (me) := ﬁ/ggds,

where m, is the midpoint of edge e. Then

(11.4.13) div(ITh¢)|r = |711/Tdivg$d:c VT eTh,

and there exists a positive constant C' independent of h such that
(11.4.14)  [|¢ = gl p2(0) + llgradn(¢ — nd)l| L2(o) < Ch?[¢lu2(o)
(cf. exercises 11.x.18 and 11.x.19 and Sect. 4.8).

(11.4.15) Theorem. There exists a positive constant C' independent of h and
(1, A) € 11, 2] X (0,00) such that

(11.4.16) [ = unlln < CR|fllL20) -
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Proof. In this proof, C' represents a generic constant independent of h and
(s A) € 11, 2] % (0,00). From (11.1.10) we have

|as (u,v) [ udal
(11417) [l —wnlln < inf Ju—ovfp+ sup — —Jo
veVh veVi\{0} l[vlln

By the same techniques employed in the proof of Theorem 11.3.12 (i.e.,
using the Bramble-Hilbert Lemma and homogeneity arguments) we have

gradu : grad,vde + / Au-vdz
2 ~ ~ o)

(11.4.18)
< Chlulgz(o) llgradnll L2 (o),
and
/ divy divpv dz —|—/ grad (divy) - vdx
(11.4.19) 2 2

< Chldivulmi (o) |eradayl 22

Combining (11.4.1), (11.4.8), (11.4.18), (11.4.19), (11.4.4) and (11.4.10) we
have

ai(m)—/gmdx

< Chllgradnyl L2 <M |lulg2(2) + (1 + ) IdiWIHl(m)
< Ch|llallfllze) -

(11.4.20)

By an analog of Lemma 11.2.3 (cf. (Brenner & Sung 1992)), there exists
w1 € H2(2) N H'(§2) such that

(11.4.21) divu; =divu
and
(11.4.22) lurllgz(e) < Clldivullp o) -

Combining (11.4.22) and (11.4.4) we have

C
(11.4.23) lurllgrzce) < 5 FEY £l L2ce) -
Note that (11.4.11) and (11.4.21) imply that

(11424) dththl = dthth.
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Then
ot lu =l
< lJu = Hyulln
) . ) 1/2
- (NHgfédh(% — IIyu) HL2(9> + (u+ )| divi (u = M) ||L2<9>)
(11.4.25) . (by 11.4.9)
= (qugdh(% ~ my)|”

L2(02)

1/2
(et N iv (w1 = o) [0)) (11.4.21 & 11.4.24)
<Ch|fllre - (11.4.14, 11.4.23 & 11.4.4)

The theorem now follows by combining (11.4.17), (11.4.20) and (11.4.25).
O

11.x Exercises

11x.1 Verify (11.1.1).
11.x.2 Show that {y € H'(2) : ¢(v) = 0} = RM.

11.x.3 Show that rot v = x : grad v.
11.x.4 Show that divy = x : curlv.

11.x.5 Show that [, gradv: curlwdz =0 for v € H'(2) and w € HY(02).

11.x.6 Show that H'(£2) = H'(£2) ® RM. (Hint: use (11.2.18).)

11.x.7 Let A, B be closed subspaces of a Banach space V such that V =
A® B. Show that there exists a positive constant C such that given
any v € V, we have v = v; + vy, where v1 € A, v9 € B and C(||v1 ||+
[lvz2]]) < ||v]|. (Hint: use the Open Mapping Theorem (Rudin 1987).)

11.x.8 Show that the second Korn inequality follows from the Korn in-
equality.
11.x.9 Show that if v € RM and v # 0, then v = ( at at most one point.

11.x.10 Establish the first Korn inequality (11.2.26) directly through inte-
gration by parts and Poincaré’s inequality.

11.x.11 Prove Theorem 11.2.12 on H1(£2) := {v € H'(22) : (v,w)2(0) =
0 VweRM}.
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11.x.12
11.x.13

11.x.14

11.x.15

11.x.16

11.x.17
11.x.18
11.x.19

11.x.20
11.x.21
11.x.22

11.x.23

11.x.24

Chapter 11. Applications to Planar Elasticity

Does (11.3.7) contradict (11.3.4)7 If not, what is the implication?

Show that given any v € ﬁQ(Q), there exists a vp, € V, such that

lv = wnllai2) < Chllullp2o),

where the constant C' is independent of h. (Hint: use (11.2.18) to
correct the standard interpolant.)

Verify (11.3.8). (Hint: referring to Fig. 11.1, show that v =0 on T}
and div vy = 0 on 75 and T35 implies that v = 0 on 75 and 75. Then
repeat this argument.)

Verify (11.3.12) and (11.3.16).

Carry out the estimate of liminfy_,o, Ly in (11.3.19). (Hint: use
(11.3.11), (11.3.14), and (11.3.18).)

Show that equation (11.1.2) is equivalent to (11.4.1).
Establish (11.4.13). Show that it implies (11.4.11).

Prove the interpolation error estimate (11.4.14). (Hint: use the
Bramble-Hilbert Lemma and a homogeneity argument. If necessary,
consult (Crouzeix & Raviart 1973).)

Work out the details of the proofs of (11.4.18) and (11.4.19).
Work out the details of (11.4.20).

Use a duality argument to show that there exists a positive constant
C independent of h and (i, A) € [u1, p2] % (0,00) such that

lu = unllzz2) < CR* | fllr2co) -

(Hint: consult (Brenner & Sung 1992).)

Prove the following discrete version of Lemma 11.2.3. Let {2 be a
convex polygonal domain. Given any p € L2(f2) such that p|r is
a constant for all T € 7" and prdx = 0, there exists a pos-
itive constant C' and v € V}* such that (i) divpy = p and (ii)
lleradnvll2(0) < Cllpllr2(o). (Hint: use Lemma 11.2.3, the inter-
polation (;perator ITj, and (11.4.13).)

Let V,* be defined by (11.4.5). The subspace W), = {v € V* :
divyv = 0} of V7 is useful for incompressible fluid flow problems.
Denote by ). the piecewise linear function that takes the value 1 at
the midpoint of the edge e and 0 at all other midpoints. The first
kind of basis functions of W}, are associated with internal edges.
Let e be an internal edge of 7" and ¢, be a unit vector tangen-
tial to e, then ¢, := 1. t.. The second kind of basis functions are
associated with internal vertices. Let p be an internal vertex and
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let e1,ea,...,e; be the edges in 7" that have p as an endpoint,
then ¢, := 22:1 |Tl\ e; Ne;, Where 1., is a unit vector normal to e;
pointing in the counterclockwise direction with respect to p (cf. Fig.
11.2). Show that a basis for W}, is given by the union of the two sets
{¢e : e is an internal edge of 7"}

and
{¢, : p is an internal vertex of 7"}.

(Hint: if necessary, consult (Thomasset 1981).)

Fig. 11.2. basis function ¢,

11.x.25 Formulate and prove a convergence theorem for the piecewise linear
approximation of the variational problem (11.2.1) in the general case
0 # Iy # 902. (Hint: see Sect. 5.4.)



Chapter 12

Mixed Methods

The name “mixed method” is applied to a variety of finite element methods
which have more than one approximation space. Typically one or more of
the spaces play the role of Lagrange multipliers which enforce constraints.
The name and many of the original concepts for such methods originated
in solid mechanics where it was desirable to have a more accurate approxi-
mation of certain derivatives of the displacement. However, for the Stokes
equations which govern viscous fluid flow, the natural Galerkin approxima-
tion is a mixed method.

One characteristic of mixed methods is that not all choices of finite
element spaces will lead to convergent approximations. Standard approx-
imability alone is insufficient to guarantee success. In fact, we will study
mixed methods in the context of a variational crime.

We will focus on mixed methods in which there are two bilinear forms
and two approximation spaces. There are two key conditions (cf. (Babuska
1971), (Brezzi 1974)) that lead to the success of a mixed method. Both are
in some sense coercivity conditions for the bilinear forms. One of these will
look like a standard coercivity condition, while the other, often called the
inf-sup condition, takes a new form.

12.1 Examples of Mixed Variational Formulations

The Stokes equations for steady flow of a (very) viscous fluid are
—Au+gradp = f

12.1.1
( ) divy =0

in {2 C IR", where u denotes the fluid velocity and p denotes the pressure.
Here we use the “under-tilde” notation introduced in the previous chapter
for vectors, vector operators and matrices. However, we also use the obvious
extensions to three dimensions in some cases. To make the dimensionality
clear in all cases, we use the notation H*®(£2)" instead of H*(12), L*(£2)"
instead of L?(2), etc.
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Equations (12.1.1) represent the limiting case of zero Reynolds’ num-
ber for the Navier-Stokes equations (13.4.1) to be discussed subsequently. It
is unusual to have a nonzero forcing term, f, but the linearity of these equa-
tions allow us to convert the more likely case of inhomogeneous boundary
data to a homogeneous one. Thus, we assume, for example, that we have
Dirichlet boundary conditions, u = 0, on 9f2.

Integrating by parts, we can derive a variational identity for suitable
v and ¢:

(12.1.2) a(u,v) + b(v, p) =/ [ruvde,

S
(12.1.3) b(u,q) = 0,

where the forms a(-,-) and b(+,-) are defined as

(12.1.4) a(y,v) := / Zg;vad u; - grad v; dz
24=1
(12.1.5) b(v,q) := —/ (divv) g dz.
2

Let V = H'(2)" and IT = {q€ L*(2) : [,qdz=0}. It is well
known (Girault & Raviart 1979 & 1986, Temam 1984) that the following
has a unique solution.

Given F' € V’, find functions v € V and p € IT such that

a(u,v) +b(v,p) = F(v) Yvey,

12.1.6
( ) b(u,q) =0 Vgell.

The well-posedness of this problem follows in part from the coercivity of
a(+,+) on H(2)™ (see exercise 12.x.1).

A model for fluid flow in a porous medium occupying a domain {2 takes
the form (5.6.6), namely,

n o 3p .

(12.1.7) 72-;1 o (aij(oz)awj(z)> = f(x) in £2,

where p is the pressure (again we take an inhomogeneous right-hand-side
for simplicity). Darcy’s Law postulates that the fluid velocity w is related
to the gradient of p by

n ap .
Zaij(x)fax,($)=ui(x) Vi=1,...,n.
j=1 J

The coefficients a;;, which we assume form a symmetric, positive-definite
system (almost everywhere), are related to the porosity of the medium. Of
course, numerous other physical models also take the form (12.1.7).
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A variational formulation for (12.1.7) of the form (12.1.6) can be de-
rived by letting A(z) denote the (almost everywhere defined) inverse of the
coefficient matrix (a;;) and by writing gradp = Au. Define

(12.1.8) a(y,v) ::/ Z Ajjuvj de
Q

ij=1
with b(-, ) as before. Then the solution to (12.1.7) solves

(12.1.9) a(u,v) +b(,p) =0 VyeV,
blu,q) = F(q) Vqell

where IT = L?(£2) and

Vi={ve L}(Q)" : divy e L2(2)}.

The latter space, called H(div), has a natural norm given by

(12.1.10) ||Q||§{(div) = ||Q||2LZ(Q)n + ||diVQH2L2(Q) ’

(see exercise 12.x.2). Unlike the previous problem, the bilinear form a(-,-)
is not coercive on all of V. However, it is coercive on the critical subspace
of divergence-zero functions. The role of this subspace will be made clear
in the abstract setting to which we now turn our attention.

12.2 Abstract Mixed Formulation

We now abstract the key features of the above two problems. We have two
Hilbert spaces V' and IT and two bilinear forms a(-,-) : V x V — IR and
b(-,-) : V xII — R. It is natural to assume that these forms are continuous:

a(u,v) <Cllully [lvlly  Vu,v eV

(12.2.1)
b(v,p) <C|vllyllpll; YveV,pell,

but for the moment we postpone discussion of the appropriate notion of
coercivity for either form.

There is no unique relationship between V and II, but there is an
operator between them that provides a link. We will assume that D : V —
1I is continuous,

(12.2.2) Dol < Clolly
and, moreover, we make the simplifying assumption that

(12.2.3) b(v,p) = (Dv,p)1r.



334 Chapter 12. Mixed Methods

We consider the variational problem to find u € V and p € II such that

a(u,v) +b(v,p) = Flv) YoeV

(1224) burg) = Gla) Vqe il

where FF € V' and G € IT'.

We note that alternative formulations exist (Ciarlet & Lions 1991) in
which there is an operator D' : IT — V and b(v,p) = (v,D'p)y.

Define a closed subspace of V' via

(12.2.5) Z={veV :blq =0 Vgqell}.

Suppose for the moment that G = 0 in (12.2.4). Then the way (12.2.4)
determines u is equivalent to the following: find u € Z such that

(12.2.6) a(u,v) = F(v) Yv e Z.
This is well-posed provided a(,-) is coercive, namely
(12.2.7) allv]l? < a(v,v)

for all v € Z, in view of the Lax-Milgram Theorem 2.7.7.

The coercivity condition (12.2.7) holds for both problems considered in
the previous section. For the Stokes formulation based on the form a(-,-) in
(12.1.4), it holds for all v € V, although for other formulations (see exercise
12.x.3) it will hold only on the subset Z of divergence zero functions. For
the scalar elliptic problem it is essential that we are allowed to restrict to
z € Z where in this case

Z={ve H(div) : divy=0}.

Forv e Z, |1~JHH(div) = H1~}HL2(Q)" and coercivity follows from the fact that
the coeflicients a;; are bounded.

If G in (12.2.4) is not zero, we can reduce to the case G = 0 as follows.
Suppose ug € V is any solution to b(ug,q) = G(q) Vq € II. For the
examples considered previously, this amounts to solving divy, = g which
can be done in a variety of ways (cf. Lemma 11.2.3 and (Arnold, Scott &
Vogelius 1988)). Then the solution u to (12.2.4) is of the form u = wu; + g

where u; € Z satisfies
a(uy,v) = F(v) — a(ug,v) YveZ

which is again of the form (12.2.6). Thus, for the remainder of the section
we will focus on the problem
a(u,v) +b(v,p) = F(v) YweV

12.2.8
( ) bu,q) =0 Vgqell

where F' € V’'. We return to the general case in Sect. 12.5.
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With u well defined by (12.2.6), we then determine p € IT such that
(12.2.9) b(v,p) = —a(u,v) + F(v) YveV.

The well-posedness of this problem follows from a new kind of coercivity.
To motivate the new coercivity condition, let us re-examine the use of
conditions such as (12.2.7). Such a condition implies

aljv]ly, < sup a(w, v) YveV
wev [lwlly
(take w = v), and the latter condition is sufficient for the types of estimates

where we have employed a coercivity condition. Applying this idea to b(, ),
we consider the condition (cf. (Babuska 1971), (Brezzi 1974))

b(w,
(12.2.10) Blplly < sup ”( P e
1%

Problem (12.2.9) is of the form
(12.2.11) b(v,p) = F(v) YweV

where F(v) = 0 for all v € Z. Condition (12.2.10) (with 3 > 0) implies
uniqueness of a solution. Existence of a solution also follows from (12.2.10),
but this requires a bit more explanation.

(12.2.12) Lemma. Suppose that (12.2.1) and (12.2.10) hold with 8 > 0. Then
(12.2.11) has a unique solution.

Proof. Let Z+ denote the orthogonal complement (Sect. 2.2) of Z in V (re-
call V is a Hilbert space). Since the behavior of b(-, -) is trivial on Z, we may
as well restrict our attention to v € Z1 in (12.2.11). Recall (Proposition
2.2.4) that we can consider Z + as a Hilbert space with the inner-product
(,)v inherited from V. Given p € II, the linear form v — b(v,p) is con-
tinuous on Z+, so the Riesz Representation Theorem 2.4.2 guarantees the
existence of T'p € Z+ such that

(12.2.13) (Tp,v)y = b(v,p) Vv Z+.
Moreover, part of Theorem 2.4.2 assures that 7" is linear, and (2.4.4) implies

b()

where the inequality is the assumption (12.2.1). Let R denote the image
of T in Z*. If we can show that R = Z+, then another application of the
Riesz Representation Theorem completes the proof, since it implies we can
always represent F' as

F) = (u,v)y Yve Z*+
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for some u € Z+. We simply pick p such that Tp = u.

To show that R is all of Z1, we begin by showing it to be closed.
Suppose that p; € II is a sequence with the property that Tp; — w in Z+.
Then {T'p;} is Cauchy in Z1, and

b(w, p; — pr)
Bllp; — il g < SuZpL (|ij (by 12.2.10)
we Vv
Tp; — T
_ qup (TR —Torlv (by 12.2.13)
weZ+ Hw”v
= Tp; — Trilly (exercise 2.x.16)

so that {p;} is Cauchy in IT. Let ¢ = lim;_ p;. By the continuity of T,
Tq = w, so R is closed. If R # Z*, pick 0 # v € R*. Then b(v,q) =
(v,Tq)y =0 for all ¢ € II. But this implies that v € Z, a contradiction. So
R = 7t and the proof is complete. a

Condition (12.2.10) holds for the problems introduced in the previous
section, and the proof is similar in both cases. It follows from the fact
(Lemma 11.2.3) that one can solve the underdetermined system divw = p
for w € HY(2)" with

||1~U||H1(.Q)" < (1/8) lIpll 20

by taking 8 = 1/C where C is the constant in Lemma 11.2.3. If further
prdm = 0, then we may take w € ﬁl(ﬁ), that is, we may assume w
vanishes on the boundary (cf. (Arnold, Scott & Vogelius 1988)). Thus, in
either of the cases studied in the previous section, there is a w € V such

that
b(w, p) b(w, p) b(w, p)

= < \/ﬁiv
Pl 22 HLUHHl(Q)n Hy)HH(div)

Blpl2o) =8

and this verifies condition (12.2.10) for both cases.

12.3 Discrete Mixed Formulation

Now let Vj, € V and I, C II and consider the variational problem to find
up, € Vi, and py, € II}, such that
a(uhvv) + b(vvph) = F(’U) Y € Vh7

12.3.1

(The case of an inhomogeneous right-hand side in the second equation is
considered in Sect. 12.5.) Similarly, define

(12.3.2) Zn={veV, : blu,q) =0 Vqell}.
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Then (12.3.1) is equivalent to the following. Find uy € Zj, such that
(12.3.3) a(up,v) = F(v) Yv € Zp,

and then determine p; € Il such that

(12.3.4) b(v,pr) = —a(up,v) + F(v) Yv € V.

If Z, C Z, we can apply Céa’s Theorem 2.8.1 to obtain
(1235) fu—willy < < ing u—v
.3. uU—u — inf |lu—vl .
hilv = o vEZ) v
If Z, ¢ Z, then we have a variational crime and must apply the theory
developed in Sect. 10.1. We find from Lemma 10.1.1 that
Cc\ . 1 a(u — up,w
lu —unlly, < (1—1—) inf |lu—vl, +— sup la(u = up, w)l
o) veZy Q ez, \{0} ”wHV

provided (12.2.7) holds as well on Z;,. We now identify the latter term. For
w € Ly,

a(u — up,w) = a(u,w) — F(w) (by 12.3.3)
(12.3.6) = —b(w,p) (by 12.2.8 since w is in V)
= —b(w,p —q) YVqell,. (wisin Zp)

But inequality (12.2.1) implies
b(w,p —q)| < Cllwllyllp —qll ;7 -
Since ¢ was arbitrary, we find
|a(u —up, w)| < Cllwlly, inf |[p—ql;.
g€ll),
Thus, we have proved the following result (cf. (Brezzi 1974, Remark 2.1)).

(12.3.7) Theorem. Let Vi, C V and II, C II, and define Z and Zj by
(12.2.5) and (12.3.2), respectively. Suppose that (12.2.7) holds for all z €
Z U Zy. Let u and p be determined by (12.2.8), and let uy, be determined
equivalently by (12.3.1) or (12.3.3). Then

C C
- <(14+—=) inf |lu— — inf ||p—
uunly < (14 S ) ing =l + < o=l
where C' is given in (12.2.1).

The main point of this theorem is that the error v — w;, depends only
on approximability of the spaces Z; and II;, and the coercivity condition
(12.2.7). Bounds regarding pj require more, in fact p, may not even be
stably determined. We note that the approximation properties of Z; may
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not be very good, but nevertheless, u; is at least stably determined if
(12.2.7) holds.

12.4 Convergence Results for Velocity Approximation

As the first application of the above theory, we consider families of spaces for
approximating the Stokes equations (12.1.1) in two dimensions. Condition
(12.2.7) holds for the form (12.1.4) for all z € V, so we only need to prove
approximability.

Let V¥ denote C° piecewise polynomials of degree k on a mnon-
degenerate triangulation of a polygonal domain 2 C IR? of maximum tri-
angle diameter h. Let

(12.4.1) Vi={veVFExVF :v=0o0n00}

and let II, be any subset of II = {q e L*(2) : [,q(z)dx =0} which
satisfies

(1242)  inf p—dll e < O lpleoys o€ 10 H(2)
qell),

for all 0 < s < k. One family of such spaces is the Taylor-Hood family of
pressure spaces (Brezzi & Falk 1991), as described in the following result.

(12.4.3) Lemma. Condition (12.4.2) holds for
(12.4.4) I, = {q eVt / q(z)de = o} :
Q

Proof. From Corollary 4.4.24 (also see Theorem 4.8.12), we have

ingl lp— Q||L2(Q) < ChS”pHHS(Q) , 0<s<k.
h

The infimum is achieved by Pyx-1p, the L?(§2) projection of p onto thfl.
h
Since constant functions are contained in V;* !, we have |, o Pyr-1p(x)de =
h
Jop(x)de =0, so that P r-—1p € II,. O
h

(12.4.5) Theorem. Let V}, be as given in (12.4.1) and let I}, satisfy (12.4.2).
Let w and u, be as in Theorem 12.3.7. Suppose that k > 4. Then for 0 <
s<k

o=l e < P (el e pe + lollirocs)
provided the solution (u,p) to (12.1.6) satisfies (u,p) € H*T1(£2)% x H*(£2).
Proof. In view of (12.4.2) and Theorem 12.3.7, we only need to show that
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(12.4.6) inf |lu-—

S e =2l gy < OF [l

Hs+1(02)2 "

Observe that u € Z implies that u = curly for ¢ € H*"?(02) N H2(02)
(Arnold, Scott & Vogelius 1988), where curl was defined in Sect. 10.1.

Using the Argyris element ((3.2.10) and following) on 7" (also see (Morgan
& Scott 1975)), there is a C! piecewise polynomial, v, € H?(£2), of degree
5+ 1 such that

||w - wh”H?(Q) S Chs‘¢|H5+2(Q) .
Since curlyy € Zp (Vo N Z C Zj, always), we have completed the proof.
Note that |¢|H5+2(Q)2 < C|’INJ,‘H5+1(Q)2 since u = (e, _¢y) 0

(12.4.7) Remark. In the next section, we prove the result for k = 2. The
case k = 3 is treated by (Brezzi & Falk 1991).

To approximate the scalar elliptic problem (12.1.7) by a mixed method,
we have to contend with the fact that the corresponding form a(-,-) is not
coercive on all of V, as it was in the case of the Stokes problem. It is clearly
coercive on the space

Z ={ve H(div) : divy=0}

so that (12.2.6) is well-posed. However, some care is required to assure that
it is well-posed as well on Zj,, as given in (12.3.2). One simple solution is
to insure that Z; C Z and we will present one way this can be done.

Returning to the general notation of the previous section, we note
that IT, is naturally paired with DV}, (in both of the examples studied so
far, D = —div). If we take IT;, = DV}, then the definition (12.3.2) of Zj
guarantees Z, C Z, and this, in turn, guarantees coercivity. For example,
we could take Vj, = V¥ x V}F (cf. (12.4.1)), and the proof of (12.4.6) shows
that

(12.4.8) inf ||u—

QGZh QHHl(Q)z SCthyHHk+1(Q

)2 k)

since this holds with Zj, replaced by Vi, N {v € H'(£2)? : divy =0}, and
the latter is a subset of Z},. In the next chapter we will study algorithms that
allow one to compute using I1;, = DV}, without having explicit information

about the structure of ITj,. As a corollary to (12.3.5) and (12.4.8), we have
the following result.

(12.4.9) Theorem. Consider the mized-method for the scalar elliptic prob-
lem (12.1.7) for n = 2, where the form a(-,-) is given in (12.1.8). Let (cf.
(12.4.1))

Vi = Vi x Vi

and let II, = divV},. Suppose that k > 4. Then for 0 < s <k
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T s e

L2(2)2 Hs+1(£2)2

provided the solution p to (12.1.7) satisfies a gradp € HsTH0).

Similarly, the following result is a consequence of (12.3.5) and (12.4.6).

(12.4.10) Theorem. Let V}, be as given in (12.4.1) and let IT, = divV},. Let
u and u, be as in Theorem 12.3.7. Suppose that k > 4. Then for 0 < s <k

([

LA y’hHHl(Q)z < Ch°|lul,

s+1(02)2

provided the solution u to (12.1.6) satisfies u € H¥T1(£2)2.

The above theory can also be developed for nonconforming finite ele-
ment approximation of the Stokes equations. Define (cf. (11.4.6))

an(u,0) = Y / gradyy : gradyw do
Terh?T

bn(v,q) == — Z /divhg qdz
T

TeTh

and let HQHh = v/an(v,v). Let V¥ be the space defined in (11.4.5), that
is, V¥ ==V}, x V}, where V}, is the space defined in (10.3.2). Let IT;, denote
piecewise constant functions, ¢, on 7" satisfying f o qdx = 0. Define u, €
Vi and py € Il by

amm@+Mwm=/f@M Yy eV,
oL

bn(y,,q) =0 Vg€ .

(12.4.11)

(12.4.12) Theorem. If u € H?(2)? and p € H'(2), then
lw—w,ll, <Ch (HELHH2(Q)2 + HpHHl(Q)) .

Proof. Let Z;, = {Q eV bp(u,9) =0 Vge Hh}. From (10.1.10) we
have

. |an(u —u,, )|

lu—w,lln < inf Ju—uln+ sup s

vEZn weZy\{0} wlln
Note that ay(-,-) is coercive on V = H'(£2)? since ap(-,-) = a(-,-) on V. It
is non-degenerate on V;* since ap(v,v) = 0 implies v is piecewise constant,
and the zero boundary condition together with continuity at midpoints
imply v = 0. Then
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an(u —w,, w) = ap(u, w) —/ [rwdx (by 12.4.11)
o

= ah(y7gv)—/(—Ay+ngadp)~wd$ (by 12.1.1)
2

:Z/ Z auZ plw - v]ds — by (w, p)

i=1,2 N

after integrating by parts, where for simplicity of notation we make the
convention that w is defined to be zero outside 2, so that the “jump” [w]
is the same as w on the boundary edges. From Lemmas 10.3.7 and 10.3.9,
we find

8ul

[wi] = plw - v]ds| < Ch (HyHHQ(Q)Z + ||p||H1(9)> lwln-

€i=1,2 N

Following the derivation of Theorem 12.3.7, we find that

’bh(%}ap)‘ < \/iHQUthiggh lp — Q||L2(Q)
< Ch”%’“n ”pHHl(.Q)

for all w € Zj. Thus, we only need to show that

inf [|u - of, < Chllel 4

vEZn (@2

Let M}, denote the Morley space depicted in Fig. 10.5. Then cg/rl My, C Zy
(exercise 12.x.11). Choosing v = cgrlIth) where u = curl ¢ (as in the proof
of Theorem 12.4.5) completes the proof. O

12.5 The Discrete Inf-Sup Condition

In the previous section, we saw that error estimates could be derived for
the (velocity) error, u — up, in terms of approximation properties of the
spaces Zy and II,. We now consider the well-posedness of the problem for
P, (12.3.4). As a by-product, we will simplify the approximation problem
for Z;,, reducing it to one for V},. In Theorems 12.4.5, 12.4.9 and 12.4.12, the
approximation problem for Z; was easy to resolve, but in other instances
it is far more complex. We show that a counterpart of (12.2.10) restricted
to (Vi, IIy,) is crucial both to approximability for Z, and to solvability for
Dn, starting with the latter.
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(12.5.1) Lemma. (Inf-Sup Condition) In order for (12.3.4) to have a unique
solution, it is necessary and sufficient that

b
(12.5.2) 0<p= it sup DL
a€invev, [|vllyllallm

Proof. If B = 0, then the finite-dimensionality of 17, would imply that there
is a ¢ € I}, such that b(v, q) = 0 for all v € V}, (exercise 12.x.7). This proves
the necessity of the inf-sup condition.

On the other hand, 8 > 0 implies uniqueness for (12.3.4) since (12.5.2)
is equivalent to

b
(12.5.3) Bllally < sup LG v
vevi Ivlly

We now consider the solvability of (12.3.4).

The right-hand side of (12.3.4) vanishes for all v € Z;,. Thus, (12.3.4)
is equivalent to

(12.5.4) b(v,pr) = —a(up,v) + F(v) Yv € Zi-
where
(12.5.5) Zi={veV,: (v,2)y=0 VzeZ,}.

Once we see that dim Z;- = dim I, then (12.5.4) represents a square
system, and uniqueness implies existence. But we may view Zj, as the kernel
of the mapping

T Vh N ]Rdim Iy where (TU)Z = b('Ua q’L)

and {¢; : i=1,...,dim I} is a basis for II;. If T were not onto, then
there would be a nontrivial vector of coefficients, (¢;), such that

dim ITy,

Z ¢i (Tw); =0

i=1

for all v € V},. Define 0 # ¢ € I}, by q = E;h:fn’ ¢;iqi- Then b(v,q) = 0 for
all v € V},, contradicting 8 > 0. Thus, 7" must be onto, and consequently

dim Z;, = dim kernel T'= dim V}, — dim image T = dim V}, — dim I1},.

Of course, dimV;, = dim Z; + dim Zhl since V, = Z, ® Zﬁ. Therefore,
dimZhL =dimV}, — dim Z;, = dim IT},. O

Let us introduce a solution operator related to the problem (12.3.4).
Define M : Zi+ — II), by
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(12.5.6) b(v, Mu) = (u,v)y Yv € Vj,.

It is easy to see (exercise 12.x.8) that

M
My = sup L

<1
0AUEV), ||UHV B

where  is the constant in (12.5.2).
There is an operator L : IT;, — Zi- (see (12.5.5)) defined by
(12.5.7) b(Lp,q) = (p,)) Vg € Iy

since (12.5.7) represents a square system (see the proof of Lemma 12.5.1),
and uniqueness is guaranteed by the fact that Z, N Zﬁ- = {0}. L is adjoint
to M in the sense that

(12.5.8) (p, Mu)ir = b(Lp, Mu) = (u, Lp)y Yu € Vi, p € I,

The norms of M and L are related by

I L]
1y = -
ozpem, |IPll;
L
= sup sup (. Lp)y (exercise 2.x.16)
ozpeny, 0uevi, ullyllpll
M
= sup sup w (by 12.5.8)
0#pe Iy, 02uevy, [ty 1Pl 7
M
= sup | Ml (exercise 2.x.16)

o£uevy  llully
= ||MHV—>H'

We can characterize Lp as the minimum-norm solution to the underdeter-
mined problem to find v € V}, such that

b(”aQ) = (pa Q)H Vq S Hh-
More precisely, Lp € Zi- implies (see exercise 12.x.9) that

12.5.9 L = min |jv
(12.5.9) I8l = min ol

where Z} :={v eV, : b(v,q) = (p,q)rr Vq € II,} . Therefore,

1 . ”pHH

—— = in
1Ly o#pemn |[Lplly

— inf sup 1Pla (by 12.5.9)
0FpElln gpe ZP llvlly
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o (p.p)mr
= inf sup
0#p€Iln 0£pe zP Il vl
b
— inf  sup _blv.p) (definition of Z7)
0#pell) 0#£veZ? Hp”H”UHV
b
< imf osup @R (28 C Vi)
0#£pelln ozvevs, [Pl 7 lIvlly

which implies that ||L|| ;_,,, > 1/8. We summarize the above results in the
following.

(12.5.10) Lemma. Condition (12.5.2) is equivalent to the existence of op-
erators L and M, defined in (12.5.7) and (12.5.6) respectively, that satisfy

HL||H_>V = ||M||V—>H = 1/5

Proof. The existence of L and M together with evaluation of their norms

has just been demonstrated. The converse is left to the reader in exercise
12.x.10. O

Error estimates for p — p;, are derived as follows. By subtracting the
first equations in each of (12.2.8) and (12.3.1) we find the relation

(12.5.11) b(v,p —pn) = —a(u —up,v) Yo € V.
For any q € II;,, we find

|b(v,q — pn)]

Bllg = pullg < sup (by 12.5.3)
vEVR ”UHV
b — b _
— sup |b(v,p — pn) + b(v, g — p)|
VeV, lvlly
_ _ b _
B S 15 RRLIGY Bt 01| R PR
vev, (%
< C(llu = unlly + llg = pllg)- (by 12.2.1)

The following result is then a consequence of the triangle inequality.
(12.5.12) Theorem. Let V}, C V and II), C II. Let u and p be determined
equivalently by (12.2.8) or (12.2.6) and (12.2.9), and let uy, be determined

equivalently by (12.3.1) or (12.3.3). Suppose that 5 > 0 in (12.5.2). Then
there is a unique solution, py, to (12.3.4) which satisfies

I e < S0 v+ (145 it p—ql

- —lu—u — | in —
P—DPrllg = 3 rily 3 ) qein, P—Aall
where C is given in (12.2.1).

Combining Theorems 12.5.12 and 12.3.7, we obtain the following.
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(12.5.13) Corollary. Under the conditions of Theorems 12.5.12 and 12.3.7,
lp = pally < e inf Jlu—vlly +@1+c) nf lp—qlg,
where ¢ 1= % (1 + %)

We now show how (12.5.2) is involved in the approximability of Zj,.
In doing so, we return to the full problem (12.2.4), and we consider the
approximation of it by the following.

ForV cVand I, CII,and F € V' and G € IT,
find up, € Vj, and py, € IIj such that

,v) + b(v, =F Yv eV
(12.5.14) alun,v) +b(v,pn) = F(v) Vo € Vi
b(un,q) = G(q) Vg€ II.
Observe that uy, lies in the affine set

(12.5.15) zg ={veV, : blv,q) =G(q) Vqell,}.
In particular, Z) = Zj,. Similarly, we can define

(12.5.16) 7% ={veV : bvq) =Gq) Vgell }.

If (u,p) denotes the solution to (12.2.4), then v € Z%, and Z° = Z.
We now study the relation between approximation of u from Z}? and
the full space V},. For any v € V},, let w € V), satisty

b(w,q) =blu—wv,q) Vq € IIy,.

Thus, w = LPr, D(u — v) (see 12.5.7), and Lemma 12.5.10 and (12.2.2)
imply
lwlly < S ID(u =), < g||u — vl
VvV = ﬁ nm — ﬁ v

By the definition of w we have v 4+ w € Z,?, provided u € Z%. Moreover,

[ = (v +w)lly < llu=vlly + [l

c
< <1+5> [u =l -

Thus, we have proved the following.

(12.5.17) Theorem. Let Vi, C V and II;, C II, and define Z and Z5 by
(12.5.16) and (12.5.15), respectively. Suppose that 8 > 0 in (12.5.2). Then
for allu € Z¢

. Cy .
nf sl < (145 ) inf = ol

z €4y
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(12.5.18) Corollary. Let (u,p) denote the solution to (12.2.4), and let
(up,pp) denote the solution to (12.5.14). There is a constant ¢ depending
only on the constants C' in (12.2.1), « in (12.2.7) and B in (12.5.2) such
that

- - < inf |lu— inf ||p— .
o=y + 1o = pall < ¢ jnf u—olly + ing 1o gl
Proof. Modifying the proof of Lemma 10.1.1 (cf. exercise 12.x.13), we find

C
u— U <(1+—) inf |lu—w
o=l < (145 nf =l

(12.5.19) 1 la(u — up, w)|
+— sup ———
(6% 0#£w 622 Hw”V

From the proof of Theorem 12.3.7, we have

la(u = up, w)| < Cllwlly, inf [|p—qll;
q€ll,

for all w € Zg. Thus, the estimate for u — uy, follows from Theorem 12.5.17.
The estimate for p — py, follows from Theorem 12.5.12. a

There is no universal way to verify (12.5.2), but there is one simple
situation that we indicate here. Suppose that the following assumption
holds.

There is an operator Ty : V' — V}, with the properties that

(12.5.20)
DTnv = P, Dv and  ||Tho|, < Blv|ly, Yv eV,

for some constant B < oo, where Pj, denotes the projection onto II;, with
respect to the inner product (-,-);. Suppose further that D is boundedly
invertible, that is,

for any p € II there exists v € V such that
(12.5.21)
Dv=p and |vly <Cllpll;-

Then for any p € II;, we find

(p,p)r =(p, Dv) (from 12.5.21)
=(p, P, Dv) (since p € IT)
=(p, DThv) (from 12.5.20)
=b(Thv,p). (from 12.2.3)

Therefore,
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b(Thv,p)
Ipll 7
b(Thv, p)
[[v]ly
b(Thv, p)
[ Tholly

ol =

<C

(by 12.5.21)

<CB (by 12.5.20)

Thus, we have proved the following result.

(12.5.22) Lemma. Suppose conditions (12.5.20) and (12.5.21) hold. Then
(12.5.2) holds with 3 = &Z5.

In the next section, we give an example of the construction of the
required operator Tj. Such a construction is not obvious in the general
case, but we now indicate that (12.5.2) implies such a T}, must always
exist. Given u € V, define up, = Tpu by solving

a(uhaw) + b(l),ph) :a(uﬂv) Vo € ‘/h
b(un,q) =b(u,q) Vq € Iy,

which corresponds to the approximation of (12.2.4) with F(v) := a(u,v)
and G(q) := b(u,q). The second equation is simply the statement that
Duyp, = Pp, Du in view of (12.2.3). The solution to (12.2.4) with this data
is of course the pair (u,0), so Corollary 12.5.18 implies that

lu = unlly < elfully

so that (12.5.20) holds with B = 1+ ¢ by the triangle inequality. Therefore,
we have proved the following theorem.

(12.5.23) Theorem. Suppose that (12.5.21) holds. Then conditions (12.5.2)
and (12.5.20) are equivalent.

12.6 Verification of the Inf-Sup Condition

We now derive (12.5.2) for the particular case of the Taylor-Hood spaces,
that is, V}, given by (12.4.1) and II}, as in (12.4.4), for approximating the
Stokes equations. We limit our discussion to the case k& = 2. We use a
general technique that reduces the problem to local estimates.

Let p € IIy,. Since I, C H'(£2) in this case, we have

b(v,p) = /Qy -gradpdz.
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For each edge e of a triangle in 7", let T denote a unit vector tangential
to e, v, denote a unit normal and m. denote the edge midpoint. For each
interior edge, choose

v(me) - 7. = (|Te,1| + |Te,2|) [Ze : gl;éldp(me)],

Q(me) Ve =0,

where T¢ 1 and T, o are the two triangles in Th having e as a common edge.
Note that 7. - grad p(me) is unambiguous, since the tangential component
of grad p is continuous across the edge. We set v = 0 at all vertices and all
boundary edge midpoints. Let rr denote the number of interior edges of
T € T", that is, rr = 3 if T is in the interior and r = 2 if one edge lies on
0£2. We assume that no triangle in 7" has two edges on 9f2. For a given
TeTh lete (1<i< r) denote the interior edges. Then we have

T|
/ v-gradpdz = |3—‘ Z(y -grad p) (me: ) (from exercise 6.x.11)
T i=1
TS~ (s 2
=3 Z (Z ITei 5| | et - grad p(m.:) | ) (definition of v)
=1 j=1
TIS~ (s 2 .
=3 Z (Z |T: ;1 | Tei © (g@dp|T)| ) (ngaLdp is constant on T')
i=1  j=1
> T ¢, }(g,r\z}dph) |2 (T is non-degenerate)

= cp|T|/ | gradp ‘de.
T ~
Summing over T € T" yields

(12.6.1) b(w,p) = co > |TIIplir(ry-
TeTh

The definition of v also implies (cf. exercise 12.x.15)

) 1/2
(12.6.2) lell e < C[ D 1THPRn)]

TeTh
Let K > 0 be an arbitrary constant (to be chosen later), and define
X ) 1/2
1 = {ae el < K] 3 Wllien] "}
TeTh

For p € ITK and with v defined as above,
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b(v, T|lpl3
(.7) 7CPZTET” Ll (by 12.6.1)
HQHHI(Q)Z HQHH1(Q)2
) 1/2
e, [ Srer IT10Bn | Iplzeo) s
> = pc
K vl 1(2)2 h
Cp
> e P2y - (by 12.6.2)

This proves (12.5.3) for p € ITX for a given K.

For p & II ,f( , we proceed as follows. From Lemma 11.2.3 or (Girault

& Raviart 1986, Arnold, Scott & Vogelius 1988) we may pick u € H'(£2)?
such that

( ) —divy = pin 2
12.6.3 ~
HyHHl(Q)Q < C ”pHLZ(Q) .

Let u, € V), satisty

1/2
(1264)  Junllmeoe + | 3 T e = wnldar] < Cllullan o
teTh

(see Sect. 4.8 for a construction). Then

b(un,p) = |l 20y — b(u — un,p) (since —divy = p)
B 1/2 1/2
> bl — | D2 1T = wnliderye] [ D2 (Tl
TeTh TeTh
(by 2.1.5)
2 Ak 2 1/2
> |pllz20) — € CHPHLQ(Q)[ > T |p|H1(T)]
TeTh
(by 12.6.3 & 12.6.4)
ccr ,
> |Ipll72 (0 <1 e ) (since p & IT)Y)
1 1
Z HpHsz(Q) (é’c’* — K) ||yh||H1(Q)2 . (by 12.6.3 & 12.6.4)

Thus, for K sufficiently large, we have proved (12.5.3) for p ¢ IT[.

Combining the two cases, we have proved the following.



350 Chapter 12. Mixed Methods

(12.6.6) Theorem. Suppose T" is non-degenerate and has no triangle with
two edges on 0f2. Let Vi, be as in (12.4.1) and let I}, be as in (12.4.4).
Then condition (12.5.3), namely

[b(v, 9)|

Vq e Iy,
Q||H1(Q)2

BllallLz(o) < sup
vEVR

(or the equivalent version 12.5.2) holds with § > 0 independent of h for the
case k = 2.

As a consequence of this and Corollary 12.5.18, we have the following
result.

(12.6.7) Theorem. Suppose T" is non-degenerate and has no triangle with
two edges on 052. Let V, be as in (12.4.1) and let ITj, be as in (12.4.4) for
k= 2. Let (u,p) be the solution to (12.1.6). Let (u,,pn) solve (12.3.1) with
the forms given in (12.1.4) and (12.1.5). Then for 0 < s <2

Hy - %hHHl(Q)z + Hp _ph||L2(Q) < Ch? (HQ’HH“JA(Q)2 + ||p||H§(Q))
provided (u,p) € HT1(2)? x H*(£2).

Theorems 12.6.6 and 12.6.7 hold for all & > 2 (cf. Brezzi & Falk 1991).
The case k > 4 is a consequence of Theorem 12.6.10 below under some
mild restrictions on the mesh. Similar techniques work for other choices of
spaces Vj, and IIj,. The basic philosophy is to pick divy to match p for
“local” p € ITf and then use the general argument (12.6.5) for p ¢ ITK
(Scott & Vogelius 1985a).

Because of the natural pairing of div V}, with IIj, it is interesting to ask
whether the choice T}, = div V}, would always satisfy (12.5.2). In Sect. 13.1,
we show how (12.5.14) can be solved efficiently without the need for an
explicit basis for II;, = divV}, greatly simplifying the solution process.
Since any p € II}, is of the form p = div w for some w € V},, choosing v = w
in (12.5.2) leads to the conclusion that § > 0 for V}, finite dimensional, by
a compactness argument. However, what is more critical to ask is whether
([ may be chosen independently of h. This turns out to depend strongly on
the degree k of piecewise polynomials.

Let V3 denote the spaces defined in (12.4.1) for k& > 1 and let
II}, = divVj,. For verification of the following results, we refer to (Scott
& Vogelius 1985b). For k = 1 on quite general meshes, the corresponding
Zy, consists only of the function identically zero (cf. (11.3.8)). Comparison
with Theorem 12.5.17 shows that 8 must tend to zero at least as fast as h,
since the results of Chapter 4 yield

. 1
il = 8 = el < (14 5 ) Ol

’lLEZh
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Other examples where § — 0 for k = 2 and 3 are given in (Scott & Vogelius
1985b). On the other hand, (Scott & Vogelius 1985a) showed that 8 may
be chosen independent of h as soon as k > 4 under very mild restrictions
on the mesh which we now recall.

An interior vertex in a triangulation at which four triangles meet is
called singular if the corresponding edges that meet there lie on two straight
lines. If we label the angles §; formed by consecutive edges at such a vertex,
we can rephrase the condition by saying that 6; + 6,.1 = 7 for i = 1,2, 3.
Similarly, we say a vertex on the boundary is singular if r < 4 triangles
meet there and 6; + 6,41 = m for ¢ = 1,...,r — 1. (Four triangles can
only meet at the vertex of a slit.) The case r = 1 is somewhat special and
the condition must be modified; it occurs when one triangle has two edges
on the boundary. In such a case, any piecewise polynomial vanishing on
the boundary will have its gradient vanish at such a vertex. For this and
other reasons, we will ban such vertices from our triangulations. With the
exception of triangles with two edges on the boundary, singularity of vertices
poses no problem. However, if a family of triangulations has a sequence of
vertices which are nonsingular but tend toward being singular, there is a
theoretical possibility of a deterioration of the constant 3.

(12.6.8) Definition. We say a family of triangulations 7" has no nearly
singular vertices if there is a o > 0 independent of h such that

r—1
(12.6.9) S0+ 01 —7 >0

i=1
holds for all nonsingular vertices in the interior where four triangles meet
(r = 4 in this case) and all nonsingular vertices on the boundary where
2 <r <4 triangles meet.

The following is a consequence of the results in (Scott & Vogelius
1985a). In the case V3, = Vi¥ x V¥ no restriction is needed regarding nearly
singular vertices on the boundary, nor is any difficulty caused by having
triangles with two edges on the boundary, but we ignore this distinction
from the case of Dirichlet conditions.

(12.6.10) Theorem. Suppose T" is non-degenerate, has no triangle with two
edges on the boundary, and has no nearly singular vertices. Let Vj, be either
VE x VE or as in (12.4.1), and let II}, := div V},. Then condition (12.5.3),

namely (0]
b(v, q
Bllallz2o) < sup ——
VEYn HQHHl(Q)?
(or the equivalent version (12.5.2)) holds with 8 > 0 independent of h for
k> 4.

Vq S Hh,
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In the next chapter we will study algorithms that allow one to compute
using I, = DV}, without having explicit information about the structure
of IT},. The only obstacle to this choice of 1T} is to know that a condition
such as (12.4.2) holds. When no Dirichlet boundary conditions are imposed
on the functions in Vj, (12.4.2) is a simple consequence of approximability
results for V},, as we now show.

(12.6.11) Lemma. Condition (12.4.2) holds for IIj := div (V,f)n .

Proof. Let B be a ball containing {2, and let Ep be an extension of p (i.e.
Ep|o =p) to B so that (see Theorem 1.4.5)

||Ep||Hs(B) < CHPHHs(Q) :

Define ¢ by solving A¢ = Ep in B with Dirichlet boundary conditions,
¢ =0 on 0B. From elliptic regularity (Sect. 5.5),

||¢HHs+2(B) < OHEpHHs(B) = C/HpHHs(Q)-

Write w = grad ¢ and note that ||l~U||HS+1(
in {2 and

o S CHPHHS(Q)' Then p = divw

nf 0= dla) = L |Aive = divellag) (0= div i)

< inf v/nljw - QHHl(Q)n

LEYn
gCthy||Hs+1m)n (by 4.4.25)
<CR|pllgs(n) -
O

Condition (12.4.2) for II;, = divV}, does not appear to follow directly
from approximability results for Vj; when Dirichlet boundary conditions
are imposed on functions in V. However, for spaces like (12.4.1), (Scott
& Vogelius 1985a) identified divVj, and these results allow one to prove
(12.4.2) for II, = divV}, for k > 4. The following is a simple corollary of
those results.

(12.6.12) Lemma. Suppose that T" is a triangulation of a polygonal domain
2 c IR? having no triangles with two edges on the boundary. Let k > 4.
Then

VETL cdiv (VF =< Vi)

and

{q eVt / q(z) dx = O} C divVy
o

where V}, is given by (12.4.1).
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In particular, Lemma 12.6.12 implies that condition (12.4.2) holds for
I}, := div V4, in both of these cases. Applying this result yields the follow-
ing in view of Corollary 12.5.13 and the velocity approximation results in
Sect. 12.4.

(12.6.13) Theorem. Suppose T" is non-degenerate, has no triangle with
two edges on the boundary, and has no nearly singular vertices. For Vj
as in (12.4.1) with k > 4 and II, := div Vs, the error in the pressure
approzimation to the solution (u,p) of (12.1.6) satisfies

Ip = pallzagey < OF° ([l gesgaye + 1Pleey) » 0 <5 < K,

provided (u,p) € H*1(2) x H*(2). For V;, = V¥ x V¥ with k > 4 and
I}, = div V3, the error in the pressure approzimation to the scalar elliptic
problem (12.1.7) satisfies

Ip = Pl gy < Ch** |[agrads| + O [pll gy - 0 < s <

Hs+1(02)2
provided agradp € H**'(2) and p € H*(12).

Recall that corresponding results for the velocity error were proved in
Theorems 12.4.10 and 12.4.9, respectively. Thus, for high degree approxima-
tions, convergence criteria become simplified and provide few restrictions,
whereas low degree approximation can yield widely differing results.

We finish the section by considering the nonconforming method intro-
duced prior to Theorem 12.4.12. We note that D = —divy, in this case satis-

fies (12.5.20) in view of (11.4.13), (11.4.14) and the techniques of Sect. 4.8.
Therefore, the following can be proved (see exercise 12.x.14).

(12.6.14) Theorem. The solution to (12.4.11) satisfies

lp = pall 20y < Ch (HLLHHz(Q)z + ||p||H1(Q))

provided u € H?(2)? and p € H*(2).

12.x Exercises

12.x.1 Prove that the form defined in (12.1.4) is coercive on H'(£2). (Hint:
apply (5.3.4).)

12.x.2 Prove that H(div) is a Hilbert space with inner-product given by

(U, V) H(aiv) = (U V) L2y + (divy, divy)re o).
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12.x.3

12.x.4

12.x.5

12.x.6
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12.x.9

12.x.10
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12.x.12
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(Hint: see the proof of Theorem 1.3.2.)

Define a variational form for the Stokes equations by

a(y,v) = 2/Q Z eij(uw)eij (v) de,

4,J=1

where e;;(u) := 3(u; j +u;,;). Prove that this is equal to (12.1.4) for
u,v € Z. (Hint: > v;;, =0 forv € Z.)

Prove that the variational form defined in exercise 12.x.3 is coercive
on Z. (Hint: see Korn’s inequality in Chapter 11.)

Show that the nonconforming version of the variational form defined
in exercise 12.x.3 is not coercive (independent of h) on the space V}*
defined in (11.4.5) (see Theorem 12.4.12). (Hint: consider a regular
mesh on IR? and look for u having a repetitive pattern such that
a(y,v) = 0 for all v € V;* having compact support.)

Show that the results of Sect. 12.2 can be applied using the varia-
tional form defined in exercise 12.x.3. (Hint: see exercise 12.x.4.)

Suppose I}, is finite dimensional. Prove that § = 0 in (12.5.2) im-
plies that there is a ¢ € I}, such that b(v,q) = 0 for all v € V.
(Hint: use the fact that {qg € IT, : ||q|; < 1} is compact.)

Prove that the operator M defined in (12.5.6) is bounded, with norm
bounded by 1/8, where ( is defined in (12.5.2). (Hint: apply (12.5.3)
with ¢ = Mu and use (12.5.6).)

Prove (12.5.9). (Hint: show that any w € Z} satisfies Lp — w € Zj,
and hence (Lp, Lp — w)y = 0.)

Prove that if the operator L in (12.5.7) is well defined, then (12.5.2)
holds with 8 = 1/||L|| ;;_ - (Hint: choose v = Lq in (12.5.2).)

Prove that the curl operator maps the Morley space depicted in
Fig. 10.5 into the nonconforming piecewise linear space in Theorem
12.4.12. (Hint: the tangential derivative of the Morley elements is
continuous at the edge midpoints because the jump across an edge
is a quadratic that vanishes at the two vertices.)

Determine a bound for the constant, ¢, in Corollary 12.5.18 in terms
of C, a and (.

Prove (12.5.19).
Prove Theorem 12.6.14.
Prove (12.6.2).



Chapter 13

Iterative Techniques for Mixed Methods

Equations of the form (12.3.1) or (12.5.14) are indefinite and require special
care to solve. We will now consider one class of algorithms which involve
a penalty method to enforce the second equation in (12.3.1) or (12.5.14).
These algorithms transform the linear algebra to positive-definite problems
in many cases. Moreover, the number of unknowns in the algebraic system
can also be significantly reduced.

We begin with the case when IT;, = DV}, which naturally arises from
the iterated penalty method. One benefit of this approach is that the degrees
of freedom of I, do not enter the solution procedure directly, making the
linear-algebraic problem smaller. In fact, it is not necessary even to have
a basis of ITj; the iterated penalty method produces p, = Dwy, for some
wp, € Vp.

Subsequently, we consider the general case I}, # DVj. We show that
the augmented Lagrangian method (Fortin & Glowinski 1983, Glowinski
1984) can be analyzed in a way analogous to the special case I}, = DV},.
We give some examples of the use of these techniques in the solution of the
Navier-Stokes equations.

13.1 Iterated Penalty Method

Consider a general mixed method of the form (12.2.4) studied in the pre-
vious chapter, namely,

a(up,v) + b(v,pp) = F(v) Yv eV,

13.1.1
( ) b(un,q) = (9,9)m  Vq € Iy,

where F' € V' and g € II. Here V and II are two Hilbert spaces with
subspaces V;, C V and II;, C II, respectively. We assume that the bilinear
forms satisfy the continuity conditions

a(u,v) < Collully o]y, Vu,v eV

(13.1.2)
b(’U,p) SOZJ”UHV”pHH VUEV,pEH
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and the coercivity conditions

oz||v||%, <a(v,v) YweZUZ,

(13.1.3) b(v, p
Blpllz < sup (v.2)
vevi, [[vlly

Vp € II},.

Here Z and Zj, are defined by (12.2.5) and (12.3.2), respectively. Also recall
that we are assuming (12.2.3), namely b(v,p) = (Dv,p)r1.

Let r € IR and p > 0. The iterated penalty method defines u™ € V},
and p" by

a(u”,v) +r(Du" — g,Dv)g = F(v) — b(v,p") Yv eV,

(13.1.4)
p"tt =p" + p(Du" — Pp, 9)

where Pry, g denotes the II-projection of g onto IIj. Note that the second
equation in (13.1.1) says that

(1315) PHhDuh = Pth.

The algorithm does not require P, g to be computed, only b(v, Pr7, g) =
(Dv, P, 9) i1 = (P, Dv, g)mr for v € V.

The key point of the iterated penalty method is that the system of
equations represented by the first equation in (13.1.4) for u™, namely

a(un, U) +r ('DUTL,DU)H = F(U) - b(’l},pn) +r (97DU)H Yo € Vh7

will be symmetric if a(-,-) is symmetric, and it will be positive definite if
a(-,-) is coercive and r > 0.

If ¢ = 0 and we begin with, say, p° = 0, then p” € DV}, for all n. In
particular p™ = Dw™ where w™ € V}, satisfies

a(u”,v) +r(Du", Do)y = F(v) — (Dv,Dw™)y Vv €V
wn+1 = " _i_pun.
Thus, the iterated penalty method implicitly produces an approximation
closely connected with the choice of II;, = DV}, . If we can show that ™ —
up € Vi, and p™ — py, € I, then it follows that Du™ — 0 and that (up, pp)
solves (13.1.1). Note that w™ = pZ?:_Ol u’ will not in general converge to
anything. See (Scott, Ilin, Metcalfe & Bagheri 1996) for the case of g # 0.
To study the convergence properties of (13.1.4), let us introduce e™ :=
u™ —up, and € := p" — pp, where (up, pp) solves (13.1.1). We assume that

II}, = DV,,, in which case (13.1.5) simplifies to Duy, = Py, g. Then
(13.1.6) a(e™,v) + 1 (De™, Dv)r = —b(v,e") Yv eV
by subtracting (13.1.1) from (13.1.4), and

(13.1.7) "t =" 4 p(Du™ — Ppy, g) = €" + pDe".
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Note that e™ € Zﬁ- where we use the tilde to distinguish the space
(13.1.8) Zir={veV, : alv,w) =0 Ywe Z}

from the space Zi- defined in (12.5.5) based on the inner-product (-,-)y.
Observe that Z;, = {v eV, : Dv=0} since II, = DV},. Thus, we can
characterize e™ € Zf; by

(13.1.9) a(e™,v) + 1 (De”, Dv);; = —b(v,€") Yo € Zj-.

We can then relate the new error to the old by

a(e™, v) + 7 (D"t D) = —b(v, ™) (13.1.9 for n 4 1)

= —b(v,€") — pb(v, De™) (from 13.1.7)

(13.1.10) = —b(v,€") — p(Dv,De™) 1 (from 12.2.3)
=a(e",v) +r(De”, Dv)g — p(Dv,De™);;  (13.1.9 for n)

=a(e",v) + (r — p)(De™, D)z .

Dividing by r, choosing v = e"*! and applying Schwarz’ inequality (2.1.5)
and the assumptions (13.1.2) we find

[P+ttt e+ < 2 e ey
(13.1.11) + ’1 - g‘ | De™ M|, I1De™ ||
C
< (T“ +CE - fD el lle™ -

The key point (which we will make precise shortly) is that the bilinear form
(Dv, Dv); is coercive on Z}J;, provided (12.5.2) holds. Thus, for any p in
the interval 0 < p < 2r, we find that e — 0 as n — oo. From (13.1.6) it
follows that € — 0 as n — oo as well, provided (12.5.2) holds.

For [T}, = DV}, (as we are assuming), the second condition in (13.1.3) is
equivalent (see Lemma 12.5.10 and Scott & Vogelius 1985a) to the existence
of a right-inverse, L : II, — V}, for the operator D, that is

(13.1.12) D(Lqg) =q Vqe€ I,
which satisfies

1
(13.1.13) IL4glly < 3 lall; Vg € .

We now consider the coerciveness of (Dw,Dw) on w € Z,J; Note that

since we have defined Zhl using the bilinear form af(-,-) instead of (-, )y,
we cannot use Hilbert-space properties. Thus, we must re-examine our def-
initions. Firstly, Zﬁ- is a closed linear subset of V},, since a(-,-) is bilinear

and continuous. Secondly, Zi- N Z;, = {0}, since a(-,-) is coercive on Zj.



358 Chapter 13. Iterative Techniques for Mixed Methods

Finally, any w € V}, can be decomposed into w = z + 2+, with z € Z), and
2zt € Zik, as follows. Let z € Zj, solve

a(z,v) = a(w,v) Yv € Zy,

which exists in view of Cea’s Theorem 2.8.1. Then 2zt := w — 2 satisfies

a(zt,v) =0 for all v € Zj, that is, 2+ € Zf; Therefore, Vi, = Z, & Zi-.
Define L, : II}, — V}, as follows. For ¢ € II}, let z, € Zj, solve

a(zq,v) = a(Lg,v) Yv € Z,
and set L,q = Lq — z,. We have from Cea’s Theorem 2.8.1 that

C
l2ally < =2 1Laly

using the coercivity and continuity of a(-,-). Thus,

Ca Co\ 1
13.1.14 Logllo < (1429 ) 1Lgll, < (1422 =
(5.018) Ly < (145 zally < (14 %) Sl

for all ¢ € ITj,, from the triangle inequality and (13.1.13). Observe that
(13.1.15) DL,q=DLg=q Vqe€ Il

from the definition of L, and (13.1.12).
Now we claim that for w € Zj-, w = L,Dw. For

a(L,Dw,v) = a(Lq — z4,v) =0 Yv € Z),

(here g := Dw) so that L,Dw € Z}JL- Therefore, w — L,Dw € Zf; But
(13.1.15) implies
D (w — L,Dw) = 0.

This implies w — L,Dw € Zj;,. Since Zj N ZhL = {0}, we conclude that
w = L,Dw. From (13.1.14), it follows that

1 C,
(13.1.16) fuly =ZDuly < (5 + 2 ) I1Dully

for all w € Z,J;
Applying this to (13.1.11) and using (13.1.2)—(13.1.3), we find

(13.1.17) (1 + 671) [Dem ||, < (‘1 - g‘ + %2) [

Thus, for 0 < p < 2r and for r sufficiently large, De™ — 0 geometrically as
n — oo. From (13.1.10), it follows that e” — 0 as well (see exercise 13.x.1).
On the other hand, using the coercivity of a(-,-), we find

1 G\ 2 a2\, ., C, .
(13.1.18) ((ﬁ*@) +°;> le"*l,, < (T+C§’1—i‘) lle™ ]Iy -
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Collecting the above results, we have

(13.1.19) Theorem. Suppose that the form (13.1.1) satisfies (13.1.2) and
(13.1.3). Suppose that Vi, and I, = DV}, satisfy (13.1.3). Then the algo-
rithm (13.1.4) converges for any 0 < p < 2r for r sufficiently large. For the
choice p =1, (13.1.4) converges geometrically with a rate given by

1 G\’
Ca<5+a) /7”.

Note that (with r = p) (13.1.18) implies convergence (e
r — 00) of the standard penalty method. However, the expression (13.1.6)
for ¢! deteriorates as r — 0o so we cannot conclude anything about .
Thus, the iterated penalty method is needed to insure convergence of the p
approximation.

L'~ 0 as

13.2 Stopping Criteria

For any iterative method, it is of interest to have a good stopping criterion
based on information that is easily computable. For the iterated penalty
method, this is extremely simple. We will assume that Pr, g can be easily
computed by some means. In many applications, g = 0 so that this becomes
trivial. However, in others it would require some additional work. We show
subsequently how this can be avoided.

The error €™ = u™ — uy, is bounded by

™~ wlly = el
(13.2.1) < (1 + C") IDem| (by 13.1.16)
L. < ﬂ Oéﬂ T y L.
1 G,
=|=4+—)|Du" — P, . by 13.1.
(5+ %) Ipu Py (v 135)

The error €” = p™ — py, is bounded by

Blp" = pullg = Bl
|b(v, )|

< sup (by 13.1.3)
vevi vl
" De™, D
— sup [l 0) £ 7 (D", Du)] (by 13.1.6)
veVi llvlly
< Colle™|ly +rCy | De™|| ;7 (by 13.1.2)

= Collu" —up|y, +rCy |Du" — P, 9|l - (by 13.1.5)

Combining the previous estimates, the following theorem is proved.
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(13.2.2) Theorem. Suppose that the form (13.4.9) satisfies (13.1.2) and
(13.1.3). Suppose that Vi, and II, = DV}, satisfy (13.1.3). Then the errors
in algorithm (13.1.4) can be estimated by

. 1 C, .
(13.2.3) u™ = up|ly < (ﬂ + aﬁ) |Du"™ — P, 9l 1
and
C.  Ca n
(13.2.4) Ip™ = pully < (5 v R er> |Du"™ — Pp, gl 7 -

By monitoring ||Du™ — Py, gl ;; as the iteration proceeds, we can de-
termine the convergence properties of the iterated penalty method. Once
|Du™ — P, 9||,; is sufficiently small, the iteration can be terminated.

The main drawback with this approach is that Pp, g has to be com-
puted to determine the error tolerance. Since Du™ € I},

[Du" = P, gl ;g = 1P, (Pu" = 9)ll ;7 < [IDu™ =gl »

and the latter norm may be easy to compute (or bound) in some cases,
avoiding the need to compute P, g. We formalize this observation in the
following result.

(13.2.5) Corollary. Under the conditions of Theorem 13.2.2 the errors in
algorithm (13.1.4) can be estimated by

1 C
13.2.6 " <(=4+=2)|Du" -
(1326 o = unlly < (5 + 55 ) 12" - gl
and
c, C?
13.2. " — <|—+ -2 Du™ — .
(1327) 16 =l < (524 S 163 [P0 gl

(13.2.8) Remark. As the above estimates indicate, it can be expected that
taking r arbitrarily large will affect the p approximation adversely, although
it may have minimal effect on the v approximation.

The results of this and the previous section can be applied directly to
several of the mixed methods in Chapter 12. For example, with V}, as in
Theorem 12.6.13 (and ITj, := div V}4), the algorithm (13.1.4) converges for
both the Stokes problem (12.1.6) (see exercise 13.x.3) and for the scalar
elliptic problem (12.1.7) (see exercise 13.x.4).
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13.3 Augmented Lagrangian Method

In the case of general V}, and I}, # DV}, the equations (13.1.1) have the
matrix representation

AU+ B'P=F
§y: G,

where U (resp. P) denote the coefficients of uj, (resp. pp) expanded with
respect to a basis for V}, (resp. II;). The (iterative) augmented Lagrangian
method (Fortin & Glowinski 1983, Glowinski 1984) consists of solving

AU+ B (BU" - G)

I
iy

- B'p"
(13.3.1) .
~Pn+1 — NPn +p (NBNUn _ g)
for r and p non-negative parameters. When I, = DV},, (13.3.1) reduces to
the iterated penalty method (13.1.4).

The augmented Lagrangian method requires an explicit basis for ITj, in
order to construct B, unlike the iterated penalty method. However, it can
be used more generally, viz., when IT;, # DVj,. Like the iterated penalty
method, the augmented Lagrangian method reduces the linear-algebraic
system to be solved by eliminating the degrees of freedom associated with
11}, potentially leading to considerable savings in terms of time and storage.
Moreover, A + rB'B is symmetric if a(-,-) is symmetric, and it will be
positive definite if az-, -) is coercive and r > 0.

To analyze the convergence properties of (13.3.1), we reformulate it
variationally. Let Py, denote the IT-projection onto ITj. Then (13.3.1) is
equivalent (exercise 13.x.7) to

a(u™,v) + rb(u™ — g, P, Dv) = F(v) — b(v,p") Yv €V

(13.3.2) n n .
Pt =p" — pPp, (Du" - g),

where g is represented by the coefficients G in the basis for IIj, and similarly
F denotes a linear form in (13.3.2) with coefficients F' in the representation
(13.3.1). Note that

b(w, Pr, Dv) = (Dw, Pr, Dv) = (P, Dw, P, Dv)

is a symmetric bilinear form on V},. We now show it is coercive on Z i (see
(13.1.8)), provided (13.1.3) holds.

Recall the operator L : IT, — Z;- given by (12.5.7). We can rephrase
(12.5.7) as Pp, (DLq) = q (exercise 13.x.5). Define L, as in the previous
section satisfying (13.1.14). Note that Pp, (DL,q) = ¢ since z € Z, is
equivalent to Py, (Dz) = 0 (exercise 13.x.6). Similarly, for any w € Z,
w = Ly (Pp, (Dw)). Therefore,
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lwlly = [|LaPm, Dwlly,
(13.3.3) (1
<

Cy
— ) | P, D
5+ 2 1P Dol

for all w € Z,J; Analogous to (13.1.10), we have

a(e"+1 ,0)+r (P, De 1, P, Do)

(13.3.4) . .
= a(e",v) + (r — p)(Pm, De™, P, Dv) 1.

Using the same techniques in the previous section, the following is proved.

(13.3.5) Theorem. Suppose that the form (13.4.9) satisfies (13.1.3) and
(13.1.2). Suppose that Vi, and II, satisfy (13.1.3). Then the algorithm
(13.3.1) converges for any 0 < p < 2r for r sufficiently large. For the
choice p =, (13.3.1) converges geometrically with a rate given by

1 0,0\
C“(g*w) /

(13.3.6) Remark. The matrix BB has a large null space (all of Z3), but

(13.3.3) shows that it is positive definite when restricted to Zf; However,
a lower bound for the minimal eigenvalue on this subspace depends pre-
cisely on the complementary space Z;i- and is not an invariant dependent
only on B.

Stopping criteria can also be developed as in the previous section, based
on the following result.

(13.3.7) Theorem. Suppose that the form (13.4.9) satisfies (13.1.3) and
(13.1.2). Suppose that Vi, and IIj, satisfy (13.1.3). Then the error in al-
gorithm (13.1.4) can be estimated by

1 C. "
I — unlly < (5 n aﬂ) |Pa, (Du" — gl
(13.3.8) - )
< (ﬂ n aﬁ) IDu" — gl
and
C, "
I =l < (€ (54 52) 4163 1P, (00 =

(13.3.9)
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Exercise 13.x.7 implies that
|1 P, (Du" = 9)|7; =(BU™ — &) (BU" - @),

where U" (resp. G) denotes the coefficients of ™ (resp. Ppr, g) with respect
to the given basis, so the expressions in Theorem 13.3.7 are easily computed.

The results of this section can be applied directly to the Taylor-Hood
methods in Chapter 10 for the Stokes problem. With V}, as in (12.4.1) and
ITj, as in (12.4.4), the algorithm (13.3.2) (or equivalently (13.3.1)) converges
for the Stokes problem (12.1.6) for all k > 2 (see exercise 13.x.9).

13.4 Application to the Navier-Stokes Equations

We now consider a more complex application of the theory developed in the
previous sections, regarding time-stepping schemes for the Navier-Stokes
equations. The Navier-Stokes equations for the flow of a viscous, incom-
pressible, Newtonian fluid can be written

(13.4.1) A +vp= R (4 Vu+ )
divy = 0.

in 2 C IRY, where u denotes the fluid velocity and p denotes the pres-
sure. The expression u - Vy is the vector function whose i-th component
is u - Vu;. These equations describe both two- and three-dimensional flows
(d =2 and 3, respectively); in the case of two dimensions, the flow field is
simply independent of the third variable, and the third component of u is
correspondingly zero. These equations must be supplemented by appropri-
ate boundary conditions, such as the Dirichlet boundary conditions, u = 0
on 0f2.

The parameter R in (13.4.1) is called the Reynolds number. When this
is very small, the equations reduce to the Stokes equations studied earlier.
Numerical techniques for solving (13.4.1) often involve different issues re-
lating separately to the solution of the Stokes (or Stokes-like) equations and
to the discretization of the advection term that R multiplies. We will fo-
cus here on particularly simple time-stepping schemes, putting emphasis on
the affect this has on the particular form of the corresponding Stokes-like
equations. More complex time-stepping schemes yield similar Stokes-like
equations. For more information, we refer to the survey of (Glowinski &
Pironneau 1992).

A complete variational formulation of (13.4.1) takes the form

a(u,v) +b(v,p) + Ric(u,u,v) + (u,v),,) =0 YveV,
(13.4.2) ( ) ( ) ( ( ) ( t )£ )
b(u,q) =0 Vgell,
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where e.g. a(-,-) and b(-,-) are given in (12.1.4) and (12.1.5), respectively,
(-,-)2 denotes the L?(£2)%inner-product, and

(13.4.3) c(u, v,w) = /Q (u-Vu) - wda.

The spaces V' and II are the same as for the Stokes equations, as defined
in the paragraph following (12.1.5).

One of the simplest time-stepping schemes for the Navier-Stokes equa-
tions (13.4.1) is implicit with respect to the linear terms and explicit with
respect to the nonlinear terms. Expressed in variational form, it is

a(u',0) +0(uv,p") + Re (v u )

R
(13.4.4) + 5 (uf —ut Q)£2 =0,

b(u',q) =0,
where, here and below, v varies over all V' (or V},) and g varies over all IT
(or II},) and At denotes the time-step size. At each time step, one has a
problem to solve of the form (13.1.1) for (uf,p?) but with the form a(-,-)
more general, namely

(13.4.5) a(u,v) = a(w,v) + 7 (1. 0) 2
where the constant 7 = R/At. Numerical experiments will be presented in
the next section for such a problem. Note that the linear algebraic problem
problem to be solved at each time step is the same.

Equation (13.4.4) may now be written as a problem for (u’,p*) of the
form (13.1.1):

The iterated penalty method (with r = p) for (13.4.4) thus takes the form

a (u ")+ (dlvu dlvv)L2 = —Rc(yé_l,zf_l,y)

(13.4.6) +7 (1) o —b (v 0™")

pﬁ,n-‘rl _ pf,n — rdiv gé,n

This would be started with, say, p® = 0 and n = 0, and continued un-
til a stopping criterion, such as in Sect. 13.2, is met. At this point we set
ue = ue " and increment f gomg on to the next time step. For purposes of
deﬁnlteness we can set p® = p®™, but this does not figure in the advance-

ment of the time step.
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With the choice p®° = 0, (13.4.6) can be written

a (L/’n, v) + 7 (div ut", div v),, =—Rec (%é—l7 u't, v)

L2
-1 : A
(13.4.7) +7 (7 0) o+ (dive, dive®™) |,
7LUZ,n-Q—l — ,lNU@,n + ,r,y&n
where zwuz’o = 0. If for some reason p’ = pt™ = —div g}é’” were desired, it

could be computed separately.
A more complex time-stepping scheme could be based on the varia-
tional equations

a(u';v) +b(v,p") + Re (' u',0)
(13.4.8) + — ( ¢ _ y€_171~))L2 =0,
b(u',q) =0,

in which the nonlinear term has been approximated in such a way that
the linear algebraic problem changes at each time step. It takes the form
(13.1.1) with a form a(-,-) given by

(13.4.9) a(u,u;U) = (wH/ Tu-y+U-Vu-vde
2

where U = Ry arises from linearizing the nonlinear term. The iterated
penalty method (with r = p) for (13.4.8) takes the form

a (%Z’nv (A RE/71) +r (div zf’na div Q)L2 =T (9571’ Q) L2
(13.4.10) b (")
pﬁ,n+1 _ p&n — rdiv yl,n

with p%0 initialized in some way and ye = ye’" for appropriate n. If p©© = 0,
then (13.4.10) becomes

a(u®", v Ru' ") +r (dive®", dive) , =7 (071 0) .

(13.4.11) + (divy, divw"")

wZ,nJrl _ %)Z,n + rge’”

L2

where w*0 = 0.

Even though the addition of the U term makes it non-symmetric, a(-, -)
will be coercive for 7 sufficiently large (i.e., for At sufficiently small, cf. the
proof of Garding’s inequality, Theorem 5.6.8), as we now assume:

(13.4.12) alluly, < a(v,u) Voev

for o > 0. Of course, a(-,-) is continuous:
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(13.4.13) a(v,w) < CQHQHVH’LUHV Yy, w eV

but now C, depends on 7 and U. Applying the theory in Sect. 13.1, we
prove the following.

(13.4.14) Theorem. Let V}, and IIj, be as in Theorem 12.6.13. Suppose that
(13.4.12) and (13.4.13) hold. Then the algorithms (13.4.6) (or 13.4.7) and
(13.4.10) (or 13.4.11) converge geometrically for r sufficiently large. The
error can be estimated by

pr,n _pZHLQ(Q) + HE/’n - 7;/HHl(Q)2 <C Hdng&nHLZ(Q) '

(13.4.15) Remark. If the constant 7 in (13.4.9) is very large, then the ratio
C,/a will be as well (more precisely, C, will be comparable to 7 for 7
large, while o will stay fixed). Computational experience (Bagheri, Scott
& Zhang, 1994) indicates that it is necessary to take r comparable to 7 for
large 7, whereas the estimate in Theorem 13.1.19 suggests that it might
be necessary to take r much larger. It is unclear whether the constant in
(13.1.16) is sharp with regard to the dependence on C,/a.

We will leave the formulation of algorithms and convergence results
regarding other discretizations as exercises. In particular, we formulate the
use of augmented Lagrangian methods for the Taylor-Hood spaces as exer-
cises 13.x.10 and 13.x.11.

13.5 Computational Examples

We give here the results of some computational experiments which indicate
the performance of the iterated penalty method. In keeping with the results
described at the end of Sect. 12.6, we consider V}, as defined in Theorem
12.4.5 for kK = 4 and 6. We pick a problem for which the solution is nontrivial
yet can be computed by independent means, namely, Jeffrey-Hamel flow in
a converging duct (Bagheri, Scott & Zhang, 1994). This similarity solution
is of the form

u(atan(y/x)) .

(13.5.1) ul@y) = — et T (z,y) € 22
where the (scaled) radial velocity u satisfies
(13.5.2) u” +4du+u? = Cyg, u(0) =u(f) =0,

where differentiation is with respect to the polar angle ¢ and 6 is the an-
gle of convergence of the channel. We have taken 2 to be the segment
of the wedge depicted in Fig. 13.1, namely the quadrilateral with vertices
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{(1,0),(2,0),(1,1),(2,2)}, and we have used (13.5.1) to provide Dirichlet
boundary conditions on all of 9f2. Fig. 13.1 shows the velocity field for
Jeffrey-Hamel flow in 2 with Cyg = 10* (normalizing by the maximum
velocity yields a Reynolds number of approximately 600). Depicted is the
velocity field calculated with two different meshes and with k& = 4 on the
finer mesh and k = 6 on the coarser mesh. These yield an error in L%(£2)-
norm of less than 0.028 (resp. 0.038) times [[u|| 2 (g for k = 4 (resp. k = 6).

s

i e

v
e M A e

S A
s
L LN [ aaad

o v 5 LS NP d

S e dl
ISP AR A LSS AN
R LSS AN
TGS i J S S A oA

"Ll
IS S A AL L E L v

“i
e s raarassras
R TR T o e e
.//./(/./(/./“// S Ak e
(Yl o o W
e - o < wiideeqe] o e |
(2 “ : e < /:.,( 3 e e i i Ot S
NS A T > v ey et
e o EPAN ke P e
AKX (o (e aris M e :
AKE ]-<f/ f— o a
AL Lo A ‘/é e—
Lags LSS S S [ S o el S s | — — L
. e et N o — — —
e — —
AR e — = —_—— e S — — — — e e ’

Fig. 13.1. Jeffrey-Hamel flow computed using fourth- and sixth-degree piecewise
polynomials

The equations (13.4.1) were approximated by the time-stepping scheme
(13.4.4) (Bagheri, Scott & Zhang, 1994) which involves solving, at each time
step, a problem of the form (13.1.1) with a(-,-) as in (13.4.5) with 7 = 105.
Note that the maximum velocity Hy” Loo(02)2 is approximately 600 in these
calculations, and this may be taken as a good measure of the Reynolds
number. If the equations were scaled so that the maximum velocity were
unity, then the corresponding time-step would be increased by a factor of
approximately 600, and 7 would be decreased to less than 200. However, the
coercivity constant o would be correspondingly decreased, with the ratio

7/a being invariant.
We are particularly interested in the number of penalty iterations
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needed to reduce ||D1~L"Ha/Hy"Ha to be, say, less than 10710, for different
values of the penalty parameter r = p (these are taken equal for simplic-
ity). Typically, the number of penalty iterations was the same for each time
step, after the initial step. Table 13.1 indicates the results by giving this
“typical” number of penalty iterations for each case.

Table 13.1. Typical number of penalty iterations per solution of (13.1.1), with
r = p, needed to make Hdivg"Ha/Hg”Ha < 1071°.

r=10* r=10° r = 106 r=107
k=4 46 6 5 4
k=26 51 11 6 4

In view of the estimate for the pressure error in Theorem 13.2.2, we
are also interested in the number of penalty iterations needed to reduce
Hdiv g”Ha/Hy”Ha to be less than a fixed parameter times r for different
values of 7. Again, the number of penalty iterations was the same for each
time step, after the initial step. Table 13.2 indicates the results by giving
this “typical” number of penalty iterations for each case.

Table 13.2. Typical number of penalty iterations per solution of (13.1.1), with
r = p, needed to make Hdivg"Ha/Hg”Ha <1075 /r.

r=10* r=10° r = 10° r =107 r =108
k=4 38 6 6 5 4
k=6 43 11 6 5 4

In both experiments, note that the higher-degree approximation can
require a larger number of iterations. This is consistent with the fact that
3 decreases as k increases (Jensen & Vogelius 1990) since Theorem 13.1.19
predicts a convergence rate proportional to 32. In view of Theorem 13.2.2,
it might be appropriate to require Hdiv y””a / ||1NL”HG to be even smaller for
larger k (to guarantee the same accuracy), leading possibly to a slightly
larger number of iterations.

The main conclusion to be drawn from the experiments is that the iter-
ated penalty method is extremely robust and efficient, for » = p sufficiently
large.



13.x Exercises 369

(13.5.3) Remark. We note the strong similarity, for large 7, between the
form a(-,-) defined in (13.4.5) and Ta(-,-) where a(-,-) is the form defined
in (12.1.8) for (a;;) (and hence A) being the identity matrix. Thus, we can
expect convergence properties for the iterated penalty method applied to
the problem (12.1.8-12.1.9) similar to the experiments described here.

13.x Exercises

13.x.1

13.x.2

13.x.3

13.x.4

13.x.5

13.x.6

13.x.7

Prove that ||De™|| ; < Cy™ for some C < 0o and 0 < v < 1 implies
e™ — 0 using (13.1.10). (Hint: pick v = "™ —¢e™ in (13.1.10) and
show that {e"} is a Cauchy sequence in V.)

Prove that the iterated penalty method (13.1.4), for suitable p, con-
verges geometrically even with r = 0 in the case a(-, -) is symmetric.
(Hint: show that for suitable p, there is a v < 1 such that

la(u,v) — p (Du, Dv)|> < va(u,u)a(v,v).

See Appendix III of (Glowinski 1984).)

Suppose T" satisfies the conditions of Theorem 12.6.13. For Vi as
in (12.4.1) with k > 4, prove that the iteration (13.1.4) with r = p
sufficiently large converges to the solution of the mixed formulation
of the Stokes equations, cf. (12.1.6). Show that the linear system
that needs to be solved in (13.1.4) is symmetric, positive definite.
Describe stopping criteria for the iteration and give error estimates.

Suppose T" satisfies the conditions of Theorem 12.6.13. For V}, =
ViEx V¥ with k > 4, prove that the iteration (13.1.4) with r = p suf-
ficiently large converges to the solution of the mixed formulation of
the scalar elliptic problem, cf. (12.1.9). Show that the linear system
that needs to be solved in (13.1.4) is symmetric, positive definite.
Describe stopping criteria for the iteration and give error estimates.

Prove that (12.5.7) implies P, (DLp) = p for any p € IIj,. (Hint:
recall that b(v,q) = (Dv,q)m.)

Prove that z € Zj, is equivalent to Ppg, (Dz) = 0. (Hint: recall that
b(v,q) = (DPv,q)m-)

Prove that (13.3.1) and (13.3.2) are equivalent. (Hint: let W denote
the coefficients of v with respect to the given basis of V}, and show
that W!B'BU™ = b(u", Pz, Dv).)
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13.x.8

13.x.9

13.x.10

13.x.11

Chapter 13. Iterative Techniques for Mixed Methods

Prove that the augmented Lagrangian method (13.3.1), for suitable
p, converges geometrically even with r = 0 in the case a(-,-) is
symmetric. (Hint: show that for suitable p, there is a v < 1 such
that

|a(u> U) - P (PHh,Dua PHhDU)|2 < ’ya(uv u)a(vv v)

as in 13.x.2.)

Let V3, be as in (12.4.1) and IIj, as in (12.4.4), for k > 2. Prove that
the algorithm (13.3.2) (or equivalently (13.3.1)) converges to the so-
lution of the mixed formulation of the Stokes equations, cf. (12.1.6).
Show that the linear system that needs to be solved in (13.1.4) is
symmetric, positive definite.

Formulate the augmented Lagrangian method for solving the equa-
tions associated with the Taylor-Hood discretization (see Theorem
12.6.6) of the time-stepping scheme (13.4.4). State and prove the
corresponding convergence result.

Formulate the augmented Lagrangian method for solving the equa-
tions associated with the Taylor-Hood discretization (see Theorem
12.6.6) of the time-stepping scheme (13.4.8). State and prove the
corresponding convergence result.



Chapter 14

Applications of Operator-Interpolation
Theory

Interpolation spaces are useful technical tools. They allow one to bridge
between known results, yielding new results that could not be obtained di-
rectly. They also provide a concept of fractional-order derivatives, extending
the definition of the Sobolev spaces used so far. Such extensions allow one
to measure more precisely, for example, the regularity of solutions to elliptic
boundary value problems.

There are several ways to define interpolation spaces, and hence several
(not necessarily equivalent) definitions of fractional order Sobolev spaces.
Two of these are the “real” and “complex” methods. For the special case
of Hilbert spaces, there is also a technique based on fractional powers of an
operator. Finally, for Sobolev spaces, there are intrinsic norms that can be
defined. For s a real number in the interval (0,1), for 1 < p < oo and for k
a non-negative integer, we define

04) P CY)
P Z |U u ( )

lel=k

Furthermore, in the case of special domains (e.g. IR™) it is possible to give
alternate characterizations of Sobolev norms using the Fourier transform
(Adams 1975).

It is known (Adams 1975) that the real and complex methods of
interpolation yield different spaces when applied to the Sobolev spaces
with p # 2. Some of the possible relationships are discussed in (Bergh
& Lofstrom 1976).

14.1 The Real Method of Interpolation

Given two Banach spaces, By and By, we will define Banach spaces that
“interpolate” between them. For simplicity, we will make the assumption
that By C By. For example, one can think of By = WI’,“(Q) and B; =
W, (£2) where k < m. For any u € By and t > 0, define

K(tw) = inf (Ju=vl, +tlvllg,)-
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In a sense, K measures how well v can be approximated by B; with a
penalty factor ¢ times the Bi-norm of the approximant.

Some simple behavior for K(¢,u) can be deduced immediately. For
u € By, we conclude that K(t,u) < t||ul|z, by choosing v = u. On the
other hand, K(t,u) < [[ullg, by choosing v = 0. For 0 < # < 1 and
1 < p < o0, define a norm

>~ dt\ VP
(14.1.1) il 1, = (/0 tPK(t,u)Pt> .

When p = oo, we define

. -0
||U||[BO,Bl]9m = 0<Sll<poot K(t, u).

The set
[Bo; Bilg,, = Bop := {u € By HUH[BO’BI]Q,}? < OO}

forms a Banach space with norm (14.1.1) (Bergh & Lofstrom 1976).

Some simple properties can be deduced immediately from the defini-
tion. First, suppose that A; and B; are two pairs of Banach spaces as above,
and that B; C A; (1 = 0,1). Then By, C Ay, (see exercise 14.x.1). An
application of this is the following. Let 2 C 2. Then

(14.1.2) Wk (), W;n(fz)} c [Wh(Q), W (2)]

0,p 0.,p

together with the corresponding norm inequality (see exercise 14.x.2).

The interpolation spaces form a “scale” because of our simplifying
assumption that By C By: we always have By C By, C By (cf. exercise
14.x.4). The second of these inclusions follows in part from the estimate
(cf. exercise 14.x.3)

(14.1.3) K(t,u) < Copt’||ull, -

This can be interpreted as saying that u € By, implies that u can be
approximated to order ¢? in By. In fact, if p < oo, then u € By, implies
(exercise 14.x.5) that

(14.1.4) K(t,u) = o(t").

An application of this more-refined approximation estimate will be given
in the section on finite element applications.

One immediate consequence of (14.1.3) is that By, C By, for all
1 < p < co. Further, it is known (Bergh & Lofstrom 1976) that By 1 C By p
forall 1 <p < oo. If ; < 65 then By, , C By, , for all 1 < p < oo, and if
p < q then By, C By, for all 0 < § <1 (Bergh & Lofstrom 1976).

The key result of interpolation theory concerns operators on Banach
spaces.
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(14.1.5) Proposition. Suppose that A; and B; are two pairs of Banach spaces
as above, and that T is a linear operator that maps A; to B; (i =0,1). Then
T maps Agp to Beg,p,. Moreover,

1-6 6
(14.1.6) 1Ty 5y, < 11 I T1G

Proof. Let M; := ||T|| 5, p,- For any v € Ay,

Kp(t,Tu) < ||[Tu —To| g, +t|Tv] 5,
< Mollu —vl| 4, +tMal|v]l 4,

Taking the infimum over v € Ay, we find
.K'B(t7 TU) < MoKA(tMl/Mo, ’LL)

Integrate this and make the change of variables s = tM; /My in the integral
on the right-hand side of the inequality. a

There are two additional results regarding the real method of interpo-
lation that we require but will not prove. For proofs, see (Bergh & Lofstrom
1976). The first, called the “reiteration” theorem, says that

(14.1.7) [[Bo, Bilg, p, + [Bos Bﬂgl,plh . [Bo, B1](1-x)00+201 .4

forany 0 < 0y < 6, < 1,1 < pg,p1,9 < oo and 0 < A < 1. The second
relates to dual spaces. Let us assume that B; is dense in By. Then

(14.1.8) [Bo, Bily,, = [B1, Boly g,

for any 0 < § < 1 and 1 < p < oo, where % + ]% = 1. Applications of
these results will be given in the next section with regard to negative-index
Sobolev spaces.

Finally, we note that the restriction B; C By is unnecessary. In general,
it is only necessary that sums vy + v; be well defined for v; € B;. It then
holds that [Bo, Bilg,, = [Bi1, Bol,_g - Thus, the duality theorem can be

written [By, B1]/97p = [By, Bﬂe,p' :

14.2 Real Interpolation of Sobolev Spaces

The most basic interpolation result, the Riesz convexity theorem, relates
Lebesgue spaces. In our setting, this is just the result that
(14.2.1) LP(02) = [L'(£2),L>(12)]

1l V1l<p<oo
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(cf. Bergh & Lofstrom 1976 and Stein & Weiss 1971). This also extends to
the Sobolev spaces:

(14.2.2) W (2) = [WH(2),Wh(2)],_., V1<p<oo

with equivalent norms, cf. (DeVore & Scherer 1979). So far, we have only
interpolated in the p variable, with k fixed. Now we consider keeping p fixed
and varying k.

Another possible definition of fractional-order Sobolev space is given
by interpolation. We will prove the following result which shows their equiv-
alence.

(14.2.3) Theorem. Let 0 < s < 1. If 2 has a Lipschitz boundary, then
W) = V@)W @),
and the norms are equivalent.

Proof. When 2 = IR", it is known that the two definitions yield identical
spaces and equivalent norms. For example, this is proved in (Adams 1975)
using an interpolation method (method of traces) that is equivalent (Bergh
& Lofstrom 1976) to the “K” method described earlier. Also see Theorem
6.4.5, item (4), together with exercise 7 of Chapter 6, in (Bergh & Lofstrom
1976).

From the extension result (1.4.5) of Stein mentioned earlier, we know
that there is an operator Eg : W} (£2) — W}F(IR™) for all k. Interpolating
this operator, we find

HUHW,’;“*S(Q) = HESu”W;H’S(Q)
< C||Esull [WE (R, WA+ ()] (using the IR™ case)
P ? s,p

< C”“H[W}f(n),wfﬂ((z)] (by 14.1.5).

P
Note that it is important to know that the operator Fg is defined for both
W}(£2) and WFH(£2) in this argument, otherwise operator interpolation
would not be applicable.

Conversely, in (Grisvard 1985), it is stated that there exists an exten-
sion operator, E¢, that maps W}*(£2) to WF+#(IR™) such that Equ|o = u,
provided that (2 is a Lipschitz domain, where, the definition of fractional-
order Sobolev norm is as given in (14.0.1). See (DeVore & Sharpley 1993)
for a proof. Then

lelljwe@.witr @), = Eotllwe@witi@)

s,P
< HEGUH[WI’;(]R"),W;*%]R")] - (by 1412 & 14.X.2)
< CllEcullyyr+s mn) (using the IR™ case)

P

< Cllullyss (-



14.2 Real Interpolation of Sobolev Spaces 375

Note that we can allow Fg to depend on s. Thus, we conclude that the in-
trinsic norm (14.0.1) is equivalent to the one obtained by real interpolation
in the case of a Lipschitz domain. O

For more complex domains, it is not clear that the spaces considered
in Theorem 14.2.3 would necessarily be equivalent.
The spaces WETL(£2) and [W)(02), WF2(02)], , are not the same,
5

unless p = 2, although they are known (Bergh & Loéfstrom 1976) to be very
close, in that

(Wh(2), Wit ()], , c WFTH() C [W)(02), Wit ()]

1 1 .
11 3,00

However, the proof of Theorem 14.2.3 also shows that

(14.2.4) (Wi (2), WE(2)], = wi=0mok(g),

P
provided that (1 — 8)m + 0k is not an integer. Moreover, the reiteration
theorem (14.1.7) allows us to conclude that (14.2.4) holds even if m and k
are not integers.

We can define Sobolev spaces for negative, fractional indices by duality
as was done in the integer case, that is, W, *(£2) := W}, (£2)". The dual-
ity theorem (14.1.8) allows us to conclude that (14.2.4) holds as well for
negative indices.

We emphasize that the relation (14.2.4) does hold without restriction
when p = 2, that is

(14.2.5) [Hm(Q)’Hk(Q)]e — H-0m+0k ()

,2

The proof of Theorem 14.2.3 demonstrates this, once we know the result
is true for the case 2 = IR™. The latter can be shown by using another,
equivalent definition of the H*(IR™) norm, namely

s 1/2
L 2 ~12
(14.2.6) lull gz oy = (/}R (1+ 13 ) |ul df) ;

where u denotes the Fourier transform of w. Using this as an intermediary
(cf. exercises 14.x.6 and 14.x.7), one completes the equivalence.

Finally, we observe that (14.2.5) actually holds without the assumption
that m and k have the same sign. To begin with

[H™H(2), H*(2)], ), = L*(2) = H*(2)

(cf. Bergh & Lofstrom 1976). Using the reiteration theorem (14.1.7), the
following is obtained.

(14.2.7) Theorem. If {2 has a Lipschitz boundary, then (14.2.5) holds for
arbitrary real numbers m and k, and the norms are equivalent.
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14.3 Finite Element Convergence Estimates

Consider a situation in which the solutions u € H™({2) and up € V), to a
variational problem and its approximation satisfy (cf. Cea’s Theorem 2.8.1)

14.3.1 - mioy < co inf |lu — m(0) -
( ) lu—unlly (Q)_Covlélvh u—vllg ()

Provided there is an interpolant Z"u € Vj, (as in Theorem 4.4.20) such that
h k—m
Ju—1T “HHm(Q) < Ol g
and u is sufficiently smooth, this implies
(14.3.2) lw—unll grm(g) < clhk_m||u||Hk(Q).

However, if u is less smooth, say such that Z"u is not well defined, we might
not be able to conclude anything. For example, the standard Hermite cubic
interpolant is not defined on functions in H?({2) in two dimensions, yet
the above holds for m = 1 and k = 4. The Argyris element gives rise to
an example with m = 2 and k > 6, yet its standard nodal interpolant is
undefined on H?(§2). Since the data of the problem may not guarantee a
smooth solution, these restrictions can be a serious concern. However, we
can use Banach-space interpolation to extend (14.3.2) to apply for values of
k unrelated to a given interpolant. (Alternatively, the techniques in Section
4.8 could also be used.)

(14.3.3) Theorem. Suppose that (14.3.1) holds for any uw € H™(§2) and
(14.3.2) holds for anyu € H*(£2). Let m < s < k. Then for anyu € H*(£2),

(14.3.4) [ = unll g () < CP°7" [[ul| o )-
Proof. Let us define an operator, T, that maps u to the error u — uy, that
" Tu :=u— up.
Estimate (14.3.2) implies that 7" maps H*(£2) to H™(2), with
I i (2 prm 2y < 1B
In addition, (14.3.1) implies (take v = 0)
HT”H'"L(Q)—»H"”(.Q) < ¢o.

Thus, we have the setting of Banach-space interpolation: 4g = H™({2),
Ay = H*(), and By = By = H™(£2). We conclude that

1T s (@) mrm () < O™
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for any m < s < k. This is equivalent to (14.3.4). |

Note that we have assumed in this result that (14.3.1) holds for any
u € H™(£) and (14.3.2) holds for any u € H*(£2). This is true, for exam-
ple, when solving a Neumann problem with a bilinear form that is coercive
on all of H*(£2). In that case, the variational space V = H'(2). For Dirich-
let problems, a result similar to Theorem 14.3.3 would be more complex,
since it would require interpolation between spaces that satisfy boundary
conditions (Lions & Magenes 1972, Grisvard 1985).

It is important to know that the constant, C, in (14.3.4) does not de-
pend on h or Vj in any way. A key to this is the fact that the constant in
inequality (14.1.6) is equal to one. However, there is an additional techni-
cality regarding the constants involved. Proposition 14.1.5 implies that

TN g (), 1 (2, e (2) < g ChTm s =m+0(k—m).

Of course, [Hm(ﬂ),Hk(.Q)L%2 = H*(2) = W5(2), but if the norm of
the latter is given by (14.0.1), the norm of [H™(f2), H"z(ﬂ)]e’2 will not be
identical, only equivalent. Thus, the constant, C, in (14.3.4) depends on the
constant in the equivalence of norms in Theorem 14.2.3. How this constant
depends on k, s, p and 2 is beyond the scope of this book. However, it is
easy to see that C' in (14.3.4) can be taken to be a continuous function of
s in the open interval m < s < k.

Estimates such as (14.3.2), which relate to the order of approximation
of piecewise polynomial spaces, are sharp, that is Hu — IhuH Hm(0) would

not in general go to zero faster than O(h*~™), as can be seen by applying
the interpolant to a polynomial of higher order. However, when the function
u being approximated is less smooth, the degree of smoothness no longer
determines the order of approximation so precisely (Scott 1977b).

(14.3.5) Theorem. Suppose that (14.3.1) holds for any uw € H™({2) and
(14.3.2) holds for any u € H*(§2). Let m < s < k. Then for anyu € H*(§2),

(14.3.6) = wn | (g = 0(h*™).

Proof. Recall the definition of T in the proof of Theorem 14.3.3. For any
ve  HF D),
l|u— UhHHm(Q) = HTU”Hm(Q)
SN Tw = T0| gy + 170 gy ()
< collu = vll gm oy + k™" 0l ) -

Taking the infimum over all v € H*(£2), we find

[w = unll grm 2y < OB ((e1/co)h*™, ).
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Applying (14.1.4), we conclude that (14.3.6) holds. O

Such techniques are not restricted to the Hilbert spaces. In Chapter 8,
estimates of the form

(14.3.7) lunllws(a) < Cllulws )
are proved for p # 2. From this it follows that
(14.3.8) [ = unlly () < ChM! lwllws o)

provided wu is sufficiently smooth, again using an interpolant. Via Banach-
space interpolation as above, this result can be extended to hold as follows:

(14.3.9) llu — uh”Wl}(Q) < Chs*l””HW;(Q)v l<s<k
Moreover, for u € W, ({2), we also conclude that

So far we have considered estimates of u — uy, in the case that u lies in
an intermediate (interpolation) space. Banach-space interpolation can also
be applied to obtain estimates of u — uy, in intermediate spaces. Recall that
in deriving estimates for the biharmonic problem in Sect. 5.9, an estimate in
H'(£2) was not obtained, only estimates in H?(2) and H~*(2) for s > 0.
Moreover, the techniques of proof, say for Theorem 5.9.9, require an ap-
proximation result of the sort discussed above for functions with less than
maximal regularity. Thus, we may only know that

(14.3.11) lw = unll gy < CH* (lull g -

The following captures this situation.

(14.3.12) Theorem. Suppose that (14.3.2) and (14.3.11) hold for all u €
H*(0). Let —r < s < m. Then

[u = unl oy < CH*° [ll g2 -

Proof. We apply (14.1.6) to the operator, T', defined in the proof of Theorem
14.3.3 that maps u to the error u —up, except that we now take Ag = A1 =
H*(£2), and By = H™(£2) and B; = H™"(02). O
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14.4 The Simultaneous Approximation Theorem

There have been several instances in the book, and numerous more in the
literature, where it is essential to know that a particular approximant (such
as an interpolant) has appropriate orders of approximation in two differ-
ent norms simultaneously. Assumption (8.1.7) is just one such example. It
turns out that in many cases, such an assumption is redundant, with the
simultaneous approximability being a consequence of approximability in a
single norm. We give a simple example of this and refer to (Bramble &
Scott 1978) for the general theory.

Let us suppose that we have a family of spaces Vj, C H™({2) with the
property that, for all u € H*(£2) and 0 < h < 1,

: k—m
(14.4.1) it fu =l m gy < OBl
The following result can be found in (Bramble & Scott 1978).

(14.4.2) Theorem. Suppose that condition (14.4.1) holds, and let s < m and
m < r < k. Then there is a constant C such that

Uiéléh (hSHU =l gy + A" [Ju - UHHm(Q)) < Ch'|Jull gr(g)

provided w € H"(£2). If r < k and w € H"({2), then

'f(hS— ) Bl — ,,,)h’"() h— 0.
Jdnt (Polle = ol gy + A" = ollgm(g) ) /A" =0 as h—

Note that s can be negative in the theorem, and the result can easily
be extended to any finite sum of norms instead of just two. Corresponding
results for other Sobolev spaces (p # 2) can be derived from (Bramble &
Scott 1978). However, a condition such as (8.1.7) would not follow so easily,
as it involves a family of weighted norms where the weights depend on the
approximation parameter h.

14.5 Precise Characterizations of Regularity

So far, the second interpolation index has not been used in a significant way.
However, it allows precise characterizations of various regularity properties.
Examples of this are sharp Sobolev inequalities and trace theorems (Scott

1977b). For 1 < p < oo, functions in [LP(£2), WI}(Q)] 1/p.q 8X€ all continuous

for ¢ = 1 but not for ¢ > 1; corresponding trace theorems also hold (Scott
1977D).
Another example is that piecewise smooth functions (Scott 1979) lie

in the space [L?(£2), H'(£2)] 1/2,00 but do not lie in any smaller space (e.g.,
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functions with discontinuities across an internal boundary do not lie in
H'/2), cf. exercise 14.x.8. If such a function, f, is the data for a varia-
tional problem as discussed in Chapter 5, then the solution w will lie in a
corresponding interpolation space. For example, suppose that a regularity
estimate

(14.5.1) ”uHHkJrZW(_Q) <C ||f||Hk(Q)
holds for some k > 1/2 (cf. Dauge 1988) for the solution to
a(u,v) = (f,v) YveV

where a(-, ) is continuous and coercive on V' C H™({2). Recall that (cf. ex-
ercise 2.x.9) we also have [[ull g o) < Clfllgrm oy < Cllfllg-m (o) Inter-
polating the solution operator f — u we find

(14.5.2) ‘|U||[H2m(g)’H2m+l(_Q)]l/QYOC < CHfH[HO(Q),Hl(Q)]

1/2,00

Combining this regularity result with the techniques used to prove Theorem
14.3.3, we obtain the following.

(14.5.3) Theorem. Suppose that f is piecewise smooth (Scott 1979), that
(14.5.1) holds for some k > 1/2 and that (14.3.2) holds for k > 2m + 1.
Then )

= g < R

14.x Exercises

14.x.1 Suppose that A; and B; are two pairs of Banach spaces as above,
and that B; C A; where the embeddings are continuous (i = 0, 1).
Prove that By, C Agp. (Hint: let C be such that |[v]| 5 < Clv]
and prove that K4(t,u) < CKpg(t,u)).

B;

14.x.2 Prove that the norm of the inclusion operator (14.1.2) is 1.

14.x.3 Prove (14.1.3). (Hint: observe that min{1, s/¢t} K (¢,u) < K(s,u) and
integrate this inequality.)

14.x.4 Given that B; C By, prove that By C By, C By, where all inclu-
sions are continuous. (Hint: suppose that ||[v]| g < C|[v| 5, and show
that |ul|z, < K(C,u), then use exercise 14.x.3 to verify the second
inclusion. To prove the first, show that K(t,u) < min{C,t}|lul g
using the choices for v given just prior to (14.1.1).)

14.x.5 Prove (14.1.4). (Hint: observe that t~°K(¢,u) is in LP(0, co;dt/t)
and hence must go to zero as t — 0.)



14.x.6

14.x.7

14.x.8
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Prove (14.2.6) is an equivalent norm for H*({2) in the case s is

an integer. (Hint: recall that D*u = (i€)*w and that the Fourier
transform is an isomorphism in L2. Note that [£]" < 1+ [¢]*® if
0<r<s.)

Prove (14.2.6) is equivalent to (14.0.1) in the case s is fractional.
(Hint: use Plancherel’s and Fubini’s Theorems to write

ju(z + 1) — u(x)|®
/n/n |r\d+25 dxdr

S

and prove that

. d
ae) (et —1)[° dfwﬁ

|€ir-£_1|2 N

7]
for € IR™ and 0 < s < 1.)

Let 2 denote the interval [—1,1] and let f be the Heavyside
function: f = 0 for < 0 and f = 1 for x > 0. Prove that
f € [L2(2), H (2)]12,00- (Hint: for each 1 > ¢ > 0, let v be the
continuous, piecewise linear function that satisfies v = 0 for x < —t¢
and v = 1 for > ¢ and is linear on [—t,t]. Use this function to
show that K (£, f) < | — vl z(0 + [0l < CEV2)
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We adopt the conventions used in this book for the references. In other
words, for integers ¢, j and k,

“1.5” refers to a section,

“1.x.7” refers to an exercise, and

“(i.j.k)” refers to a display number, Definition, Theorem, Remark, etc.
If a particular item has no numbered reference, we give the nearest prior
reference or the section number.

adaptive approximation, 0.8

affine equivalent, (3.4.1)

affine-interpolation equivalent, (3.4.9)
approximation property, (6.4.4)

Argyris finite element, (3.2.10), (3.2.11)
arithmetic-geometric mean inequality, (0.9.4)

Babuska’s paradox, (5.x.23)
Banach space, (1.1.7)
bilinear form, (2.1.1)
biharmonic equation, 5.9
bounded (continuous) bilinear form, (2.5.2)
boundary conditions
clamped, 5.9
Dirichlet, (0.1.6), (5.1.2)
displacement, (11.3.1)
Neumann, (0.1.6), (5.1.2), 5.2
simply supported, 5.9
traction, (11.3.2)
Bramble-Hilbert Lemma, (4.3.8)

Céa’s Theorem, (2.8.1)
chunkiness parameter, (4.2.17)
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clamped boundary condition, 5.9

Clough-Tocher finite element, Fig. 3.24

coercive bilinear form, (2.5.2)

conditioning of finite element equations, 9.6, 9.7

continuous (bounded) bilinear form, (2.5.2)

Contraction Mapping Principle, (2.7.2)

cross points, (7.8.1)

Crouzeix-Raviart nonconforming finite element, (3.2.2), 3.x.14, (10.3.2)

density argument, (1.6.3)

difference equations, 0.5

Dirichlet boundary condition, (0.1.6), (5.1.2)
discrete harmonic functions, (7.5.12)

discrete Sobolev inequality, (4.9.2)

discrete Young’s inequality, (7.2.15)

displacement boundary condition, (11.1.4), (11.3.1)
dual space, 1.7

duality argument, 0.3, 1.2, 5.4, 5.7, 5.8, 8.3, 8.5

elasticity equations, (11.1.2)
element domain, (3.1.1)
elliptic regularity estimates, 5.5
equation(s)
biharmonic, 5.9
elasticity, (11.1.2)
Navier-Stokes, (13.4.1)
Poisson, (5.1.1), 5.1, 5.4
Stokes, (12.1.1)
error estimators, 9.2, 9.4

finite element, (3.1.1)
finite elements
macro
piecewise linear, Fig. 3.23
Clough-Tocher, Fig. 3.24
mixed
Taylor-Hood, (12.4.3)
rectangular
rotated @1, 3.x.15
serendipity, (3.5.5), (3.5.7)
tensor product, (3.5.2), (3.5.3), (3.5.4)
tetrahedral, 3.6
triangular
Argyris, (3.2.10), (3.2.11)
Bogner-Fox-Schmit, 3.x.16
Crouzeix-Raviart nonconforming, (3.2.2), 3.x.14, 10.3, (10.3.2)
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Hermite, (3.2.6), (3.2.7), (3.2.8)
Lagrange, (3.2.1), (3.2.3), (3.2.4)
Morley, Fig. 10.5
Friedrichs’ inequality, (4.3.14), (4.x.4), 10.6
Fundamental Galerkin Orthogonality, (2.5.9)

Garding’s inequality, (5.6.8)
Green’s function, 0.7

hanging node, (10.5.1)

Hermite finite element, (3.2.6), (3.2.7), (3.2.8)
Hilbert space, (2.2.1), 2.2

Holder’s inequality, (1.1.4)

homogeneity argument, (0.4.5), (4.3.10), (4.4.8), 4.x.4, 5.x.21, 5.x.22,

6.x.12, (10.2.1), (10.3.10), (11.4.18), 11.x.19

inf-sup condition, (12.5.1), 12.5, 12.6
infinitesimal rigid motions, (11.1.6)
inner-product, (2.1.1)
inner-product space, (2.1.2), 2.1
interior penalty methods, (10.5.8)
interpolant, (0.4.3), (3.3.1), (3.3.9)

global, (3.3.1)

local, (3.3.9)
interpolated boundary conditions, 10.2
interpolation equivalent, (3.4.6)
interpolation error bounds, 4.4
inverse estimates, 4.5
isoparametric finite element approximation, 10.4
isoparametric polynomial approximation, 4.7

Korn’s inequality
first, (11.2.16)
second, (11.2.12)

L*° estimates, 8.1

LP estimates
irregular coefficients, 8.5
regular coefficients, 8.6

Lagrange finite element, (3.2.1), (3.2.3), (3.2.4)
Lamé constants, (11.1.3)

Lax-Milgram Theorem, (2.7.7)

Lipschitz boundary, (1.4.4)

Lipschitz norm, (1.3.1)

Lobatto quadrature, (10.2.3)

local error estimates, 9.3

local error indicator, (9.2.11)
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locally integrable functions, (1.2.3)
locking, 11.3, (11.3.5)

macro piecewise-linear finite element, Fig. 3.23
max-norm estimates, 8.1

Minkowski’s inequality, (1.1.3)

mollification, (1.3.6)

Navier-Stokes equations, (13.4.1)

nearly singular vertices, (12.6.8)
negative-norm estimate, 5.8

Neumann boundary condition, (0.1.6), (5.1.2), 5.2
nodal basis, (0.4.2)

nodal values, (0.4.2)

nodes, (0.4.2)

nonconforming, (3.2.2), 3.x.14, 10.3, (10.3.2)
non-degenerate, (4.4.16), (10.5.1)
non-smooth functions, 4.8

norm, (1.1.6)

oscillation, (9.5.2)
orthogonality relation, (2.5.9)

parallelogram law, (2.2.8)
partition, (10.5.1)
plate bending biharmonic problem, 5.9
Poincaré inequality, (5.3.3), (5.3.5), 10.6
Poisson equation, (5.1.1), 5.1, 5.4
pollution effect, (5.8.4)
preconditioners
abstract additive Schwarz, (7.1.7)
BDDC, (7.8.9)
BPS, (7.6.6)
BPX, (7.3.2)
hierarchical basis, (7.2.8)
Neumann-Neumann, (7.7.4)
two-level additive Schwarz, (7.4.10)
projection operator, (2.3.9)

quasi-uniform, (4.4.15)

real method of interpolation, 14.1, 14.2
regular, (4.4.16), (10.5.1)

Riesz potential, 4.3

Riesz Representation Theorem, (2.4.2)
rigid motions (infinitesimal), (11.1.6)
Ritz method, (2.5.11)

Ritz-Galerkin method, (2.5.7)
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saturation assumption, (9.4.8)

Schur complement, (7.5.18)

Schwarz’ inequality, (1.1.5)

scaling argument — see homogeneity argument

segment condition, (1.3.5)

serendipity finite element, (3.5.5), (3.5.7)

shape functions, (3.1.1), (3.3.6), (3.5.5), (3.5.9), 3.7, (4.6.16), (4.6.17),
(4.6.20), (4.8.7)

simply supported boundary condition, 5.9

singular vertices, 12.6

smoothing property, (6.5.7), (6.6.7)

Sobolev’s inequality, (1.4.6), (4.3.4)

Sobolev norm, (1.3.1)

Sobolev space, (1.3.1), 1.3

star-shaped, (4.2.2)

stiffness matrix, 0.6

Stokes equations, (12.1.1)

strengthened Cauchy-Schwarz inequality, (7.2.18)

subdivision, (3.3.8)

superapproximation estimate, (8.3.4)

Taylor polynomial, (4.1.1)

Taylor-Hood mixed finite elements, (12.4.3)

tensor product finite element, (3.5.2), (3.5.3), (3.5.4)
tensor product polynomial approximation, 4.6
tetrahedral finite element, 3.6
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triangulation, (3.3.11)

variational problem
nonsymmetric, 2.6
symmetric, 2.5

weak derivative, (1.2.4)

weak formulation, (0.1.3), 0.1
weight function, 8.1

weighted norm, 0.9
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