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Preface to the Solutions Manual

This manual is written for instructors, not students. It includes worked solutions for
many (roughly 75%) of the problems in the text. For the computational exercises I
have given the output generated by my program, or sometimes a program listing. Most
of the programming was done in MATLAB, some in FORTRAN. (The author is well
aware that FORTRAN is archaic, but there is a lot of “legacy code" in FORTRAN,
and the author believes there is value in learning a new language, even an archaic
one.) When the text has a series of exercises that are obviously similar and have
similar solutions, then sometimes only one of these problems has a worked solution
included. When computational results are asked for a series of similar functions or
problems, only a subset of solutions are reported, largely for the sake of brevity. Some
exercises that simply ask the student to perform a straight-forward computation are
skipped. Exercises that repeat the same computation but with a different method are
also often skipped, as are exercises that ask the student to “verify” a straight-forward
computation.

Some of the exercises were designed to be open-ended and almost “essay-like.”
For these exercises, the only solution typically provided is a short hint or brief outline
of the kind of discussion anticipated by the author.

In many exercises the student needs to construct an upper bound on a derivative
of some function in order to determine how small a parameter has to be to achieve a



desired level of accuracy. For many of the solutions this was done using a computer
algebra package and the details are not given.

Students who acquire a copy of this manual in order to obtain worked solutions to
homework problems should be aware that none of the solutions are given in enough
detail to earn full credit from an instructor.

The author freely admits the potential for error in any of these solutions, especially
since many of the exercises were modified after the final version of the text was
submitted to the publisher and because the ordering of the exercises was changed
from the Revised Edition to the Second Edition. While we tried to make all the
appropriate corrections, the possibility of error is still present, and undoubtedly the
author’s responsibility.

Because much of the manual was constructed by doing “copy-and-paste” from
the files for the text, the enumeration of many tables and figures will be different. I
have tried to note what the number is in the text, but certainly may have missed some
instances.

Suggestions for new exercises and corrections to these solutions are very welcome.
Contact the author at jfe@ams. org or jfepperson@gmail.com.

Differences from the text The text itself went through a copy-editing process
after this manual was completed. As was to be expected, the wording of several
problems was slightly changed. None of these changes should affect the problem in
terms of what is expected of students; the vast majority of the changes were to replace
“previous problem” (a bad habit of mine) with “Problem X.Y”” (which I should have
done on my own, in the first place). Some puncuation was also changed. The point of
adding this note is to explain the textual differences which might be noticed between
the text and this manual. If something needs clarification, please contact me at the
above email.



CHAPTER 1

INTRODUCTORY CONCEPTS AND
CALCULUS REVIEW

1.1 BASIC TOOLS OF CALCULUS

Exercises:

1. Show that the third order Taylor polynomial for f(z) = (z + 1)~!, about
Tog = O, is
p3(z) =1—a+ 2% — 23

Solution: We have f(0) =1 and

1 2 6
’ _ " _ " -
so that f/(0) = —1, f”(0) = 2, f"” = —6. Therefore
. 1 1.
ps(x) = F(O)+af(0) + 32 f"(0) + ga*f" ()
1 1 .
= l+az(-1)+ 5352(2) + 6:1:3(—6)
= 1—z+22—25
Solutions Manual to Accompany An Introduction to Numerical Methods and Analysis, 1

Second Edition. By James F. Epperson
Copyright (© 2013 John Wiley & Sons, Inc.



INTRODUCTORY CONCEPTS AND CALCULUS REVIEW

. What is the third order Taylor polynomial for f(z) = +/x + 1, about 29 = 0?

Solution: We have f(xy) = 1 and

/ ! " 1 m 3
f(x):W’ f(x):_m’ f (x)zm,
so that f'(0) = 1/2, f"(0) = —1/4, f"" = 3/8. Therefore
p3(z) = f(0)+ xf/(o) + %.’L‘Qf/l((]) + %-%'Sfm(x)
= 1—}—33(1/2)+%x2(_1/4)+%m3(3/8)

= 1—(1/2)x — (1/8)z* 4 (1/16)z>.

. What is the sixth order Taylor polynomial for f(x) = v/1 + 22, using zo = 0?
Hint: Consider the previous problem.

. Given that

_ =l

for z € [—1, 1], where & is between x and 0, find an upper bound for | R|, valid
for all z € [—1, 1], that is independent of x and &.

. Repeat the above, but this time require that the upper bound be valid only for
allz € [—3, 3.

Solution: The only significant difference is the introduction of a factor of 26
in the denominator:

IR(z)| < Wﬁmo = 3.6 x 107°.
. Given that W
mo =5 ()
forz € [—3, ], where £ is between  and 0, find an upper bound for |R|, valid
forall z € [—1, 1], that is independent of z and .

. Use a Taylor polynomial to find an approximate value for /e that is accurate
to within 1073.

Solution: There’s two ways to do this. We can approximate f(x) = e* and
use z = 1/2, or we can approximate g(z) = /= and use z = e. In addition,
we can be conventional and take xy = 0, or we can take xg # 0 in order to
speed convergence.
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The most straightforward approach (in my opinion) is to use a Taylor polyno-
mial for e® about g = 0. The remainder after &k terms is

k+1

We quickly have that
el/2
P —
= 2k+1(k + 1)!

and a little playing with a calculator shows that

| Rk (2)

1/2
[Rs(2)] < 75557 = 00043
but /2
[Ra(@)] € 3555 = 43 % 1074

So we would use

11 /1\* 1/1\* 1 /1\"
VPx1+242(2 g — (=) =1.6484375.
¢ +2+2<2> +6<2) +24(2>
To fourteen digits, /e = 1.64872127070013, and the error is 2.84 x 1074,
much smaller than required.

. What is the fourth order Taylor polynomial for f(z) = 1/(z + 1), about

o = 0?
Solution: We have f(0) = 1 and

1 2 6

Fo =z I'O= ey 7MO= "o

so that f/(0) = —1, f(0) =2, f""" = —6, f""(0) = 24. Thus

1 1 1
pa(x) = 1—1—33(—1)—1—51‘2(2)—1—63:3(—6)—1—ﬂx4(24) =1-a4a?—2®42t

. What is the fourth order Taylor polynomial for f(x) = 1/x, about o = 1?

Find the Taylor polynomial of third order for sin z, using:
() xo = /6.
Solution: We have

fao) = 5 P =L frlan) == ) = =22

f///l (x) —

24

(@t 1P



4 INTRODUCTORY CONCEPTS AND CALCULUS REVIEW

SO
=3+ (-5 -1 - -3
(b) wo =7/4;
(c) 930:7T/2;

11. For each function below construct the third-order Taylor polynomial approx-
imation, using ¢y = 0, and then estimate the error by computing an upper
bound on the remainder, over the given interval.

@ f(x)=e" 2z e[0,1];

(b) f(z) =In(1+z),z € [-1,1];

(¢) f(z) =sinz, z € [0,n];

@ f(z)=In(l+2z),x€[-1/2,1/2];

@ f(z)=1/(x+1),2€[-1/2,1/2].
Solution:

(a) The polynomial is

1 1
p3(z) =1—xz+ 53«”2 - 6563,

with remainder

1
Rs(x) = ﬂx‘le £

This can be bounded above, for all 2 € [0, 1], by

1
< —
[Ry(2)] < e
(b) The polynomial is
1 1
p3(z) = — 5902 + ngB,
with remainder ) )
R3(z) = —o* ———
We can’t bound this for all € [—1, 1], because of the potential division
by zero.
(c) The polynomial is
L 3
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with remainder

1
Rs(x) = mm S cosé.

This can be bounded above, for all = € [0, 7], by
5

™
R < —.
[Rs ()] < 120

(d) The polynomial is the same as in (b), of course,

1 1
p3(x) =z — ixz + 3x3
with remainder
1 1
Ry(z) = —a* ———
= e

For all z € [—1/2,1/2] this can be bounded by

1 1

1 4 _1

Ry(x) < 1(1/2 )m— 1
(e) The polynomial is

p3(z) =1—x+2% — 25,

with remainder

1
_ 4
o) = ey
This can be bounded above, for all z € [—-1/2,1/2], by
IRs(a)] < (1/2)! s =2
N (O

Obviously, this is not an especialy good approximation.

12. Construct a Taylor polynomial approximation that is accurate to within 1073,
over the indicated interval, for each of the following functions, using xy = 0.

(@ f(z)=sinz,x € [0,n];

®) f(x) = ,x €10,1];

© flx) = (1+x) €[-1/2,1/2];
@ flx)=1/(x+1),z€[-1/2,1/2];
@ f(z)=In(l+z),ze[-11]
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Solution:

(a)

(b)

©

The remainder here is

_1 n+1
R, (x) = Lx%*‘l cos ¢,

(2n +1)!
for ¢ € [0, 7r]. Therefore, we have

|2t < et

(2n +1)!
Simple manipulations with a calculator then show that

max_|Rg(z)| < .4663028067¢ — 3
z€[0,7]

but

max_|Rs(z)| < .7370430958¢ — 2.
z€[0,7]

Therefore the desired Taylor polynomial is

Ly 1L 5 14 o L n
pll(x)—l—x+6x — 0% Tt +§x +ﬁ:17
The remainder here is
(_]_)n-‘rl 1
Rn - s c’
(z) (n+1)! ¢
for ¢ € [0, 1]. Therefore, we have
1 1
Ry(z)] < et .
Bl < G = Gy

Simple manipulations with a calculator then show that

mae |Re(z)| < .0001984126984
xe|0,

but

max_|Rs(z)] < .1388888889¢ — 2
z€[0,1]

Therefore the desired Taylor polynomial is

1 1 1 1 1
—q_ 2 it ta L5 16
pe(x) x+2m 5% +24x T50% +720x

fx) =In(1 +z),z € [0,3/4].
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Solution: The remainder is now
(1/2)n+1
Rn z S TN
and n = 8 makes the error small enough.
d) f(z)=In(l+=z),ze[0,1/2].
Repeat the above, this time with a desired accuracy of 1076,

Since
s
1= arctan 1,

we can estimate 7 by estimating arctan 1. How many terms are needed in
the Gregory series for the arctangent to approximate 7 to 100 decimal places?
1,000? Hint: Use the error term in the Gregory series to predict when the error
gets sufficiently small.

Solution: The remainder in the Gregory series approximation is

x t2n+2

1 dt,

Ro(x) = (—1)"* /

so to get 100 decimal places of accuracy for x = 1, we require

1 t2n+2 1 1
/ I </ t2n+2dt _ < 107100’
o T+ Jo m+3 =

thus, we have to take n > (101°° — 3)/2 terms. For 1,000 places of accuracy
we therefore need n > (10*°°° — 3)/2 terms.

Obviously this is not the best procedure for computing many digits of 7!

[Rn(1)| =

Elementary trigonometry can be used to show that
arctan(1/239) = 4 arctan(1/5) — arctan(1).

This formula was developed in 1706 by the English astronomer John Machin.
Use this to develop a more efficient algorithm for computing 7. How many
terms are needed to get 100 digits of accuracy with this form? How many
terms are needed to get 1,000 digits? Historical note: Until 1961 this was the
basis for the most commonly used method for computing 7 to high accuracy.

Solution: We now have two Gregory series, thus complicating the problem a
bit. We have

m = 4arctan(1) = 16 arctan(1/5) — 4 arctan(1,/239);

Define p,,,,, = 7 as the approximation generated by using an m term Gre-
gory series to approximate arctan(1/5) and an n term Gregory series for
arctan(1/239). Then we have

Pmm — T = 16Rp(1/5) — 4Ry (1/239),
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where Ry, is the remainder in the Gregory series. Therefore

1/5 42m+2 1/239 y2n+2
16(4)’”“/ s dt — 4(4)”“/ ——dt
0 1 + t 0 1 + t

16 4
@m 1 3)527%3 | (2n + 3)2392773

‘pm,n - 7T| S

To finish the problem we have to apportion the error between the two series,
which introduces some arbitrariness into the the problem. If we require that
they be equally accurate, then we have that

16

— <
(2m + 3)52m+3 = ©

and

4
— < e.
(2n + 3)2392n+3 = €

Using properties of logarithms, these become

log(2m + 3) + (2m + 3) log5 > log 16 — log e
and

log(2n + 3) + (2n + 3)log 239 > log4 — loge.

For ¢ = (1/2) x 107100 these are satisfied for m = 70, n = 20. For
€= (1/2) x 1071990 we get m = 712, n = 209. Changing the apportionment
of the error doesn’t change the results by much at all.

In 1896 a variation on Machin’s formula was found:
arctan(1/239) = arctan(1) — 6 arctan(1/8) — 2 arctan(1/57),

and this began to be used in 1961 to compute 7 to high accuracy. How many
terms are needed when using this expansion to get 100 digits of 7?7 1,000
digits?

Solution: We now have three series to work with, which complicates matters
only slightly more compared to the previous problem. If we define py, yn n, = 7
based on

m = 4arctan(1l) = 24 arctan(1/8) + 8 arctan(1/57) 4+ 4 arctan(1/239),

taking & terms in the series for arctan(1/8), m terms in the series for
arctan(1/57), and n terms in the series for arctan(1/239), then we are led to
the inequalities

log(2k + 3) + (2k + 3) log 8 > log 24 — loge,

log(2m + 3) + (2m + 3) log 57 > log 8 — log e,
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and
log(2n + 3) + (2n + 3)log 239 > log4 — loge.

For e = (1/3) x 10719 we get k = 54, m = 27, and n = 19; for € =
(1/3) x 1071090 we get k = 552, m = 283, and n = 209.

Note: In both of these problems a slightly more involved treatment of the error
might lead to fewer terms being required.

What is the Taylor polynomial of order 3 for f(z) = x* 4 1, using z¢ = 0?
Solution: This is very direct:
() =42, f'(x) =122% f"(z) = 24,
so that
Ly L 3
p3(xz) =1+ x(0) + 3% (0) + g% (0) =1.

What is the Taylor polynomial of order 4 for f(x) = x* + 1, using g = 0?
Simplify as much as possible.

What is the Taylor polynomial of order 2 for f(x) = 23 + z, using 2o = 1?

What is the Taylor polynomial of order 3 for f(x) = 2® + x, using 2o = 1?
Simplify as much as possible.

Solution: We note that f/(1) = 6, so we have (using the solution from the
previous problem)

1 f
pa(z) =322 — 20+ 1+ é(x —1)3(6) = 2® + 2.

The polynomial is its own Taylor polynomial.

Let p(x) be an arbitrary polynomial of degree less than or equal to n. What is
its Taylor polynomial of degree n, about an arbitrary x(?

The Fresnel integrals are defined as

C(z) = /05'3 cos(mt?/2)dt

and

S(z) = /0 " sin(rt2/2)dt.

Use Taylor expansions to find approximations to C'(z) and S(z) that are 10~
accurate for all z with [z| < %. Hint: Substitute 2 = 7t?/2 into the Taylor
expansions for the cosine and sine.
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23.

24.

25.
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Solution: We will show the work for the case of S(x), only. We have

S(z) = /O " sin(rt2/2)dt = /O " ()t + /O " R ()t

Looking more carefully at the remainder term, we see that it is given by

T (t2(2n+3)
ro(z) = i/ ————cos&dt.
0

(2n + 3)!
Therefore,
1/2 $2(2n+3) 1/2)4n+7
\rn(x)|g/ ( gt = — 172 .
(2n + 3)! (4n+7)(2n + 3)!

A little effort with a calculator shows that this is less than 10~% for n > 1,
therefore the polynomial is

Use the Integral Mean Value Theorem to show that the “pointwise” form (1.3)
of the Taylor remainder (usually called the Lagrange form) follows from the
“integral” form (1.2) (usually called the Cauchy form).

For each function in Problem 11, use the Mean Value Theorem to find a value
M such that

[f(21) = f(22)] < M2y — 22

is valid for all x1, x5 in the interval used in Problem 11.
Solution: This amounts to finding an upper bound on |f’| over the interval
given. The answers are as given below.

(@ f(z)=e*2ze[0,1; M < 1.

(b) f(z) =In(l4z),z € [-1,1]; M is unbounded, since f'(x) = 1/(1+x)

and x = —1 is possible.

(©) f(x)=sinz,z € [0,n]; M < 1.

@ f(x)=In(l+x),ze[-1/2,1/2; M < 2.

) flz)=1/(x+1),xz€[-1/2,1/2]. M < 4.
A function is called monotone on an interval if its derivative is strictly positive
or strictly negative on the interval. Suppose f is continuous and monotone

on the interval [a, b], and f(a)f(b) < O; prove that there is exactly one value
« € [a, b] such that f(«) =0.

Solution: Since f is continuous on the interval [a, b] and f(a)f(b) < 0, the
Intermediate Value Theorem guarantees that there is a point ¢ where f(c) = 0,
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i.e., there is at least one root. Suppose now that there exists a second root, .
Then f(c) = f(v) = 0. By the Mean Value Theorem, then, there is a point £
between c and v such that

f(v) = f(e)
y—c

f€) = =0.

But this violates the hypothesis that f is monotone, since a monotone function
must have a derivative that is strictly positive or strictly negative. Thus we
have a contradiction, thus there cannot exist the second root.

A very acceptable argument can be made by appealing to a graph of the
function.

Finish the proof of the Integral Mean Value Theorem (Theorem 1.5) by writing
up the argument in the case that g is negative.

Solution: All that is required is to observe that if g is negative, then we have

b

b b
/ o(t) F(t)dt < / 9(t) fondt = fin / g(t)dt

a

and
b

b b
/g(t)f(t)dtZ/ g(t)fMdt:fM/ g(t)dt.

a

The proof is completed as in the text.
Prove Theorem 1.6, providing all details.

Letc, > 0,be given, 1 < k < n,andletxy € [a,b],1 < k < n. Then, use the
Discrete Average Value Theorem to prove that, for any function f € C([a, b]),

> et kS (@k)

2271 n = f(g)

for some £ € [a, b].

Solution: We can’t apply the Discrete Average Value Theorem to the problem
as it is posed originally, so we have to manipulate a bit. Define
_ G .
FYJ - Z:]_ Ck I

Then
> =1
j=1

and now we can apply the Discrete Average Value Theorem to finish the
problem.
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29. Discuss, in your own words, whether or not the following statement is true:

1.2

“The Taylor polynomial of degree n is the best polynomial approximation of
degree n to the given function near the point xg.”

<oeoeo]

ERROR, APPROXIMATE EQUALITY, AND ASYMPTOTIC ORDER
NOTATION

Exercises:

1. Use Taylor’s Theorem to show that e* = 1 + z + O(z?) for z sufficiently

small.

2. Use Taylor’s Theorem to show that 1=225% = 1z 4 O(2?) for z sufficiently

x

small.

Solution: We can expand the cosine in a Taylor series as

1 1
cosz=1— —x? + —z'cost.

2 24
If we substitute this into (1 — cos z)/z and simplify, we get

1- 1 1
% =35%- ﬂx?’cosf,

so that we have

— -z

1—cosz 1
T 2

1
< 1] = Ol

1
= ’241'3 cos &

where C' = 1/24. Therefore, 1=5%2 = 1z + O(z?).

. Use Taylor’s Theorem to show that

1
\/1+x:1—|—§x+(9($2)
for z sufficiently small.

Solution: We have, from Taylor’s Theorem, with 2o = 0,

11
Vitao=1+4 2 g;L-2(1 +€)73/2)

for some & between 0 and . Since

‘éa:?(l +€) 72 < Ol




ERROR, APPROXIMATE EQUALITY, AND ASYMPTOTIC ORDER NOTATION

for all x sufficiently small, the result follows. For example, we have

<

1
’8562(14—5)_3/2 x 2v/2|z?|

ool —

forall z € [-1/2,1/2].
. Use Taylor’s Theorem to show that
(1+z) ' =1—2+2%+ 0%
for x sufficiently small.
Solution: This time, Taylor’s Theorem gives us that
I+z)t=1-2+2?-2°/(1+¢)*

for some £ between 0 and x. Thus, for all  such that |z| < m,

13

(L4 2)™ = (1= +a?)| = |2°/(1+ &) < |2 /(1 = m)* = ClaP,

where C' = 1/(1 —m)*.

. Show that
sinz =z + O(2%).

. Recall the summation formula

2 3 & L — il
1 e = R
+r4+r°4+r°+ +r Zr =
k=0
Use this to prove that
- k 1 n+1
Zr =1 + O™

Hint: What is the definition of the O notation?

. Use the above result to show that 10 terms (k = 9) are all that is needed to

compute

to within 10~% absolute accuracy.

Solution: The remainder in the 9 term partial sum is
e—10
1—et

|Ro| = ‘ =0.000071822 < 10~%.
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8. Recall the summation formula

Use this to show that
Z k= fn O(n).

k=1

9. State and prove the version of Theorem 1.7 which deals with relationships of
the form z = z, + O(B(n)).

Solution: The theorem statement might be something like the following:

Theorem: Letz = x, + O(8(n)) and y = yn, + O(y(n)), withbB(n) > y(n)
for all n sufficiently large. Then

z+y = xn+yn+0(5(n))
Ax = Az, + O(8(n)).

In the last equation, A is an arbitrary constant, independent of n.

The proof parallels the one in the text almost perfectly, and so is omitted.

10. Use the definition of O to show that if y = y, + O(h?), then hy = hy, +
O(hPTHh).

11. Show that if a,, = O(n?) and b,, = O(n?), then a,b,, = O(nP*1).

Solution: We have
|lan| < Ca|n®|

and
[bn| < Cp|nd|.

These follow from the definition of the O notation. Therefore
|anbn| < Co|n?||bn| < (Caln?|)(Coln?]) = (CoCh)[nP*|
which implies that a,,b, = O(nPT9).

12. Suppose that y = y, + O(B(h)) and z = z;, + O(B(h)), for h sufficiently
small. Does it follow that y — z = y;, — 25, (for h sufficiently small)?

13. Show that

fle+h)—2f(x) + f(x —h)
h2

f(x) = +O(h?)
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for all h sufficiently small. Hint: Expand f(x + h) out to the fourth order
terms.

Solution: This is a straight-forward manipulation with the Taylor expansions

Pl h) = F@) 4 hf'() + 325" ) + h T (@) + oot F(E)

and

1

flo = 1) = £(2) = hf(@) + 5h2S" (@) = ch* P (@) + 5 b Es).

Add the two expansions to get

L) + ().

Fla+R) + flw—h) = 2f() + W*F" (@) + o

Now solve for f”(x).
Explain, in your own words, why it is necessary that the constant C'in (1.8) be

independent of h.

<Joeo o>

A PRIMER ON COMPUTER ARITHMETIC

Exercises:

1.

In each problem below, A is the exact value, and Ay, is an approximation to A.
Find the absolute error and the relative error.

(a) A=m, A, =22/7,

(b)y A=e, A) = 2.71828,;

(c) A= ¢, Ay =0.1667;

d A= %, Ap = 0.1666.

Solution:

(a) Abs. error. < 1.265 x 1073, rel. error < 4.025 x 10~%;
(b) Abs. error. < 1.828 x 1079, rel. error < 6.72 x 10~7;
(c) Abs. error. < 3.334 x 1072, rel. error < 2.000 x 10~%;
(d) Abs. error. < 6.667 x 1072, rel. error < 4 x 1074,

2. Perform the indicated computations in each of three ways: (i) Exactly; (ii)

Using three-digit decimal arithmetic, with chopping; (iii) Using three-digit
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decimal arithmetic, with rounding. For both approximations, compute the
absolute error and the relative error.

(@)
(b) i

© 5+ (7 +5);
@ (2+3)+3.

1.
+ 153
><1

Q= D= o=

3. For each function below explain why a naive construction will be susceptible
to significant rounding error (for x near certain values), and explain how to
avoid this error.

(1—2)"t(Inz — sin7x);
= (cos(m + ) — cosm)z~;
(

el+x _ elfz)(Qx)fl;

Solution: In each case, the function is susceptible to subtractive cancellation
which will be amplified by division by a small number. The way to avoid the
problem is to use a Taylor expansion to make the subtraction and division both
explicit operations. For instance, in (a), we would write

f(z) = ((3+(1/6)z—(1/216)2*+0(2*))—3)z~" = (1/6)—(1/216)z+O(z?).
To get greater accuracy, take more terms in the Taylor expansion.

4. For f(z) = (e® — 1)/x, how many terms in a Taylor expansion are needed to
get single precision accuracy (7 decimal digits) for all z € [0, %]’7 How many
terms are needed for double precision accuracy (14 decimal digits) over this
same range?

5. Using single precision arithmetic, only, carry out each of the following com-
putations, using first the form on the left side of the equals sign, then using the
form on the right side, and compare the two results. Comment on what you
get in light of the material in § 1.3.

@) (z+¢)?—1=23+32%+ 32+ — 1,z = 1.0, e = 0.000001.

(b) —b+ Vb2 —2c=2¢(=b— Vb2 —2c)71, b=1,000, c = 7.
Solution: “Single precision” means 6 or 7 decimal digits, so the point of the
problem is to do the computations using 6 or 7 digits.

(a) Using a standard FORTRAN compiler on a low-end UNIX workstation,
the author got

(z+€) — 1 = 0.2861022949218750F — 05
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but

22 + 322 + 3ze® + € — 1 = 0.2980232238769531F — 05.

(b) Using a standard C compiler on a low-end UNIX workstation, the author

got
—b+ /b2 — 2¢ = —0.003
2c(—b — /b2 —2¢)"! = —0.00314160.

but

6. Consider the sum .
g = Z 6—14(1—(0-05’“)

=0

where m = 2 x 10°. Again using only single precision, compute this two
ways: First, by summing in the order indicated in the formula; second, by
summing backwards, i.e., starting with the £ = 200, 000 term and ending with
the £ = 0 term. Compare your results and comment upon them.

7. Using the computer of your choice, find three values a, b, and ¢, such that
(a+b)+c#a+ (b+c).
Repeat for your pocket calculator.

Solution: The key issue is to get an approximation to the machine epsilon,
then take @ = 1, b = ¢ = (2/3)u or something similar. This will guarantee
that (a +b) + ¢ = abut a + (b + ¢) > a. Using a standard C compiler on
a low-end UNIX workstation, the author was able to determine that ¢ = 1,
b=2x10"7,and ¢ = 3 x 10~ 7 will work. On an elderly Sharp calculator,
the author found thata = 1, b = 4 x 10719 and ¢ = 4 x 10~19 worked.

8. Assume we are using 3-digit decimal arithmetic. For e = 0.0001, a; = 5,

compute
1
az = ag + (6) ay

for ag equal to each of 1, 2, and 3. Comment.

9. Let € < u. Explain, in your own words, why the computation

1
a2 = ag + E a1

is potentially rife with rounding error. (Assume that ag and a; are of compa-
rable size.) Hint: See previous problem.

Solution: This is just a generalization of the previous problem. If € is small
enough, then as will be independent of ay.
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10. Using the computer and language of your choice, write a program to estimate

11.

the machine epsilon.

Solution: Using MATLAB on a moderately old personal computer, the author
got a value of u = 1.1016e — 16. The code is given below.

disp(’macheps = )
disp(x)
break
end
X = x*.99;
end

We can compute e~* using Taylor polynomials in two ways, either using

1 1
€7z%17x+§x2—6$3+...

or using
1

T+a+ a2+ 203+,
Discuss, in your own words, which approach is more accurate. In particular,
which one is more (or less) susceptible to rounding error?

—x

Solution: Because of the alternating signs in the first approach, there is some
concern about subtractive cancellation when it is used.

12. What is the machine epsilon for a computer that uses binary arithmetic, 24 bits

for the fraction, and rounds? What if it chops?

Solution: Recall that the machine epsilon is the largest number z such that
the computer returns 1 + = = x. We therefore need to find the largest number
x that can be represented with 24 binary digits such that 1 4+ x, when rounded
to 24 bits, is still equal to 1. This is perhaps best done by explicitly writing out
the addition in binary notation. We have

1 4 z = 1.000000000000000000000004
-+0.00000000000000000000000dddddddddddddddddddddddd,.

If the machine chops, then we can set all of the d values to 1 and the computer
will still return 1 4+ x = 1; if the machine rounds, then we need to make the
first digit a zero. Thus, the desired values are

23
Uround = Z 2_k_24 = 0.596 x 10_77
k=1
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and

24
Uenop = »_27F72 = 0.119 x 107
k=1

What is the machine epsilon for a computer that uses ocfal (base 8) arithmetic,
assuming it retains 8 octol digits in the fraction?

<Jooeo]

1.4 A WORD ON COMPUTER LANGUAGES AND SOFTWARE

(No exercises in this section.)

1.5 SIMPLE APPROXIMATIONS

Exercises:

1.

Consider the error (1.11) in approximating the error function. If we restrict
ourselves to k < 3, then over what range of values of z is the approximation
accurate to within 1073?

Solution: We have the inequality
|2¥ <9 x 12¢/7 x 1073

which implies that z € [—.19,.19].

If we are interested only in = € |0, %], then how many terms in the error

function approximation do we need to take to get an accuracy of 10~4?

. Repeat the above for z € [0, 1].

Solution: We now have to use k = 6.

Assume that z € [0,1] and write the error in the approximation to the error
function using the asymptotic order notation.

For

f(z) :/0 t~tsintdt, x € [-n/4,7/4],

construct a Taylor approximation that is accurate to within 10~ over the
indicated interval.

Solution: Expand the sine function in a Taylor series

1 $2n+3

sinz=z—=2>+... +

6 (2n+3) ¢
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and substitute into the integral, then carry out the integration. We concentrate
on the remainder term first, in order to find out how many terms we have to
take. We have

x t2n+3
nl(T) = oAy i
rn(x) /0 @n 13! cos &d

so that

T 42n+3 |z $2n+2 |x‘2n+3
W ()] < — dt| < dt = .
|r@”*.é (@n 5 2y Mﬂé Cn+31" " (2n+3)2n+3)!

Since we are interested in z € [—m/4, /4], we have

(7.‘./4)2n+3
(2n+3)(2n + 3)!

R, = max|r,(z)| <
Trial and error with a calculator shows that Ry = 0.52 x 107° so n = 2 is
good enough. Thus the polynomial is

()—/xu e R S . B S
P2 = | 6" T120" T RT Tt

Note that the way we have done the indexing means that n = 2 is not the
second order polynomial.

Repeat the above for

f() Z/Omet2dt, e H;]

Construct a Taylor approximation for
xT 3 2 1
flz) = t7Pe™tdt, 0<p<l1l, zE€ 0,5
0

that is accurate to within 10~2 for all values of p in the indicated range.

. Does it make a difference in Problem 7 if we restrict p to p € [0, %]?

Solution: It makes a difference because now the error is slightly less, and we
are not covering the entire range for p.

What is the error in the Taylor polynomial of degree 5 for f(z) = 1/z, using
zo = 3/4, forz € [§,1]?

How many terms must be taken in the above to get an error of less than 10722
107%2

Solution: The remainder, in the general case, is bounded according to

R (2)] < (1/4)"F x 2772 = (1/2)".
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So we require n = 7 for 10~2 error, and n = 14 for 10~ error.

What is the error in a Taylor polynomial of degree 4 for f(z) = \/z using
xo = 9/16, forall z € [1/4,1]?

Solution: The remainder is given by

(x —9/16)°

s < 1),

Ry(z) =
where 105
(B)(5) = —2,-9/2
FO(z) = L2200
Therefore, for all x € [1/4,1],
105 x (7/16)5 "
32 x 120

This is a very conservative estimate. If you actually plot the difference between
pa and /2 the error is seen to be less than 0.003.

|Rs(z)| < (1/4)79/2 = 2243976594.

Consider the rational function
1
_1+357

= =
12x

r(z)
carry out the indicated division to write this as

r(z) = p(z) + R(z),

where p(x) is a polynomial, and R () is a remainder term in the form R; =
22 R(r), where R is a proper rational function, i.e., one with the degree of the
numerator strictly less than the degree of the denominator. Can you relate p(x)
to a Taylor expansion for the exponential function? Bound the error |e* —r ()|,
assuming that x < 0, if you can.

Solution: We have

1+l 1-lz+a z+ 122 - 1g2
o) = = s L e
142+ sa?—
= T+ =T
2 lf%x

This matches the first two terms in the Taylor approximation to the exponential,
and so it is not hard to show that

le” — ()] = O(=?)
Repeat the above analysis for the rational function

_1+%x—|—11—2x2

11 1,..2°
1 5T+ 15T

r(z)
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Can you get a better error in this case?

Solution: A similar computation in both this exercise and the next one shows
the error is now O(z*).

14. Finally, consider the rational function!

1+%x
2 1 .
1—§I+6x2

r(z) =

By dividing out the rational function into a polynomial p(z) plus a remainder,
bound the error |e* — r(x)| for all z < 0. Try to get as high an accuracy as
you can in terms of powers of x.

<Joeo o>

1.6 APPLICATION: APPROXIMATING THE NATURAL LOGARITHM

Exercises:

1. Write each of the following in the form z = f x 27 for some f € [1,1].

(a) x =13;
(b) x =25;
© == 3;
d z= 4.
Solution:

(a) =13 = (13/16) x 2%
(b) = 25=(25/32) x 2%
(© z=1%1=(2/3)x27}

(d) z =5 =(8/10) x 275,

2. For each value in the previous problem, compute the logarithm approximation

using the degree 4 Taylor polynomial from (1.12). What is the error compared
to the logarithm on your calculator?

3. Repeat the above for the degree 6 Taylor approximation.

I'The functions in these exercises are all examples of what are known as Padé approximations.
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Solution: The polynomial is

pe(z) = —2.737682073 + 7.999999999x — 13.3333333422
+15.802469142> — 11.851851852* + 5.0567901242°
—.936442615525.

For each case we get:

(a) pe(25/32) + 51n2 = 3.218875825; In 25 = 3.218875825;

(b) ps(13/16) +41n2 = 2.564949354; In 13 = 2.564949357;

(©) pe(2/3) — In2 = —1.098612256; In1/3 = —1.098612289;
(d) pg(8/10) — 3In2 = —2.302585094; In 1/10 = —2.302585093.

4. Repeat the above for the degree 10 Taylor approximation.

5. Implement (as a computer program) the logarithm approximation constructed
in this section. Compare it to the intrinsic logarithm function over the interval
[1,1]. What is the maximum observed error?

Solution: A MATLAB scriptis given, below, which implements the logarithm
approximation. It is not especially efficient. When this is used to compute
Inz for 1000 values of x uniformly distributed on the interval [1/2, 1], the
maximum absolute error observed is about 3.33 x 1016, This does not meet the
theoretical standard imposed for the problem, probably because of limitations
on the accuracy of MATLAB computations. When the approximation was
implemented in Maple, taking advantage of the higher precision computations
in Maple, the desired accuracy was observed.

function y = taylog(x)

N = 33;

a = 0.75;

r = log(a);

z = (x - a)/a;

for k=1:N
zL(k) = -(-2)7k;
rL(k) = 1/k;

end

y = sum(zL.*rL) + r;

6. Let’s consider how we might improve on our logarithm approximation from
this section.

(a) Compute the Taylor expansions, with remainder, for In(1+x) and In(1 —
x) (use the integral of the geometric series, to get the remainder term).
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(b) Combine the two to get the Taylor expansion for

f(@:m(ii).

What is the remainder in this expansion?

(¢) Given z € [3, 1] show how to compute z such that z = (1 —z)(1+x) .
What interval contains z?

(d) Use this to construct an approximation to In z that is accurate to within
1016,

7. Use the logarithm expansion from the previous problem, but limited to the
degree 5 case, to compute approximations to the logarithm of each value in the
first problem of this section.

Solution: The polynomial is
ps(z) = —2x — (2/3)z® — (2/5)2°,

and we have that

In z =~ ps(x)

whenever z = (1 —2)(1+2)"! = 2 = (1 — 2)/(1 + 2). We have, then, that

e In25 ~ p5(7/57) + 51In2 = 3.218875947; In 25 = 3.218875825;
e In13 ~ p5(3/29) + 41n 2 = 2.564949394; In 13 = 2.564949357;
e In(1/3) ~ ps(1/5) — In2 = —1.098608514; In 1/3 = —1.098612289;

e In(1/10) ~ ps(1/9) — 3In2 = —2.302585033;
In1/10 = —2.302585093.

8. Repeat the above, using the degree 10 approximation.

9. Implement (as a computer program) the logarithm approximation constructed
in Problem 6. Compare it to the intrinsic logarithm function over the interval
[1,1]. What is the maximum observed error?

Solution: A MATLAB script is given, below, which implements the new
logarithm approximation. It is not especially efficient. When this is used to
compute In z for 1000 values of z uniformly distributed on the interval [1/2, 1],
the maximum absolute error observed is about 4 x 1016, This does not meet the
theoretical standard imposed for the problem, probably because of limitations
on the accuracy of MATLAB computations. When the approximation was
implemented in Maple, taking advantage of the higher precision computations
in Maple, the desired accuracy was observed.
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function y = taylog2(z)

x = (1-2)/(1+2);

c = [1:(2):33];
a=-2./c;

y = sum(a.*(x."c));

10. Try to use the ideas from this section to construct an approximation to the
reciprocal function, f(x) = z~%, that is accurate to within 10~'¢ over the

interval [%,1].

<eooeo

1.7 A BRIEF HISTORY OF COMPUTING

(No exercises in this section.)






CHAPTER 2

A SURVEY OF SIMPLE METHODS AND
TOOLS

2.1 HORNER’S RULE AND NESTED MULTIPLICATION

Exercises:

1. Write each of the following polynomials in nested form.

(@) =3 +3z+2;

(b) 28+ 2z* + 422 + 1;

(c) 58 + a5 +32* + 323 + 22 + 1;
(d) 2% + 52 +6.

Solution:

(@ 23+ 3z +2=2+ (3 +2?);
(b) 26 +22* + 422 + 1 =1+ 224+ 22(2 + 22));
() 5ab+a° + 3zt + 323 + 22 +1 = 1+ 22 (1 +2(3+ z(3+ (1 +52))));

Solutions Manual to Accompany An Introduction to Numerical Methods and Analysis, 27
Second Edition. By James F. Epperson
Copyright © 2013 John Wiley & Sons, Inc.



28

A SURVEY OF SIMPLE METHODS AND TOOLS

(d) 22 +52+6=6+z(5+x).

2. Write each of the following polynomials in nested form, but this time take

advantage of the fact that they involve only even powers of = to minimize the
computations.

@ 1+ 2%+ o' + §a°
(b) 1 — 322 4 572,

. Write each of the following polynomials in nested form.

@ 1—x+a%—2z5%
(b) 1—902—&—%1;4— %xﬁ;

1.2 1.3 1.5
© 1—z+ 32" —32° — 32°.

Solution:

(@ l-z+2?—2>=1+2z((-1)+z(1—2x));

(b) 1—a?+ 2t — L1a® =1+ 22((-1) + 2%((1/2) — (1/6)2?));

© 1—a+32? - 1a% — 12° = 1+ 2((-1) + z((1/2) + =((-1/3) +
z(—1/4)))).

. Write a computer code that takes a polynomial, defined by its coefficients, and

evaluates that polynomial and its first derivative using Horner’s rule. Test this
code by applying it to each of the polynomials in Problem 1.

Solution: The following is a MATLAB script which does the assigned task,
using the less efficient approach to computing the derivative.

function [y, yp]l = horneril(a,x)
n = length(a);
y = a(n);
for k=(n-1):(-1):1
y = a(k) + y*x;
end

= (n-1)*a(n);
for k=(n-1):(-1):2
= (k-1D)*a(k) + yp*x;
end

. Repeat the above, using the polynomials in Problem 2 as the test set.

Solution: The same script can be used, of course.

6. Repeat the above, using the polynomials in Problem 3 as the test set.
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7. Consider the polynomial

Lo @-2+ %(x C )z 2)(x — 4).

p(sr:):1+(x—1)+6

This can be written in “nested-like” form by factoring out each binomial term
as far as it will go, thus:

p@) =1+ (@ —1) <1+(z2) (é+;(x4)>).

Write each of the following polynomials in this kind of nested form.

@ p(z) =1+ 32 — goa(r - 3);
®) p(x) = —1+3(x—1/2)— 5y (—1/2)(x—4) +3 (x—1/2)(x—4) (z—2);
© px) =3+ 1(x—8) — o5(z —8)(z — 3).

Solution:

@ plz) =1+ 1z — &a(x—3) =1+ =2((1/3) — (1/60)(z — 3));
(b) p(z) = —1+8(x—1/2)— & (e~ 1/2)(x—4) + Lz —1/2) (z —4) (x -
)=—1+(x—(1/2))((6/7) (z —4)((- 5/21) + (1/7)(x = 2)));
© p(z) = 3+ 3(x = 8) — g(w = 8)(z = 3) = 3+ (z — 8)((1/5) -
(1/60)(z — 3)).
8. Write a computer code that computes polynomial values using the kind of

nested form used in the previous problem, and test it on each of the polynomials
in that problem.

9. Write a computer code to do Horner’s rule on a polynomial defined by its
coefficients. Test it out by using the polynomials in the previous problems.
Verify that the same values are obtained when Horner’s rule is used as when a
naive evaluation is done.

10. Write out the Taylor polynomial of degree 5 for approximating the exponential
function, using o = 0, using the Horner form. Repeat for the degree 5 Taylor
approximation to the sine function. (Be sure to take advantage of the fact that
the Taylor expansion to the sine uses only odd powers.)

Solution: For the exponential function, we get
ps(e) = 1+ 2(1+2((1/2) + x((1/6) + z((1/24) + (1/120)))));
for the sine function we get

ps(x) = 2(1 4+ 22((—1/6) + (1/120)z?)).
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A SURVEY OF SIMPLE METHODS AND TOOLS

For each function in Problem 11 of § 1.1, write the polynomial approximation
in Horner form, and use this as the basis for a computer program that approxi-
mates the function. Compare the accuracy you actually achieve (based on the
built-in intrinsic functions on your computer) to that which was theoretically
established. Be sure to check that the required accuracy is achieved over the
entire interval in question.

Repeat the above, except this time compare the accuracy of the derivative
approximation constructed by taking the derivative of the approximating poly-
nomial. Be sure to use the derivative form of Horner’s rule to evaluate the
polynomial.

Jooeo>

DIFFERENCE APPROXIMATIONS TO THE DERIVATIVE

Exercises:

1.

Use the methods of this section to show that

f(z) = W + O(h).

Solution: We have, for any a, that

flo+a) = &)+ af () + 50 (€).

Therefore, taking a = —h,

flata) = fl—h)=f(x)~hf'() + 01" (E)

@) fa-h) 1

. Shi"(©).

. Compute, by hand, approximations to f’(1) for each of the following functions,

using h = 1/16 and each of the derivative approximations contained in (2.1)
and (2.5).

@ f(z)=ve+1;
(b) f(x) = arctanx;
(©) f(z)=sinmz;
d f(z)=
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(&) f(z)=Inwx;

3. Write a computer program which uses the same derivative approximations as
in the previous problem to approximate the first derivative at z = 1 for each
of the following functions, using h~! = 4, 8, 16, 32. Verify that the predicted
theoretical accuracy is obtained.

@ f(z)=vz+1;
(b) f(x) = arctanx;
(©) f(z) =sinmz.
@ flz)=e

e f(z)=Inz;

Solution: T wrote a simple FORTRAN program to do this for the single case
of (b). The results I got, using double precision, are in Table 2.1. Note that the

Table 2.1 Derivative Approximations

Rt Dy (h) Error Ratio Dy (h) Error Ratio
0.44262888 | 0.573711E-01 | 0.000 | 0.50510855 | 0.510855E-02 | 0.000
8 | 0.47004658 | 0.299534E-01 | 1.915 | 0.50129595 | 0.129595E-02 | 3.942
16 | 0.48470016 | 0.152998E-01 | 1.958 | 0.50032514 | 0.325139E-03 | 3.986
32 | 0.49226886 | 0.773114E-02 | 1.979 | 0.50008136 | 0.813564E-04 | 3.996
64 | 0.49611409 | 0.388591E-02 | 1.990 | 0.50002034 | 0.203436E-04 | 3.999
128 | 0.49805196 | 0.194804E-02 | 1.995 | 0.50000509 | 0.508617E-05 | 4.000
256 | 0.49902471 | 0.975291E-03 | 1.997 | 0.50000127 | 0.127156E-05 | 4.000
512 | 0.49951204 | 0.487963E-03 | 1.999 | 0.50000032 | 0.317891E-06 | 4.000
1024 | 0.49975594 | 0.244061E-03 | 1.999 | 0.50000008 | 0.794728E-07 | 4.000

error goes down by a factor of 2 for D (h), and a factor of 4 for Da(h), thus
confirming the theoretical accuracy.

4. Use the approximations from this section to fill in approximations to the missing
values in Table 2.2 (Table 2.4 in the text).

5. Use the error estimate (2.5) for the centered difference approximation to the
first derivative to prove that this approximation will be exact for any quadratic
polynomial.

Solution: We have that
f’(l‘) _ f(.l? + h)Q_hf('r - h) — Cth/N(§>7

for some £ between x — h and = + h. If f is a quadratic, then it has the general
form

f(z) = az® + bx +c,
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Table 2.2 Table for Problem 4.

v @ /@
1.00 | 1.0000000000
1.10 | 0.9513507699
1.20 | 0.9181687424
1.30 | 0.8974706963
1.40 | 0.8872638175
1.50 | 0.8862269255
1.60 | 0.8935153493
1.70 | 0.9086387329
1.80 | 0.9313837710
1.90 | 0.9617658319
2.00 | 1.0000000000

for given constants a, b, and c. But the third derivative of this kind of function
will always be identically zero.

6. Find coefficients A, B, and C so that

@) f'(x) = Af(x) + Bf(x + h) + Cf(x + 2h) + O(h?);
(b) f'(z) = Af(z) + Bf(x — h) + Cf(x — 2h) + O(h?).

Hint: Use Taylor’s theorem.

Solution: Write out Taylor expansions for f(x + h) and f(x + 2h), thus:

fla+h) = fx)+nf'(z) + (h*/2) f" (x) + O(h%)

and
J(@+2h) = f(a) +2hf'(x) + 202 [ () + O(R).

Multiply the first one by 4, and subtract the two of them, to get
Af(z + h) — f(x +2h) = 3f(2) + 2hf'(z) + O(R®);
solve this for f to get
f'(x) = (=3/2h) f(z) + (2/h) f(z + h) + (=1/2h) f(x + 2h) + O(h?)

so that A = —3/2h, B = 2/h, and C = —1/2h. A similar approach works
for (b), with A =3/2, B = —2/h,and C = 1/h.

7. Fill in the data from Problem 4 using methods that are O(h?) at each point.
Hint: See the previous problem.
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8. Use Taylor’s Theorem to show that the approximation

8f(x+h) — 8f(x — h) — f(x + 2h) + f(z — 2h)

flz) ~ on

is O(h%).
Solution: We have
fl@+h) = f(@)+hf'(x)+ (2/2)f" (@) + (h/6)f" (x)
+(h4/24)f"”(x) + O(h5),
fle+2h) = f()+2hf (x)+2h " (z) + (4h°/3) " ()
+(2h4/3) ////(x) +O(h5),
f(l‘ — h) = f( ) ( ) (h2/2)f”($) o (hg/ﬁ)fm(x)
(h4/24) /I//(il')-i-O(hs),

and

fla=2h) = f(z) = 2hf'(x) +2h*f"(x) — (4h°/3) f" (x)

+(2h*/3) " () + O(hP).

Therefore,

8f(z + h) — 8f(x — h) = 16hf'(x) + (8k3/3) f"'(x) + O(h®)
and

f(x +2h) — f(x —2h) = 4hf'(z) + (8K*/3) f" (z) + O(K®).
Hence,

8f(x+h) —8f(x —h) — f(x +2h) + f(x —2h) = 12hf'(z) + O(h®),
so that, solving for f’, we get the desired result.

9. Use the derivative approximation from Problem 8 to approximate f’(1) for the
same functions as in Problem 3. Verify that the expected rate of decrease is

observed for the error.

10. Use the derivative approximation from Problem 8 to fill in as much as possible
of the table in Problem 4.

Solution: Because this formula uses more points that are farther from the
point of interest than did the previous formulas, we cannot do as much of the
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table as before. We get:

F/(1.2) ~ —.2652536725
F(1.3) ~ —.1517629626
F(14) ~ —.05441397741
F(15) ~ .03237018117
F(1.6) ~ 1126454212
F(L7) ~ .1895070563
F(1.8) ~ .2654434511

Let f(x) = arctanz. Use the derivative approximation from Problem 8 to
approximate f'(;) using h=! = 2,4,8,.... Try to take h small enough that
the rounding error effect begins to dominate the mathematical error. For what
value of h does this begin to occur? (You may have to restrict yourself to
working in single precision.)

Use Taylor expansions for f(x =4 h) to derive an O(h?) accurate approximation
to f” using f(x) and f(x+h). Provide all the details of the error estimate. Hint:
Go out as far as the fourth derivative term, and then add the two expansions.

Solution: We have

fla+h) = fx)+nf'(x) + (h*/2) " () + (h*/6) f" (x) + O(hY),
and

fla=h) = fz) = nf'(z) + (h*/2) " (x) = (h*/6) f" (x) + O(hY),

so that
fx+h)+ f(x —h) =2f(x) + K2 f"(z) + O(h*).

Thus, solving for the second derivative yields

Let A > 0 and > 0 be given, where n = 6h, for 0 < # < 1. Let f be some
smooth function. Use Taylor expansions for f(z + h) and f(x — 7) in terms
of f and its derivatives at x in order to construct an approximation to f’(x)
that depends on f(z + h), f(x), and f(z — n), and which is O(h?) accurate.
Check your work by verifying that for § = 1 = 7 = h you get the same results
as in the text.

Solution: We write the two Taylor expansions

Flo )= f(2) + hf (@) + 5h2 7" () + S ()
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and 1 1
flx—=n) = f(z) —nf'(x) + §n2f”(w) - 6n3f’”(02)-

If we simply subtract these, the second derivative terms will not cancel out
(because h # 1), so we have to multiply the first expansion by n? and the
second one by h? to get

P F + ) = 1 (@) RS @) + ST ) + S )

and
W T =) = B4 (x) — Baf (@) + ShP S ) — b f (eo).

Now subtract to get

P f@+h) =k fla—n) = 0 —h)f(x)+0*h—hn)f (z)
+ +é(772h3f///(01) + h2773fm(62)).

Solve for f/(x) to get

n?f(z+h) — (0> = h?) f(x) — b f(z—n)

/ _
f ('T) - th _ h277
_1 772h3fm(01) + h2n3f///(c2)
6 n%h — h2n '

Because we assumed 1 = 6h there is substantial simplification that we can do
to get

0?f(x+h)— (0> — 1) f(x) - f(z —n)

/ _
RS 02h — ho
_192}12]0///(01) + h293f///(02)
6 62 -0 ’

which is sufficient to establish the O(h?) estimate for the error.

Write a computer program to test the approximation to the second derivative
from Problem 12 by applying it to estimate f”/(1) for each of the following
functions, using h=! = 4,8,16,32. Verify that the predicted theoretical
accuracy is obtained.

)
(b) f(x)
© flz)=V1+u
@ f(z)
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Define the following function:

f(x) = In(eV** T sin(rz) + tan ).

Compute values of f’ over the range [0, 1] using two methods:

(a) Using the centered-difference formula from (2.5);
(b) Using ordinary calculus to find the formula for f’.

Comment.

Solution: The function f is designed to make direct computation of f’ a
difficult task for the average undergraduate student, thus highlighting that
there are times when being able to approximate the derivative as was done in
this section might be preferable to doing the exact computation.

Let f(z) = €%, and consider the problem of approximating f’(1), as in the
text. Let D1 (h) be the difference approximation in (2.1). Using the appropriate
values in Table 2.1, compute the new approximations

and compare these values to the exact derivative value. Are they more or
less accurate that the corresponding values of D;? Try to deduce, from your
calculations, how the error depends on h.

Solution: For the sake of completeness we have reproduced the table from
the text. Using those values we can compute

A1(.25) = 2D, (.25) — Dy(.5) = 2.649674415

et — A1(.25) = 0.068607413;
A1(.125) = 2D;(.125) — D;(.25) = 2.702717782
et — A1(.125) = 0.015564046;
A1(.0625) = 2D;(.0625) — D;(.125) = 2.714572906
et — A1(.0625) = 0.003708922;
A1(.03125) = 2D;(.03125) — D;(.0625) = 2.717372894

el — A1(.03125) = 0.00090834.
The error appears to be going down by a factor of 4 as h is cut in half.

Repeat the above idea for f(z) = arctan(x), © = 1 (but this time you will
have to compute the original D, (k) values).

By keeping more terms in the Taylor expansion for f(z + h), show that the
error in the derivative approximation (2.1) can be written as

f/(x)i <W) :_%hf//(x)_éthl//(m)_-n (21)
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Table 2.3  (Table 2.1 in text.) Example of derivative approximation to f(x) = e” at
r=1

Rt D (h) Ei(h) = f'(1) — D1(h) D3 (h) Es(h) = f'(1) — D2(h)

2 | 3.526814461 -0.8085327148E+00 2.832967758 -0.1146860123E+00
3.088244438 -0.3699626923E+00 2.746685505 -0.2840375900E-01

8 |2.895481110 -0.1771993637E+00 2.725366592 -0.7084846497E-02
16 | 2.805027008 -0.8674526215E-01 2.720052719 -0.1770973206E-02
32 | 2.761199951 -0.4291820526E-01 2718723297 -0.4415512085E-03
64 | 2.739639282 -0.2135753632E-01 2718391418 -0.1096725464E-03
128 | 2.728942871 -0.1066112518E-01 2.718307495 -0.2574920654E-04

Use this to construct a derivative approximation involving f(x), f(x + h), and
f(x + 2h) that is O(h?) accurate. Hint: Use (2.6) to write down the error in

the approximation
flz+2h) — f(z)
! ~

and combine the two error expansions so that the terms that are O(h) are
eliminated.

Solution: We have
flz+h) = f(x)+hf' (@) + (1/2)h* " () + O(h?)

so that we can get

pa) = LEE IO 4 oyngra) + o),

Dy = LEEM ZI@ _ iy 4 1 opng(a) + 002,
Therefore

Dy (2h) = LEEZ ZI@ gy 4 (1/9)2m) 7 (@) + O(12).

Thus,
2D1(2h) — Di(h) = 2(f'(x) + (1/2)(2h) f" () + O(h?))
(f'(x) + (1/2)hf" (x) + O(h?))

so that
2Dy (2h) — Dy (h) = f'(x) + O(h?).
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Apply the method derived above to the list of functions in Problem 3, and
confirm that the method is as accurate in practice as is claimed.

Let f(x) = €%, and consider the problem of approximating f’(1), as in the
text. Let Dy (h) be the difference approximation in (2.5). Using the appropriate
values in Table 2.3, compute the new approximations

Az(h) = (4D3(h) — D2(2h))/3;

and compare these values to the exact derivative value. Are they more or
less accurate that the corresponding values of D»? Try to deduce, from your
calculations, how the error depends on h.

Solution: The Dy (h) values are
Ds(1/2) = 2.832967758
Ds(1/4) = 2.746685505
D»(1/8) = 2.725366592
D»(1/16) = 2.720052719
Dy(1/32) = 2.718723297
Do(1/64) = 2.718391418
D»(1/128) = 2.718307495

from which we get that

As(1/4) = 2717924754

Ay(1/8) = 2.718260288
Ay(1/16) = 2.718281428
Ao(1/32) = 2.718280156
As(1/64) = 2.718280792
Ay(1/128) = 2.718279521.

These values are, initially, much more accurate than D5 (h), although rounding
error begins to corrupt the computation. It can be shown that this approximation
is O(h%).

Repeat the above idea for f(x) = arctan(z), = 1 (but this time you will
have to compute the original D (h) values).

The same ideas as in Problem 18 can be applied to the centered difference
approximation (2.5). Show that in this case the error satisfies
floth) = fe=h) _ 1., !

" 4 e
57 5 f (x)—@h fMx) — ... (22)

f'(z) -
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Use this to construct a derivative approximation involving f(z + h), and
f(x & 2h) that is O(h*) accurate.

Solution: Since

fla+h) = fl@)+hf (@) + (/2R f"(x) + (1/6)h* [ (x)
+(1/24)R* " (x) + O(hP)

and

flw—h) = flx)—hf'(z)+ (1/2)R%f"(z) — (1/6)h3 " (2)
+(1/24)h* " (z) + O(R),

we have that

fla+h) = flz—h)=2hf"(x) + (1/3)h* " (x) + O(h%)

or,
f’(x) _ f(x + h)Z_hf(i — h) — (1/6)h2fm($) + O(h4)
Therefore,
) - LI TEZI gy ) + o),
so that
i (i) - Lt )=

We can manipulate with the left side to get that

sy~ SETR == W) - (la 20 = e =20) _ )
so that finally we have

fay - SR f )~ (4 20) [ =28) )

12h

This is simply an alternate derivation of the method from Exercise 8.

Apply the method derived above to the list of functions in Problem 3, and
confirm that the method is as accurate in practice as is claimed.

<ooeo
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2.3 APPLICATION: EULER’S METHOD FOR INITIAL VALUE
PROBLEMS

Exercises:

1. Use Euler’s method with h = 0.25 to compute approximate solution values for
the initial value problem

y =sin(t +y), y(0)=1.
You should get y4 = 1.851566895 (be sure your calculator is set in radians).
Solution:
y1 = yo + (0.25)sin(0 + yo) = 1 + 0.25(.8414709848) = 1.210367746
y2 = y1 + (0.25) sin(h + y1) = 1.458844986
y3 = Y2 + (0.25) sin(2h + y2) = 1.690257280
ys = ys + (0.25) sin(3h + y3) = 1.851566896
2. Repeat the above with & = 0.20. What value do you now get for y5 ~ y(1)?
3. Repeat the above with A = 0.125. What value do you now get for yg ~ y(1)?
Solution:
y1 = Yo + (0.125) sin(0 + yo) = 1 + 0.125(.8414709848) = 1.105183873

y2 = y1 + (0.125) sin(h + y1) = 1.223002653
Y3 = yo + (0.125) sin(2h + yo) = 1.347405404
ys = y3 + (0.125) sin(3h + y3) = 1.470971572
Ys = ya + (0.125) sin(4h + y4) = 1.586095664
Yo = ys + (0.125) sin(5h + y5) = 1.686335284
yr = ys + (0.125) sin(6h 4 yg) = 1.767364012
ys = y7 + (0.125) sin(7h + y7) = 1.827207570

4. Use Euler’s method with i = 0.25 to compute approximate solution values for
y' =Y, y(0)=-1.
What approximate value do you get for y(1) = 0.7353256638?

5. Repeat the above with h = 0.20. What value do you now get for y5 ~ y(1)?
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Solution: We have the computation
Ynt1 = Yn + hen 70
where h = 0.2, tg = 0, and yo = —1. Hence

o= yo+he* V0 = —1 4 (0.2)e" Y = —0.4563436344,

Yo = Y1+ heltTVt = —0.4563436344 + (0.2)e0-2~(70-4563436544)
= —0.0707974456,

ys = ya + he?7V2 = —0.0707974456 + (0.2)e04~(0.0707974456)
= 0.2494566764,

Ys = s+ he3TY = 0.2494566764 4 (0.2)e-0~(0-2494566764)
= 0.5334244306,

Ys = ya+he" TV =0.5334244306 + (0.2)¢"8 (0-5334244306)

0.7945216786.

6. Repeat the above with h = 0.125. What value do you now get for ys =~ y(1)?

7. Use Euler’s method with h = 0.0625 to compute approximate solution values
over the interval 0 < ¢ < 1 for the initial value problem

y=t—y, y(0)=2,
which has exact solution y(t) = 3e~* + ¢ — 1. Plot your approximate solution
as a function of ¢, and plot the error as a function of ¢.
Solution: The plots are given in Figures 2.1 and 2.2.

0 0.1 0.2 0.3 0.4 05 0.6 0.7 0.8 0.9 1 0 0.1 0.2 0.3 04 0.5 06 0.7 0.8 0.9 1

Figure 2.1 Exact solution for Figure 2.2 Error plot  for
Exercise 2.3.7. Exercise 2.3.7.

8. Repeat the above for the equation

y'=e y(0) =—1,
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which has exact solution y = In(e! — 1 +e71).

9. Repeat the above for the equation

y +y=sint, y(0)=-1,

which has exact solution y = (sint — cost — e™%) /2.

Solution: The plots are given in Figures 2.3 and 2.4.

0.2 03 0.4 05 0.6 0.7 0.8 0.9 1 0 0.1 0.2 03 04 05 06 0.7 08 0.9 1

Figure 2.3 Exact solution for Figure 2.4  Error plot for Exercise
Exercise 2.3.9. 2.3.9.

10. Use Euler’s method to compute approximate solutions to each of the initial

11.

value problems below, using A1 = 2,4, 8,16. Compute the maximum error
over the interval [0, 1] for each value of h. Plot your approximate solutions for
the h = 1/16 case. Hint: Verify that your code works by using it to reproduce
the results given for the examples in the text.

@y =t—yy0)=2y(t)=3e"+t—1.
) ¥ +4y=1,y(0) = 1L y(t) = (34 +1).
© ¢ = —ylny, y(0) = 3; y(t) = e e,
Consider the approximate values in Tables 2.5 and 2.6 in the text. Let y§

denote the approximate values for h = 1/8, and y¢ denote the approximate
values for h = 1/16. Note that

vk ~ y(k/8)
and
Usk ~ y(2k/16) = y(k/8) =y,
thus y5 and y,9 are both approximations to the same value. Compute the set

of new approximations

u, = 2yap — yn



12.

13.

and compare these to the corresponding exact solution values. Are they better

or worse as an approximation?

Solution: Table 2.4 shows the new solution and the error, which is much

APPLICATION: EULER’S METHOD FOR INITIAL VALUE PROBLEMS

smaller than that obtained using Euler’s method directly.

Table 2.4 Solution values for Exercise 2.3.11.

tr Uk y(tk) — Uk

0.000 | -1.00000000000000 0

0.125 | -0.87500508526970 | -0.00000483294465
0.250 | -0.75013901623461 | -0.00001560652915
0.375 | -0.62573474516817 | -0.00002744064045
0.500 | -0.50230696317037 | -0.00003687832904
0.625 | -0.38052202438375 | -0.00004161315812
0.750 | -0.26116806849085 | -0.00004026230490
0.875 | -0.14512551018440 | -0.00003217761850
1.000 | -0.03333809297284 | -0.00001728814300

Apply the basic idea from the previous problem to the approximation of solu-

tions to
/ t—y

Yy =€ y y(o) = _17
which has exact solution y = In(e! — 1 +e71).
Assume that the function f satisfies

|f(tay) - f(taZ)| < K‘y_ Z‘

for some constant K. Use this and (2.9)-(2.10) to show that the error |y (¢, +1)—
Yn-+1| satisfies the recursion

1
‘y(tn+1) - yn+1‘ < (1 + Kh)|y(ﬁn) - yn| + §h2Y2

where
Yy = max [y"(1)].

Solution: If we take ¢ = ¢,, and subtract (2.10) from (2.9) we get

Y(tn +h) = ynr1 = y(tn) — Yn + h(f(tn, y(tn)) — f(tn, yn))s

from which we have

[Y(tns1) = Yns1| < [y(tn) — yul + AEK|y(tn) — yu)l,

and the desired result follows immediately.

<Jooeo]
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2.4 LINEAR INTERPOLATION

Exercises:

1. Use linear interpolation to find approximations to the following values of the
error function, using the table in the text. For each case, give an upper bound
on the error in the approximation.

(a) erf(0.56);
(b) erf(0.07);
(c) erf(0.34);
(0.12);
(0.89)

(d) erf(0.12
(e) erf(0.89).

)

Solution: For Part (a), we have 2o = 0.5 and z; = 0.6, so

x—0.5 0.6 —x
pi(z) = <06—O5> (0.60385609084793)+<M> (0.52049987781305),
thus
. .04
p1(0.56) = (00016> (0.60385609084793) + <0001) (0.52049987781305)

= 0.5705136056.

The upper bound on the error comes straight from the error theorem on page
59. We have

lerf(x) — p1(x)] < =(0.1)% max | f”(t)],

ol —

where the maximum of the second derivative is computed over the interval
[0.5,0.6]. We have

—4
fert(a)) = e

so that 4% 06

x 0.

|(erf(2))"] < —=—€%2° = 1.05...

VT

Hence the error satisfies
0.01 x 1.05...
lerf(0.56) — p1(0.56)] < + = 0.00132...

2. The gamma function, denoted by I'(), occurs in a number of applications, most
notably probability theory and the solution of certain differential equations. It
is basically the generalization of the factorial function to non-integer values,
in that I'(n 4+ 1) = n!. Table 2.5 (Table 2.8 in the text) gives values of I'(z)
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for « between 1 and 2. Use linear interpolation to approximate values of T'(z)
as given below.

(a) T'(1.290) = 0.8990415863;

(b) T'(1.005) = 0.9971385354;

(c) T'(1.930) = 0.9723969178;

(d) T'(1.635) = 0.8979334930.

Table 2.5 (Table 2.8 in the text) Table of I'(z) values.

x I'(x)
1.00 | 1.0000000000
1.10 | 0.9513507699
1.20 | 0.9181687424
1.30 | 0.8974706963
1.40 | 0.8872638175
1.50 | 0.8862269255
1.60 | 0.8935153493
1.70 | 0.9086387329
1.80 | 0.9313837710
1.90 | 0.9617658319
2.00 | 1.0000000000

3. Theorem 2.1 requires an upper bound on the second derivative of the function
being interpolated, and this is not always available as a practical matter. How-
ever, if a table of values is available, we can use a difference approximation to
the second derivative to estimate the upper bound on the derivative and hence
the error. Recall, from Problem 12 of §2.2,

f”(l‘)% f(m_h)_2j;(2m)+f(x+h>_

Assume the function values are given at the equally spaced grid points z;, =
a + kh for some grid spacing, h. Using the estimate

" -
T SIgg}ékﬂ |f (x)l

- { fler—1) = 2f(x) + fopr1) flor) = 2f (@rp1) + f(2ri2) }

h? ’ h?

to approximate the derivative upper bound, estimate the error made in using
linear interpolation to approximate each of the following values of I'(z), based
on the same table as in the previous problem.

(a) T'(1.290) = 0.8990415863;



46

A SURVEY OF SIMPLE METHODS AND TOOLS

(b) T(1.579) = 0.8913230181;
(c) T'(1.456) = 0.8856168100;
(d) T'(1.314) = 0.8954464400;
(e) T(1.713) = 0.9111663772.

Solution: We do Part (d), only. This is a “two-stage” problem. First, we
compute an approximate value for I'(1.314) using linear interpolation. Then
we estimate the error using the suggested device for approximating the second
derivative.

The interpolation is straight-forward:

14—z

rz—1.3

8974
TTis ) (0.8974706963),

so that

T'(1.314) ~ p; (1.314)

0.014
<1> (0.8872638175)

+ (0'0186> (0.8974706963)

= 0.8960417333.

Now, the error is bounded according to

ID(z) —pa(2)] < é(xl — x0)* max |(T'(¢))"]

where the maximum is taken over the interval [z, 1]. We don’t have a formula
for I'(x), so we can’t get one for the second derivative. But we do have the
approximation (for any function)

iy 1O 20 4 e

so we use this to estimate the second derivative of I'(x):

0.8872638175 — 2(0.8974706963) + 0.9181687424

I'(1.3) ~ ol =1.049...
0.8862269255 — 2(0.887263817 89747
[7/(1.4) 08862269255 (0 880 06138 5) +0.8074706963 _ .

max T (t)| ~ max{1.049...,0.917...} = 1.049...

Therefore the estimate on the error is
1
|T'(1.314) — p1(1.314)] < §(0.1)2(1.049...) = 0.00131...

According to MATLAB, the exact value (to 15 places) is
I'(1.314) = 0.89544644002887,
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so our interpolation error is —5.95 X 10~%, so our estimate is a tad high, but
certainly it is within the range of acceptable estimation.

. Construct a linear interpolating polynomial to the function f(x) = 2! using
Ty = % and x; = 1 as the nodes. What is the upper bound on the error over

the interval [£, 1], according to the error estimate?
. Repeat the above for f(z) = /z, using the interval [}, 1].
Solution: The polynomial is

x—1/4 1—=x
W+ 377

pi(z) = (1/2) = (22 +1)/3.

1-1/4

The error bound is given by

42 -1 4 —3/2
(3/4) telﬁ?‘ifl]‘( [t

9/128) x (1/4) x (1/4)73/2 = 9/64 = 0.140625.

ol =

|f(@) = pi(a)] <

—~

This is again a conservative estimate, since a simple plot of the difference
/& — p1(x) shows that the maximum absolute error is about 0.04.

1/3

. Repeat the above for f(x) = /3, using the interval [§, 1].

. If we want to use linear interpolation to the sine function and obtain an accuracy
of 1079, how close together do the entries in the table have to be? What if we
change the error criterion to 1073?

Solution: This amounts to asking how small does z; — xo have to be to make
the upper bound in the error estimate less than the specified tolerance. For
convenience set h = 21 — xo. We have, then, for f(z) = sinz,

7@) — @) < gh*()

so that making the error less than 10~% requires taking h < /8 x 1073 =
.2828427124e —2. For an error less than 10~3 we need h < .8944271912¢—1.

. Repeat the above for f(x) = tanz, for x € [—7/4,7/4].

. If we try to approximate the logarithm by using a table of logarithm entries,
together with linear interpolation, to construct the approximation to In(1 + x)
over the interval [— %, 0], how many points are required to get an approximation
that is accurate to within 10714?

Solution: The error estimate is

£@) = @)l < gh* _max |~ 1/(1+ 07| = Gh(0) = 17)2

8 te[—1/2,1
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So we require h < .1414213562e — 6 for 10—14 accuracy; this means we need
n = (1/2)/h ~ 3.5 x 10° points.

Construct a piecewise linear approximation to f(x) = /z over the interval
[%, 1] using the nodes %, 1%, 1. What is the maximum error in this approxima-
tion?

Repeat the above for f(z) = x'/ over the interval [+,1], using the nodes
127

< 750 L

8 64°

Solution: The polynomials are

Qi(z) = M( / )+m(1/z)=(32x+15)/38,
Q2(x) = (16x+21)/37.

The maximum errors are given by

1
F@) - Q@) < GU9/6N?  max -2/

361 2 361
= — X = 2= —— =.7834201 -1
32768><9><3 1603 834201389¢
and
1 )
- < = 4)? —2/9)t°/3
£() ~ @ala)| < GBT/60? _max|(~2/9)1)

1369 2 1024 1369
39768 X 9 X 513~ 31992 — .3912322817e — 1,

so the overall error bound is about 0.078.

<oeoeo]

2.5 APPLICATION — THE TRAPEZOID RULE

Exercises:

1.

Use the trapezoid rule with A = i to approximate the integral

1
1

I:/ 22dr = =.
0 4

You should get that Ty, = 17/64. How small does h have to be to get that the
error is less than 10732 10792



APPLICATION — THE TRAPEZOID RULE 49

2. Use the trapezoid rule and h = 7 /4 to approximate the integral
/2
I= / sinzdr = 1.
0

How small does h have to be to get that the error is less than 10732 1076?
3. Repeat the above with h = 7/5.

4. Apply the trapezoid rule with h = %, to approximate the integral

1
1
1= ————=dz = 0.92703733865069.
/0 V1+zt
How small does h have to be to get that the error is less than 10732 10762

Solution: It’s a fairly direct (if tedious) computation to get

Ty = L/S ( = + 2 + 2
2 \V1+0" 1+ (1/8)% 1+ (2/8)*
2 2 2 2
+\/1 +(3/8)4 * V1+ (4/8)% * V1+(5/8)4 * V1+(6/8)*

2 1
+ +
V1+(7/8) x/1+14>
1
= — (14 1.99975590406939 + 1.99610515696578

16
+1.98051315767607 + 1.94028500029066 + 1.86291469895924

+1.74315107424910 + 1.58801110913806 + 0.70710678118655)
= 0.92611518015843

Now, for the accuracy, we have

b—a

[I(f) —Tn(f)| = ?h2|f”(£h)|~

The second derivative is

. B 622 (x* — 1)
f(z) = W7

and we can bound this (for all z € [0, 1]) as follows
[f"(x)] < [6(z* = 1)] < 6.
A better upper bound would come from

|f"(z)] < |62%(z* — 1)] < 2.31...
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Therefore, to get 10~2 accuracy requires (using the weaker upper bound)

h < /(12/6) x 10-3 = 0.0447...

To get 105 accuracy requires

h < /(12/6) x 10-6 = 0.00141...

. Apply the trapezoid rule with h = %, to approximate the integral

! 1
I :/ (1 —2?)de = ~.
0 4

Feel free to use a computer program or a calculator, as you wish. How small
does h have to be to get that the error is less than 10732 10762

Solution: The approximation is Tg(f) = .2460937500. The error bound
gives us
1) = ()] < (112082 s | = 6] = 122
telo,

sowerequire h < .4472135955¢—1 for 10~3 accuracy, and h < .1414213562¢
—2 for 10~% accuracy.

. Apply the trapezoid rule with h = é, to approximate the integral

1
I:/ In(l 4 z)de =2In2 — 1.
0

How small does h have to be to get that the error is less than 10732 10762

Solution: The approximation is T5(f) = .3856439099. The error bound
yields

[1(f) = Tu(f)] < (1/12)h max | =1/ +1)%| = h?/12,

te

so we need h < .1095445115 to get 103 accuracy, and h < .3464101615¢
—2 to get 1076 accuracy.

. Apply the trapezoid rule with h = %, to approximate the integral

I /11 dr = tmo+ tva
= T = —1n — TT.
o 11237073 9

How small does & have to be to get that the error is less than 10732 10762

8. Apply the trapezoid rule with h = %, to approximate the integral

2
I= / e~ dx = 0.1352572580.
1
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How small does h have to be to get that the error is less than 10732 10762
Solution: We have
Iy = 1/8 (671 19— (81/64) | 9,—(100/64) 4 9 —(121/64) | 9, —(144/64)

2
+ 267(169/64)+267(196/64)+267(225/64)+ef(256/64))

%6(0.56412590338763 + 0.41922277430220 4 0.30195483691183
0.21079844912373 + 0.14263336539552 + 0.09354124476792
0.05945843277232)

0.13612063042008.

+ o+

To get the accuracy, we note that
(@) = (422 = 2)e™™",
so that, over the interval [1, 2],
If"(x)] < |42? —2le™! < (16 +2)e ' = 187! = 6.62...

Therefore, to get an error less than 10~2 we take h to satisfy

h < /(12/6.62) x 10=3 = 0.0426...

To get an error less than 10~% we take h to satisfy

h < /(12/6.62) x 10-6 = 0.00135...

9. Let Ig denote the value you obtained in the previous problem. Repeat the
computation, this time using h = i, and call this approximate value I,. Then
compute

Ip = (41s — 14)/3

and compare this to the given exact value of the integral.

10. Repeat the above for the integral

I /1 L o hy 2+1\/§
= —axr = — In - .
o 1+a3 3 9

Solution: We get
I, = .8317002443,

Iy = .8346696206,

and
Ir = .8356594123.
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The exact value is I(f) = .8356488485, so we see that Ir is much more
accurate than either of the trapezoid rule values.

For each integral below, write a program to do the trapezoid rule using the
sequence of mesh sizes h = (b —a), (b —a), 3(b—a),..., a5(b — a),
where b — a is the length of the given interval. Verify that the expected rate of
decrease of the error is obtained.

(@) f(z) =2%2,[0,2],I(f) =2 — 10e~2 = 0.646647168;

(b) f(x)=1/(1+252%),[0,1], I(f) = % arctan(5);

© fz)=v1—a? [-1L1I(f) =7/2

(d) f(z) =Inz, [1,3], I(f) = 3In3 — 2 = 1.295836867;

(@) flx)=a"2[0,1] I(f) = 2/T;

() f(z)=e "sin(4x), [0,7], I(f) = 1= (1 — ™) = 0.2251261368.

For each integral in Problem 11, how small does h have to be to get accuracy,
according to the error theory, of at least 10732 1076?

Solution: For the single case of (d), since f(z) = lnx, we have "' (z) =
—1/22, so
lf" (@) <1

for all z on [1, 3]. We therefore have

b—a

I(f) = Tu(f)| < ()] < %h

We therefore get 10~3 accuracy by imposing A% < 10~% which implies
h < 0.077... For 10~ accuracy we have h < 0.0024...

Apply the trapezoid rule to the integral

1
I:/ Vrdr =
0

w| Do

using a sequence of uniform grids with A = % 1 . ... Do we get the expected

1
rate of convergence? Explain.

The length of a curve y = g(x), for x between a and b, is given by the integral

g) = / "t @)

Use the trapezoid rule with h = 7/4 and h = 7/16 to find the length of one
“arch” of the sine curve.

Solution: We get
L(sin) ~ 3.819943644
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(using h = w/4), and
L(sin) ~ 3.820197788

(using h = 7/16).

15. Use the trapezoid rule to find the length of the logarithm curve between a = 1
and b = e, usingn = 4 and n = 16.

16. What should h be to guarantee an accuracy of 10~% when using the trapezoid
rule for each of the following integrals.

(a)

Solution: The error bound gives us
42
1(f) = Tu(H)] < (1/12)R e (462 = 2)e™"| < (h?/12)(2)(1) =
h?/6,
so we require h < .2449489743e — 3.
(b)

Solution: The error bound gives us
[1(f) = Tu ()] < (2/12)h? nax | = 1/t%] < (K*/6)(1) = h* /6
elt,

so we require h < .2449489743e — 3.

(© .
1
I(f):/_sil—kx?dx;

Solution: The error bound gives us

1) = Tul£)] < (W0/12)8 mase [(62 ~2)/(a + 1)

< (5h2/6)(2) = 5h%/3
so we require h < .7745966692¢ — 4.
(d) .
I(f) = / cos(mx/2)dx.
0

Solution: The error bound gives us

II(f) = T,,(f)] < (1/12)h? max | — (7/2)% cos(mx/2)| < ©2h? /48

te0,1] ‘ B
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so we require h < .2205315581e — 3.

17. Since the natural logarithm is defined as an integral,

1
g = / L 2.3)
1 t

it is possible to use the trapezoid rule (or any other numerical integration rule)
to construct approximations to ln x.

(a) Show that using the trapezoid rule on the integral (2.3) results in the series
approximation (for z € [1,2])

2-1 = z—1
Ine~ —— _
ne 2nx +§n+k(zfl)

Hint: What are a and b in the integral defining the logarithm?

(b) How many terms are needed in this approximation to get an error of less
than 1078 for all z € [1,2]? How many terms are needed for an error of
less than 10715 over the same interval?

(c) Implement this series for a predicted accuracy of 10~8 and compare it
to the intrinsic natural logarithm function on your computer, over the
interval [1, 2]. Is the expected accuracy achieved?

(d) If we were only interested in the interval [1, 3/2], how many terms would
be needed for the accuracy specified in (b)?

(e) Is it possible to reduce the computation of Inz for all z > 0 to the
computation of In z for z € [1,3/2]? Explain.

18. How small must / be to compute the error function,

2 T
erf(l’) = ﬁ\/o eitzdt,

using the trapezoid rule, to within 10~ accuracy for all z € [0, 1]?
Solution: The error estimate implies that

2 h?
_ < 2 2 _ =17 < -
erf(@) — Tl < (a/12)42 max (2 (a#* = 20| < T

where h = x/n and we have used a very crude upper bound on the second
derivative. Since we want to achieve the specified accuracy for all z € [0, 1],
we use x = 1 (since this maximizes the upper bound) and therefore solve the
inequality

h? _8

— <10

Nz
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to get h < .1331335364¢e — 3.

Use the data in Table 2.8 to compute

I= /12 I'(z)dx

using h = 0.2 and h = 0.1.

Use the data in Table 2.7 to compute

1
I= / erf(z)dx
0
using h = 0.2 and h = 0.1.

Solution: Using h = 0.2 we get
1
/ erf(z)dz ~ .4836804793;
0
using h = 0.1 we get

1
/ erf(x)dx &~ .4854701356.
0

Show that the trapezoid rule is exact for all linear polynomials.

Prove Theorem 2.4.

Solution: Let h; = x; — x;_1; then we can apply Theorem 2.2 to get that

n

—h3
1) =Tl = 3. To (60,
i=1

where &; € [z;_1, x;]. Therefore,

n 3
(f) —Tu(f)] < (Z%);&?‘i}f”(mﬂ
- :
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Extend the discussion on stability to include changes in the interval of integra-
tion instead of changes in the function. State and prove a theorem that bounds
the change in the trapezoid rule approximation to

b
Hﬁ:/fwm

when the upper limit of integration changes from b to b + ¢, but f remains the
same.

Consider a function f () which s the floating point representation of f(z); thus
f— f is the rounding error in computing f. If we assume that | f(z) — f(x)| < €
for all x, show that

Tn(f) — Tn(f)| <eb—a).

What does this say about the effects of rounding error on the trapezoid rule?

Solution:

n

Tn(f) - Tn(f) = (h/2) Z (f(xz) - f(fz) + f(l'ifl) - f(xifl)) s

SO
n

T () = Tu(F)llea(h/2) Y (e(x) + e(wi-1))).

i=1

where e(x) = f(z) — f(z). The result follows by simple manipulation.
<{oo o>

SOLUTION OF TRIDIAGONAL LINEAR SYSTEMS

Exercises:

1.

Use the tridiagonal algorithm in this section to compute the solution to the
following system of equations:

4 2 0 0 T /9
1 410 o | | V3/2
0 1 4 1 3 || V3/2
00 2 4 4 —7/9

Solution: After the elimination step is completed, the triangular system is

4 2 0 0 x1 0.3491
0 35 1 0 z2 | | 0.7788
0 0 3.7143 1 zs | | 0.6435
0 0 0 3.4615 T4 —0.6956
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and the solution is

1 0.0085
zp | | 01575
z3 | | 0.2274
T4 —0.2009

. Write a computer code to solve the previous problem.

Solution: The following is a MATLAB script that produced the previous
solution

function [delta, f, x] = trisol(1l,d,u,b)
n = length(d);
x = zeros(n,1);

for k=2:n
d(k) = d(k) - u(k-1)*1(k)/dk-1);
b(k) = b(k) - b(k-1)*1(k)/d(k-1);
end

x(n) = b(n)/d@);
for k=(n-1):(-1):1
x(k) = (b(k) - u(k)*x(k+1))/d(k);
end
delta = d;
f = b;

. Use the algorithm of this section to solve the following system of equations:

6 1 0 0 x1 8
2 41 0 zo || 13
01 4 2 xs | | 22
001 6 T4 27

You should get the solution = = (1,2,3,4)7.
. Write a computer code to solve the previous problem.

. The diagonal dominance condition is an example of a sufficient but not nec-
essary condition. That is, the algorithm will often work for systems that are
not diagonally dominant. Show that the following system is not diagonally
dominant, but then use the tridiagonal algorithm in this section to compute the
solution to it:

1 2 00 ) 2
5 3 1 0 xp | | 23/12
o+ 11 zs | | 53/30
00 ¢ 1 4 15/14

You should get the solution z = (1,2, 3,4)7T.
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Solution: The matrix fails to be diagonally dominant because of the values
in the second, third, and fourth rows. However, if we apply the algorithm we
get the triangular system

13 0 0 1 2.0000
0 0.0833 i 0 zy | | 09167
0 0  —05500 ¢ zz || —0.9833 |’
0 0 0 0.1934 4 0.7734

and then the correct values for the solution, x.

. Use the tridiagonal algorithm in this section to compute the solution to the

following system of equations:

1 200 1 2
1 1 1

o+ 1 1 3 53/30
00 3 1 T4 15/14

Note that this is a very small change from the previous problem, since the only
difference is that by has changed by only 1/12. How much has the answer
changed?

Solution: The solution is now

7 1.0037
zy || 19925
zs | | 3.3358
24 3.6082

Considering the small change in the problem, this is a substantial change in the
solution.

. Write a computer code to do the previous two problems.

. Verify that the following system is diagonally dominant and use the algorithm

of this section to find the solution.

1 10 61
S e
A A R
0 O 6 5 XTq 10

9. Use the algorithm of this section to find the solution to this system.

1 10 61
ol N I
o s LEE] | w
0065 T4 10
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Note that the right side here is different from that in the previous problem by
only a small amount in the b, component. Comment on your results here as
compared to those in the previous problem.

Solution: The solution is now

1 0.7236
zo || 2.2902
zs || 2.7240
4 4.2300

Again, this is a very large change in the solution for so modest a change in the
problem.

Write a computer code to do the previous two problems.

. Write a code that carries out the tridiagonal solution algorithm, and test it on

the following system of equations:

Tx=0b
where 7" is 10 x 10 with
tij=4q J+1, i =7
0, otherwise.

and b; = 1 for all . Check your results by computing the residual r = b —T'x.
What is the largest component (in absolute value) of r? (You could also check
your results by using MATLAB’s backslash operator to solve the system.)

Extend the tridiagonal algorithm to a pentadiagonal matrix, i.e., one with five
non-zero diagonals. Write a program to carry out this solution algorithm, and
apply it to the system

4 2 1 0 z1 1
1 41 1 2 | |1
11 4 1 xs | |1
01 2 4 T4 1

Check your results by again computing the residual vector, or by using MAT-
LAB’s backslash operation.
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Solution: A MATLAB script for doing this is given below. On the example
in the exercise it returns the (exact) solution x = (1/7,1/7,1/7,1/7).

function [delta, f, x] = pentasol(k,l,d,u,v,b)
n = length(d);
x = zeros(n,1);
d(2) = d(2) - 1(2)*u(1)/d1);

u(2) = u(2) - 1(2)*v(1)/d(1);

b(2) = b(2) - 1L(2)*b(1)/d(1);

for j=3:n
1(3) = 1) - k(B)*u(j-2)/d(G-2);
d(j) = d(3) - k(GI*v(j-2)/d(j-2);
b(§) = b(j) - k(§*b(j-2)/d(G-2);
d(j3) = d@G) - 1(GI*u(j-1)/d(-1);
if j <n

u(j) = u(j) - 1(GPr*v(G-1)/4(G-1);

end
b(j) = b(j) - L(§*b(j-1)/d(G-1);

end

delta = d;

f = b;

x = f;

%
x(n) = £(n)/d@);
x(n-1) = (b(n-1) - u(n-1)*x(n))/d(n-1);
for j=(n-2):(-1):1
x(§) = (0(G) - u(@P*x(G+1) - v(§Hr*x(G+2))/d(3)

end

13. Consider the family of tridiagonal problems defined by the matrix K,, € R"*",
with
K, = tridiag(—1,2,-1)
and a randomly defined right-hand side vector. (Use rand to generate the
random vectors.) Solve the system over the range 4 < n < 100; use the flops

command to estimate the number of operations required for each case, and plot
the result as a function of n.

Solution: You should get a nearly perfect straight line graph, since the cost
is linear in the problem size.

<{ooeoD
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2.7 APPLICATION: SIMPLE TWO-POINT BOUNDARY VALUE
PROBLEMS

Exercises:

1. Solve, by hand, the two-point BVP (2.28)-(2.29) when f(z) = x, using h = i.
Write out the linear system explicitly prior to solution. You should get the
following 3 x 3 system:

2.0625 -1 0 Uy 0.015625
-1 2.0625 -1 Uy | = | 0.03125
0 -1 2.0625 Us 0.046875

Solution: The approximate solution is

U, 0.0349
Uy | = | 0.0563
Us 0.0500

2. Repeat the above, this time using h = . What is the system now?

1
5°
3. Repeat it again, this time using h = 1 What is the system now? (For this

problem, you probably will want to use a computer code to actually solve the
system.)

Solution: The approximate solution is

Uy [ 0.0173
Uy 0.0331
Us 0.0459
Uy | = | 0.0540
Us 0.0556
Us 0.0486
LU, | | 0.0309 |

4. Write a program which solves the two-point BVP (2.28) - (2.29) where f is as
given below.

(@ f(z)=4e ™ —dze " u(z) =x(1 —x)e™%;

(b) f(z) = (7% + 1) sin 7w, u(z) = sin wa;

© flx)= (7r sinwz + 2cosTx)e % u(x) = e *sinmx;

@ f(z)= — (22 — 2 —2)logz,u(x) = 2(1 — ) log .
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The exact solutions are as given. Using h~! = 4,8, 16, . . ., do we get the same
kind of accuracy as in Table 2.10? Explain why or why not.

Solution: The approximate solutions will display the kind of O(h?) accuracy
suggested in the text, except for (d); in this case the singularity in the logarithm
function in the solution affects the accuracy of the approximation.

. Try to apply the ideas of this section to approximating the solution of the two

point boundary value problem

—u"+u'+u = 1, x€]0,1]
u(0) =0,u(l) = 0.
Can we get a tridiagonal system that Algorithm 2.6 can be applied to? Hint:

Consider some of the approximations from §2.2; use the most accurate ones
that can be easily used.

Solution: Use the approximation

x4+ h) —u(x—h)

o' (1) =~ u( 57

to construct the approximation. Using the approximation

oy o w@+h) —u(z)
u(a:)wﬁ

will result in a loss of accuracy.

. Solve the two point boundary value problem problem

—u" +64u' +u = 1, z€]0,1]
u(0) =0,u(l) = 0,

using a range of mesh sizes, starting with h = 1/4,1/8, and going as far as
h = 1/256. Comment on your results.

Solution: For larger values of h, the approximate solution is erratic and
wildly oscillatory. It isn’t until about h < 32 or so that the solution begins to
settle down.

. Generalize the solution of the two point boundary value problem to the case

where u(0) = go # 0 and u(1) = g1 # 0. Apply this to the solution of the
problem

" 4+u = 0, z€|0,1]
w(0) = 2,u(l) = 1
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which has exact solution

(z) = e—2 v 2e -1\ _,
ul@)={Z—7)¢ 21

Solve this for a range of values of the mesh. Do we get the expected O(h?)
accuracy?

Consider the problem of determining the deflection of a thin beam, supported
at both ends, due to a uniform load being placed along the beam. In one simple
model, the deflection u(x) as a function of position x along the beam satisfies
the boundary value problem

—u"+pu = qr(L—1x), 0<x<I;
u(0) =u(L) = 0.

Here p is a constant that depends on the material properties of the beam, L is
the length of the beam, and ¢ depends on the material properties of the beam
as well as the size of the load placed on the beam. For a six foot long beam,
withp = 7 x 107 % and ¢ = 4 x 107, what is the maximum deflection of the
beam? Use a fine enough grid that you can be confident of the accuracy of
your results. Note that this problem is slightly more general than our example
(2.28)-(2.29); you will have to adapt our method to this more general case.

Solution: See Figure 2.5.

Figure 2.5 Exact solution for Exercise 2.7.8.

Repeat the above problem, except this time use a three foot long beam. How
much does the maximum deflection change, and is it larger or smaller?

Repeat the beam problem again, but this time use a 12 foot long beam.

Try to apply the ideas of this section to the solution of the nonlinear boundary

value problem defined by
—u’ +e" 0<z<l;

=0,
u(0) =u(l) =0.
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Write out the systems of equations for the specific case of h = i. What goes
wrong? Why can’t we proceed with the approximate solution?

Solution: The problem is that the system of equations that is produced by the

discretization process is nonlinear, so our inherently linear algorithm won’t
work.

<oeoeo]



CHAPTER 3

ROOT-FINDING

3.1

THE BISECTION METHOD

Exercises:

. Do three iterations (by hand) of the bisection method, applied to f(z) = x3—2,

usinga = 0and b = 2.

Solution: We have f(a) = —2, f(b) = 6. The first iteration gives us

c=1, f(c)=-1,
so the new interval is [a, b] = [1, 2]. The second iteration then gives us
c=3/2, f(c)=11/8,
so the new interval is [a, b] = [1,3/2]. Finally, the third iteration then gives us

c=5/4, f(c)=—-3/64,
so the new interval is [a, b] = [5/4,3/2].

Solutions Manual to Accompany An Introduction to Numerical Methods and Analysis, 65
Second Edition. By James F. Epperson
Copyright (©) 2013 John Wiley & Sons, Inc.
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2. For each of the functions listed below, do a calculation by hand (i.e., with a

calculator) to find the root to an accuracy of 0.1. This will take at most 5
iterations for all of these, and fewer for several of them.

1 .
17071L

(x)
(x)
© f(x) =2 =3,[a,b] = [0,3];
(x)
(x)

. Write a program which uses the bisection method to find the root of a given

function on a given interval, and apply this program to find the roots of the
functions below on the indicated intervals. Use the relationship (3.2) to de-
termine a priori the number of steps necessary for the root to be accurate to
within 1076.

(@) f(x)=a3—2,[a,b] =[0,2];

(b) f(z) =e" =2, [a,b] = [0,1];

©) flx)=2z—€e7,[a,b =10,1];

d) f(x)=2%—x—1,[a,b] =0,2];
(e) f(x)=a3—2z—5,[a,b] =10,3];
) f(z)=1—2xe /2, [a,b] = [0,2];
(g flx)=5—2"1 [a,b] =[0.1,0.25];
(h) f(z) =2 —sinz, [a,b] = [0.1, 7).

Solution: The solutions for some of the functions in this list are given in Table
3.1. For the sake of brevity we give only the number of iterations required plus
the final answer.

Table 3.1 Solutions to Problem 3.1.3

f(z) n c

s —2 20 | 0.69314670562744
22— 22— 5 | 22 | 2.09455132484436
2?2 —sinz 22 | 0.87672686579500

4. Use the bisection algorithm to solve the nonlinear equation x = cos . Choose

your own initial interval by some judicious experimentation with a calculator.

5. Use the bisection algorithm to solve the nonlinear equation z = exp~”. Again,

choose your own initial interval by some judicious experimentation with a
calculator.
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6. If you borrow L dollars at an annual interest rate of 7, for a period of m years,
then the size of the monthly payment, M, is given by the annuity equation

L= g[l — (1 + (r/12)712m].

The author needs to borrow $150,000 to buy the new house that he wants, and
he can only afford to pay $600 per month. Assuming a 30 year mortgage,
use the bisection method to determine what interest rate he can afford to pay.
(Should the author perhaps find some rich relatives to help him out here?)

Solution: This amounts to a root-finding problem for

F) =L - 28— (1 (r/12)77)

where L = 150, M = 0.6, and m = 30. The interest rate turns out to be
r = 0.02593381500244, or, about 2.6%. The author is already checking for a
rich relative.

7. What is the interest rate that the author can afford if he only has to borrow
$100,000?

8. Consider the problem of modeling the position of the liquid-solid boundary
in a substance that is melting due to the application of heat at one end. In a
simplified model,? if the initial position of the interface is taken to be z = 0,
then the interface moves according to

=206Vt
where [3 satisfies the nonlinear equation

(Tar — To)k
AT

Here Ty is the melting temperature (absolute scale), Ty < Ty is the applied
temperature, k£ and \ are parameters dependent on the material properties of
the substance involved, and erf(z) is the error function defined by

2 ? 2
erf(z) = ﬁ/o e~ dt.

MATLAB has an intrinsic error function, erf. If you are not using MATLAB,
the error function can be accurately approximated by

e Bk = Berf(B/VE).

E(2) = 1 — (a1€ + a6 + agé®)e™

2See L.I. Rubinstein, The Stefan Problem, American Mathematical Society, Providence, RI, 1971.
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where £ = 1/(1 + pz) and
p = 0.47047, a; = 0.3480242, ay = —0.0958798, a3 = 0.747856.

(a) Show that finding 3 is equivalent to finding the root « of the one-parameter
family of functions defined by

f(z) = e — zerf(z). 3.1

What is ? How is « related to 3?

(b) Find the value of « corresponding to # = 0.001,0.1, 10, 1000. Use the
bisection method, and F(z) to approximate the error function.

Solution:

(a) Make the change of variable z = 8/Vk, § = (T — To)k/ /7.

(b) For & = 0.001, o = 0.0297; for & = 0.1, o = 0.2895; for 6 = 10,
o = 1.4149; for 8 = 1000, o« = 2.4519.

. A variation on the bisection method is known as regula falsi, or, the method

of false position. Given an interval [a, b], with f(a)f(b) < 0, the new point ¢
is defined by finding where the straight line connecting (a, f(a)) and (b, f(b))
crosses the axis. Show that this yields

c=b—f(0)(b—a)/(f(b) - f(a))-

Do three iterations (by hand) of regula-falsi (see Problem 9), applied to f(z) =
2% — 2, using @ = 0 and b = 2. Compare to your results for Problem 1.

Solution: Regula-falsi produces the results shown in Table 3.2. Note that
after three iterations, the interval is reduced to [1.0696, 2], whereas bisection
would have reduced the interval to [1.25, 1.50], which is shorter. Thus bisection
appears to be superior to regula-falsi, at least on this example.

Table 3.2 Solutions to Problem 3.1.10

c flco) a b
0.5000 | -1.8750 | 0.5000 | 2.0000
0.8571 | -1.3703 | 0.8571 | 2.0000
1.0696 | -0.7763 | 1.0696 | 2.0000

Modify the bisection algorithm to perform regula falsi (see Problem 9), and
use the new method to find the same roots as in Problem 3. Stop the program
when the difference between consecutive iterates is less than 1079, i.e., when
|zk+1 — x| < 107C, or when the function value satisfies | f(cy)| < 107°.
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12. Repeat Problem 8(b), using your regula-falsi program.

Solution: Regula-falsi finds the same values as bisection, but more slowly.

13. The bisection method will always cut the interval of uncertainty in half, but
regula falsi might cut the interval by less, or might cut it by more. Do both
bisection and regula falsi on the function f(z) = e~ — ., using the initial

10°
interval [0, 5]. Which one gets to the root the fastest?

14. Apply both bisection and regula-falsi to the following functions on the indicated
intervals. Comment on your results in the light of how the methods are
supposed to behave.

@ f(z)
(b) f(=)

1/(z —1), [a,b] = [0,3];
1/(z* + 1), [a,b] = [0,5].

Solution: This is kind of a trick question. Neither function has a root on the
interval in question, but both methods will try to find it. Regula falsi lands on
the singularity for f(xz) = 1/(z — 1), but bisection doesn’t, so keeps happily
computing away.

<Joeo o>

3.2 NEWTON’S METHOD: DERIVATION AND EXAMPLES

Exercises:

1. Write down Newton’s method as applied to the function f(x) = a® — 2.
Simplify the computation as much as possible. What has been accomplished
if we find the root of this function?

Solution:
fpr1 = Ty — f(@n)
T T @)
x3 —2
= (2/3)(xn + (1/23)).

When we find the root of this function, we have found 21/3, the cube root of 2.

2. Write down Newton’s method as applied to the function f(x) = 2% — 2.
Simplify the computation as much as possible. What has been accomplished
if we find the root of this function?
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3. Generalize the preceeding two problems by writing down Newton’s method as

applied to f(z) = z™ — a.
Solution:

T )

N —a
Tn =\ — N=1
Nxfy L

(1/N)((N = Dan + (1/z371).

When we find the root of this function, we have found al/N , the N*" root of a.
1

Simplify the resulting computation as much as possible. What has been ac-
complished if we find the root of this function?

. Do three iterations of Newton’s method (by hand) for each of the following

functions:

@ flx)=a%—a2—1,20=1,
Solution: We get:

L) =1 =1

xr1 = 5
0.785984
= 12— f(1.2)/f(1.2) =1 — ———— = 1.143575843;
o F12)/f(12) =1 - oo :
x5 = 1.143575843 — £(1.143575843)/ f'(1.143575843)
0.93031963

= 1.143575843 —
= 1.134909462.

10.73481139

bR
_ 1.
= 3;

(x)
(x)
@) f(x)=5—a"" m =3
(x)
(x)

Solution: We get:

= 2-f(2)/f'(2) =21

2o = 21— f(2.1)/£(2.1) = 2.094568121;

x5 = 2.094568121 — £(2.094568121)/f(2.094568121)
= 2.094551482;
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(@ flx)=e"—2,20=1;

Solution: We get:

= 1—f(1)/f'(1) = .7357588825;

zo = .T357588825 — f(.7357588825)/f'(1.7357588825)
= 6940422999,

z3 = .6940422999 — £(.6940422999)/f'(.6940422999)
= .6931475811;

) f(z)=2®—-2,20=1;

Solution: We get:

= 1—f(1)/f(1) = 1.333333333;

zo = 1.333333333 — £(1.333333333)/'(1.333333333)
= 1.263888889;

x5 = 1.263888889 — f(1.263888889)/f(1.263888889)

1.259933493;

() fle)=ax—e ", zog=1;

Solution: We get:

= 1—f(1)/f(1) = .5378828427;
zo = 5378828427 — f(.5378828427)/f(.5378828427)
= 5669869914
x3 = 5669869914 — f(.5669869914)/f'(.5669869914)
5671432860;

G) f(x) =2—z 'lnz, 29 = %

6. Do three iterations of Newton’s method for f(z) = 3 — e”, using o = 1.
Repeat, using zo = 2,4, 8, 16. Comment on your results.

7. Draw the graph of a single function f which satisfies all of the following:

(a) f is defined and differentiable for all x;

(b) There is a unique root @ > 0;

(c) Newton’s method will converge for any x¢ > o;
(d) Newton’s method will diverge for all 2y < O.

Note that the requirement here is to find a single function that satisfies all of
these conditions.
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Figure 3.1 Solution for Problem 3.2.7

Solution: Figure 3.1 shows a possible solution.

8. Draw the graph of a single function f which satisfies all of the following:

(a) f is defined and differentiable for all x;

(b) There is a single root « € [a, b], for some interval [a, b];
(c) There is a second root, 5 < a;

(d) Newton’s method will converge to « for all zg € [a, b];
(e) Newton’s method will converge to (5 for all zg < S.

Note that the requirement here, again, is to find a single function that satisfies
all of these conditions.

. Write down Newton’s method for finding the root of the arctangent function.

From this formulate an equation which must be satisfied by the value = = S,
in order to have the Newton iteration cycle back and forth between 3 and — .
Hint: If z,, = S, and Newton’s method is supposed to give us x,,+1 = —0,
what is an equation satisfied by /3?

Solution: Newton’s method applied to the arctangent function is
Tpy1 = Tp — (22 + 1)(arctanz,,).

What we want to happen is that xy = [ leads to z; = —f3. This means we
have

—-B=0- (52 + 1)(arctan g3),
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or,

28 — (% + 1)(arctan 8) = 0.

Graphing this function shows three roots: one at 5 = 0, and two at 5 ~ +1.39.
We want one of these last two.

10. Compute the value of S from the previous problem. Hint: Use bisection to
solve the equation for .

11. Use Newton’s method on the computer of your choice to compute the root
« = 0 of the arctangent function. Use the value of S from the previous
problem as your ¢ and comment on your results. Repeat using o = /2 and
xo = f§ — € where € is O(u).

Solution: Table 3.3 shows the first five iterates using the value of 3 found
in Problem 10. Note that the iteration is not exactly cycling back and forth
between S and — 3. This is because of rounding error in the computation. If
we use xo = [3/2, then the computation converges to the root at z = 0 very
quickly: w3 ~ 10~ 7. Taking xq closer to 3 only slows down this convergence.
For example, taking xo = (0.999)0 yields x5 ~ 0.36.

Table 3.3 Solution to Problem 3.2.11

Tk
-1.39174467908955
1.39174382537168
-1.39174157322777
1.39173563198669
-1.39171995883655

DN W =R

<Jooo>

3.3 HOW TO STOP NEWTON’S METHOD

Exercises:

1. Under the assumption that f'(a)) # 0 and x,, — «, prove (3.10); be sure to
provide all the details. Hint: Expand f and f’ in Taylor series about z = a.
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Solution: We have

Cn = ( f(xn_1) > (f/ /gzzn)ll) "
- (o) e sare )
f("”;g_i (f’(a) (L 1—oz)f”(§3))
(@) + (cn — @) f"(&4)

f(@n_1)—f(e)
B (ff(vgn_)l))< f@&) (?Zn —_a?}f@(ff ))

Tp—1—C
where 7,, is between x,, and «, 7,,_1 is between z,,_1 and «, &3 is between
T,_1 and «, and &4 is between ¢, and . Therefore, as n — oo, we have
Nn — Q, Np—1 — @, &3 — aand 4 — «. Thus

o () ()

so long as f” is bounded.

. We could also stop the iteration when |f(xz,)| was sufficiently small. Use

the Mean Value Theorem plus the fact that f(«) = 0 to show that, if f’ is
continuous and non-zero near «, then there are constants ¢; and ¢ such that

Cl|f(zn)| < |a 7In| < CQ‘f(an

Comment on this result.

. Write a computer program that uses Newton’s method to find the root of a given

function, and apply this program to find the root of the following functions,
using x as given. Stop the iteration when the error as estimated by |z, 41 —
is less than 1075, Compare to your results for bisection.

|

w,

=
8

8
=}

I
w\»—'
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Table 3.4 Solutions to Problem 3.3.3

f(x) n c

x> —2x—5 | 4 | 2.0946
er—2 4 | 0.6931
2 —x—1 | 5| 1.1347
z? —sinz 8 | 0.8767

O f(=) =2—zllng, oo = %

Solution: The results, obtained from a mid-range personal computer using
MATLAB, are summarized for some functions in Table 3.4.

4. Figure 3.2 shows the geometry of a planetary orbit® around the sun. The
position of the sun is given by S, the position of the planet is given by P. Let
x denote the angle defined by PyO A, measured in radians. The dotted line is
a circle concentric to the ellipse and having a radius equal to the major axis of
the ellipse. Let T" be the total orbital period of the planet, and let ¢ be the time
required for the planet to go from A to P. Then Kepler’s equation from orbital
mechanics, relating x and ¢, is

. _ 2wt
T —esing = —-.
Here € is the eccentricity of the elliptical orbit (the extent to which it deviates
from a circle). For an orbit of eccentricity e = 0.01 (roughly equivalent to
that of the Earth), what is the value of x corresponding to t = 7//4? What is
the value of x corresponding to t = T'/8? Use Newton’s method to solve the
required equation.

Solution: For ¢t = T/4, Newton’s method yielded z = 1.580795827 in 3
iterations; for t = T'/8, we get x = .7925194063, also in 3 iterations. Both
computations used xg = 0.

5. Consider now a highly eccentric orbit, such as that of a comet, for whiche = 0.9
might be appropriate. What is the value of x corresponding to ¢t = 7'/4? What
is the value of x corresponding to ¢t = 7'/8?

6. Consider the problem of putting water pipes far enough underground to avoid
frozen pipes should the external temperature suddenly drop. Let Tj be the
initial temperature of the ground, and assume that the external air temperature

3For the background material for this and the next problem, the author is indebted to the interesting new
calculus text by Alexander J. Hahn, Basic Calculus; From Archimedes to Newton to its Role in Science,
published in 1998 by Springer-Verlag.
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Figure 3.2 ~ Orbital geometry for Problems 4 and 5

suddenly drops to a new value 7" < Tp. Then a simple model of how the
underground temperature responds to the change in external temperature tells

us that (t) - T
u(x,t) — T
— 2~ —ef .
To—T <2x/at>

Here wu(x,t) is the temperature at a depth x feet and time ¢ seconds after the
temperature change, and a is the thermal conductivity of the soil. Suppose that
a = 1.25 x 10~ %ft? /sec and that the initial ground temperature is 7y = 40
degrees. How deep must the pipe be buried to guarantee that the temperature
does not reach 32 degrees Fahrenheit for 30 days after a temperature shift to
T = 0 degrees Fahrenheit? If your computing environment does not have an
intrinsic error function, use the approximation presented in Problem 8 of §3.1.

. In the previous problem, produce a plot of temperature u at depths of 6 feet

and 12 feet, as a function of time (days), in response to a temperature shift of
40 degrees for the following initial temperatures (in degrees Fahrenheit):

(a) To = 40;
(b) Tp = 50;
(c) Ty = 60.

Solution: This really is not a root-finding problem. Simply plot

6
U(t) =u(6,t) =40 + (Ty — 40)erf | —=
()= ul6.6) = 40-+ (T ~ 10jert (5= )
and similarly for u(12,¢), over the interval 0 < ¢ < 86,400. This produces
a plot in which time is measured in seconds; it is an easy change of scale to
convert it to days.
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8. Use Newton’s method to solve Problem 6 from §3.1.
9. Repeat the above, assuming that the mortgage is only 15 years in length.

Solution: This amounts to a root finding problem for

fr) =1~ 2R - (14 (r/12))712m)

for L = 150, M = 0.6, and m = 15. Newton’s method finds a negative
value of r, which implies that there is no interest rate which meets the specified
conditions.

<oeoeo]

3.4 APPLICATION: DIVISION USING NEWTON’S METHOD

Exercises:

1. Test the method derived in this section by using it to approximate 1/0.75 =
1.333..., with z( as suggested in the text. Don’t write a computer program,
just use a hand calculator.

Solution: We get the following sequence of values:
1 = 1.312500

o = 1.333007812

r3 = 1.333333254

4 = 1.333333333

zs = 1.333333333
2. Repeat the above for a = 2/3.

3. Repeat the above for a = 0.6.
Solution: This time we get:
x1 = 1.656

T2 = 1.6665984
3 = 1.666666664
x4 = 1.666666667
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x5 = 1.666666667

4. Based on the material in this section, write each of the following numbers in
the form
a=bx 2"

where b € [%, 1], and then use Newton’s method to find the reciprocal of b and
hence of a.

(@ a=T;

Solution: We have [
a=(7/8) x 2%,

so b = 7/8. Newton’s method produces b—! = 1.142857143 in four
iterations, therefore a1 = b~! x 0.125 = 0.1428571429.

(b) a=m;
(c) a=6;
(d) a=>5;

Solution: We have
5=(5/2%) x 2% =5/8 x 8,

so b = 5/8 = 0.625. From the text we take
2o = 3 — 2(0.625) = 1.75.

We get the results in Table 3.5. Notice that we converge must faster than
expected, and that we have

1/5=1/1.6 x 8 =0.2,

which is the correct result.

Table 3.5 Newton iteration for Problem 4c, Sec. 3.4.

Tn
0.158594E+01
0.159988E+01
0.160000E+01
0.160000E+01
0.160000E+01
0.160000E+01

[ N, T U SO OB

(e) a=3.

Solution: We have
a=(3/4) x 2%,
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so b = 3/4. Newton’s method produces b~! = 1.333333333 in four
iterations, therefore a=' = b~! x 0.25 = 0.333333333.

Be sure to use the initial value as generated in this section and only do as many
iterations as are necessary for 107!¢ accuracy. Compare your values to the
intrinsic reciprocal function on your computer or calculator. Note this can be
done on computer or hand calculator.

. Test the method derived in this section by writing a computer program to
implement it. Test the program by having it it compute 1/0.75 = 1.333...,
with x as suggested in the text, as well as 1/(2/3) = 1.5.

Solution: The following is a MATLAB script that accomplishes the desired
task.

function r = recip(a)
X = 3 - 2%a;

for k=1:6

x = xx(2 - axx);
end
r = X;

. How close an initial guess is needed for the method to converge to within a
relative error of 10~ in only three iterations?

Solution: To get the relative error after 3 iterations less than 10~'4, we need

to have .
e e
2= (@) <
et et
Therefore, the initial error |eg| must satisfy

leo| < @10714/8 = 10714/8 = 0.0178.
. Consider the quadratic polynomial
@2 () = 4.328427157 — 6.058874583x + 2.74516604822.

What is the error when we use this to generate the initial guess? How many
steps are required to get 1072 accuracy? How many operations?

. Repeat Problem 7, this time with the polynomial
q3(z) = 5.742640783 — 12.119482522 + 11.14228488x2 — 3.7679684532°.

Solution: This time we are looking at the difference

1 1
glr) = = —qs3(x) = — —5.742640783 + 12.11948252x — 11.14228488>
xr X
+3.767968453x°>.
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The derivative is therefore
g (z) = (—1/2%) + 12.11948252 — 22.284569762 + 11.3039022.
Setting this equal to zero and solving leads us to the polynomial equation
—1 4 12.119482522% — 22.284569762° + 11.30390z* = 0.

Plotting this shows there are three roots on the interval [1/2,1]: a; = 0.56,
as =~ 0.73, and as ~ 0.92. Using Newton’s method to refine each of these
values gives us

o1 = .5621750583, o = .7285533588, a3z = .9163783254.

These are our critical points, at which we need to evaluate the error g(z) (along
with the endpoints). We get

g(1/2) = 0025253136
g(1) = .002525310
glar) = —.0025253184
g(ag) = .002525312
glaz) = —.002525321

thus showing that the maximum value of |g(x)| — hence, the maximum value
of the initial error using g3 to compute o — is about 0.0025. To get 10~2°
accuracy now requires only 3 iterations, and a total of 15 operations, again.

. Modify your program from Problem 5 to use each of ps, g2, and g3 to compute

1/a for a = 0.75 and @ = 0.6. Compare to the values produced by ordinary
division on your computer. (Remember to use Horner’s rule to evaluate the
polynomials!)

Modify the numerical method to directly compute the ratio b/a, rather than
just the reciprocal of a. Is the error analysis affected? (Note: Your algorithm
should approximate the ratio b/a without any divisions at all.)

Test your modification by using it to compute the value of the ratio 4/5 = 0.8.

<Joo o]
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3.5 THE NEWTON ERROR FORMULA

Exercises:

1. If fis such that | f"(z)| < 3forall z and |f'(z)| > 1 for all z, and if the initial
error in Newton’s method is less than %, what is an upper bound on the error
at each of the first three steps? Hint: Use the Newton error formula from this
section.

Solution: We have, from the Newton error formula,

i
2f"(zn)

Q& — Tnpt1 =

so that, using e,, = |a — x,

[l

3
< e2 < = 3/8:
e1 < €57 = (1/4)(3/2) = 3/8;
3
ez < €] < (9/64)(3/2) = 27/128;
2x1
ez < 632 5 o < (729/16384)(3/2) = 2187/32768 = 0.0667...

2. If f is now such that | f"(x)| < 4 for all z but | f'(x)| > 2 for all z, and if the
initial error in Newton’s method is less than %, what is an upper bound on the
error at each of the first three steps?

3. Consider the left-hand column of data in Table 3.6 (Table 3.4 in the text.).
Supposedly this comes from applying Newton’s method to a smooth function
whose derivative does not vanish at the root. Use the limit result (3.14) to
determine whether or not the program is working. Hint: Use o = x7.

Solution: Use o ~ x; from the table, and compute values of the ratio

If the method is converging according to the theory, this ratio should approach
a constant value. For the data in this table we get

r1 = —0.09523809523810, re = —0.16122840690979,
r3 = —0.21215771728295, ry = —0.22329830363589,
rs = —0.22031852835393

(Because our approximate « is 7 we can’t use rg.) Since these values are
settling down around —0.22 we are confidant that the program is working

properly.
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Table 3.6 Data for Problems 3 and 4.

n z,, (Prob. 3) x,, (Prob. 4)

0 10.0 0.000000000000
1 5.25 0.626665778573
2 | 3.1011904761905 | 0.889216318667
3 | 2.3567372726442 | 0.970768039664
4 | 2.2391572227372 | 0.992585155212
5 | 2.2360701085329 | 0.998139415613
6 | 2.2360679775008 | 0.999534421170
7 | 2.2360679774998 | 0.999883578197
8 N/A 0.999970892852
9 N/A 0.999992723105
10 N/A 0.999998180783

4. Repeat the previous exercise, using the right-hand column of data in Table 3.6.

5. Apply Newton’s method to find the root of f(x) = 2 — e?, for which the exact

solution is & = In 2. Perform the following experiments:

(a) Compute the ratio
@ — Tn41

Rn =
(a0 — )2

and observe whether or not it converges to the correct value as n — oo.

(b) Compute the modified ratio

@ — T4l

Ru(p) = (G

for various p # 2, but near 2. What happens? Comment, in the light of
the definition of order of convergence.

Solution: For p = 2 the ratio will converge to the theoretical value of
Too = —f"(a)/2f'(a)) = —0.5 For p > 2, the denominator goes to zero too
fast so the ratio will “blow up.” For p < 2, the denominator will not go to zero
fast enough, so the ratio will go to zero.

. Consider applying Newton’s method to find the root of the function f(x) =

4x — cos z. Assume we want accuracy to within 1078, Use the Newton error
estimate (3.12) to show that the iteration will converge for all o € [—2,2].
How many iterations will be needed for the iteration to converge? Compare
with the corresponding results for bisection, using an initial interval of [—2, 2].
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7. Verify by actual computation that your results in the previous problem were
correct, i.e., apply Newton’s method to f(xz) = 4x — cosx; do you converge
to the specified accuracy in the correct number of iterations, and does this
convergence appear to be occurring for all choices of zy?

Solution: What should be done here is to compute the root of f for a variety
of z( values on the interval [—2, 2] to verify that the convergence does occur
as fast as predicted for all zy € [-2,2].

8. Consider now the function f(z) = 72 — cos(2mx). Show that a root exists on
the interval [0, 1], and then use the Newton error estimate to determine how
close x¢ has to be to the root to guarantee convergence.

9. Investigate your results in the previous problem by applying Newton’s method
to f(z) = Tz — cos(2mz), using several choices of z( within the interval [0, 1].
Comment on your results in light of the theory of the method. Note: This can
be done by a very modest modification of your existing Newton program.

Solution: We first observe that f(0) = —1 and f(1) = 6, so a root exists
on [0,1]. To test how close we have to be for convergence, I first used my
bisection code to find this root. I then modified my Newton program to cycle
through different values of x, printing out the error &« — =1 as a fraction of
a — xo, and also recording whether or not the iteration ultimately converged.
My output is given in Table 3.7. Note that if the initial guess was far from the
actual root of 0.110047 then convergence was certainly delayed. In particular,
for 2o € [0.5,0.9], 21 was not in [0,1]. While the iteration did eventually
converge for most choices of g, for xo = 0.6 and x¢y = 0.8 the iteration has
not yet converged after 20 iterations and I would hazard the guess that it is
unlikely to converge, ever.

Table 3.7 Newton iteration for f(x) = 7z — cos 2mx.

Zo x1 x5 x20
0.000000E+00 | 0.142857E+00 | 0.110047E+00 | 0.110047E+00
0.100000E+00 | 0.110195E+00 | 0.110047E+00 | 0.110047E+00
0.200000E+00 | 0.115921E+00 | 0.110047E+00 | 0.110047E+00
0.300000E+00 | 0.114343E+00 | 0.110047E+00 | 0.110047E+00
0.400000E+00 | 0.624931E-01 0.110047E+00 | 0.110047E+00
0.500000E+00 | -0.142857E+00 | -0.290451E+00 | 0.110047E+00
0.600000E+00 | -0.914746E+00 | -0.145064E+00 | -0.159073E+01
0.700000E+00 | -0.438526E+01 | 0.201481E+00 | 0.110047E+00
0.800000E+00 | -0.436528E+01 | 0.378386E+02 | 0.544820E+03
0.900000E+00 | -0.760494E+00 | -0.262859E+00 | 0.110047E+00
0.100000E+01 | 0.142857E+00 | 0.110047E+00 | 0.110047E+00
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10. Show that if z,, is a sequence converging linearly to a value «, then the
constant C' in (3.16) must satisfy |C| < 1. Hint: Assume |C| > 1 and prove a
contradiction to the convergence assumption.

Solution: If |C'| > 1 then, for all n sufficiently large, we have |o — Ty 41| >
|oe — x,,|, which means convergence cannot occur.

11. Explain, in your own words, why the assumptions f’(x,) =~ f’(«a) and
f"(&n) = f”(«) are valid if we have x,, — «.

Solution: If f’ and f” are continuous, then we have that

lim f(z,)=f ( lim :cn)

n— oo n—oo

and similarly for f”.

<Joo o>

3.6 NEWTON’S METHOD: THEORY AND CONVERGENCE

Exercises:
1. Consider a function f which satisfies the properties:

(a) There exists a unique root « € [0, 1];
(b) For all real  we have f/(z) > 2and 0 < f”(z) < 3.

Show that for xy = %, Newton’s Method will converge to within 1076 of the
actual root in four iterations. How long would bisection take to achieve this
accuracy?

Solution: The Newton error formula, together with the given bounds on the
derivatives, tells us that

3
a =gl < (§) la =l

Therefore, for 29 = 1, we have |o — 29| < 1 and hence
o — 21| < (3/4)(1/2)* = 3/16;
lov — 2| < (3/4)(3/16)2 = 27/1024;
la — z3] < (3/4)(27/1024)% = 0.000521421;
loe — 4| < (3/4)(0.000521421)% = 0.204 x 107°.
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Bisection would take 20 iterations to obtain this accuracy, based on the formula
(3.2).

. Consider a function f which satisfies the properties:

(a) There exists a unique root o € [2, 3];

(b) For all real z we have f/'(z) > 3and 0 < f"(z) < 5.

Using x¢ = 5/2, will Newton’s method converge, and if so, how many itera-
tions are required to get 10~* accuracy?

Solution: We have

5
oo — zpp1] < (6) lov — &y 2.

For zg = 5/2, we have | — x| < 1 and hence
o — 21| < (5/6)(1/2)* = 5/24;
| — 20| < (5/6)(5/24)% = .3616898148¢ — 1;
la — x5 < (5/6)(.3616898148¢ — 1) = .1090162684¢ — 2;

lo — 24| < (5/6)(.1090162684¢ — 2)% = .9903788983¢ — 6.

So the iteration does converge, and four iterations are enough to obtain the
desired accuracy.

. Repeat the above, this time aiming for 10~2° accuracy.

Solution: Continuing the calculation in the above problem, we see that
|ov — x6] < 7.2936e — 028

so that the sixth iterate will have error less than 10720,

. Consider a function f which satisfies the properties:

(a) There exists a unique root a € [—1, 3];

(b) For all real = we have f'(z) > 4and —6 < f”(z) < 3.

Using zg = 1, will Newton’s method converge, and if so, how many iterations
are required to get 10~% accuracy?

Solution: The Newton error formula gives us

2 2

6 3
la = ni1] < 5——(a—an)” = Z(O‘_In) .

2x4



86

ROOT-FINDING
Since the initial error is bounded above by 2, we have
3
| — 21| < 1 x4=3>|a—x,

therefore we do not know if convergence follows.

. Repeat the above, this time aiming for 10~2° accuracy.

Solution: There’s nothing to repeat, since we don’t know if the iteration
converges or not.

. Consider a function that satisfies the following properties:

(a) f is defined and twice continuously differentiable for all x;

(b) f has a unique root o € [—1,1];

©) |f'(x)| > 2 for all z;

(d) |f"(x)] <5 forall z;
Can we conclude that Newton’s method will converge for all zy € [—1,1]?
If so, how many iterations are required to get 10~6 accuracy? If not, how
many steps of bisection must we do to get the initial interval small enough
so that Newton’s method will converge? (For any choice of xy.) How many

total function evaluations (bisection plus Newton) are required to get 10~6
accuracy?

Solution: We have eg = |a — 29| < 2 and

ent1 < (1/2)en(5/2) = (5/4)e;,

Therefore,
e1 < (5/4)(2%) = 5 > eo,

so we cannot conclude that convergence will occur. If we do a single step of
bisection, the initial Newton error will now be 1, and we will have

e1 < (5/4)(1%) = 5/4 > e,

so we need a second bisection step to get the eg for Newton less than 1/2. Now

we have
e1 < (5/4)(1/4) =5/16

es < (5/4)(5/16)% = 125/1024

and so on. We get 10~6 accuracy after 5 iterations. Thus it takes a total of 12
function evaluations.

7. Repeat the above for a function satisfying the properties:

(a) f is defined and twice continuously differentiable for all z;
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(b) f has a unique root o € [—1,2];
(©) f'(z) < —3forall x;
@ |f"(x)] < 4 forall z;

Solution: We have ¢y < 3 and
1 2
€n+1 S 56%(4/3) = gei
Thus 5
e < 5(32) =6 > eg.

After a single step of bisection we have ey < 3/2 and
2
€1 § §(9/4) = 3/2 2 €0.

So we need to take a second bisection step, in which case we have e¢g < 3/4
and

e < %(9/16)::3/8.

We converge to 1076 accuracy in 5 Newton iterations, again using a total of
12 function evaluations.

. Consider the function f(x) = x—asin z —b, where a and b are positive param-
eters, with a < 1. Will the initial guess xy = b always lead to convergence? If
not, what additional condition on a or the initial guess needs to be made?

Solution: The Newton error formula, applied to this function, gives us

| | 1( 2 asiné,
a—x =—(a—=x —_—.
et 2 " 11— acosx,

Since a < 1 this becomes

1 a
_ < Z(a—mz,)> .
|0‘ xn+1| = 2(a wn) 1—a
Convergence is implied by
1 1
Sla— zo) 2 = Za - b—2— <1,
2 l—a 2 1—a

which obviously will not be satisfied under all circumstances.

. Write a program using Newton’s method to find the root of f(x) =1 — e_l'z;
the exact value is « = (0. Compute the ratio

O — Tpt1

R, =
(a0 — xp)?
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as the iteration progresses and comment (carefully!) on your results, in the
light of the material in this section.

Solution: The iteration will converge, but slowly, and the quadratic conver-
gence will be lost (thus the value of R,, will not converge). This occurs because
f'(a) = 0, thus a major condition of our theory does not hold.

A monotone function is one whose derivative never changes sign; the function is
either always increasing or always decreasing. Show that a monotone function
can have at most one root.

Solution: Suppose a monotone function has two roots, c; and «s. Then
Rolle’s Theorem implies that there is a point £ between the roots where f/(£) =
0, and this violates the monotonicity requirement. Thus there cannot be more
than one root.

If f is a smooth monotone function with a root x = «, will Newton’s method
always converge to this root, for any choice of zy? (Either provide a counter-
example or a valid proof.)

Solution: The arctangent function discussed earlier in Chapter 3 is a coun-
terexample. It is monotone, and there exist values of x( such that Newton’s
method will not converge to the root a = 0.

<Joo o>

3.7 APPLICATION: COMPUTATION OF THE SQUARE ROOT

Exercises:

1.

Based on the material in this section, write each of the following numbers in
the form
a=bx 2"

where b € [%, 1] and k is even, and then use Newton’s method to find the
square root of b and hence of a.

(@) a=m;
(b) a=25;
© a=T,
(d) a=3;

(e) a=6.
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Be sure to use the initial value as generated in this section and only do as many
iterations as are necessary for 107'6 accuracy. Compare your values to the
intrinsic square root function on your computer or calculator. Note this can be
done on computer or hand calculator.
Solution: For the single case of (¢), we have

7

7T=—x2*
16

so we will be finding the square root of 7/16 = 0.4374. The initial guess is
given by
xo = (2(7/16) +1)/3 = 0.625.

Newton’s method then gives us

x1 = 0.5 x (0.625+ 0.4375/0.625) = 0.6625;

x9 = 0.5 x (0.6625 + 0.4375/0.6625) = 0.66143867924528,;

xz3 = 0.5 x (0.66143867924528 + 0.4375/0.66143867924528)
= 0.66143782776670;

x4 = 0.5 x(0.66143782776670 + 0.4375/0.66143782776670)
= 0.66143782776615;

x5 = 0.5 x(0.66143782776615 + 0.4375/0.66143782776615)

0.66143782776615.
Thus,

=/7/16 x 22 = 0.66143782776615 x 4 = 2.64575131106459.

On my old calculator the value is /7 = 2.645751311. MATLAB on my PC
at home reports a value identical to what we got here.

. In the example of this section, how many iterations are required for the absolute
error to be less than 27482

Solution: The absolute error satisfies

‘\/B_xn+1|< \[|‘[_xn|2<|\[_mn‘2

So it is easy to show that, with an initial error of no more than 9/64, we will
converge to the specified accuracy in 5 iterations.

. How accurate is the result in only 3 iterations, using the initial guess used here?

Solution: We have

\/l;—xl 1
- - S,
NG 2

1

9/64)* 1
=3

(9/32)? = 81/2048 < 0.04.
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Thus
b— 1
vb-zz| 2(0.04)2 = 0.0008
NG 2
and

b— 1
|‘[f‘73 < 5(0.0008)” = 0.32 x 107,

Vb

. What does the initial error have to be for the relative error after only two

iterations to be less than 10~ 14?
Solution: We require that

\/5—3?0 ! —14
2(52) <

Thus the initial relative error has to be less than (2 x 10~'4)'/4 = 0.0003761.
Since the relative error is bounded above by as much as twice the absolute
error, we have to have \\/l; — x| < 0.0001880.

. Extend the derivation and analysis of this section to the problem of computing

cube roots by solving for the roots of f(z) = 2® — a. Be sure to cover all the

major points that were covered in the text. Is using linear interpolation to get
x( accurate enough to guarantee convergence of the iteration?

Solution The iteration is easily found to be

1 a
Tnt+1 = g 21771 + ?

where we now assume that a € [1/8, 1], perhaps by using some more exponent
shifting. The Newton error formula gives us that

2 2

QO — Tyt < 1 a—x,|" |60, byl |la—z,
—_ 2 - 2 b
o 2 o 32 xZ el

where &, is between x,, and o = a'/3. The same argument as used in the text
shows that, for n > 1, z,, > «, therefore we have

O — Tpt1 a—x,
«

<

[e%

The initial guess polynomial is the linear interpolate connecting (1/8,1/2) and
(1, 1), and works out to be

pi(a) = (da +3)/7.
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The error in this approximation can be bounded according to

m—mw|saﬁmmﬁ£%ﬂww*“

< (1/8)(49/64)(2/9)(8)°% = 0.681.
Using this as an upper bound on the initial error, we find that

C7 T < (0.681)% = 4631558643,

and we get convergence (to 10~1# accuracy) in 7 iterations.

The error estimate for the initial guess is very conservative here. Looking at a
plot of z'/3 — p; (2) shows that the largest error is on the order of 0.09; using
this leads to convergence in 4 iterations.

. Consider using the polynomial

9 22 32,

G TR A T

to generate the initial guess. What is the maximum error in |\/z — ps(x)| over
the interval [%, 1]? How many iterations (and hence, how many operations) are
needed to get accuracy of 107162 (Feel free to compute the maximum value
experimentally, but you must justify the accuracy of your value in this case
with some kind of argument.)

Solution: Experimentally, the error |/ — p2(z)| is bounded above by about
0.006. This can be confirmed using ordinary calculus by finding the extreme
values of the function g(z) = \/z — pa2(x). With this as the initial absolute
error, we have that the relative error behaves as follows.

_ 1]0-006
<3

2
1
< 5(0.012)2 = 0.0000720,

Vb — 2
Vb

M < 2.6e—8
Vb
\/l; — I3
Y2 T3] £ 0.336e — 17.
‘ '\/l; B
Vh— < 0.564¢ — 35.

Vb

The total number of operations to get this accuracy is 4 to get the initial guess
plus 3 in each of 4 iterations, for a total of 16 operations.
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. Repeat the above using

q2(z) = 0.2645796916 + 1.0302824818x — 0.298364691122.

Solution: The empirical error is about 0.0036, leading to convergence within
10716 in 4 iterations, for a total of 16 operations, again.

. Repeat again, using

q1(z) = 0.647941993¢ + 0.3667102689.

Solution: The empirical error is about 0.03, leading to convergence within
10716 in 4 iterations, for a total of 15 operations, because computing the initial
guess is cheaper this time.

. Re-implement your program using ps, g2, and g; to generate the initial guess,

applying it to each of the values in Problem 1. Compare your results to the
square root function on your system.

If we use a piecewise linear interpolation to construct z, using the nodes ,
1%, and 1, what is the initial error and how many iterations are now needed to
get 10716 accuracy? How many operations are involved in this computation?

Solution: This is, to great extent, the same as Exercise 10 of Section 2.4.
The maximum initial error is now 0.0244, which leads to convergence in 4
iterations, and a total of 15 operations (plus one comparison to decide which
of the two polynomial pieces to use).

<ooeo

3.8 THE SECANT METHOD: DERIVATION AND EXAMPLES

Exercises:

1.

2.

3.

Do three steps of the secant method for f(x) = 2% — 2, using 2o = 0, z; = 1.

Solution: We get x5 = 2, x3 = 1.142857143, and x4 = 1.209677419.

Repeat the above using g = 1, 1 = 0. Comment.

Solution: We get x5 = 2, 23 = 0.5, x4 = 0.8571; note that simply switching
xo and x1 resulted in substantially different results.

Apply the secant method to the same functions as in Problem 3 of §3.1, using
xg, x1 equal to the endpoints of the given interval. Stop the iteration when the
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error as estimated by |x,, — x,,_1| is less than 10~6. Compare to your results
for Newton and bisection in the previous problems.

Solution: For the particular case of (d), Table 3.8 shows the results of my
program; note that we find a different root than Newton or bisection found.
This can happen with root-finding methods. If we reverse ;1 and zy then we
find the same root as the other methods did.

6

Table 3.8 Secant iteration for f(xz) = z° —z — 1.
Tn |Zn — Tn—1|
0.000000000000 N/A

2.000000000000 | 2.000000000000
0.032258064516 | 0.032258064516
-1.000000034929 | 1.032258099446
-0.492063446441 | 0.507936588488
-0.659956919149 | 0.167893472708
-0.842841677613 | 0.182884758464
-0.762579762950 | 0.080261914663
-0.776093797503 | 0.013514034553
-0.778152697560 | 0.002058900057
-0.778089343144 | 0.000063354416
-0.778089598646 | 0.000000255502

g D= N1 -C) BN o N VY N RS SR I g

4. For the secant method, prove that
@ —Tpy1 = Cn(xn-&-l - xn)

where C,, — 1 as n — 00, so long as the iteration converges. (Hint: follow
what we did in § 3.3 for Newton’s Method.)

Solution: We have

o— 2 = _ f(zn)
" f(en)’
_ f(@n) flzn) — f(@n-1) Tp — Tp—1
f'(cn) Tp — Tp-1 f(@n) = f(zn-1)
fan) (&)

f(xn)f/(cn) (xn+1 - LI}n)

= Cn(zn—Fl - :L'n)

where
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where &, is between x,, and z,,_1 and c¢,, is between x,, and a.

. Assume (3.29) and prove that if the secant method converges, then it is super-

linear.

Solution: We have

_ 1" ()
o= Tpp1 = —i(oz —Zp)(a— xp_1) )
so that ) e
a-anp 1o n
(Ol — xn) 2 (a xnil) f/(7771,)

As x,, — a we also have x,,_1 — « and 1,,, &, — «. Therefore

which means the method is superlinear.

. Assume (3.29) and consider a function f such that

(a) There is a unique root on the interval [0, 4];

() |f"(z)] <2forallz € [0,4];

(¢) f'(z) > 5forall z € [0,4].
Can we prove that the secant iteration will converge for any zo, 1 € [0, 4]? If
so, how many iterations are required to get an error that is less than 10782 If

convergence is not guaranteed for all € [0, 4], how many steps of bisection
are needed before convergence will be guaranteed for secant?

Solution: We have
1
€n+1 S 56716n—1(2/5)~

Since the initial errors are no worse than 4, then, we have

2 < =(16)(2/5) = 16/5;

N | =

s < 5(16/5)(4)(2/5) = 16/25

and we converge to the desired accuracy in 10 iterations.

7. Repeat the above problem under the assumptions:

(a) There is a unique root on the interval [0, 9];
(®) |f"(z)] <6forallz € [0,9];
(¢) f'(z) >2forallz €0,9].
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Can we prove that the secant iteration will converge for any z, x; € [0,9]? If
so, how many iterations are required to get an error that is less than 10787 If
convergence is not guaranteed for all € [0, 9], how many steps of bisection
are needed before convergence will be guaranteed for secant?

Solution: We have
1
ent1 < §enen,1(2/5).

Since the initial errors are no worse than 9, then, we have
1
ez < 5(81)(3) = 243/2%;

so we will not converge. Doing one step of bisection reduces the original
secant interval to length 4.5, so we then have

| =

2 < =(9/2)2(3) = 243/8,

o N

still too large. Another step of bisection give us

2 < 5(9/4)°(3) = 243/32,

N =

and a third bisection yields
1
ez < 5(9/8)2(3) =243/128

still not small enough. Finally, a fourth bisection step gives an initial interval
of length 9/16 and a first step error of

e < %(9/16)2(3) = 243/512.

Convergence then occurs in 10 secant iterations.

. Repeat Problem 8 of § 3.1, except this time find « for the set of 8 values defined
by
O = 1044,

for k ranging from —24 all the way to 24. Construct a plot of « vs. log; 6.

Solution: For £ = —24,a = 0.00094129631308, for k = —23,a =
0.00125518056472, for k = 1,a = 0.92775227544590, for k = 2,a =
1.09242933874440. The plot is given in Figure 3.3.

. Comment, in your own words, on the differences between the secant method
and regula-falsi (see Problem 9 of §3.1).

Solution: Regula-falsi chooses the two approximate values in order to guar-
antee that the root is “bracketed,” whereas the secant method chooses the most
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Figure 3.3 Solution for Problem 3.8.10

accurate (i.e., most recent) approximations, regardless of whether or not they
bracket the root.

<ooeo]

3.9 FIXED POINT ITERATION

Exercises:

1. Do three steps of each of the following fixed point iterations, using the indicated
Q.

a) Tnpo1 = COSxy,, g = 0 (be sure to set your calculator in radians);
+ 0 y

Solution: z; =1, 2o = .5403023059, x3 = .8575532158
(®) zpi1 =€ ", 29 = 0;
©) Tpt1 =In(1+z,), zo = 1/2;

Solution: z; = 4054651081, x5 = .3403682857, w3 = .2929444165
(d) zpp1 = 3(zn +3/2y), 20 = 3.

2. LetY = 1/2 be fixed, and take h = %. Do three steps of the following fixed
point iteration

1
Yn+1 = Y + ih (_Y nY — Yn In yn)
using yo =Y.

Solution: y; = .5433216988, y, = .5423768123, y5 = 5423997893
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3. Let Yo = 1/2 and Y7 = 0.54332169878500 be fixed, and take h = L1 Do

5
three steps of the fixed point iteration

4 1
Ynt1 = §Y1 — §YO — 2hy, Iny,
using yo = Y.

Solution: y; = .6406261163, yo = .6290814526, y5 = .6306562188.

. Consider the fixed-point iteration z,,11 = 1 + e~ *». Show that this iteration
converges for any z¢ € [1,2]. How many iterations does the theory predict it
will take to achieve 10~° accuracy?

Solution: We have g(z) = 1 4+ e~ %, and therefore 1 < g(z) < 2 for all
x € [1,2]. In addition, g{z) = —e~* so |g(x)| < e~! forall z € [1,2]. We
can now apply Theorem 3.5 to get that a unique fixed point exists, and the
iteration =, 1 = g(x,,) converges, with the error satisfying

—n

1—e1

|l’1 — LL’0| <l6xe ™

o — zp| <

It therefore takes n = 12 iterations to converge to the specified accuracy.

. For each function listed below, find an interval [a, b] such that g([a, b]) C [a, b].
Draw a graph of y = g(z) and y = « over this interval, and confirm that a
fixed point exists there. Estimate (by eye) the value of the fixed point, and use
this as a starting value for a fixed point iteration. Does the iteration converge?
Explain.

@ g(x) = 3(z+ 2);
Solution: [a,b] = [1,3/2]

(b) g(x) = cosz;
Solution: [a,b] = [0,1]

© glx)=1+e7
Solution: [a,b] = [1,2]

@ g(z)=z+e ™1

@ g(x) = 5(2* +1).
. Let h(z) = 1 — 22 /4. Show that this function has a root at z = o = 2. Now,

using xo = 1/2, do the iteration 2,41 = h(z,,) to approximate the fixed point
of h. Comment on your results.

Solution: Since 1 — 22/4 = 0 = z = 2, h obviously has a root at z = 2.
On the other hand, the iteration x,, 11 = h(x,, )converges to o = .8284271247.
The point is that « is a fixed point of h, not a root of h.
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Let h(xz) = 3 — e~ ™. Using xg = 2, perform as many iterations of Newton’s
method as are needed to accurately approximate the root of h. Then, using
the same initial point, do the iteration z:,.1 = h(z,,) to approximate the fixed
point of h. Comment on your results.

Solution: This is essentially making the same point as the previous problem.
The root is —1.098612289 (approximately), but the fixed point is 2.947530903
(approximately).

. Use fixed point iteration to find a value of « € [1, 2] such that 2sin 7z +z = 0.

For @ > 0, consider the iteration defined by

3 2
T, +x;, —xTpa+a

X 1=
s 2 42z, —a

(a) For zp = 3/2 experiment with this iteration for a = 4 and a = 2. Based
on these results, speculate as to what this iteration does. Try to prove
this, and use the theorems of this section to establish a convergence rate.

(b) Now experiment with this iteration using o = 2 and ¢ = 5. Compare
your results to Newton’s method.

Consider the iteration

(N — D2Vt 4 ax
NzN

Tn+l =

Assume that this converges for integer N and any a > 0. What does it
converge to? Use the theorems of this section to determine a convergence rate.
Experiment with this iteration when N = 3 and a = 8, using 2o = 3/2.

Consider the iteration defined by

Tns1 = Tn — f(2n) [ f(@n) ] .

This is also sometimes known as Steffenson’s method. Show that it is (locally)
quadratically convergent.

Solution: This is a somewhat tricky application of Theorem 3.7. We have

f(z) ]
fle+ f(z) = f(=)]”

o) =2 1(0) |

so that
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Now, for 2z = « the last term vanishes (because f(«) = 0), so we can ignore
it. The second term becomes indeterminate (it naively evaluates to 0/0) so we
have to employ L’ Hopital’s rule to get ¢'(«r) = 0. We then have to show that

g"(a) #0.

. Apply Steffenson’s method to find the root of f(z) = 2 — e*, using 29 = 0.

Compare your convergence results to those in the text for Newton and the
secant method.

Solution: The first 4 iterates are

1 = .5819767070, 2 = .6876240766,

T3 = .6931320121, =4 = .6931471806

Clearly the iteration is converging to the same root as for Newton and secant,
and with comparable speed.

Apply Steffenson’s method to f(x) = 22 — a for the computation of /a. For
the following values of a, how does the performance compare to Newton’s
method?
(@) a=3;
(®) a=2;
Solution: Using zy = 2, the first three Newton iterates are z; = 1.500000000,
To = 1.416666667, and x3 = 1.414215686; the first three Steffenson

iterates (using the same z() are 1 = 1.666666667, xo = 1.477477478,
and z3 = 1.419177338.

(c) a=m.

<JooeoD

3.10 ROOTS OF POLYNOMIALS (PART 1)

Exercises:

1.

Use the Durand-Kerner algorithm to find all the roots of the polynomial
p(z) = 2t — 102% + 3522 — 50z + 24.

You should get (1234 = (1,2,3,4).
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Solution: The author’s code (below) converged in 11 iterations; Here are
the ¢ values for the first three iterations, using the roots of unity as the initial

guesses:

¢vo=

¢® =

—10.0000 + 3.5000¢, —2.7694 — 4.02147, 0.5263 — 0.6208¢,
1.0000 — 0.0000z

9.0724 + 11.2615z, 0.9705 — 3.5225¢, 0.6181 — 0.29874,
1.0000 — 0.0000¢

6.1229 4 3.0728¢, 3.0670 — 2.06427, 1.1368 — 0.01483,
1.0000 + 0.0000:

Using the roots of unity as initial guesses actually simplified the problem a bit,
since the initial guess for (4 was exact!

The following code is set up as a function which returns the converged values

of the roots.

n

q
k

Algorithm 3.1 Code for Durand-Kerner

function r = DKroots(p)
np = length(p);

zeta = exp(2*pixixk/n);

for j=1:20

old = zeta;

for k=1:n

gp = polyval(q,zeta(k));

denom = 1.0;

for kk=1:n

if k "= kk

denom = denom*(zeta(k) - zeta(kk));

np-1;
p/p(1);
[1:n];

end
end
zeta(k) = zeta(k) - gp/denom;
end

if abs(zeta - old) <= 1l.e-14
break

end

end

r = zeta;

zeta  YDelete this line to avoid excess output
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2. Use the Durand-Kerner algorithm to find all the roots of the following polyno-
mials (Feel free to use MATLAB’S roots command to check your results):

Solution: For (a) we get ¢ = 0.6235+0.7818¢, —0.2225+0.97494, —0.9010+
0.4339:, —0.2225 — 0.97497, 0.6235 — 0.78187, —0.9010 — 0.4339:.

3. Use Durand-Kerner to find all the roots of the polynomial

plx)=2" —z — 1.

Solution: We get ¢ = 0.6171 + 0.9009:, —0.3636 + 0.95267, —0.8099 +
0.26297, —0.8099—0.26297, —0.3636—0.9526¢, 0.6171—0.90097, 1.1128+
0.0000s.

4. Use Durand-Kerner to find all the roots of the polynomial

8

p(z)=2°—z — 1L
5. Consider now the polynomial
p(z) = 2% —azx — 1,

where a is a real parameter. We want to investigate how the roots depend on
a. For various values of a € [—2, 2], compute the roots of p and observe how
they change as a changes. Can you plot the real roots as a function of a? Try
to extend the range of values of a. Does anything interesting happen?

Solution: For both ¢ = —2 and a = 2 there are two real roots, as follows:
a=-2: (rp=-1.2298, 0.4928;

a=2: (r=-04928, 1.2298.

Solution: What you need to do is wrap a loop structure around your Durand-
Kerner routine, and add some additional code to correctly save the two real
roots to make the curves shown in Fig. 3.4.

However, interesting things can indeed happen. If we take 40 points to construct
our curves we get the picture in Fig. 3.5. What has happened?

The short answer is that polynomial roots can be very sensitive to changes in
the coefficients. Specifically, in the 40 point case, some of the roots on the
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Figure 3.4 Solution curves for Figure 3.5 Solution curves
Problem 5, using 20 points. Problem 5, using 40 points.

for

upper curve were converged to from the initial value used for the lower curve,
and vice-versa. A more sophisticated routine for the selection of the roots

might be able to circumvent this problem.

6. Repeat the above for the polynomial

p(I):I6—I—b7

where now b € [—2, 2] is a parameter.

7. Use MATLAB’s rand function to generate a random polynomial of degree 10.
(Remember to make it monic!) Use Durand-Kerner to find the roots of this

polynomial, and check your results by using MATLAB’s roots function.

<eooeo[

3.11 SPECIAL TOPICS IN ROOT-FINDING METHODS

Exercises:

1. Consider the fixed-point iteration x,,+1 = 1 + e~ *~, with ¢y = 0. Do four
steps (by hand) and apply both of the Aitken acceleration algorithms to speed

up the convergence of the iteration.

Solution: The original iteration produces x; = 2.0000, x5 = 1.1353, x3 =

1.3213, and x4 = 1.2668. The first acceleration method produces y-
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1.3963, y3 = 1.2884, and y, = 1.2791. The second acceleration method
produces z; = 1.3963, zo = 1.2789, z5 = 1.27854, z4, = 1.2785.

2. Repeat the above for the iteration z,, 11 = 3 In(1 + z,,), using zo = 1/2.

Solution: The basic iteration produces z; = 0.2027, x5 = 0.09230, z3 =
0.04414, and x4 = 0.02160; the first Aitken method produces yo = 0.02702,
ys = 0.006906, and y, = 0.001754; the second Aitken method produces
z1 = 0.02702, zo = 0.1720e — 3, z3 = 0.7392¢ — 8, and z4, = 0.0000; the
exact value of the fixed point is o = 0.

3. Consider the iteration z,,+1 = e~*. Show (by computational experiment) that
it coverges for xg = 1/2; then use both Aitken acceleration algorithms to speed
up the convergence. What is the gain in terms of function calls to the iteration
function?

Solution: The second Aitken method converges to 14 digit accuracy in 5
iterations, which involves a total of 10 function calls. Neither the original
iteration nor the first Aitken method converge to comparable accuracy in 20
iterations (involving 20 function calls in each case), although both are clearly
close to convergence.

4. Write the second Aitken iteration in the form

Th+1 = G(Ik)

Hint: Take
z1 = g(z0), 2= g(w1) = g(9(x0))
and use this to write the updated value of x0 in Algorithm 3.5 entirely in terms
of g, g(xo), and g(g(zo)).
Solution: We have that

9(g(zn)) — g(zn)
1—v

Tni1 = g(g(zn)) +7

where

therefore,

(M)

9(xn)—Tn

1— 9(g(zn))—g(xn)

g(zn)fzn

Tpi1 = g(g(wn)) + ( ) (9(g9(xn)) — g(xn)).

5. Consider the iteration
Th+1 = G(:L'k)a
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where

for
o) = 99(2)) — g(x)
Ho) ==

Assume that « = g(«) is a fixed point for g.

(a) Use L’Hopital’s Rule to show that

Solution: We have

H(a) = lim 9(g(x)) — g(x)

(b) Use Theorem 3.7 to show that the fixed point iteration for G is quadratic.

Solution: This is a direct consequence of (a) and Exercise 4. Exercise 4
implies that we can write the second Aitken algorithm as 2,11 = G(z,),
where

(g(g(w))*g(w))

(x)—z
G(z) = J - .
() = g(g(@)) + = (9(9(x)) — 9())
g(z)—z
Writing this in the suggested form
H(x)

G(x) = 9(9(0) + 775 (9(2)) — o(2)),

e (4() -~ 9(2)
glg\xr)) — g\
H(x) = —+——=
) g(x) -
we get that G’ («) = 0 if H(a)) = ¢'(«), which is what (a) gives us.

b
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6. Apply the chord method to each of the functions in Problem 3 of §3.1, using
the midpoint of the interval as xy. Compare your results to what you got for
bisection, Newton, and/or the secant method.

Solution: Table 3.9 shows results for three of the functions. Note that two
of them appear to be converging nicely, but one is cycling between two values.

Table 3.9 Solutions to Problem 3.10.6

n | flz)=2°—-2zx4+5 flx)y=¢"—2 f(z) =z —sinz
1 2.47368421052632 | 0.71306131942527 | 0.99684921393812
2 1.38118185096799 0.68866210956491 | 0.93255022118475
3 2.46066264395747 0.69409059303710 | 0.90477130225958
4 1.41273756576147 0.69294563585428 | 0.89126892528421
5 2.46661014403290 | 0.69319009730508 | 0.88438120641796
6 1.39839029026513 0.69313803554445 | 0.88078618703716
7 2.46412393132776 0.69314912895829 | 0.87888794624203
8 1.40440122265335 0.69314676542932 | 0.87787960220180
9 2.46521002552796 0.69314726900812 | 0.87734227505178
10 1.40177773347679 0.69314716171506 | 0.87705546338566
11 2.46474386296717 0.69314718457506 | 0.87690223386659
12 1.40290421128725 0.69314717970448 | 0.87682033179961
13 2.46494551887643 0.69314718074221 | 0.87677654353423
14 1.40241699456030 | 0.69314718052111 | 0.87675312931651
15 2.46485857585776 0.69314718056822 | 0.87674060848644
16 1.40262707133957 0.69314718055818 | 0.87673391267114
17 2.46489611528813 0.69314718056032 | 0.87673033184832
18 1.40253636927138 0.69314718055987 | 0.87672841685606
19 2.46487991697665 0.69314718055996 | 0.87672739272910
20 1.40257550786620 | 0.69314718055994 | 0.87672684503010

7. Repeat the above, except this time apply both of the Aitken acceleration algo-
rithms to improve the convergence of the iteration. Compute the values of the

ratio

O — Tn41

Rn = (a_xn)zv

where « is the best value for the root, as found by previous methods. Does the

sequence of R,, values appear to be converging to a limit? What does this tell
you?

Solution: Table 3.10 gives the results for the same selection of examples as
in the previous problem, using Algorithm 3.5. Note that all three iterations
converge to 14 digits of accuracy in only 6 iterations. The ratios R,, should
converge to a limit since the accelerated methods are quadratic.
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Table 3.10 Solutions to Problem 3.10.7

n| flx)y=a%-22+5 flx)y=¢€"=2 flz) = 2? —sinz
1 1.95884575747166 | 0.69116914281208 | 0.91662728491450
2 | 2.08251651168641 | 0.69314676598240 | 0.87767216265286
3 2.09444289173521 | 0.69314718055993 | 0.87672680857003
4 | 2.09455147258292 | 0.69314718055995 | 0.87672621539530
5 2.09455148154233 | 0.69314718055995 | 0.87672621539506
6 | 2.09455148154233 | 0.69314718055995 | 0.87672621539506

8. Repeat Problem 6, but this time update the value used to compute the derivative

in the chord method every other iteration. Comment on your results.

Solution: Table 3.11 gives the results for the same selection of functions as
in the previous two exercises. Note that the convergence is much faster than

for the pure chord method.

Table 3.11 Solutions to Problem 3.10.8

n| flz)=2*-22+5 flz)=¢e"—2 f(z) = 2® —sinz
1 2.47368421052632 | 0.71306131942527 | 0.99684921393812
2 | 2.15643299612282 | 0.69334415731550 | 0.89073569652677
3 2.09660460386192 | 0.69314719995859 | 0.87696243819377
4 | 2.09455385074497 | 0.69314718055995 | 0.87672628471248
5 2.09455148154549 | 0.69314718055995 | 0.87672621539507
6 | 2.09455148154233 | 0.69314718055995 | 0.87672621539506
7 2.09455148154233 | 0.69314718055995 | 0.87672621539506

9. Show that both Halley method iterations are of third order. Hint: write them

as fixed point iterations

and write the iteration function as g(z) = f(x)G(x). The fact that f(a) =0

Tn41 = g(xn)

will make the derivative computations easier.

Solution: This is a straightforward application of Theorem 3.7. For the

method (3.44), we have

for

2f(x)f"(x)

o) = o

2P — F@) (@)

=z — f(2)G(z)
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Then
g'(x) =1— f'(2)G(z) - f(2)G'(2).
Hence,
2f (o
(@) = 1= Fla)G(a) =1 = Fla)y T =
Further,
9"(x) = —f"(2)G(x) — 2f ()G (z) — f(2)G" (),
so that

g"(a) = =f"(a)G() = 2f'(2)G' ()

which we can again show is 0.

Apply the Halley iteration (3.44) to f(x) = 2% — a, a > 0, to derive a cubic
method for finding the square root. Test this by using it to find /5.

Solution: The iteration is

x(2? + 3a)
322 +a

anrl —

Repeat the above for f(x) = 2 —a. Test this out by finding the cubic, quartic,
and quintic roots of 2, 3, 4, and 5.

Solution: The iteration for the cube root is

~ z(2® + 2a)
Tl = T,
For the quintic root it is
x(22° + 3a)
Tptl = —————
1 3z 4 2a

Apply Halley’s second method to f(z) = a — e® to show that

e ae” " —1
Tptl = T R —
i ae~%n 41

is a cubic convergent iteration for « = log a. Analyze the convergence of this
iteration, under the assumption that a € [4, 1]. Comment on this as a practical
means of computing the logarithm of an arbitrary a.

Solution: If a € [1/2,1], then Ina € [—.7,0]. One can show that, for any
a € [1/2,1], the iteration function

ae” % —1
= 2 _—
g(z) =@+ (ae‘x + 1)
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satisfies g(z) € [—0.7,0] as well. One can then apply Theorem 3.5 to establish
convergence. The only problem with this as a practical method for computing
the logarithm is that it depends on having an accurate method for computing
the exponential.

Use the secant method with 2zp = O and 27 = 1to find theroot of f(x) = 2—e?,
which has exact solution o = In 2. Compute the ratio

for p = (1 +1/5)/2. Do we get convergence to the appropriate value?

Solution: The ratio begins to converge to the correct value but when the
iteration itself converges there is massive subtractive cancellation in the com-
putation of R, so the theoretical limit is not actually achieved. Doing the
computation in a high precision environment will solve this problem.

Repeat the above experiment, except use values of p just a bit above and below
the correct value. What happens?

Solution: If you don’t use the correct value of p, then the ratio will either go
off to infinity or zero. This isn’t a result of rounding error, but is caused by
having the wrong exponent in the computation of R.

Consider applying the secant method to find the root of the function f(z) =
4x — cosx. Assume we want accuracy to within 1078, Use the secant error
estimate (3.50) to show that the iteration will converge for all xy € [—2,2].
How many iterations will be needed for the iteration to converge?

Solution: We have

€n+1 S éenen—la

with both e¢g < 4 and e; < 4. Therefore

8
62S*X16:§;
<1><8><4 16

e- — — _
#=6"3 9
1 16 8 64

g < =X — X =

We get convergence to the specified accuracy in 8 iterations.

Verify by actual computation that your results in the previous problem were
correct, i.e., apply the secant method to f(z) = 4x — cosx; do your results
converge to the specified accuracy in the correct number of iterations, and does
this convergence appear to be occurring for all choices of x(?
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Solution: Testing the computation for a range of values for g and z1, all in
the interval [—2, 2], will confirm the prediction.

Prove Lemma 3.1. Hint: Expand f in a Taylor series about c.
Solution: The proof follows directly from the hint.

Let f(x) = 1 — ze'~®. Write this function in the form (3.57). What is F'(x)?
Use Taylor’s Theorem or L’Hopital’s Rule to determine the value of F'(«).

Solution: We have

f@) = (@~ 17? (1(;2)) |

SO
1—zel™®

Fr) = ——5.
Applying L'Hopital’s Rule to F' shows that F'(a) = 1/2.

For u(z) as defined in (3.60), where f has a k-fold root at x = «, show that
u(a) = 0but v (e) # 0.

Solution: Since f is assumed to have a multiple root, we can write f(z) =
(x — a)*F(x) for some F. Then

 fx)  k(x— Q)F 1 E(x) + (z — a)* F'(x) _ kF(z)+ (z — ) F'(x)

C f@) (z — a)FF(x) B (z —a)F(z)
so that u(a) = 0 but u/(«) won’t.

Use the modified Newton method (3.59) to find the root o = 1 for the function
f(x) =1 — we!=*. Is the quadratic convergence recovered?

Solution: The iteration converges much more quickly than without the mod-
ification, but the computed value of the root is not as accurate as we have seen
in simple root examples.

Let f have a double root at x = «. Show that the Newton iteration function
g(z) =z — f(2)/f (x)
is such that ¢’ («) # 0. Provide all details of the calculation.

Solution: Since f has a double root we can write

f(@) = (z - )’ F().
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Then
9(z) =2 — (z — )" F(z) PR )L C)
2(z — a)F(z) + (x — a)2F'(x) F(z) + (z — a)F'(z)
=z—(r—« 2F()
=o—(@=a) <F<x> T - )P ))
so that
g(a) = a
Also
N 2F () e 2F (z) ’
9@ =1-(1) <F(x)+(w—a)F’( )) (o=e) (F(x)+(w—a)F’( ))
Therefore
g(z)=1- 2;(;)) —0=-1+#0.

Using a hand calculator, carry out six iterations of the hybrid method for the
function

f(z) = 2ze ™ — 27157 41,

You should be able to match the values generated for x5 and 3 in the text. In
addition, x¢ = 0.04146407478711.

Solution: z; = 0.500000, x2 = 0.250000, 3 = 0.125069, 24 = 0.0625346,
x5 = 0.0369239, 26 = 0.0414641

Write a computer code to implement the hybrid method described in Section
3.10.5. Apply it to each of the functions given below, using the given interval
as the starting interval. On your output, be sure to indicate which iteration
method was used at each step.

(@) f(z) ="'~ 1919, [1,100];

) f(x) = —2e757 4+ 1, [0,1];
© flz) = (1 — )%, [0, 1];

@) f(x) = —2e72%% 1+ 1,[0,1];

Solution: Table 3.12 gives the results from my program, applied to the case
of (d). Note that we do cycle back and forth between secant and bisection at
the beginning of the iteration.



SPECIAL TOPICS IN ROOT-FINDING METHODS

111

Table 3.12 Hybrid iteration for f(z) = 2ze™2° — 2¢72°% 4 1.
n Tn f(xn) Tn — Tn1 In|Zn — Tn-1|| an b, |Method
1 10.39540563 | 0.99926451 |-0.3954056E+00 -0.403 0.010{0.395| S
2 [0.20270282 | 0.96529631 | 0.1927028E+00 -0.715 0.0100.203| B
3 |0.08664329 | 0.64644583 | 0.1160595E+00 -0.935 0.010[0.087| S
4 10.04832164 | 0.23912462 | 0.3832164E-01 -1.417 0.010(0.048| B
5 10.03786785| 0.06219184 | 0.1045379E-01 -1.981 0.010[0.038| S
6 0.03419335(-0.00932344 | 0.3674505E-02 -2.435 0.03410.038| S
7 10.03467239 | 0.00030061 | -0.4790448E-03 -3.320 0.034[0.035| S
8 |0.03465743 | 0.00000139 | 0.1496305E-04 -4.825 0.034[0.035| S
9 [0.03465736 | 0.00000000 | 0.6965962E-07 -7.157 0.035/0.035| S
10{0.03465736 | 0.00000000 | -0.1047069E-10 -10.980  [0.035/0.035] S

I have included the Fortran code that I used to get the table.

O o oo

implicit real*8 (a-h,o-z)
character*l step,bisect,secant
data bisect,secant / ’B’,’S’ /

f(x) = 2.0d0*x*dexp(-20.0d0)
- 2.0d0*dexp(-20.0d0*x) + 1.0d0

alp.

fa
fb
f0
f1

do

ha = 0.0d0

f(a)
f(b)
fa
b

100 n=1,100
xold = x

c take secant step

o o0 o o0

dd = f1x(x1 - x0)/(f1 - £0)

Code for global root-finding routine
based on bisection and secant

x = x1 - fix(x1 - x0)/(f1 - £0)

if((x .1t. a) .or. (x .gt. b)) then
x = 0.5d0*(a + b)

if secant prediction is outside bracketing interval,
do one step of bisection
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fx = £(x)
if (faxfx .1t. 0.0d0) then
b =x
fb = fx
else
a =x
fa = fx
endif
x0 = a
x1 b
f0 = fa
f1 = fb
error = xold - x
step = bisect
else
[
[¢ otherwise, update bracketing interval
[
fx = £(x)
if (faxfx .1t. 0.0d0) then
b =x
fb = fx
else
a=x
fa = fx
endif
error = xold - x
step = secant
x0 = x1
x1 = x
f0 = f1
f1 = fx
endif

e10 = dlogl0(dabs(error))
write(6,91) n,x,fx,error,el0,a,b,step

91 format(ith ,i5,’ & ’,2(£12.8,’ & ’),el6.7,” & 7,
* 3(£8.3,” & ’),1x,a1l ’\\\\ \\hline’)
if (dabs(error) .le. 1.e-8) stop
100 continue
c
stop
end

In Problem 9 of §3.1 we introduced the regula-falsi method. In this problem
we demonstrate how the hybrid method (Algorithm 3.6) is different from

regula-falsi. Let
1

-1
(a) Show that f has a root in the interval [0, 5].

fa)=ete

Solution: f(0) =1 — (1/10) > 0, and f(5) = ¢~20 — (1/10) < 0.

(b) Using this interval as the starting interval, compute five iterations of
regula-falsi; be sure to tabulate the new interval in addition to the new
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approximate root value predicted by the method at each step. A graph
showing the location of each approximate root might be useful.

Solution: Table 3.13 shows five iterations of regula falsi for this function.
Note that the value of a,, remains the same for the entire computation.

Table 3.13 Regula-falsi iteration for f(x) = e¢™** — (1/10).

n Cn flen) an by,

1 | 45000 | -0.1000 | O | 4.5000
2 | 4.0500 | -0.1000 | O | 4.0500
3 | 3.6450 | -0.1000 | O 3.6450
4 | 3.2805 | -0.1000 | O 3.2805
5 | 2.9525 | -0.1000 0 2.9525

(c) Using the same interval as the starting interval, compute five iterations
of the hybrid method given in this section. Again, note the new interval
as well as the new approximate root value at each step. A graphical
illustration might be instructive.

Solution: Table 3.14 shows the results.

Table 3.14 Hybrid iteration for f(x) = e™** — (1/10).

n Cn flen) | an bn, Method
1 | 4.5000 | -0.1000 | O | 4.5000 S
2 | 2.2500 | -0.0999 | 0 | 2.2500 B
3 ] 2.0250 | -0.0997 | 0 | 2.0250 S
4 | 1.0125 | -0.0826 | O 1.0125 B
5 | 09115 | -0.0739 | 0 | 09115 S
6 | 0.6222 | -0.0170 | O | 0.6222 S

(d) Based on your results, comment on the difference between regula falsi
and the hybrid method.

Solution: The obvious difference revealed by this exercise is that the addition
of the bisection step speeds up the convergence compared to regula falsi,
by cutting the interval in half. A more subtle difference, which is not
revealed well by this example, is that in the hybrid method we use the most
recent computations to compute the secant approximation, not necessarily
the bracket values. This will serve to speed up the computation.



114

ROOT-FINDING

25. Write a computer program that evaluates the polynomial p(z) = (z— 1) using

the following three forms for the computation:

pl) = (-1,
p(z) = 2% —5z* +102® — 102% + 5z — 1,
p(r) = —-1+2(5+2(—10+2(10+ z(—=5+ x)))).

Use this to evaluate the polynomial at 400 equally spaced points on the interval
[0.998,1.002]. Comment on the results.

Solution: Using the first form will almost surely not produce the “cloud

effect” seen in the text, while the other two probably will (exactly what happens
depends a lot on the platform and language used, and the precision, of course).

<ooeo[

3.12 VERY HIGH-ORDER METHODS AND THE EFFICIENCY INDEX

Exercises:

1.

Write a program to employ both Chun-Neta and Super Halley to find the root
of a given function. Test it on the following examples, using the given values
of Q-

(@) f(z) = sinz — 3a, z. = 1.8954942670339809471440357381; xo =
2,2.5,3;

(b) flz)=e" T30 — 1o, = 3,09 =4,5,6;
() flx)=e"sinz +In(1+22),z.=1,20=0,-1,-2;

Solution: What follows is a MATLAB “code segment” to do 10 iterations
of the two methods; froot is a MATLAB function which returns the function
value and its first two derivatives at the argument.

for k=1:10

[fx,fpx,fpxx] = froot(xsuper);

u = fx/fpx;

ul = uwxfpxx/fpx;

y = xsuper - 2%u/3;

xsuper = xsuper - (1 + 0.5%ul/(1 - ul))*u;
b

[fx,fpx,fpxx] = froot(xneta);

w = xneta - fx/fpx;
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[fw,dfw,d2w] = froot(w);

z = w - fu/(fpxx(1 - fw/fx)"2);

[fz,dfz,d2z] = froot(z);

yA

xneta = z - fz/(fpxx(1 - (fw/fx) - (£z/£x))"2);
%

end

. In §3.7 we employed (and analyzed) Newton’s method as an approximator for
v/a by using it to find the positive root of the function f(z) = 22 — a. In
this and some of the following exercises we will try to apply our high order
methods to this task.

(a) Apply Halley’s method to finding the root of f(x) = 22 — a. Construct
an iteration function, as simplified as possible, so the the iteration is
Znt1 = Gu(zy). Verify that your construction works by testing it on
a = 0.5, for which the exact value is v/0.5 = 0.70710678118655. Note
the number of arithmetic operations required by your function during
each iteration.

Solution: You should get

x(2? + 3a)
) = e
(b) Repeat the above for Super Halley, obtaining the iteration x,; =
Gsnu(x,,) for as simple a Gsp as possible.

Solution: You should get

(@) 6az? + 3a? — z*
rH)=—
gsH Saz

. Recall that in § 3.7 we were able to restrict our attention to values in the interval
[1.1], and therefore construct an initial guess by linear interpolation. Modify
your codes from the above problem to reflect this, and use them to approximate
Vva for a = 0.3,0.6, and 0.9. In addition, write a code that uses Newton’s
method (or simply use your code from §3.7), and test it on the same values of
a. Which method achieves full accuracy (as measured by MATLAB’s sqrt
function) in the fewest operations for each a?

. Modify your codes to step from a = 0.25 to a = 1 in increments of 0.001,
finding +/a for each a using each of the three methods. Thus you will first find
v/0.25, then /0.251, etc., all the way to a = 1.00. What is the average number
of operations used by each method to obtain full accuracy, as measured by the
flops command?
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5. Repeat the above using some of the alternate initial value generators from
Problems 6, 7, and 8 of §3.7.

6. This is more of an essay-type question: As part of your job, you are going to
be given a series of difficult root-finding problems that require highly accurate
solutions. Of all the methods we have studied in this chapter, including the new
methods in this section, which one would you choose? Justify your answer.

7. Think about combining one of these high-order methods with a global method
as we did in §3.11.5. Can you design an algorithm that is better (faster, more
efficient) than the one in that section?

<Joo o>



CHAPTER 4

INTERPOLATION AND
APPROXIMATION

4.1 LAGRANGE INTERPOLATION

Exercises:
1. Find the polynomial of degree 2 that interpolates at the datapoints xog = 0,
yo =1, 21 =1, y1 = 2, and x5 = 4, y2 = 2. You should get p2(t) =
—itP 3+ 1

Solution:

p2(t) = Lo(t)yo + L1(t)y1 + La(t)y2

t—xz)(t—x t—x9)(t—x t—xo)(t —x
(0-1)(0—4) (1-0)(1-4) (4-0)4-1)
_=DE-4 2t-00-4 (-0F-1)
B 4 3 6
1 5
= ——t* 4+ t+1.
4 + 4 +
Solutions Manual to Accompany An Introduction to Numerical Methods and Analysis, 117

Second Edition. By James F. Epperson
Copyright (© 2013 John Wiley & Sons, Inc.
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2. Find the polynomial of degree 2 that interpolates to y = x> at the nodes 2o = 0,

ry = 1, and x5 = 2. Plot y = 2 and the interpolating polynomial over the
interval [0, 2].

Solution:

p2(t) = Lo(t)yo + L1(t)y1 + La(t)ye
B (t—x1)(t — x2) (t —x0)(t — z2) (t —x0)(t —z1)
= o-no-3 Vo= W eooe-n ©

3t2 — 2t

3. Construct the quadratic polynomial that interpolates to y = 1/« at the nodes
To = 1/2, T = 3/4, al’ldl‘g =1.

Solution:

p2(t) = Lo(t)yo + L1(t)y1 + La(t)y2

o =3/9-1) @) + (t—=1/2)(t-1)

(1/2—3/4)(1/2—1) (3/4—1)(3/4—1/2)
(t—1/2)(t —3/4)

st

(8/3)t* — 6t + (13/3).

(4/3)

4. Construct the quadratic polynomial that interpolates to y = /x at the nodes
xg=1/4, 21 =9/16, and x5 = 1.

Solution:

p2(t) = Lo(t)yo + L1(t)yr + La(t)y2
o (t*IEl)(t*IEQ)
© (1/4-9/16)(1/4 — 1) (1/2) +
(t —20)(t — x1)

a—1/n0 =916
= (—32/105)t* + (22/21)t + (9/35).

(t — 20)(t — x2)
(9/16 — 1;4)(9/16 — /%)

5. For each function listed below, construct the Lagrange interpolating polynomial
for the set of nodes specified. Plot both the function and the interpolating
polynomial, and also the error, on the interval defined by the nodes.

(@) f(z)=Ilnz,z; =1, %,2;

(b) f(z) = >, 2;=0,1,4;

(C) f(x) = 10g2 T, T; = 172a4’
(2)

(d) f(x) =sinmz, x; = —1,0,1.
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Solution:
(a) pg(x) = — 23556607222 + 1.39984540x — 1.164279325;
(b) pa(z) = (Tx — 2°)/6;
(©) pa(x) = —(1/6)2” + (3/2)x — (4/3);
(d) p2(z) = 0.

. Find the polynomial of degree 3 that interpolates y = x* at the nodes z = 0,
1 = 1, o = 2, and 23 = 3. (Simplify your interpolating polynomial as
much as possible.) Hint: this is easy if you think about the implications of the
uniqueness of the interpolating polynomial.

Solution: You should get p3(z) = 2?; interpolation to a polynomial repro-
duces the polynomial if enough nodes are used.

. Construct the Lagrange interpolating polynomial to the function f(z) = 22 +
2z, using the nodes x9 = 0, z1 = 1, xo = —2. Repeat, using the nodes
zo9 = 2,1 = 1, zo = —1. (For both sets of nodes, simplify your interpolating
polynomial as much as possible.) Comment on your results, especially in light
of the uniqueness part of Theorem 4.1, and then write down the interpolating
polynomial for interpolating to f(z) = 22 + 222 + 3z + 1 at the nodes ¢ = 0,
1 =1,20 =2, 23 =3, x4 = 4, and x5 = 5. Hint: You should be able to do
this last part without doing any computations.

Solution: In all three cases the interpolating polynomial will be identical to
the original polynomial.

. Let f be a polynomial of degree < n, and let p,, be a polynomial interpolant
to f, at the n + 1 distinct nodes xg, 21, . . ., Z,. Prove that p, () = f(x) for
all z, i.e., that interpolating to a polynomial will reproduce the polynomial, if
you use enough nodes. Hint: Consider the uniqueness part of Theorem 4.1.

Solution: Let ¢q(z) = f(z) — pn(x). Since both f and p,, are polynomials
of degree < n, so is ¢. But ¢(xx) = 0 for the n + 1 nodes xj,. The only way a
polynomial of degree < n can have n + 1 roots is if it is identically zero, hence
f(x) = pp(z) for all x.

. Let p be a polynomial of degree < n. Use the uniqueness of the interpolating
polynomial to show that we can write

n

plx) = > LY (2)p(x;)

=0

for any distinct set of nodes xg, x1, ..., x,. Hint: See the previous problem.
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Solution: Define

-3 L (@)p(x
1=0

Since everything on the right side is a polynomial of degree < n, so is ¢. But,
again, g(zy) = 0 for the n 4+ 1 nodes x, therefore ¢(x) = 0 for all z, which
proves the desired result.

Show that
3L () =
1=0

for any set of distinct nodes xx, 0 < k < n. Hint: This does not require any
computation with the sum, but rather a perceptive choice of polynomial p in
the previous problem.

Solution: Let p(z) = 1, and note that this is a polynomial of degree 0. By
the previous problem, we have that

1=p(x) = ZL(H) ZL M) (g

=0

and we are done.

JooeoD

4.2 NEWTON INTERPOLATION AND DIVIDED DIFFERENCES
Exercises:
1. Construct the polynomial of degree 3 that interpolates to the data ¢y = 1,
Yo = 1, T = 2, Y1 = 1/2, Tg = 4, Yo = 1/4, and xr3 = 3, Ys = 1/3 You
should get p(t) = (50 — 35¢ + 10t% — ¢3)/24.
Solution: The divided difference coefficients are 1, —1/2, 1/8, and —1/24,
so the polynomial is
p(t) =1-(1/2)(x=1)+(1/8)(z —1)(z—2) — (1/24)(z — 1) (z - 2)(z — 4),
which simplifies as indicated.
2. For each function listed below, use divided difference tables to construct the

Newton interpolating polynomial for the set of nodes specified. Plot both the
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function and the interpolating polynomial, and also the error, on the interval
defined by the nodes.

@ f(r)=va, 2, =014

Solution: The divided difference coefficients are ag = 0, a; = 1, and
a9 = —1/6

®) f(z)=lnz,z;, =1 3 9.

)
(©) f(z) =sinmz, x; =0, %7 %7 %7 1;
)

@ f(x)=logym, x; =1,2,4;

Solution: The divided difference coefficients are ag = 0, a; = 1, and
as = 1/6, so the polynomial is

p(t) =0+ (1)(z —1) + (1/6)(z — 1)(z - 2),
which simplifies to
p(t) = (1/6)(z* + 3z — 4).
(e) f(zx) =sin7z, z; = —1,0,1.

. Let f(x) = e®. Define p, () to be the Newton interpolating polynomial for
f(zx), using n + 1 equally spaced nodes on the interval [—1,1]. Thus we are
taking higher and higher degree polynomial approximations to the exponential
function. Write a program that computes p,,(x) for n = 2,4, 8,16, 32, and
which samples the error f(z) — p,, () at 501 equally spaced points on [—1, 1].
Record the maximum error as found by the sampling, as a function of n, i.e.,
define F,, as

E, = tr) — pPn(t
0§f22§00|f(k) Pn(tr)]

where t;, = —1 + 2k/500, and plot E,, vs. n.
Solution: Using MATLAB on a low-end personal computer, the author got

E, = 7.8525e—2, Ey=11244e—3, Es=5.8000e — 8,
Eig = 1.5321e — 14, B3, = 3.6471e — 10.

Note that the error started to actually increase as we added more nodes. This
is explained, in part, by the material in Section 4.11.1.

. In §3.7 we used linear interpolation to construct an initial guess for Newton’s
method as a means of approximating 1/a. Construct the quadratic polynomial
that interpolates the square root function at the nodes xy = i, r1 = %, To = 1.
Plot the error between p; and /z over the interval [§,1] and try to estimate
the worst error. What impact will this have on the use of Newton’s method for

finding \/a?
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Solution: The polynomial is

(t) = B 0

PU=73" Ta1" " 105

The worst absolute error, | Vi— p(t)], appears to be, from looking at a plot, about
0.01. This is significantly smaller than the error due to linear interpolation, so
the Newton iteration for computing +/a will converge faster. See some of the
exercises in Section 3.7.

. Prove Corollary 4.1.

Solution: A straight-forward inductive argument works.

. Write and test a computer code that takes a given set of nodes, function

values, and corresponding divided difference coefficients, and computes new
divided difference coefficients for new nodes and function values. Test it by
recursively computing interpolating polynomials that approximate f(x) = e®
on the interval [0, 1].

Solution: A set of MATLAB scripts that accomplish this are given below.
The first script (polyterp) is the“main program.” The second one (divdif)
computes divided difference coefficients. The third one (intval) evaluates an
interpolating polynomial from nodal data and divided difference coefficients.

)
n
m

input (’Initial degree? ’);
input (’Maximum degree? ’);
np =n + 1;
mp =m + 1;

)

xn = [0:n]/n
yn = exp(xn);
x = [0:500]/500;

a = divdif (xn,yn);

y intval(x,xn,a);
figure(1)

plot(x,y)

figure(2)

plot(x,y - exp(x));
max(abs(y - exp(x)))
A

for k=np:mp
xx = input(’New node value? ’);
yy = exp(xx);
pnr = intval(xx,xn,a);

W = XX - Xn;
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w = prod(w);
xn = [xn xx];
yn = [yn yyl;
aa = (yy - pn)/w;

a = [a aal;

y = intval(x,xn,a);

max (abs(y - exp(x)))

check = sum(abs(yn - intval(xn,xn,a)))
end

Tl Tototo o oo ToToToo o o oo ToToTo o o o o o ToTo oo o o o fo ToFo o fo o o o

function a = divdif (x,y)
n = length(x)-1;
a=y;
for i=1:n
for j=n:(-1):i
a(j+1) = (a(j+1) - a(§))/x(G+1) - x(G-i+1));
end
end

ToToToToo o oo ToToToo o o o o ToTo oo fo o o o o To oo o o o o o To o fo o o o

function y = intval(x,xx,d)

A

% evaluates polynomial using divided difference
% coefficients d, and interpolation data xx
h

m = length(x);

n = length(d);

%
d(n)*ones(1,m);
for i=(n-1):(-1):1
y = d(i) + (x - xx(i)*ones(1,m)).*y;

<
I

end

7. In 1973, the horse Secretariat became the first (and, so far, only) winner of
the Kentucky Derby to finish the race in less than two minutes, running the
1% mile distance in 1 : 59.4 seconds*. Remarkably, he ran each quarter mile
faster than the previous one, as the following table of data shows. Here ¢ is the
elapsed time (in seconds) since the race began and z is the distance (in miles)
that Secretariat has travelled.

“During the final preparation of the First Edition of the text, in May, 2001, the horse Monarchos won the
Kentucky Derby in a time of 1 : 59.8 seconds, becoming the second winner of the race to finish in less
than two minutes. Ironically, the only other horse to run the Derby in less than two minutes was Sham,
who finished second to Secretariat.
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Table 4.1 Data for Problem 7.

z | 00]025| 050|075 | 1.00 | 1.25 ‘
t | 00| 250|494 | 73.0 | 96.4 119.4‘

(a) Find the cubic polynomial that interpolates this data at z = 0,1/2,
3/4,5/4.

Solution:

T(z) = ps(x) = 2.986666666 2° — 9.599999999 2 + 102.8533333 =

(b) Use this polynomial to estimate Secretariat’s speed at the finish of the
race, by finding p5(5/4).

Solution: We need to use a little calculus here. We have ¢t = P5(z), but the

speed of the horse comes from computing dx/dt, not dt/dx. But we
know that

dx 1

gy T dt
dt o=

so the speed of the horse at = 5/4 is given by

1
S = ———— =.1076967261e — 1.
p3(5/4)

Unfortunately, this is in miles per second and we wanted miles per hour.
To convert, we simply multiply by 3600 seconds per hour to get

S = 38.77082140.

(c) Find the quintic polynomial that interpolates the entire dataset.

Solution:

ps(r) = —13.653333332° + 42.66666667 x* — 44.80000001 z*
+ 13.33333333 27 + 98.85333333 z.

(d) Use the quintic polynomial to estimate Secretariat’s speed at the finish
line.

Solution: This time we get S = 40.51620641 miles per hour.

8. The datain Table 4.2 (Table 4.7 in the text) gives the actual thermal conductivity
data for the element mercury. Use Newton interpolation and the data for
300° K, 500° K, and 700° K to construct a quadratic interpolate for this data.
How well does it predict the values at 400K and 600K ?
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Table 4.2 Data for Problem 8.

Temperature (° K), u

300 400

500

600

700

Conductivity (watts/cm ° K), k

0.084 | 0.098

0.109

0.12

0.127

Solution: The polynomial is

p2(T) = —0.0000000875 T + 0.000195 T + 0.033375.

125

Since p3(400) = .97375e — 1 and p3(600) = .118875 it is apparent that the

interpolating polynomial does a good job of matching the data.

. The gamma function, denoted by I'(z), is an important special function in
probability, combinatorics, and other areas of applied mathematics. Because it
can be shown that I'(n 4 1) = n!, the gamma function is considered a general-
ization of the factorial function to non-integer arguments. Table 4.3 (Table 4.8
in the text) gives the values of I'(z) on the interval [1, 2]. Use these to construct
the fifth degree polynomial based on the nodes z = 1,1.2,1.4,1.6,1.8, 2.0,
and then use this polynomial to estimate the valuesatx = 1.1,1.3,1.5,1.7,1.9.
Plot your polynomial and compare it to the intrinsic gamma function on your

computing system or calculator.

Table 4.3 Table of I'(x) values.

x I'(x)
1.00 | 1.0000000000
1.10 | 0.9513507699
1.20 | 0.9181687424
1.30 | 0.8974706963
140 | 0.8872638175
1.50 | 0.8862269255
1.60 | 0.8935153493
1.70 | 0.9086387329
1.80 | 0.9313837710
1.90 | 0.9617658319
2.00 | 1.0000000000
Solution: We get
ps = —.092703776052° + 8632574013z — 3.1998467102>

+6.28712322827 — 6.537486675x + 3.679656532.
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and

p5(1.1) = .951439127, ps5(1.3) = .897445725, p5(1.5) = .886242424,
ps(1.7) = .908619509, p5(1.9) = .961817632,

which is pretty good agreement.

The error function, which we saw briefly in Chapters 1 and 2, is another impor-
tant special function in applied mathematics, with applications to probability
theory and the solution of heat conduction problems. The formal definition of
the error function is as follows.

2 T
erf(z) = ﬁ/o et dt.

Table 4.4 (Table 4.9 in the text) gives values of erf(x) in increments of 0.1,
over the interval [0, 1].

Table 4.4 Table of erf(x) values for Problem 10.

x erf(z)
0.0 | 0.00000000000000
0.1 | 0.11246291601828
0.2 | 0.22270258921048
0.3 | 0.32862675945913
0.4 | 0.42839235504667
0.5 | 0.52049987781305
0.6 | 0.60385609084793
0.7 | 0.67780119383742
0.8 | 0.74210096470766
0.9 | 0.79690821242283
1.0 | 0.84270079294971

(a) Construct the quadratic interpolating polynomial to the error function
using the data at the nodes 9 = 0, ;1 = 0.5, and 22 = 1.0. Plot
the polynomial and the data in the table and comment on the observed
accuracy.

Solution: The divided difference coefficients are
ag =0, a; =1.0410e+0, ay = —3.9660e — 1

and the plot of the interpolating polynomial is given in Figure 4.1. This
is very good agreement.
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o L L L L L L L L L

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Figure 4.1 Solution plot for Exercise 4.2.11a.

(b) Repeat the above, but this time construct the cubic interpolating polyno-
mial using the nodes zg = 0.0, x2 = 0.3, x2 = 0.7, and z3 = 1.0.

Solution: The divided difference coefficients are

a0=0,

a; = 1.0954e+0, ap = —3.1784e—1, a3z = —1.4398e—1

and the plot of the interpolating polynomial is given in Figure 4.2. This
is slightly better than in (a).

0.9

0.1

L L L L L L L L L
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Figure 4.2 Solution plot for Exercise 4.2.11b.
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11. As steam is heated up, the pressure it generates is increased. Over the temper-
ature range [220, 300] (degrees Fahrenheit) the pressure, in pounds per square
inch, is given in Table 4.5.5 (This is Table 4.10 in the text.)

Table 4.5 Temperature-pressure values for steam; Problem 11

T 220 230 240 250 260 270 280 290 300
P | 17.188 | 20.78 | 24.97 | 29.82 | 3542 | 41.85 | 49.18 | 57.53 | 66.98

(a) Construct the quadratic interpolating polynomial to this data at the nodes
Ty = 220, T} = 260, and T> = 300. Plot the polynomial and the data in
the table and comment on the observed accuracy.

Solution: The divided difference coefficients are
ag = 17.1880, a; = 0.4558, ao = 0.0042

and the plot of the interpolating polynomial is given in Figure 4.3. This
is very good agreement.

L L L L L L L
220 230 240 250 260 270 280 290 300

Figure 4.3 Solution plot for Exercise 4.2.11a.

(b) Repeat the above, but this time construct the quartic interpolating poly-
nomial using the nodes Ty = 220, T7 = 240, T = 260, T5 = 280, and
T, = 300.

STaken from tables in Introduction to Thermodynamics: Classical and Statistical, by Sonntag and Van
Wylen, John Wiley & Sons, New York, 1971.
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Solution: The divided difference coefficients are

ag = 1.7188e+1, a; =3.8910e — 1, as = 3.3350e — 3,
ag = 1.3375e —5, a4 =2.2917e — 8

and the plot of the interpolating polynomial is given in Figure 4.4.

70

60

50

40

301

201

Figure 4.4 Solution plot for Exercise 4.2.11b.

(c) Which of the two polynomials would you think is best to use to get values
for P(T) that are not on the table?

Solution: Both plots look very good, actually.

12. Similar data for gaseous ammonia is given in Table 4.6 (Table 4.11 in the text).

Table 4.6 Temperature-pressure values for gaseous ammonia; Problem 12

T 0 5 10 15 20 25 30 35 40
P | 3042 | 3427 | 38.51 | 43.14 | 48.21 | 53.73 | 59.74 | 66.26 | 73.32

(a) Construct the quadratic interpolating polynomial to this data at the nodes
To = 0,71 = 20, and T5 = 40. Plot the polynomial and the data in the
table and comment on the observed accuracy.

Solution: The divided difference coefficients are

ap = 3.0420e + 1, a; =8.8950e — 1, az = 9.1500e — 3.

(b) Repeat the above, but this time construct the quartic interpolating poly-
nomial using the nodes Ty = 0, 71 = 10, 175 = 20, 75 = 30, and
T, = 40.
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Solution: The divided difference coefficients are

aop 3.0420e + 1, a; = 8.0900e — 1, az = 8.0500e — 3, a3z = 3.6667¢ — 5,

as = 1.7279e — 20

(c) Which of the two polynomials would you think is best to use to get values
for P(T') that are not on the table?

13. In Problem 8 of §3.1 and Problem 8 of §3.8 we looked at the motion of
a liquid/solid interface under a simplified model of the physics involved, in
which the interface moved according to

=28Vt

for 3 = a/vk. Here k is a material property and « is the root of f(z) =
b= — zerf (z), where 0 also depends on material properties. Figure 4.5
shows a plot of « vs. log; 6, based on finding the root of f(z). Some of the
data used to create this curve is given in Table 4.7 (Table 4.12 in the text).

315

0.5

0
log, 6

Figure 4.5 Figure for Problem 13.

(a) Use the data at the nodes {—6, —4, —2,0,2,4,6} to construct an inter-
polating polynomial for this table. Plot the polynomial and compare to
the actual graph in Figure 4.5. Use the polynomial to compute values at
log,, 0 = —5,—3,...,3,5. How do these compare to the actual values
from the table?
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Table 4.7 Data for Problem 13.

log,, 0 e

-6.0000 | 0.944138E-03
-5.0000 | 0.298500E-02
-4.0000 | 0.941277E-02
-3.0000 | 0.297451E-01
-2.0000 | 0.938511E-01
-1.0000 | 0.289450E+00
0.0000 | 0.767736E+00
1.0000 | 0.141492E+01
2.0000 | 0.198151E+01
3.0000 | 0.245183E+01
4.0000 | 0.285669E+01
5.0000 | 0.321632E+01
6.0000 | 0.354269E+01

Solution: The divided difference coefficients are

ap = 9.4414e—4, a; = 4.2343e—3, ap = 9.4962¢—3, a3 = 1.0697e—2,

as = —1.4662¢ — 3, a5 = —6.9243e — 5, ag = 4.6066e — 5

We get pg(z) = .0001600° +.00066298z° — .007638z* — .0320423 +
0954822 + 5895z + .7677, for z = log,, 0.

(b) Compute the higher-degree Newton polynomial based on the entire table
of data. Plot this polynomial and compare it to the one generated using
only part of the data.

Solution: Figure 4.6 shows the nodes and both interpolating polynomials.
Note that the interpolations have much more “wiggle” to them than is
present in the raw data.

14. Write a computer program to construct the Newton interpolating polynomial
to f(x) = v/z using equally spaced nodes on the interval [0, 1]. Plot the error
f(z) — pn(z) for n = 4, 8,16 and comment on what you get.

Solution: Figure 4.7 shows the three error plots. Note the large “spike” in the error
near z = (. Section 4.3 will explain why this occurs.

<ooeo
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-0.5,

Figure 4.6 Solution plot for Exercise 4.2.13.
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-0.01
0 0.5 1

Figure 4.7 Solution plot for Exercise 4.2.14.

4.3 INTERPOLATION ERROR

Exercises:

1. Whatis the error in quadratic interpolation to f (z) = 1/, using equally spaced
nodes on the interval [, 1]?
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Solution: We have
1

_ < 3 —5/2
|f(z) —po(x)] < 9\f( /8) terqgl]l(?)/&t |
- 81 x 4°/2 = 4059494081e — 1
N 9{ 4096 N '

. Repeat the above for f(z) = 2z~ !on [3,1].

Solution: We have

[f(x) = pa()| (1/4)° max 627"

9f €[1/2,1]

1
= X 6 x 16 = .9622504490¢ — 1.
9{

. Repeat the previous two problems, using cubic interpolation.

IN

Solution: This time we have
1

_ < —(1/4)4 15/16)x~"/?
IV —ps(z)] < 24(/)t€r§3i<l]l( /16)z™ "7
1 L 15
= 51 % 355 X 16 ¥4 .1953125¢ — 1
and
2 —ps(2)| < i(1/6) max [2427%) = — Lol 04%32 — 246913580261,
b3 24 telly/2.1] 24”362 -

. Show that the error in third degree polynomial interpolation satisfies

1
1f = pslloo < 57 h* 1Yl

if the nodes g, z1, x2, x3 are equally spaced, with z; — z;_; = h. Hint: Use
the change of variable t = x — z; — 1h.

Solution: We have

1)~ pate) = U e,

for some value £, in the interval defined by the nodes and . Therefore
1
— o < — max |wy(x (4)00’
17 =polloe < gz max_fun(@)][17)]

where we have assumed the nodes are ordered zg < 1 < zo < x3. The
change of variable reduces

W = max |ws(z)]
z€[z0,23]
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to

W= (2 = 9h? /4)(1* — h? /4)]

max
te[—3h/2,3h/2]

and ordinary calculus shows that W = h*.

. Show that the error in polynomial interpolation using six equally spaced points

(quintic interpolation) satisfies

If = pslloo < CRE|F O 00

where C' =~ 0.0235. Hint: See previous problem.

Solution: The basic outline from the previous exercise shows us that
1
— max
720 te[-5n/2,5n/2]
(82 = 2502 /4) (% = 9h2 /4)(* — b /4)[[|F O |-

Hf*p{i”oo <

Applying ordinary calculus to the problem of finding

W= 2 — 2502 /4) (12 — 9h2/4)(t2 — h2 /4
te[ffgzl%,(sh/z]'( /4)( /4)( /4)]

shows that W = 16.90089433h°, thus C' = 16.90089433 /720 = 0.0235.

. Generalize the derivation of the error bound (4.12) for quadratic interpolation

to the case where the nodes are not equally spaced. Take x; — x¢9 = h and
r9 — x1 = Oh for some 6 > 0.

Solution: The issue is obtaining an upper bound for
wa(2)| = [(x = zo) (2 — 21)].

Ordinary calculus, coupled with the same kind of variable shift as used in the
text, can be used to show that

w2 ()] < (h*/27)g(0),

9(0) = —(0-2+ Ve —0+1) (0414 —0+1)
x (20-1-VeZ—0+1)
for 6 € [0,1/2], and
g0) = —(9-2-ve—0+1) (6+1-Vor-0+1)
x(29—1+\/m>
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for 6 € [1/2,1].

This looks messy, but the graph of g shows a simple V-shaped curve, ranging
from 4 at & = 0 to slightly more than 1 at ¢ = 1/2, and then back up as 0
continues to increase.

. Apply your result for the previous problem to the error in quadratic interpolation
to f(z) = /= using the nodes z¢ = 1, z1 = &, and 25 = 1.

Solution: We have that h = z1 — z9 = 5/16, and § = 7/5. Thus the error
is bounded according to

Vo —pa(2)] < (h3/27)g(9)tlen[g>§]|(—1/4)t’3/2\

(5/16)3 x (1/27) x 6.488878750 x (1/4) x 43/2
= .1466850846¢ — 1.

. If we want to use a table of exponential values to interpolate the exponential
function on the interval [—1, 1], how many points are needed to guarantee 10~°
accuracy with linear interpolation? Quadratic interpolation?

Solution: We have, for the linear case,
1 = palloc < <h201 "]l = SH?

Therefore we get 1076 accuracy when h < .1715527770e — 2, which implies
n > 1166 points on the interval [—1, 1].

For the quadratic case, we have

1 e
1 = Pl < =2 oo = =21

9v3 V3
Therefore we get 1075 accuracy when h < .1789930706e — 1, which implies
n > 112 points.

. If we want to use a table of values to interpolate the error function on the
interval [0, 5], how many points are needed to get 10~ accuracy using linear
interpolation? Quadratic interpolation? Would it make sense to use one grid
spacing on, say, [0, 1], and another one on [1, 5]? Explain.

Solution: For the linear case, we have

1 h?
— <*h2 " o = ——
1 = palloe < GRS e = o

Therefore we get 10~% accuracy when h < .1882792528e — 2, which implies
n > 2656 points on the interval [0, 5]

(1).
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For the quadratic case, we have

” _2.256758334h°

Therefore we get 10-6 accuracy when h < .1904463677e — 1, which implies
n > 263 points on the interval [0, 5]

i

h3

Breaking the table up into two regions [0, 1] and [1, 5] makes sense because the
error function is nearly flat for large arguments, and so we can get away with
amuch larger h on [1, 5] and probably many fewer overall points.

If we want to use a table of values to interpolate the sine function on the interval
[0, 7], how many points are needed for 10~6 accuracy with linear interpolation?
Quadratic interpolation? Cubic interpolation?

Solution: We get n > 1111 for the linear case, n > 144 for the quadratic
case, n > 45 for the cubic case.

Let’s return to the computation of the natural logarithm. Consider a computer
which stores numbers in the form z = f - 28 where % < f < 1. We want
to consider using this, in conjunction with interpolation ideas, to compute the
natural logarithm function.

(a) Using piecewise linear interpolation over a grid of equally spaced points,
how many table entries would be required to accurately approximate In z
to within 10714?

(b) Repeat the above, using piecewise quadratic interpolation.

(c) Repeat it again, using piecewise cubic interpolation.

Explain, in a brief essay, the importance here of restricting the domain of 2 to
the interval [, 1].

Solution: For the linear case, we have

_ < 2 . 2] _ 12
|Inz —pi(z)| < (1/8)h téﬁ%‘,u| 1/t7| = h7/2,

so we need h < .1414213562e — 6 and hence n > 3535533.907 points. For
the quadratic case, we have

[lnz = pa(o)| < (1/(OVEDAY max [2/°] = 165°/(9V3)
€ ,
so we need h < .2135802307e — 4 and hence n > 23410.40640 points.
Finally, for the cubic case, we have

[Inz — ps(z)| < (1/24)]14 max | — 6/t4| = 96h4/24 =4h*
te1/2,1]
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so we need h < .2236067977e — 3 and hence n > 2236.067978 points.

Assume that, for any real c,

Use this to prove that, if p,, is the polynomial interpolate to f(z) = sinz on
the interval [a, b], using any distribution of distinct nodes z, 0 < k < n, then
Ilf — Pnlloc — 0 asn — oo. Hint: Can we justify |w,(x)| < ¢"*! for some
c?

Solution: We have

1 = pulloe < Nnlloe  pnpnyy o Nevnlleo

(n+1)! ~ (n+ 1)V
but
Wy ||eo = max T — x| < b—al=(b—a)"*tl.
e = g T 1o =0l < T[ 1o=al = )
Therefore,
b—a n+1
1 = palloe < 20 i,

(n+1)!

according to the assumed hypothesis.

Can you repeat the above for f(x) = e*? Why/why not?

Solution: A similar argument will work for the exponential function, since
the derivative term is again bounded by a constant.

Define the norms

[flloo = max |f(z)|

z€0,1]

i = ([ rear)

Compute || f||oo and || f]|2 for the following list of functions:

and
1/2

(a) sinnmz, n integer;
() e7**,a > 0;
(c) \/:Ee_“"”Q, a>0;
Solution: If a > 1/4 then || f|lc = (V2/2)e~/4a=1/%;if a < 1/4, then
1flleo = e~ Ifll2 = (1/2)y/(1 = e2%) /a.
@ 1/vVI+a.
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Solution: ||f|lcc = 1, || f]l2 = .9101797207.

15. Define
1—nz, 0<z< %;
foy={ T 1LY
Show that
lim || f5(2)]lec =
but

T || (22 = 0.
Hint: Draw a graph of f,, ().
Solution: This can be done by direct computation but a graph of f,, is
revealing. It shows that max | f,,| = 1 for all n, but the support of | f,,| goes to
zero, thus forcing the integral norm to vanish while the pointwise norm remains
at 1.
16. Show that
b
7o = [ 17(@)do

defines a function norm.

Solution: We have, for any constant ¢,

b b
leflhos = / lef (2)ldz = |¢ / F(@)ldz = lel[l 11 s

and

b b b
1f + 9l ey = /If($)+g(fv)|dfv§/ \f(x)lder/ l9(x)|dz

= s

1,1a.6) + 1911 [a,)-

This establishes two of the three conditions. To establish the remaining condi-
tion requires an argument to the effect that the integral of the absolute value of
anon-zero function must be greater than zero. Doing this precisely is probably
beyond the analysis skills of most students, but good students ought to be able
to construct a reasonable argument.

Joo o>
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4.4 APPLICATION: MULLER’S METHOD AND INVERSE QUADRATIC
INTERPOLATION
Exercises:

1. Do three steps of Muller’s method for f(z) = 2 — e®, using the initial points
0,1/2, 1. Make sure you reproduce the values in the table in the text.

2. Repeat the above for inverse quadratic interpolation.
Solution: We get z3 = .7087486790, x4 = .692849951, x5 = .692849951.

3. Let f(x) = 25 — 2 — 1; show that this has a root on the interval [0, 2] and do
three steps of Muller’s method using the ends of the interval plus the midpoint
as the initial values.
Solution: f(0) = —1 and f(2) = 61, so a root exists on [0,2]. We get
x3 = 1.0313, z4 = 1.1032, x5 = 1.1258.

4. Repeat the above using inverse quadratic interpolation.
Solution: Wegetxz; = 1.017357687, 24 = 1.032876088, x5 = 1.174008963.

5. Let f(z) = e and consider the nodes g = —1, 1 = 0, and 23 = 1. Let
p2 be the quadratic polynomial that interpolates f at these nodes, and let g
be the quadratic polynomial (in y) that inverse interpolates f at these nodes.
Construct p(z) and ¢2(y) and plot both, together with f(z).
Solution:

pa(z) = 0.543080635 2% + 1.175201193 2 + 1.0
¢2(y) = —0.4254590638 4> + 2.163953414 y — 1.738494350

6. Repeat the above using f(x) = sinma and the nodes zp = 0, x; = %, and
o = %
Solution: We get po(7) = —3.3137085022 + 3.656854248x, q2 (x) = y2/2.

7. Show that the formulas (4.15) and (4.16) for the divided-difference coefficients
in Muller’s Method (4.14) are correct.
Solution: Direct computation.

8. Show that the formulas (4.17) and (4.18) for the coefficients in inverse quadratic

interpolation are correct.

Solution: Direct computation.
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Apply Muller’s method and inverse quadratic interpolation to the functions in
Exercise 3 of §3.1, and compare your results to those obtained with Newton’s
method and/or the secant method.

Solution: See Table 4.8 for the Muller’s method results.

Table 4.8 Solutions to Exercise 4.4.9

n| fl)=2>-2z+5 flx)=¢e"—-2 flz) =2 —sinz
1 2.00000000000000 | 0.68725936775341 | 0.87590056539793
2 2.09020134845606 | 0.69308784769077 | 0.87670226627220
3 2.09451837842307 0.69314716126932 | 0.87672621454247
4 2.09455148276226 | 0.69314718055995 | 0.87672621539506
5 2.09455148154233 0.69314718055995 | 0.87672621539506

Refer back to the discussion of the error estimate for the secant method in
Section 3.10.3. Adapt this argument to derive an error estimate for Muller’s
method.

Solution:

Muller’s method is based on finding the exact root of a quadratic polyno-
mial which interpolates the original function f. Let m be this interpolating
polynomial, so that we have

m(z) = f(xn) + a1(x — ) + as(z — z,) (@ — 2p_1)

where a; and ao are divided difference coefficients and the next iterate is
defined by solving 0 = m(z,+1). Then the quadratic interpolation error
estimate implies that

1

(@) =m(z) = o(2 = @n)(@ = 2n1)(@ = 2n2) " (€n)

for all x; here &, is in the interval defined by x,,, 5, —1,Z,—2, and a.. Setx = «
so that we have

£(@) = m(a) = 5@ =)o = ra-)(@ — w02 (6)
But f(a) = 0 so we have
—Zn) (= 2p1)(a — $n72>fm(§n)

On the other hand we know that m(z,,4+1) = 0, so we can substitute this in to
get

M i1) — m(@) = (o~ 22)(a — )@~ 202 (E).
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The Mean Value Theorem then implies that there exists a value 7,, between «
and x,, 41 such that m(z,4+1) — m(a) = m/(n,)(n41 — @); therefore,

) s — @) = gl = 2a)(@ = 20-1)(0 = 50-2)f(€0)

or

To really tidy up the final result we need to relate m’(n,,) to f’.

<{ooeoD

4.5 APPLICATION: MORE APPROXIMATIONS TO THE DERIVATIVE

Exercises:

1. Apply the derivative approximations (4.21) and (4.23) to the approximation of
f'(z) for f(z) = a3 + 1forz =land h = 3.

Solution: Using both of (4.21) and (4.23) we get

f/(z) =~ 2.968750000

2. Apply the derivative approximations (4.21) and (4.23) to the same set of func-
tions as in Exercise 3 of Section 2.2, using a decreasing sequence of mesh
values, h~! = 2,4,8,.... Do we achieve the expected rate of accuracy as h
decreases?

3. Derive a version of (4.24) under the assumption that x1 —x¢y = h,butzs —x; =
1 = Oh for some real, positive, §. Be sure to include the error estimate as part
of your work, and confirm that when § = 1 you get the same results as in the

text.
Solution:
fl(xo) _ —9(2 + G)f(a?o) +9((11++209);1|— 0 )f(lUl) - f(l?) +é(1+9)h2fﬁl(f)

4. Repeat the above for (4.25).

Solution:

f@) = (=n/(h(h+m))f(xo) = ((h—mn)/(hn)) f (1) + (h/(n(h +n))) f (22)
(hn/6) " (&)
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5. Repeat the above for (4.26).

4.6

Solution:

0% f(x0) — (14260 +0%) f(21) + (20 + 1) f (22)

f(w2) = 9(1+0)h

I+

Use the derivative approximations from this section to construct a table of
values for the derivative of the gamma function, based on the data in Table 4.3
(Table 4.8 in the text).

Solution: I"(1) ~ —.5638283100, I (1.5) ~ .3125765900¢ — 1, I(2) ~
14216022150.

. Try to extend the ideas of this section to construct an approximation to f”(zy).

Is it possible? What happens?
Solution: You can’t eliminate all the terms that depend on the derivative with

respect to x of &,.

<Joeoeo]

HERMITE INTERPOLATION

Exercises:

1. Show that Hs, as defined in (4.28), is the cubic Hermite interpolate to f at the

nodes x = a and z = b.
Solution: Clearly Hy(a) = f(a) and H(a) = f’(a). In addition,
Hy(b) = f(a)+f'(a)(b—a)+(A=f'(a))(b—a) = f(a)+ A(b—a) = f(b),
and
Hy(b) = f'(a)+2B(b—a)+ D(b—a)*= f'(a) + 24 —2f'(a)
+ (C—-B)(b-a)
= fl(a) +24=2f(a) + [(f'(b) = A) — (A= f'(a))]
= flla)=2f'(a)+ f'(a) + 24 =24+ f'(D)
= f').
H, is a cubic polynomial and it reproduces the function and derivative values

at the nodes. Therefore, by the uniqueness part of Theorem 4.4, Hy must be
the Hermite interpolant.
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. Construct the cubic Hermite interpolate to f(z) = sin « using the nodes a = 0
and b = 7. Plot the error between the interpolate and the function.

Solution: Hy(z) = —(1/7)x? + x.

. Construct the cubic Hermite interpolate to f(x) = /1 + x using the nodes
a = 0 and b = 1. Plot the error between the interpolate and the function.

Solution:
Hj(z) = 1.04+0.5000000000 2 —0.085786438 2 +0.025126266 2* (x — 1.0)
The maximum absolute error over [0, 1] is about 0.0007.

. Show that the error in cubic Hermite interpolation at the nodes z = a and

x = b is given by

(b—a)*
384

If = Halloo < 17D oo

Solution: This is a direct application of Theorem 4.5, using n = 2.

. Construct the cubic Hermite interpolate to f(z) = /z on the interval [, 1].
What is the maximum error on this interval, as predicted by theory? What
is the maximum error that actually occurs (as determined by observation; no
need to do a complete calculus max/min problem)?

Solution:

Ho(xz) = 0.2037037037 + 1.388888889 2 — (.8888888889 2
+0.2962962963 23

The error theory predicts that the error is bounded according to

(3/4)* —7/2
15/16
381 onax ) |(15/16)7 5]
ﬂ X i X ﬁ X 47/2
256 384 16
= .9887695312¢ — 1.

V& — Hy(z)]

IN

The actual error, looking at a computer plot, is about 0.0065.

. Construct the cubic Hermite interpolate to f(z) = 1/ on the interval [%,1].
What is the maximum error as predicted by theory? What is the actual (ob-
served) maximum error?
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Solution: Hy(z) = 6 — 132 + 1222 — 423, the predicted error is < 1/8, the
observed error is < 0.022.

Construct the cubic Hermite interpolate to f(z) = «'/% on the interval [%, 1].
What is the maximum error as predicted by theory? What is the actual (ob-
served) maximum error?

Solution:

Hy(z) = 0.3090379009 + 1.732750243 2 — 1.725947522 22
+0.6841593780 23

with maximum observed error about 0.036.

. Construct the cubic Hermite interpolate to f(z) = Inz on the interval [3,1].

What is the maximum error as predicted by theory? What is the actual (ob-
served) maximum error?

Solution: Hy(x) = —2.227411278 + 4.364467670x — 3.04670150022 +
.9096451100x3, the predicted error is < 1/64, the observed error is < 0.0037.

. Extend the divided difference table for cubic Hermite interpolation to quintic

Hermite interpolation, using three nodes * = a, z = b, and z = c.

Solution: We get a table like Table 4.9. Here A, B, C, and D are as in the
text, and

@ = b—rc = b—rc
_ f')—«a -8
7= b—c 6_b—c
o - F:D_E
a—-c a—c¢
0 — E—-6 G:F—9
a—c a—c

Construct the quintic Hermite interpolate to f(z) = In  on the interval [, 1];
use x = 3/4 as the third node.

Solution: We get

Hy(z) = —2.64516010 -+ 7.1200353 z + 9.160601 * — 9.971884 2>
—4.659891 x* + 0.9962986 7.

11. What is the error in quintic Hermite interpolation?
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Table 4.9 Table for divided differences for quintic Hermite interpolation.

k| o folzk)  fi(ze)  folze)  fs(ze)  falze)  fo(ze)
1| a f(a)
f'(a)
1| a f(a) B
A D
20 b f) c F
120 E e
21 b f(b) ¥ 9
«@ 1)
31 ¢ flo B
f(e)
31 ¢ flo

Solution: We get something like

f(2) — Hy(x) = ——apa(2) FO(€)

- 720
where ¥3(x) = (v — 21)*(z — 22)?(z — x3)?. This can be bounded above
according to

If = Hslloe < ORI cc,

where C' = .0002057613167, approximately. This value comes from using
ordinary calculus to find the extreme values of 3.

12. Extend the ideas of Section 4.5 to allow us to compute second derivative
approximations using Hermite interpolation.

Solution: Because v, () involves terms of the form (z — )2 for each node,
the basic idea from Section 4.5 can be used to get derivative approximation
formulas for the second derivative, based on Hermite interpolation.

<ooeo

4.7 PIECEWISE POLYNOMIAL INTERPOLATION

Exercises:

1. Use divided difference tables to construct the separate parts of the piece-

wise quadratic polynomial ¢o(z) that interpolates to f(x) = cos 7z at

2
x =0, i, %, %, 1. Plot the approximation and the error sin %wm — qa2(x).
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2. Repeat the above using f(z) = /2 with the nodes z = £, 2,

alw
(S

1.

Y

Solution: This requires that we construct the two divided difference tables that are
required here. We have the results in Table 1, thus the piecewise polynomial

is given by

(o) = [ 0472+ 0.9262(z — 0.2) — 0.5388(z — 0.2)(z — 0.4) 0.2 < z < 0.6
A= 900.7746 + 0.5992(x — 0.6) — 0.1782(z — 0.6)(z — 0.8) 0.6 < z < 1.

Table 4.10 Divided difference table.

k|l ze  folze)  filz)  fa(z)
0] 02 04472
0.9262
1| 04 0.6325 -0.5388
0.7107
21 0.6 0.7746
k| e folze)  fi(z)  fo(=)
0] 06 0.7746
0.5992
1] 0.8 0.8944 -0.1782
0.5279
2 | 1.0  1.0000

3. Confirm that (4.30) is the correct piecewise quadratic approximation to f(z) =
1/(1 + 2522) using the nodes xg = —1, 1 = —2/3, x5 = —1/3, 13 = 0,
x4 =1/3, x5 =2/3,and g = 1.

Solution: Since the each polynomial piece matches the nodal data it must be
correct, because of the uniqueness of polynomial interpolation.

4. Using the data in Table 4.3, construct a piecewise cubic interpolating poly-
nomial to the gamma function, using the nodes z = 1.0,1.2,1.3, 1.5 for one
piece, and the nodes z = 1.5, 1.7, 1.8, 2.0 for the other piece. Use this approx-
imation to estimate I'(z) for x = 1.1,1.4,1.6 and 1.9. How accurate is the

approximation?
Solution:

gs(r) =

—.34276146662°> + 1.873584557x>
3.283390574x 4 2.752567484, for 1 < 2 < 3/2
(0.1596133333¢ — 2)2° + .37665714662>
1.105518098z + 1.691638542, for 3/2 < x < 2
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5. Using the results of Exercise 6 from Section 4.6, together with the data of
function values from Exercise 9 of Section 4.2, construct a piecewise cubic
Hermite interpolating polynomial for the gamma function, using the nodes
x = 1.0,1.3,1.7,2.0. Test the accuracy of the interpolation by using it to
approximate I'(z) forx = 1.1,1.2,1.4,1.5,1.6,1.8,1.9.

Solution: We get

g3(r) = 2.663132928 — 3.038661703z + 1.65175293122
276224156723 for 1 < 2 < 1.3

2.072404716 — 1.800684259z + .798385414722
(0.8343915950e — 1) for 1.3 < = < 1.7

= 1.582234466 — .9241759694x + .27669901212>
4+ (0.1991517800e — 1)z for 1.7 < z < 2

Moreover, we have
[(1.1) — g3(1.1) = —.2209795¢ — 3

)

I'(1.2) — ¢3(1.2) = .2209792¢ — 3
I(1.4) — g3(1.4) = —.612948¢ — 4
I'(1.5) — q3(1.5) = .885788¢ — 4
I'(1.6) — ¢3(1.6) = .1055826¢ — 3
I'(1.8) — ¢3(1.8) = .159327¢ — 4
I'(1.9) — ¢3(1.9) = —.159317¢ — 4

6. Construct a piecewise cubic interpolating polynomial to f(x) = Inx on the
interval [1, 1], using the nodes

1 k
= -+ — <k<09.
Tl 2+18, 0_ _9

Compute the value of the error In z — p(z) at 500 equally spaced points on the
interval [%, 1], and plot the error. What is the maximum sampled error?

Solution: This is a fairly simple program to write, building upon previous
modules. The maximum error which I got was 2.282428148858706e — 5

7. Repeat the above, using piecewise cubic Hermite interpolation over the same
grid.

Solution: The maximum error is about 1.9254e — 6.

8. Construct piecewise polynomial approximations of degree d = 1,2, 3 to the
data in Table 4.7, using only the nodes log,, 0, = —6,—4,—-2,0,2,4,6. Plot
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the resulting curve and compare it to the ordinary interpolating polynomial
found in Problem 13 of §4.2. Test how well this approximation matches the
tabulated values at log,, 6 = —5,—-3,—1,1,3,5.

9. Show that the error in piecewise cubic Hermite interpolation satisfies

1
£ = Halloo < ez 1F 9 oo

where we have assumed uniformly spaced nodes with zj, — ;1 = h.
10. Given a grid of points
a=xg<xr1<To9< - <xp=>

define the piecewise linear functions qi)Z, 1 <k <n—1,according to

T—Tp_1 .
} Tmey Th—1 ST S
1 — Tk4+1—T < < .
k() Tes1—zn Tk ST Tpt1;

0 otherwise.
Define the function space
St ={f e C([a,b]), f(a) = f(b) = 0, fis piecewise linear on the given grid}.

Show that the ¢! are a basis for SJ, i.e., that every element of the space S
can be written as a linear combination of the zj)Z functions.

11. Implement a routine for approximating the natural logarithm using piecewise
polynomial interpolation, i.e., a table look-up scheme. Assume the table of
(known) logarithm values is uniformly distributed on the interval [% ,1]. Choose
enough points in the table to guarantee 10719 accuracy for any x. Use

(a) Piecewise linear interpolation;

(b) Piecewise cubic Hermite interpolation.

Test your routine against the intrinsic logarithm function on your computer
by evaluating the error in your approximation at 5, 000 equally spaced points
on the interval [1—10, 10]. Use the way that the computer stores floating point
numbers to reduce the logarithm computation to the interval [%, 1], so long as

In 2 is known to high accuracy.

<Joo o>
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4.8 AN INTRODUCTION TO SPLINES

Exercises:

1. Given the set of nodes g = 0, x1 = 1/2, 20 = 1, 3 = 3/2, and z4 = 2, we
construct the cubic spline function

where each By, is computed from the exemplar B spline according to (4.39).
Compute g3 and its first derivative at each node.

Solution: We have
and

&(r0) = 0.15B"(x0) + 0.17B) () + 0.18B} (z0) = 0.15(—3/h) + 0.17(0)
+ 0.18(3/h) = 0.15(—6) + 0.18(6) = 0.18

The others follow similarly.

2. Is the function

0, z < 0;
332, 0<z< 1
plr)=<¢ —2224+6x+3, 1<z<2;
(x — 3)2, 2 <7 <3;
0, r >3

a spline function? Why/why not?

Solution: No, it is not, because it is not continuous at z = 1.

3. For what value of £ is the following a spline function?

(z) = kx? + (3/2), 0<z<1;
NT= e +20+(1/2), 1<z<2.

Solution: There is no & that will make this a spline. Taking k = 1 makes the

function continuous, but the derivative is not continuous.

4. For what value of k is the following a spline function?

() = -2+ kr+1 0<z<1;
D=\ a4+ (k4222 —ka+3 1<z<2.
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Solution: k£ = 3.

. For what value of & is the following a spline function?

(m)— x3+3x2+1, -1 <2 <0
9 o —23 + ka4 1, 0<zx<1.

Solution: k£ = 3.

. Construct the natural cubic spline that interpolates to f(x) = 1/x at the nodes

1/2,5/8,3/4,7/8,1. Do this as a hand calculation. Plot your spline function
and f on the same set of axes, and also plot the error.

Solution: The coefficients are

¢ = [0.4052, 0.3333, 0.2615, 0.2207, 0.1889, 0.1667, 0.1445]

Repeat the above using the complete spline.

Solution: The coefficients are

¢ =10.4180, 0.3299, 0.2624, 0.2204, 0.1893, 0.1653, 0.1496]

Construct a natural spline interpolate to the mercury thermal conductivity data
(Table 4.2, Table 4.7 in the text), using the 300° K, 500° K, and 700° K values.
How well does this predict the values at 400° K and 600° K ?

Solution: The spline coefficients are ¢y = 0.0095, ¢y = 0.0140,
c1 = 0.0185, co = 0.0212, c3 = 0.0239; the spline predicts that the con-
ductivity at 400°K = 0.0972 and at 600°K = 0.1157. Both values are
accurate, but not exact.

Confirm that the function B(z), defined in (4.35), is a cubic spline.

Solution: It obviously is piecewise cubic; to confirm that it is a spline simply
show that the one-sided limits at the interior knots are equal.

Construct a natural cubic spline to the gamma function, using the data in Table
4.3, and the nodes z = 1.0,1.2,1.4,1.6,1.8 and 2.0. Use this approximation
to estimate I'(z) at v = 1.1,1.3,1.5,1.7, and 1.9.

Solution: Since this is a natural spline construction, we have the following system

of equations to solve.

4 1 00 co 0.7515020757
14 10 c1 | | 0.8872638175
0 1 41 c2 | | 0.8935153493
0 01 4 c3 0.7647171043
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Thus
Co 0.1511220252
ci | | 0.1470139748
e | | 0.1480858929
cs3 0.1541578028

The natural spline construction then tells us the rest of the coefficients:
co =T'(20)/6 =1/6, c5s=T(25)/6=1/6;
and
c_1 = 2cp—c; = 0.18221130811994, cg = 2¢5—cq = 0.17917553048357.
Thus the spline is

g(z) = 0.1822113081B_1(z) + 0.1666666667 B ()
+0.1511220252B; () + 0.1470139748 B ()
+0.1480858929Bs () + 0.1541578028 By ()

= 0.1666666667B5(z) + 0.1791755304 B4 ().

xT

T

We can test this by computing
ty = cp—1 +4cp + Cpy1;
we should get ¢, = f(z), and we do. Just for example,

ta =c1 + 4co + c3 = 0.1511220252 4- 0.1470139748 x 4 + 0.1480858929
=0.8872638173,

which matches I'(z5) to nine digits, and probably would match the tenth digit
if I had been more careful with my rounding here. Similar results hold at the
other points.

We can use this to approximate I' at the indicated points by computing as
follows.

q(1.1) = 0.1822113081B_1(1.1) 4 0.1666666667B,(1.1)
+0.1511220252B; (1.1) + 0.1470139748 By (1.1),

q(1.3) = 0.1666666667B,(1.3) + 0.1511220252B; (1.3)
+0.1470139748 By (1.3) + 0.1480858929 B3 (1.3)

and so on for the other points.

Repeat the above using the complete spline approximation, and use the deriva-
tive approximations from Section 4.5 for the required derivative endpoint val-
ues.
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Solution: The spline coefficients are
¢ = [0.1872, 0.1653, 0.1515, 0.1469, 0.1481, 0.1544, 0.1658, 0.1824].

Moreover, ¢g3(1.1) = 0.95256719297015, which is a good approximation to
I'(1.1) = 0.95135076986687.

Repeat Problem 6 of §4.7, except this time construct the complete cubic spline
interpolate to f(z) = In x, using the same set of nodes. Plot the approximation
and the error. What is the maximum sampled error in this case?

Solution: The spline coefficients are

¢ = [-0.1345, —0.1153, —0.0977, —0.0819, —0.0674, —0.0541,
—0.0417, —0.0303, —0.0195, —0.0094, 0.0001, 0.0090]

Recall Problem 7 from §4.2, in which we constructed polynomial interpolates
to timing data from the 1973 Kentucky Derby, won by the horse Secretariat.
For simplicity, we repeat the data in Table 4.11. Here ¢ is the elapsed time (in

Table 4.11 Data for Problem 13.

z | 00]025| 050|075 | 1.00 | 1.25
t | 00] 250|494 | 73.0 | 964 | 1194

seconds) since the race began and x is the distance (in miles) that Secretariat
has travelled.

(a) Construct a natural cubic spline that interpolates this data.

(b) What is Secretariat’s speed at each quarter-mile increment of the race?
(Use miles per hour as your units.)

(c) What is Secretariat’s “initial speed,” according to this model? Does this
make sense?

Note: It is possible to do this problem using a uniform grid. Construct the
spline that interpolates ¢ as a function of x, then use your knowledge of calculus
to find 2/ (¢) from ' (z).

Solution: (a) Again, the fact that we are asked to do a natural spline tells us
the linear system is

4 1 0 0 1 25.0
1 410 co | | 494
01 4 1 es || 73.0
00 1 4 Cy 76.5
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Thus, the first four spline coefficients are

c1 4.1842105263
co | | 8.2631578947
ez | | 12.1631578947 |’
c4 16.0842105263

and the remaining coefficients are
co =0, c_;=—-4.1842105263, c5 =19.9, cg = 23.71578947368422

(b) Our spline, as constructed, gives us the time, ¢ (in seconds) as a function
of the distance, x (in miles). But velocity is the derivative of distance with
respect to time. We use the calculus to tell us that

do _ (dt\™
dt  \dzx ’

Thus we can compute ¢’(1.25) and from that get the horse’s speed. We get
q'(1.25) = (—3/h)(16.0842105263) + (3/h)(23.7157894736) =

SO d
& 0.0109195402.
dt

This seems a little low, but then we remember that the units are such that this
is miles per second. Converting to miles per hour we get
dr

— = 39.3103448279,
dt

which is a much more reasonable speed

(c) The same kind of computation gives us an initial speed of 35.84905660390886.
I suspect the horse took a few seconds to get up to full speed, so this is probably
a bit high.

Show that the complete cubic spline problem can be solved (approximately)
without having an explicit expression for f’ at the endpoints. Hint: Consider
the material from Section 4.5.

Solution: Simply use the approximations

3I(0) =47 (b= h) + (b~ 2h)

7' .

and
—fla+2h)+4f(a+h)—3f(a)

fl(a) ~ = .
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Construct the natural cubic spline that interpolates the data in Table 4.7 (Table
4.12 in the text) at the nodes defined by log,, 0 = —6,—4,...,4,6. Test
the accuracy of the approximation by computing ¢3(x) for x = log,, 0 =
—5,—3,...,3,5 and comparing to the actual data in the table.

Solution: The spline coefficients are c_; = —0.0029, ¢y = 0.0002, ¢c; =
0.0032, co = —0.0037, c3 = 0.1056, ¢4 = 0.3492, c5 = 0.4793, cg = 0.5904,
c7 = 0.7016.

Construct the exemplar quadratic B-spline; i.e., construct a piecewise quadratic
function that is C'* over the nodes/knots z = —1,0, 1,2, and which vanishes
for x outside the interval [—1, 2].

Solution: A quadratic spline is a piecewise quadratic function with first derivative

17.

continuity at the knots; to be the exemplar B-spline we also need the local
definition property, thus we need our function to be zero for z < —1 and
x > 2. This leads us to try something like

0, < —1;
(z+1)?, -1<z<0;
B(z)={ A2>+Bx+C; 0<z<I,;
(r —2)% 1<z<2
0, 2 < .

We need to choose A, B, and C so that B € C, i.e., so that

lim B(z) = lim B(x),

z—0~ z—0t

lim B(z) = lim B(x),

r—1— r—1t

and similarly for B’. This quickly leads, after a modest amount of manipula-
tion, to the values
O = 1, B = 2’ A - —2

So the exemplar quadratic B-spline is

0, < —1;
(z+1)? 1<z <0;
B(z)=<¢ —2z+2zx+1; 0<z<l;
(x —2)% 1<z<2
0, 2 <.

Construct the exemplar quintic B-spline.

Solution: This is lengthy but not hard. Based on the cubic construction, we
are goingtoneed tousenodes at x = -3,z = -2, x = -1, =0, x = 1,
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x = 2, and x = 3. In order to get the proper derivative continuity at the nodes
x = £3 we will need the exemplar quintic to have the basic form

0, <=3
(r+3)5 -3<a<-2
q1(z), -2<z< -1
g2(x), —-1<2<0
Ble) = qs(x), 0<z<1
qa(z), l<z<2
(x — 3)°, 2<z<3
0, 3<zx

Here we have to choose the individual quintics ¢, g2, etc., to maintain conti-
nuity and smoothness. For example, we have to have that

a(=2)=1, ¢ (-2)=5, ¢/(-2)=20, q/"(=2)=060.
Therefore, we have to have
qi(z) = 14+5(x+2)+10(x +2)2 +10(z +2)> + Ay (x +2)* + By (z +2)°.
Similarly, we can get that
(@) = =145z —2)—10(x—2)2+10(x —2)3 + Ay (x — 2)* + B4 (z — 2)°.

Corresponding relationships hold for ¢, and ¢3. Algebraic equations for Aq,
By, etc., can then be derived by setting ¢1(—1) = g2(—1) and so forth.

For a linear spline function we have d = 1 which forces N = 0. Thus a linear
spline has no derivative continuity, only function continuity, and no additional
conditions are required at the endpoints. Show that the exemplar B-spline of
first degree is given by

0, =< -—1;
z+1, —-1<x<0;
1l—2, 0<2<1,;

0, 1<z

B(z) =

Write out, in your own words, how to construct and evaluate a linear spline
interpolant using this function as the basic B-spline.

Solution: What makes this spline basis so appealing is that the coefficients
can be shown to be the nodal values. That is, we construct the spline approxi-
mation to a function f as
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Discuss, in your own words, the advantages or disadvantages of spline approx-
imation compared to ordinary piecewise polynomial approximation.

Solution: The main difference is the smoothness of the spline approximation,
compared to the ordinary piecewise polynomial one.

Write an essay which compares and contrasts piecewise cubic Hermite inter-
polation with cubic spline interpolation.

Solution: The main point of comparison would be that the Hermite process
requires derivative values.

The data below gives the actual thermal conductivity data for the element
nickel. Construct a natural spline interpolate to this data, using only the data
at 200° K, 400° K, ..., 1400° K. How well does this spline predict the values
at 300° K, 500° K, etc.?

Table 4.12 Data for Problem 21.

Temperature (K), v 200 300 400 500 600

Conductivity (watts/cm K), &£ | 1.06 | 0.94 | 0.905 | 0.801 | 0.721
Temperature (K), u 700 800 900 1000
Conductivity (watts/cm K), k 0.655 | 0.653 | 0.674 | 0.696

Solution: The spline coefficients are ¢_; = 0.2002, ¢y = 0.1767, ¢; =
0.1532, co = 0.1156, cg = 0.1053, ¢4 = 0.1160, c¢5 = 0.1267.

Construct a natural spline interpolate to the thermal conductivity data in the
table below. Plot the spline and the nodal data.

Temperature (° K), u 200 300 400 500 600 700

Conductivity (watts/cm °K), k | 0.94 | 0.803 | 0.694 | 0.613 | 0.547 | 0.487

<eoeoeo]

4.9 APPLICATION: SOLUTION OF BOUNDARY VALUE PROBLEMS

Exercises:

1.

Set up the linear system for solving the boundary value problem

" +u=1, u(0)=1, u(l)=0,
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using h = %. You should get

196 —-95 O c1 101/6
-95 196 —-95 co | = 1
0 =95 196 c3 671/576

Solution: Since t;; = 12h~2 + 4a® and h = 1/4, a = 1, we quickly have
ti; =12 x 16 + 4 = 196.
The off-diagonal elements are
tiiz1=—6h"%4+a*=—-6x16+1=—95.
The values for the right side vector follow in an equally straightforward manner.

. Solve the system in the previous problem and find the coefficients for the spline
expansion of the approximate solution. The exact solution is
e e

xT —XT
e’ + e 7;
ez —1 ez —1 ’

u(z) =1-—
plot your approximation and the error.

Solution: The spline coefficients are ¢_; = 0.2021, ¢y = 0.1667, ¢; =
0.1312, ¢ = 0.0936, c3 = 0.0513, ¢4 = 0.0017, c5 = —0.0582.

. Use the algorithm from this section to approximate the solution to each of
the following boundary value problems using =1 = 8,16, 32. Estimate the
maximum error in each case by sampling the difference between the exact and
approximate solutions at 200 equally spaced points on the interval.

(@ —u” +u= (72 +1)sin7z, u(0)=u(l)=0;u(r)=sinn;

(b) —u”" +u = w(rsinmz + 2cosmx)e™®, u(0) = u(l) = 0; u(x) =
e~ *sinmx;

(© —u'+u=3-1—(2?—-2-2)logz, u0) =u(l) =0; u(z) =
(1 —z)logz.

d) —uv" +u=4e ™ —4xe ™, u(0)=u(l) =0;u(z) =z(l —z)e” 7,

(e) —u" + m%u =272 sin(mz), u(0) u(1) =0, u(x)

=1, = sin(
() —u+u=2t, w(0) =1, w(l) =1/2,u@) = (1+2)7"

)

Solution: For (a), with h = 1/8, the spline coefficients are c_; = —0.0647,
co =0, c; = 0.0647, co = 0.1195, c3 = 0.1562, ¢4 = 0.1690, c5 = 0.1562,
c6 = 0.1195, ¢7 = 0.0647, cs = 0, cg = —0.0647. For (e), with h = 1/8, the
spline coefficients are c_; = —0.0650, cg = 0, ¢c; = 0.0650, co = 0.1201,
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c3 = 0.1570, ¢4 = 0.1699, c5 = 0.1570, cg = 0.1201, c7 = 0.0650, cg = O,
cg = —0.0650.

. Try to extend the method from this section to the more general two point

boundary value problem defined by

"

—a@ +u = f),
u(0)=wu(l) = 0

Is the resulting linear system diagonally dominant for all choices of a(z)?

Solution: The components of the linear system now depend on the coefficient
function a. In particular, we get

tii = 12h72(1($i) +4
while the off-diagonal elements are
ti,i+1 = 76}172(1(:171') + 1.

The system is diagonally dominant if ¢;; > |t; ;1| + |tii41]|. If a is such that
min a(x) > h?/6, then, for all x;,

|t1‘77;_1| = 6h72a(xi) -1
and similarly for |¢; ;41|. Therefore,
‘ti,i—1| -+ |ti,i+1| = 12}172@(131') —-2< 12h72a(33i) +4 = tii

so the system is diagonally dominant, if min a(z) > h?/6.

. Try to extend the method from this section to the more general two point

boundary value problem defined by

"+ b +u = f(z),
u(0)=u(l) = 0

Is the resulting linear system diagonally dominant for all values of b?
Solution: The system ceases to be symmetric because of the first derivative

term in the differential equation, and this impacts the diagonal dominance. We
now have a diagonally dominant system only if A is “sufficiently small.”

Joo o>
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4.10 TENSION SPLINES

Exercises:

1. Show that the piecewise function defined in (4.56) is, indeed, continuous and
has continuous first and second derivatives.

Solution: This is a straight-forward, if tedious, calculus exercise. Simply
show that the function values plus the first two derivatives are continuous at
the knots £2, £1, 0, i.e., the limits from the left and right are equal. This is a
good exercise to use something like Maple or Mathematica on.

2. Fill in the details of the natural spline construction. In particular, confirm the
expressions for d2 o(p) and d2 1(p) (and that 77(1) = 7//(—1)) as well as the
form of the final linear system (4.59).

3. Derive the linear system for construction of a complete taut spline, by following
what was done in §4.8.

4. Consider the following dataset:

x| 600 | 650 | 700 | 750 | 800 [ 850|900 | 950 | 1000 | 1050 | 1100
y10.64]0.65|0.66|0.69(091]2.2|12]0.62| 0.6 | 0.61 | 0.61

Plot the data, and construct a (natural) polynomial spline fit to it. Note the
“wiggles” to the left of the peak, which appear to be contrary to the sense of
the data, which is increasing monotonically towards the peak near x = 850.
Find the smallest value of p in a taut natural spline fit to this data which yields
a monotone curve to the left of the peak.

Solution: The plots below show the polynomial spline (on the left) and a
tension spline with p = 4 (on the right. Note that the wiggles have been
smoothed out.
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04 04
600 650 700 750 800 850 900 950 1000 1050 1100 600 650 700 750 800 850 900 950 1000 1050 1100

Figure 4.8  Polynomial (natural) spline Figure 4.9 Tension spline fit (p = 4) to
fit to the data in Problem 4. the data in Problem 4.

5. Repeat the previous problem using complete splines. Use a simple finite
difference approximation based on the data to get the necessary derivative
values.

<Jooeo]

4.11 LEAST SQUARES CONCEPTS IN APPROXIMATION

Exercises:

1. Modify the methods of Section 4.11.1 to compute the linear function of two
variables that gives the best least-squares fit to the data in Table 4.14.

Solution: We are looking for alinear fit in two variables so the model equation

is z = ax + by + c¢. Then we want to minimize the function

n

F(a,b,c) = Z(zk — (axy + byg + ).
k=1

The critical point is defined by the three equations

(fo — Z::( — (azp + bye + ) (—ar) =0
dF

- =2 ];(zk — (azk +byk +¢))(—yx) = 0
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dF -
== -2 ];(zk — (azk +byr +¢))(1) =0

from which we get the 3 x 3 system
n n n n
szxk. (Z xi) a+ (Z a:kyk> b+ <Z xk> c
k=1 k=1 k=1 k=1
S — (z y) .t (z y) "
k=1 =1

which can be solved to produce the coefficients.

2. The data in Table 4.13 (Table 4.24 in the text) gives the actual thermal con-
ductivity data for the element iron. Construct a quadratic least squares fit to
this data and plot both the curve and the raw data. How well does your curve
represent the data? Is the fit improved any by using a cubic polynomial?

Table 4.13 Data for Problem 2.

Temperature (K), u 100 200 300 400 500
Conductivity (watts/cm K), k 1.32 0.94 | 0.835 | 0.803 | 0.694
Temperature (K), u 600 700 800 900 1000
Conductivity (watts/cm K), k£ | 0.613 | 0.547 | 0.487 | 0.433 | 0.38

Solution: py(T) = 1.3873 —0.00186222727273T +0.00000088863636 72,
and p3(T) = 1.5755 — 0.003531756021767 + 0.000004508508167"2
—0.0000000021938673. While the two curves are close together, the cubic
one has a concavity change that appears to be present in the raw data.

3. Repeat Exercise 2, this time using the data for nickel from Exercise 21 in §4.8.
Solution: The quadratic polynomial is
p2(T) = 1.36016190476191 — 0.001630753246 75T + 0.00000095562771T">
and the cubic polynomial is

p3(T) = 1.19442857142860 — 0.00053271284271T
—0.00000109891775T72 4- 0.0000000011414173.

Figure 4.10 shows both curves and the actual data.
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200 300 400 500 600 700 800 900 1000

Figure 4.10 Solution plot for Exercise 4.10.3.

4. Modify the methods of Section 4.11.1 to compute the quadratic polynomial
that gives the best least-squares fit to the data in Table 4.14.

Solution: The general quadratic is y = axz? + bx + ¢, so the least squares
function that we want to minimize is

n

F(a,b,c) =Y (yk — (azf + bzg + ).
k=1

The critical point is defined by the three equations

dF S
&7 _ 9 E — (ax? —x}) =
o k:1(y;€ (azy, + bxy +¢))(—xp) =0
dF S 5
= = _2]§=1(y,C — (az} + bay +¢))(—zx) =0
dF -
= -2 E (y — (azi + by +¢))(1) =0

k=1
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which simplifies to the 3 x 3 system
Zykxi (Zxk>a+<2x>b+<2xi>c
k=1 k=1 k=1
n n n n

Zykl"k (Z 1‘%) a+ <Z$i> b+ (Zxk> c

k=1 k=1 k=1 k=1
Zyk (Zwi>a+<2xk>b+<21>c
k=1 k=1 1 k=1

which can then be solved to get the coefficients.

b
Il

Table 4.14 Data for exercises.

Problem 4 Problem 1
Tn Yn Tn | Yn Zn
-1 | 0.9747 0 0 | 0.9573
0 | 0.0483 0 1 2.0132
1 1.0223 1 0 2.0385
2 | 4.0253 1 1 1.9773
3 9.0152 || 0.5 | 0.5 | 1.9936

5. An astronomical tracking station records data on the position of a newly dis-
covered asteroid orbiting the Sun. The data is reduced to measurements of the
radial distance from the Sun (measured in millions of kilometers) and angular
position around the orbit (measured in radians), based on knowledge of the
Earth’s position relative to the Sun. In theory, these values should fit into the
polar coordinate equation of an ellipse, given by

L

"= 2(1 + ecosb)

where ¢ is the eccentricity of the elliptical orbit and L is the width of the
ellipse (sometimes known as the latus rectum of the ellipse) at the focus. (See
Figure 4.11.) However, errors in the tracking process and approximations in
the transformation to (r, @) values perturb the data. For the data in Table 4.15,
find the eccentricity of the orbit by doing a least squares fit to the data. Hint:
Write the polar equation of the ellipse as

2r(1+ecosf) =L
which can then be written as

2r = ¢(—2rcosf) + L
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Table 4.15 Data for Problem 5.

On Tn
-0.1289 | 42895
-0.1352 | 42911
-0.1088 | 42851
-0.0632 | 42779
-0.0587 | 42774
-0.0484 | 42764
-0.0280 | 42750
-0.0085 | 42744
0.0259 | 42749
0.0264 | 42749
0.1282 | 42894

Figure 4.11 Figure for Problem 5. The closed curve is the elliptical orbit, and the vertical
line has length L.

So yi = 2r, and x = —2r cos .

Solution: b= L = 149670, m = € = 0.750825, so the polar equation of the
orbit is
- 149670
"7 91+ 0.750825 cos 0)

6. Prove Theorem 4.8.
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Solution: All three required properties follow directly from the hypotheses,
the properties of the definite integral, and the definition of (-, -),,.

. Let w(z) = z on the interval [0, 1]; compute || f||,, for each of the following

functions:
(@ e™™;

Solution: ||f|l., = (1/2)v1 — 3e~2 = .3853550799, || f||2 = .6575198540
(b) 1/va? +1;

Solution: || f||., = .5887050110,
(©) 1/z.

Solution: || f|. = 1, ||f||2 =undefined.

fll2 = 8862269255

Compare to the values obtained using the unweighted 2-norm.

Derive the linear system (4.61) as the solution to the least squares approxima-
tion problem.

Solution: Take the derivative of R,, with respect to each C},.

. Provide the missing details to show that the family of polynomials defined in

(4.63) is, indeed, orthogonal.

Solution: Directly compute the inner product (¢, ¢;) for some ¢ < k.

Let {¢x} be a family of orthogonal polynomials associated with a general
weight function w and an interval [a, b]. Show that the {¢y} are independent
in the sense that

0= 01¢1(x) + 02¢2($) +eeet cn(bn(x)
holds for all z € [a, b] if and only if ¢, = 0 for all .

Solution: Take the inner product of the given relation with each ¢5. The
result is the equation

0= ci(¢r, k) == cx =0
Prove the expansion formula (4.64) for a polynomial.

Solution: This is really an exercise in linear algebra more than anything else.
Since the {¢y} are a basis for polynomials, it follows that we can write any
polynomial as a linear combination of the ¢. Thus

k
g =Y Cror
=0
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for some coefficients C. The precise form of the coefficient comes from using
the orthogonality of the polynomials.

Construct the second degree Legendre least-squares approximation to f(z) =
cos mx over the interval [—1, 1].

Solution: p(z) = —2.27972663122 + .7599088770; this is not especially
accurate.

Construct the second degree Laguerre least-squares approximation to f(z) =
e” on the interval [0, 00).

Construct the third degree Legendre least-squares approximation to f(x) =

sin 17z over the interval [—1, 1].

Solution:

—47% 4+ 7?72 — 7022 + 42)

p3($):60$( 4

s

<Joeo o>

4.12 ADVANCED TOPICS IN INTERPOLATION ERROR

Exercises:

1.

Use your computer’s random number function to generate a set of random
values i, 0 < k < 8, with |r;| < 0.01. Construct the interpolating polynomial
to f(x) = sinx on the interval [—1, 1], using 9 equally spaced nodes; call this
ps(z). Then construct the polynomial that interpolates the same function at
the same nodes, except perturb the function values using the 7y, values; call
this ps(z). How much difference is there between the divided difference
coefficients for the two polynomials? Plot both ps and pg and comment on
your results. Note: It is important here that you look at = values between the
nodes. Do not produce your plots based simply on the values at the nodes.
Repeat using a 16 degree interpolation and 16 random perturbation values.

Solution: The precise results will depend on the random perturbations, but it
should happen that the interpolant to the perturbed data is substantially different
from the interpolant to the original data, especially for the higher degree case.

. Repeat the above, using f(z) = e*.

Solution: The precise results will depend on the random perturbations, but it
should happen that the interpolant to the perturbed data is substantially different
from the interpolant to the original data, especially for the higher degree case.
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3. Use the Newton interpolating algorithm to construct interpolating polynomials
of degree 4, 8, 16, and 32 using equally spaced nodes on the interval [—1, 1], to
the function g(x) = (1 + 42?)~L. Is the sequence of interpolates converging
to g throughout the interval?

Solution: I got that ||g — py || Went from 0.1618 (for n = 4) to 0.0671 for
n = 32. The sequence of polynomials appears to be converging.

4. Use the Newton interpolating algorithm to construct interpolating polynomials
of degree 4, 8, 16, and 32 using equally spaced nodes on the interval [—1, 1], to
the function g(x) = (1+10022)~L. Is the sequence of interpolates converging
to g throughout the interval?

Solution: I got that ||g — pn || Went from 0.6149 (for n = 4) to 2.5 x 10°
for n = 32. The sequence of polynomials appears to be diverging.

5. Write up a complete proof of Theorem 4.10, providing all the details left out
in the text.

Solution: This is straightforward. Simply go through the induction argument
to establish the three-term recurrence, from which everything else follows.

6. Construct interpolating polynomials of degree 4, 8, 16, and 32 on the interval
[-1,1] to f(x) = €” using equidistant and Chebyshev nodes. Sample the
respective errors at 500 equally spaced points and compare your results.

Solution: The Lagrange errors go like
eq = 1.124354920726489%¢ — 003, es = 5.799995905775290e — 008

e1e = 1.532107773982716e — 014, ez = 3.647070978551880e — 010
and the Chebyshev errors go like.

es = 6.396994825514923e — 004, eg = 1.219007073061107e — 008

e1p = 8.881784197001252e — 016, ez = 8.881784197001252¢ — 016.
Clearly the Chebyshev errors are smaller.

7. The Chebyshev nodes are defined on the interval [—1, 1]. Show that the change
of variable

1
ty =a+ §(b—a)(xk +1)

will map the Chebyshev nodes to the interval [a, b].

Solution: Since z; are the Chebyshev nodes, they are cosine values and hence
|z| < 1. Therefore

th<a+ %(b—a)@) =,
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and 1
tp > a+ 5(1) —a)(0) = a.

Thus t;, € [a, b]. Note that we could have used any transformation that carried
[—1,1] into [a, b], but obviously we want to keep things simple, which is why
we chose the linear transformation that did the job.

. Use the above to find the Chebyshev nodes for linear interpolation on the

interval [1,1]. Use them to construct a linear interpolate to f(z) = /z. Plot
the error in this interpolation. How does it compare to the error estimate used
in §3.7?

Solution: The original Chebyshev nodes for linear interpolation are

1
o = 5\/5
and 1
Tr, = 75\/5
The transformed values for [1/4, 1] become
1.1 3 2+V2
=—4-X - = 0.89016504
to 44—2><4>< 5 0.890165043
and 3
1 1 3 2-+2
t = 1 + g X3 X—5 = 0.359834957.
The linear interpolate is then
pi(xz) = 1.7790534738 x (z — 0.359834957)

+1.131111480 x (0.890165043 — z).

. Repeat the above for f(z) = x™! on the interval [1, 1].

Solution: The Chebyshev nodes for linear interpolation are

xog = cos(m/4) = g,
and /3
x1 = cos(3m/4) = —72.

Applying the transformation into the interval [1, 1] results in the new values

1 <2+\/§

><1><( +1)—1+
g PO =Ty 2

N

+ ) = 0.9267766953,
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and
1 1 1 1 1(2-+2
131 2+2><2><($1+) 2+4< 5 > 0.5732233047,
so the interpolate is easily computed as
xr —tg th—x
= 1/t 1/t
pile) = T /n)+ (1)

= 3.051897118(x — 0.9267766953)
+4.934250059(0.5732233047 — x).

This gives a much better approximation than the simple interpolate using the
endpoints that we used in Sec. 3.4.

What is the error estimate for Chebyshev interpolation on a general interval
[a,b]? In other words, how does the change of variable impact the error
estimate?

Solution: Let f(x) be the function on [a, b] that we wish to interpolate. To
do this with the Chebyshev nodes, we construct the new function

F(z) = f(£(2))

where £(z) = a+ (b — a)(z + 1)/2. Then the interpolation error is controlled
by the derivative (with respect to z) F(*+1)_ But the chain rule says that

FUD(z) = [ () (b - a) /2]

Therefore, the error goes like

(b— a)n+1 (n+1)
— <X 7 g fn .
I = pulloe <ty 1Pl
The factor of 27" is replaced by
(b—a)"t!
4n '

<Jooeo[






CHAPTER 5

NUMERICAL INTEGRATION

5.1 A REVIEW OF THE DEFINITE INTEGRAL

Exercises:

1. Basic properties of the definite integral show that it is a linear operator, i.e., it

distributes across sums and multiplication by constants:

I(af + Bg) = al(f) + B1(g).
Prove that if

I(f) = wif(z:)
i=0
then I, is also linear:

Solutions Manual to Accompany An Introduction to Numerical Methods and Analysis,

Second Edition. By James F. Epperson
Copyright © 2013 John Wiley & Sons, Inc.

171



172

NUMERICAL INTEGRATION

Solution: This is a straight-forward computation:

L(af+Bg) = Y wilaf(z:)+ Bg(x:))

=0

= Z wiaf(x;) + Z Bg(zi)
i=0 =0

= aZwif(xi)—FBZg(xi)
i=0 1=0
= al,(f) + BL.(9).

2. Assume that the quadrature rule I, integrates all polynomials of degree less

than or equal to N exactly:
In(p) = 1(p)

for all p € Py. Use this to prove that, for any integrand f, the error I — I, is
equal to the error in integrating the Taylor remainder:

I(f)_In(f) :I(RN)_In(RN)

where f(xz) = pn(z) + Ry (x). Does it really matter that we are using the
Taylor polynomial and remainder? In other words, will this result hold for any
polynomial approximation and its associated error?

Solution: The previous problem established the linearity of I,,, which is the
important issue. We have

I(f)-I.(f) = I(pn+Rn)—I,(INn+Rn)

= I(pn)+I(Rn)— L.(pn) — In(RN)
= I(RN) - In(RN)'

. Use Problem 1 to prove the following: If a quadrature rule I,, is exact for all

powers z* for k < d, then it is exact for all polynomials of degree less than or
equal to d.

Solution: Let p be an arbitrary polynomial of degree less than or equal to d,
and let & (z) = . Then we can write

d
p(x) =Y aréi(@).
k=0

The linearity that was proved in Problem 1 allows us to write

d d
Li(p) = In (Z a@) = arln(&).
k=0 k=0



IMPROVING THE TRAPEZOID RULE 173

Therefore, I(p) = I,(p) if and only if I(xix) = I,(&x) for all k.

<Jooeo

5.2 IMPROVING THE TRAPEZOID RULE

Exercises:
1. Apply the trapezoid rule and corrected trapezoid rule, with h = i, to approxi-

mate the integral
1
1
I :/ (1 —2%)dr = ~.
0 4

Solution: We have
Ta(f) = (.25/2)(0 + 2(.234375) + 2(.375) + 2(.328125) + 0) = 0.234375.

We have
fia)=1- 322
so f/(0) =1 and f'(1) = —2. Therefore,
T (f) = Tu(f) — (:25°/12)(=2 — 1) = .25,
which is exact.
2. Apply the trapezoid rule and corrected trapezoid rule, with h = i, to approxi-

mate the integral

1
I = ———dx = 0.92703733865069.
/0 V142t

Solution: The trapezoid rule gives us

Tu(f) (0.25/2)(1 + (2/v/1.00390625) + (2/+/1.0625)
+(2/4/1.31640625) + (1/v/2))
= 0.9233310015.

The corrected trapezoid value is then computed from this very simply:

7 (/)

0.9233310015 — (0.0625/12)(f'(1) — f'(0))
= 0.9233310015 — (5.208333333 x 107%)(—2/2%/?)
= 0.9270138493,
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which is much more accurate than the original T value.

. Apply the trapezoid rule and corrected trapezoid rule, with h = i, to approxi-

mate the integral

1
I:/ In(1 +z)de =2In2 — 1.
0

Solution: We have

Ti(f) = (.25/2)(0+ 2(.2231435513) + 2(.4054651081)
+2(.5596157879) + .6931471806)
= .3836995094.
‘We have

flz)=1/(1 + ),
so f(0) =1 and f'(1) = 1/2. Therefore,

TS (f) = Ta(f) — (:25%/12)(5—1)
= .3836995094 + (.0625,/24)
= .3863036761.

The exact value is .386294361.

Apply the trapezoid rule and corrected trapezoid rule, with h = i, to approxi-
mate the integral

I—/1 LI M S SN
T Tra T3 T g

Solution: We have

Tu(f)

(.25/2)(1 + 2(.9846153846) + 2(.8888888889)
+2(.7032967033) + .5)
.8317002443.

Then we have
Fw) = =302/ (1 +2%)?,

so f(0) =0and f'(1) = —3/4. Therefore,
TE(f) = Tu(f) — (.25%/12)(—0.75 — 0) = .8356064943.

The exact value is .8356488485.
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5. Apply the trapezoid rule and corrected trapezoid rule, with h = i, to approxi-
mate the integral

2
I= / e~ dz = 0.1352572580.
1

Solution: We have

T.(f) = (.25/2)(.3678794412 + 2(.2096113872) + 2(.1053992246)
+ 2(.4677062238¢ — 1) + .1831563889%¢ — 1)
= .1387196936.
We have

f(x) = —2ze™",
so f'(1) = —1/eand f'(2) = —1/e*. Therefore,
TE(f) = Tu(f) — (:252/12)(—e~* + e 1) = .1352691919.
The exact value is .1352572580.

6. For each integral below, write a program to do the corrected trapezoid rule using
the sequence of mesh sizes h = 1 (b—a), 1(b—a), §(b—a), ..., 35 (b—a),
where b — a is the length of the given interval. Verify that the expected rate of
decrease of the error is observed.

@) f(z)=a2e",[0,2), I(f) = 2 — 10e~2 = 0.646647168;

(b) f(x)=1/(1+2?),[-5,5], I(f) = 2arctan(5);

© f(x)=Inz [1,3]. I(f) = 3In3 — 2 = 1.295836867;

d) f(z) = e "sin(4a), [0, 7], [(f) = (1 — e~™) = 0.2251261368;
@ f(x)=v1—a? [-1L1] I(f) = 7/2.

Solution: For the single case of (c), my program produced the following
output.

7. Apply the trapezoid rule and corrected trapezoid rule to the approximation of

1
I= / 22e™ 2 dz = 0.0808308960...
0

Compare your results in the light of the expected error theory for both methods,
and comment on what occurs. How does the error behave in each case, as a
function of A? How should it have behaved?

Solution: When doing the computation we find that f'(0) — f/(1) = 0, thus
the “correction term” will be zero, thus the original trapezoid rule will be just
as accurate as the corrected rule.
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Table 5.1 Data for Problem 6.

n T ¢ T, — TS I1-17¢ Ratio
2 | 1.24245332 | 1.29800888 | 0.555556E-01 | -0.217201E-02 | 0.0000
4 | 1.28210458 | 1.29599347 | 0.138889E-01 | -0.156605E-03 | 13.8694
8 | 1.29237491 | 1.29584713 | 0.347222E-02 | -0.102642E-04 | 15.2574
16 | 1.29496946 | 1.29583752 | 0.868056E-03 | -0.650071E-06 | 15.7894
32 | 1.29561989 | 1.29583691 | 0.217014E-03 | -0.407687E-07 | 15.9453
64 | 1.29578262 | 1.29583687 | 0.542535E-04 | -0.255025E-08 | 15.9862
128 | 1.29582330 | 1.29583687 | 0.135634E-04 | -0.159425E-09 | 15.9965
256 | 1.29583348 | 1.29583687 | 0.339084E-05 | -0.996447E-11 | 15.9994
512 | 1.29583602 | 1.29583687 | 0.847711E-06 | -0.623501E-12 | 15.9815
1024 | 1.29583665 | 1.29583687 | 0.211928E-06 | -0.384137E-13 | 16.2312

10.

11.
12.

. Repeat the above for

g 1
I :/ sin® xdz = =7.
0 2

Solution: The same thing happens.

. The length of a curve y = g(x), for x between a and b, is given by the integral

Lig) = / "1+ @),

Use the corrected trapezoid rule to find the length of one “arch” of the sine
curve.

Solution: This amounts to using the corrected trapezoid rule to evaluate the

integral
L= / V' 1+ cos?(z)dz.
0

Using 16 trapezoids we get L ~ 3.820197788, which is accurate to all digits
displayed.

Use the corrected trapezoid rule to find the length of the exponential function
from z = —1 to z = 1. How small does h have to be for the computation to
converge to within 10762

Repeat the above for the tangent function, from z = —7/4 to x = 7 /4.

Define the function

F(t) = / e
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and note that .

FO)=1(5) = | fa)da.
Use Taylor expansions of F' and f about xa: a to show that
1) = 5= a)(F ) + (@) ~ 50— *(7'() ~ f(a)) = O((b — a)°).
Use this to show that the corrected trapezoid rule is O(h*) when applied over
a uniform grid of length h.

13. Construct a version of the “quasi-corrected” trapezoid rule that uses the deriva-
tive approximations

f'(a) ~ w () ~ w

Explain why we should expect this to be less accurate than the rule using the
approximations (5.2) and (5.3), and demonstrate that this is the case on the
integral

! 1
I :/ (1 —2?)de = ~.
0 4

Solution: The approximations in (5.2) and (5.3) are O(h?) accurate, whereas
the approximations suggested in this exercise are only O(h). We thus expect to
get less accuracy when using these approximations in the corrected trapezoid
rule, and this is borne out by actual experiment. For the example in this
exercise, the corrected trapezoid rule using the O(h?) formulas is exact, but
the approximation using the less accurate formulas suggested in this exercise
still shows some error for h = (1/2)5.

<ooeo[
5.3 SIMPSON’S RULE AND DEGREE OF PRECISION

Exercises:

1. Apply Simpson’s rule with h = i, to approximate the integral
! 1
I:/ (1 —2%)de = ~.
O 4

Solution: We have

Su(f) = (:25/3)(0 + 4(.2343750000) -+ 2(.3750000000)
+4(.3281250000) + 0) = 0.25,
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. Apply Simpson’s rule with h =
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which is exact.

. Apply Simpson’s rule with h = %, to approximate the integral

1
1
I = ————dxz = 0.92703733865069.
/o V14 2t

Solution: We have

Sa(f)

(.25/3)(1 + 4(.9980525784) + 2(.9701425000)
+4(.8715755371) + 0.7071067810)
9271586870.

i, to approximate the integral

1
I:/ In(l 4 z)de =2In2 — 1.
0

How small does the error theory say that i has to be to get that the error is
less than 10722 10752 How small does / have to be for the trapezoid rule to
achieve this accuracy?

Solution: For h = 1/4, we get S4(f) = .3862595628. To get the error less
than 10~3 we need

h—4 X _6 <1073

180 © (14 0)* — ’
which implies that b < .4161791450. To get 10~5 accuracy, we need h <
.7400828045e — 1. Using the trapezoid rule, we need to have

h? 1

— X — <107
2 aroz ="

so that we need h < .1095445115 and h < .3464101615¢ — 2.

. Apply Simpson’s rule with h = i, to approximate the integral

I /11 d L 2+1\/§
— T = — 1n - .
o 14 a3 3 9

Solution: We have

Sa(f)

(.25/3)(1 + 4(.9846153846) + 2(.8888888889)
+4(.7032967033) + 0.5)
— 8357855108
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The exact value is .8356488485.

. Apply Simpson’s rule with h = i, to approximate the integral

2
I= / e~ dr = 0.1352572580.
1

Solution: We have

Sa(f)

(.25/3)(.3678794412 + 4(.2096113872) + 2(.1053992246)
4(.4677062238¢ — 1) + .1831563889¢ — 1)
.1352101306.

+

. For each function below, write a program to do Simpson’s rule using the
sequence of mesh sizes h = 3(b—a),$(b—a), (b —a),..., (b — a),
where b — a is the length of the given interval. Verify that the expected rate
of decrease of the error is observed. Comment on any anomolies that are
observed.

(@ f(z)=Inz, [1,3], I(f) =3In3 — 2 =1.295836867;

) f(z) =27, [0,2L.I(f) = 2 — 10e~2 = 0.646647168;

© f(x)= /(1+:z: ), [=5,5], I(f) = 2arctan(5);
(z) =
(z)

@ f(z) = v1—=a? [-11 I(f) = 7/2;
e f(=z T sin(4x), [0 7, I(f) = 15(1 —e™™) = 0.2251261368.

Solution: My program produced the output (for (a) - (d), only) in Table
5.2. Note that the accuracy is as it should be for all but the single case of
(d), for which the error theory does not apply because of the singularity in the
derivative at each endpoint.

. For each integral in the previous problem, how small does / have to be to get
accuracy, according to the error theory, of at least 1073? 107%? Compare to
the value of h required by the trapezoid rule for this accuracy. (Feel free to use
a computer algebra system to help you with the computation of the derivatives.)

Solution:
(a) For f(z) = lnx we have

ht h4
< —xb6=—.
90 15

2h4

11(f) = Sn(F)] = 755 max

—6

Therefore we require h < .3499635512 for 10~3 accuracy and h <
.6223329773e — 1 for 107°,
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Table 5.2 Results for Exercise 5.3.6

n (© (b) (a) (d)
2 6.79487179487180 | 0.67095296587741 | 1.29040033696930 | 1.33333333333333
4 2.65030946065429 | 0.64863368605631 | 1.29532166828621 | 1.48803387171258
8 2.61738281929855 | 0.64678014940774 | 1.29579834986087 | 1.54179757747348
16 2.73331903435335 | 0.64665562384530 | 1.29583431135754 | 1.56059458488771
32 2.74671071699175 | 0.64664769843876 | 1.29583670367239 | 1.56719883449230
64 2.74680148839078 | 0.64664720084510 | 1.29583685581508 | 1.56952610894680
128 | 2.74680153128328 | 0.64664716971014 | 1.29583686536681 | 1.57034753804027
256 | 2.74680153372702 | 0.64664716776365 | 1.29583686596447 | 1.57063770946780
512 | 2.74680153387984 | 0.64664716764198 | 1.29583686600184 | 1.57074025657205
1024 | 2.74680153388940 | 0.64664716763438 | 1.29583686600417 | 1.57077650465356
2048 | 2.74680153388999 | 0.64664716763390 | 1.29583686600432 | 1.57078931890607

(b) For f(x) = 2%e~" we have

2h4 h4
I(f) - < — 2 - 12)e™7] < —
I(f) = Su(f)] < 180 2%, (2% — 8z +12)e™"| < %0

24
><12:—h.
15

Therefore we require h < .2942830956 for 10~2 accuracy and h <
.5233175697¢ — 1 for 106,

(c) For f(z) =1/(1 + x?), we have

104 24(52% — 1022 +1)| _ 4h*
— < —x24 = 32h*.
180 el o) 1+ 22) =73

[(f)=Sa(f)] <

Therefore we require h < .7476743906e — 1 for 10~2 accuracy and
h < .1329573974e — 1 for 1076,

(d) For f(x) = v/1 — a2 we have that the fourth derivative is not bounded
on [—1, 1] so the error theory does not apply.

(e) For f(x) = e~ *sin(4x) we have

h4
I(f) = Su(f)] < 2 max |(161sin4dz + 240 cos dz)e |
180 zefo,7]
4 4
< mh < 260 — 137h .

180 9
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Therefore we require h < .1218392792 for 10~3 accuracy and h <
.2166642816¢e — 1 for 1076,

8. Since the area of the unit circle is A = m, it follows that
1
g:/ V1 —22dz.
-1

Therefore we can approximate 7 by approximating this integral. Use Simpson’s
rule to compute approximate values of 7 in this way and comment on your
results.

Solution: Using the sequence of h values h = 1,1/2,1/4,1/8, ..., we get
following table of approximate values of 7. Clearly the values are converging

Estimate of 7
2.666666667
2.976067744
3.083595156
3.121189170
3.134397670
3.139052218
3.140695076
3.141275419
3.141480514
3.141553009
3.141578638
3.141587698

to 7, but not as rapidly as we would expect from Simpson’s rule. The reason is
that the integrand is not smooth at either endpoint, thus the error estimate for
Simpson’s rule does not apply.

9. If we wanted to use Simpson’s rule to approximate the natural logarithm
function on the interval [1, 1] by approximating

1
lnx:/ —dt
1 t

how many points would be needed to obtain an error of less than 10~%? How
many points for an error of less than 107152 What are the corresponding values
for the trapezoid rule?

Solution: The error using Simpson’s rule is bounded above according to

4 4
E <L 7(1/2)11 max A = 3217 .
— 180 ze(1/2),1 x5 15
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Therefore, to get 1075 accuracy requires imposing
32p* /15 < 107°

which implies 7 < 0.026166, therefore the number of required points is
n = 20. To get 10716 accuracy requires h < .8274377295¢ — 4 and n = 6043.
For the trapezoid rule we get h < 0.0049 andn > 103, and h < 0.4899 x 107
and n > 10206208. Clearly Simpson’s rule is more efficient.

Use Simpson’s rule to produce a graph of F(z), defined to be the length of the
exponential curve from 0 to z, for 0 < x < 3. See Problem 14 of §2.5.

Solution: If we use a fixed number of points, say n = 128, for any value of
x, then we get the plot shown in Figure 5.1.

20

. . . . .
0 0.5 1 15 2 2.5 3

Figure 5.1 Solution for Exercise 5.3.10.

Let f(x) = |x|; use the trapezoid rule (with n = 1), corrected trapezoid rule
(with n = 1), and Simpson’s rule (with n = 2), to compute

1= [ 11 f(@)de

and compare your results to the exact value. Explain what happens in the light
of our error estimates for the trapezoid and Simpson’s rules.

Solution: Because the function is piecewise linear, and one grid point matches
the “kink” in the graph, the trapezoid rule will produce the exact value of the
integral, but neither Simpson’s rule nor the corrected trapezoid rule will be
exact.
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Write out the expression for Simpson’s rule when c is not the midpoint of the
interval [a, b]. To simplify matters, take c — a = h, b — ¢ = 6h.

Solution: We get

Sa(f) = (h/6)(Af(a) + Cf(c) + Bf(b)),
where

A=2+0-0% C=(30>+1+6>+30)/0, B=(20>+0-1)/0.

What is the degree of precision of the corrected trapezoid rule, 7'C? What
about the n subinterval version, TS ?

Solution: Let & (z) = 2%, and consider the computation

1 b—a _ -
g0 —a) (a" +b%) = ——= (k""" — ka" ")

1 1 )
= b= a)(bF + a*) — t-a (kb'k — 1) — ka'k — 1)).

In = TF(&)=

When simplified, and compared to the exact values of

= /abgk(as)dx

we get that I, = I for k = 0,1, 2,3, but not for k¥ = 4, thus showing that
the degree of precision is p = 3. The same result holds for the n subinterval
version.

Prove that if we want to show that the quadrature rule I,,(f) has degree of
precision p, it suffices to show that it will exactly integrate 2k 0<k< p over
the integral (0,1).

Solution: Let g(x) be an arbitrary polynomial of degree p. Then

p
a@) =3 arat,
k=0
S0
P b
I(q) = Z/ zFdz.
k=07

Therefore, we need only concern ourselves with exactly integrating simple
powers instead of general polynomials. A change of variable can now be
employed to transform the interval of interest to [0, 1] from the more general
[a, b].



184

15.

16.

17.

NUMERICAL INTEGRATION

Construct the analogue of Simpson’s rule based on exactly integrating a cubic
interpolate at equally spaced points on the interval [a, b].

Solution: This yields what is sometimes known as Simpson’s three-eighths
rule:

I5(f) = — (f(a) + 3f(a+ h) + 3f(a+ 2h) + f(a + 3h)).

Show that I(qg) = Sg(f)

Solution: This is actually a straight-forward (if lengthy) computation with
¢s3(x) as defined here:

w@ = s+ (M) e a

"e) — fle)—f(a)
+ (‘f()hh> (x —a)(z —c) + Az — a)(x — ¢)?,
where ;
(= R CELC)
and

h=c—a=b-—c

Consider the quadrature rule defined by exactly integrating a cubic Hermite
interpolate:
5L(f) = 1(H2).

Write down the quadrature formula for both the basic and composite settings,
and state and prove an error estimate, using the error results for Hermite
interpolation from the previous chapter.

Solution: The Hermite cubic interpolant can be written as
Hy(z) = ha(x) f(a) + ho(2) f(0) + ha (@) f'(a) + ho(2) ' (b),

where the h and / functions are given in Section 4.6 as follows:
2
T —a x—b
i = (12 (55)) (53)
2
x—0b r—a
h =(1-2
o= (-2(=2)) (=)
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hy(z) = (z — b) (“Z:Z>2

Then the integration rule is

L(f) = Af(a) + Bf(b) + af'(a) + Bf'(b),

where

b
B= / hy(z)dx = %(b —a)
’ 1
a= [ he(z)dr = E(b —a)?
b_ 1
B= [ helx)dr= —E(b —a)?

185

The n interval rule is easily derived from the single interval rule. The error

estimate is found as follows:

b
1)~ L(f) / (f(2) — Ha(a)) do

I O (4)
= u) (z —a)*(x — b)* fY (&) da

b
_ (214 / (x — a>2<xb>2dm> F)

(b— a)5 4
Wf( )(f)

18. Consider a quadrature rule in the form

L(f) =Y arf(ar)
k=1

where the coefficients a; > 0 and the grid points xj, are all known. Assume

that I, integrates the trivial function w(x) = 1 exactly:

n b
In(w)=Zak=I(w)=/dx:b—a,
k=1 @

and that this holds for all intervals (a, b). Consider now the effects of rounding
error on integrating an arbitrary function f. Let f(z) = f(z) + e(x) be f
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polluted by rounding error, with |e¢(z)| < Cu for some constant C' > 0, for all
x € [a,b]. Show that

|1 (f) — In(f)| < Cu(b—a).

Comment on this in comparison to the corresponding result for numerical
differentiation, as given in §2.2.

Solution: The point is that numerical integration is much less affected by
rounding error than is numerical differentiation.

19. The normal probability distribution is defined as

1
p(z) = e~ (@=p)?/20°

oV 2T

where p is the mean, or average, and o is the variance. This is the famous
bell-shaped curve that one hears so much about; the mean gives the center of
the bell and the variance gives the width of it. If z is distributed in this fashion,
then the probability that a < = < b is given by the integral

Pla<z<b)= / p(z)dz.

a

(a) Use the change of variable z = (z — p) /o to show that
P(—mo < & < mo) = — / "2y
—mo <z <mo)=— e z.
- V2 J_m

(b) Compute values of P(—mo < x < mo) for m = 1,2, 3, using Simp-
son’s rule.

Solution: Form = 1, P(—mo < z < mo) &~ .6826908120; for m = 2,
P(—mo < z < mo) & .9544947255; and m = 3, P(—mo < z <
mo) ~ .9972830690.

20. Use Simpson’s rule to solve Problem 9 from §5.2.

21. Use Simpson’s rule to solve Problem 10 from §5.2.

<Jooeo]
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5.4 THE MIDPOINT RULE

Exercises:

1. Apply the midpoint rule with h = %, to approximate the integral

! 1
I :/ (1 —2%)de = ~.
0 4
How small does h have to be to get that the error is less than 10732 10762
Solution: We have, for f(z) = z(1 — 2?),
My(f) = (1/4)(f(1/8) + f(3/8) + f(5/8) + f(7/8)) = .2578125000.
The error estimate is
h? h?

A
I(f) — M, (f)| < — — 62| = —,
I1(f) (Nl < o4 zrg[gﬁ}l 6| 1

so we require h < .6324555320e — 1 for 10-3 accuracy, and h < 0.002 for
106,

2. Apply the midpoint rule with h = i, to approximate the integral

1
1
I = ———dx = 0.92703733865069.
/0 V142t

How small does h have to be to get that the error is less than 10732 10762

Solution:
My(f) = 9288993588,

and h < .1312709324 for 10~ accuracy, h < .4151151371e — 2 for 1076,

3. Apply the midpoint rule with h = %, to approximate the integral
1
I= / In(1+4 z)dx =2In2 — 1.
0

How small does h have to be to get that the error is less than 10722 10762

Solution:
My(f) = .3875883105,

and h < .1549193338 for 103 accuracy, h < .4898979486e — 2 for 1076,

4. Apply the midpoint rule with h = i, to approximate the integral

I—/l Vo e=tmoyslys
—01+x3x—3n g VT
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How small does h have to be to get that the error is less than 10732 10762

Solution:
My(f) = .8376389970,

and h < .1175282713 for 103 accuracy, h < .3716570267¢ — 2 for 107.

. Apply the midpoint rule with h = %, to approximate the integral

2
I= / e~ dx = 0.1352572580.
1

How small does h have to be to get that the error is less than 10732 10762

Solution:
My(f) = 1335215673,

and h < .1095445115 for 10~3 accuracy, h < .3464101615e — 2 for 1076,

. Show that the midpoint rule can be derived by integrating, exactly, a polynomial

interpolate of degree zero.

Solution: Take po(z) = f(c) where ¢ = (a + b)/2 is the midpoint of the
interval. Then

b
I(py) = / po(x)dz = F(c)(b— a) = My (f).

. Apply the midpoint rule to each of the following functions, integrated over

the indicated interval. Use a sequence of grids h = (b — a), (b —a)/2, (b —
a)/4,... and confirm that the approximations are converging at the correct
rate. Comment on any anomolies that you observe.

(@) f(x)=Inz, [1,3], I(f) = 3In3 — 2 = 1.295836867;

®) f(z) =2%77,(0,2,I(f) = 2 — 10e~% = 0.646647168;

© f(z)=v1—a? [-L1,I(f) = n/2

d) f(x)=1/(1+22),[-5,5], I(f) = 2arctan(5);

(e) f(z) = e "sin(4z), [0, 7], I(f) = 15 (1 — ™) = 0.2251261368.

Solution: The output is in Table 5.3 ((a) - (d), only). The approximation
performed as expected, with two notable exceptions: For f(x) = /1 — 22,
we did not achieve the expected rate of decrease for the error, because the
second derivative of f is unbounded on [—1,1]. For f(x) = z%e™%, we
achieved higher accuracy than expected. This occurs because f'(0) = f/(2)

and there is an effect similar to the corrected trapezoid rule.

. For each integral in the previous problem, how small does / have to be to get

accuracy, according to the error theory, of at least 1073? 10762
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Table 5.3 Results for Exercise 5.4.7

189

(d)

(b)

(a)

©

1.37931034482759

0.65367552526213

1.32175583998232

1.73205080756888

2.28316971966400

0.64711384088491

1.30264523357222

1.62968366431800

2.70773386697212

0.64667678393337

1.29756401303372

1.59196461030595

2.74701026646563

0.64664902575751

1.29627032524886

1.57834346564915

2.74692176145878

0.64664728387795

1.29594533728055

1.57347590396326

2.74683162099652

0.64664717490087

1.29586399050904

1.57174570134112

128

2.74680905737720

0.64664716808809

1.29584364754886

1.57113233600677

256

2.74680341486880

0.64664716766226

1.29583856141662

1.57091518675892

512

2.74680200414141

0.64664716763565

1.29583728985904

1.57083836124104

1024

2.74680165145330

0.64664716763398

1.29583697196811

1.57081119017919

2048

2.74680156328087

0.64664716763388

1.29583689249528

1.57080158214194

10.

Solution: For (b), we have

[1(f) = Mn(f)] <

10R2

2% seliss)

6x2 —2
(1+a2)3

50
6 b

therefore we need h < .3464101615e¢ — 1 to get 10-3 accuracy, and h <
.1095445115e — 2 for 10~ accuracy.

State and prove a formal theorem concerning the error estimate for the midpoint
rule over n subintervals. You may want to state and prove a formal theorem for
the single subinterval rule first, and then use this in the more general theorem.

Solution: The theorem would go something like this:
Theorem: Let f € C?([a,b]); then there exists a point & € [a, b] such that

b—a
24

I(f)_Mn(f) = - h2fu(§)~

The proof is almost identical to the developments used for Simpson’s rule and
the trapezoid rule.

Let T} be the trapezoid rule using a single subinterval, M7 be the midpoint rule
using a single subinterval, and S, be Simpson’s rule using a single quadratic
interpolant (hence, a single pair of subintervals). Show that, for any continuous
function f, and any interval [a, b],

1
=-T

2
M
3 + 1

Sa(f) = 3Til) + SMi(f):
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Solution: Let ¢ denote the midpoint of the interval [a, b], so that we have

Ti(f) = 50— a)(7) + (@)

50 = "2 (g0) 4500 + 1 0)

Mi(f) = (b—a)f(c).

Then a direct computation shows

TN+ M) = (0= a(f0)+ 1@) + 50— f()
= PZO2 ) 150+ 1) = 5300,
JooeoD

5.5 APPLICATION: STIRLING’S FORMULA

Exercises:

1. Use Stirling’s formula to show that

lim (l) -0
n—oo \ n!

for all x.

Solution: We have

mn

n!

(N (e

= Cpov/n(nje)r  \Cpy/n n '

For n sufficiently large, the second factor will be less than one, which completes
the proof.

2. Forz = 10 and e = 1073, how large does n have to be for

.,L,TI

<e
n!

to hold? Repeat for ¢ = 1075, Use Stirling’s formula here, don’t just plug
numbers into a calculator.



APPLICATION: STIRLING’S FORMULA 191

Solution: We have, for all n > 1,
10" 10" _1(10e\"
nl Cpynn™ — 2\ n '

For all n > 30, we then have
0™ 1 /10e\"
< ==
n! — 2\ 30 ’

—In1073
n= ma_1 70.05
ought to suffice. For 1075 we need to have n = 140.1 These are both
conservative estimates, because the ratio 10e/n is of course decreasing as n
increases, and we took it as the fixed value » = 10e/30 = 0.9061. Using a

program like Maple we can find that the precise values are 32 and 38.

so that taking

. Use Stirling’s formula to determine the value of
(nh)?

n—oo (pn)!

where p > 2 is an integer.

Solution: We have

() _ _[Cuvn(n/e)"]

()l Cpny/pn(pn/e)rm
() (%) o)
()

It is a simple exercise with L’Hopital’s rule to show that the second factor goes
to zero much faster than the first one goes to infinity. Thus the limit is zero.

. Use Stirling’s formula to get an upper bound on the ratio

13520 1)
B 2n+in)

R,
as a function of n.

Solution: The ideais to insert factors of 2 into the numerator and denominator
so that the product of odd terms can be treated as a factorial:

1-3-5---(2n—1)  1-2:3-4-5---(2n—1)-(2n)
2n+1p! B [2-4-6---(2n)]2n+1n!
(2n)!  (2n)!

2n(pl)2n+ln! — 2(2np!)2’
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Using Stirling’s formula we get

ConV2n(2n/e)?n _ Conv2n %n_lp

R, < = -
"= 2e2n(2n/e)?n 2¢2n 22 ’

where C}, < 2.501 and ¢;, > 2.37, for all k. Thus we have
0.2226
n=p1/2
<JoooD

5.6 GAUSSIAN QUADRATURE

Exercises:

1. Apply Gaussian quadrature with n = 4 to approximate each of the following

integrals.
(a) .
I:/ In(1+2%)dr =2In2+ 7 — 4.
-1
Solution:
Gu(f) = (0.3478548451374476) In[1 + (—0.8611363115940526)?]
+  (0.6521451548625464) In[1 4 (—0.3399810435848563)]
4+ (0.6521451548625464) In[1 4 (0.3399810435848563)]
4+ (0.3478548451374476) In[1 + (0.8611363115940526)?
= .5286293488
(b)
1
I :/ sin? radr = 1.
-1
Solution:
Ga(f) = (0.3478548451374476) sin®[rr(—0.8611363115940526)]
4+ (0.6521451548625464) sin®[r(—0.3399810435848563)]
+  (0.6521451548625464) sin?[7(0.3399810435848563)]
4+ (0.3478548451374476) sin?[r(0.8611363115940526)]

1.125732289
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(c) X
1:/ (2% 4+ 1)dx = 20/9.
—1
Solution:
G4(f) = (0.3478548451374476)((—0.8611363115940526)° + 1)
+  (0.6521451548625464)((—0.3399810435848563)° + 1)
4+ (0.6521451548625464)((0.3399810435848563)% + 1)
+  (0.3478548451374476)((0.8611363115940526)% + 1)
= 2.210612246
(d) )
I= / e dx = 1.493648266.
-1
Solution:
Ga(f) = (0.3478548451374476)¢ (~0-8611363115940526)°
+ (0.6521451548625464) ¢~ (~0-3399810435848563)°
4+ (0.6521451548625464) ¢ (0-3399810435848563)°
+ (0.3478548451374476) ¢~ (0-8011363115940526)°
= 1.493334622
(e)
|
I= / ———dx = 1.733945974.
414+
Solution:
1
Gu(f) = (0.3478548451374476)

1+ (—0.8611363115940526)%
1

1+ (—0.3399810435848563)*
1

1+ (0.3399810435848563)*
1

1+ (0.8611363115940526)4

+ (0.6521451548625464)

+ (0.6521451548625464)

+ (0.3478548451374476)
= 1.735966736

2. Apply Gaussian quadrature with n = 4 to approximate each of the following
integrals. Remember that you have to do a change of variable to [—1, 1] first.
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() )
I:/ In(1+ z)de =2In2 — 1.
0

(b)
1
I= ———dz = 0.92703733865069.
/0 V142t
Solution: G4(f) = .9270388618
()
! 1
I= / (1 — 2?)de = ~.
0 4
(d) )
1 1 1
I=] ——de=-In2+ -3
/0 Bl =32+ 5Van

Solution: G4(f) = .8356239692
(e)
2 2
1 :/ e~ * dx = 0.1352572580.
1

3. Show that (5.8) is both necessary and sufficient to make the quadrature exact
for all polynomials of degree less than or equal to 2NV — 1.

Solution: Suppose (5.8) holds, and let g(x) be an arbitrary polynomial of

degree < 2N — 1. Then
2N—1

= g a;x"
i=0

and
2N -1

/ dx—Zal/

Since Gaussian quadrature is exact for this range of degree of polynomials, we

then have
2N—1
Ig)=) a (Zw“” ") ) Gulq).
1=0

The steps are entirely reversible, so we can easily prove the other direction of
the implication.

4. Write a program that does Gaussian quadrature, using the weights and Gauss
points given in the text. Apply this to each of the integrals below, and com-
pare your results to those for the other quadrature methods in the exercises.
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Remember that you will have to do a change of variable if the interval is not
[—1,1]. Be sure to run your program for more than one value of n.

@ fz) =V1—a2 [, I(f) = /2

) f(z) =227, [0,2L.I(f) = 2 — 10e~2 = 0.646647168;
Solution: G4(f) = .6466426358

(©) f(z)=1Inz,[1,3], I(f) =3In3 — 2 = 1.295836867;

@ f(z)=1/(1+22),[-5,5], I(f) = 2arctan(5);

() f(z) =e "sin(4z), [0,7], I(f) = +=(1 — ™) = 0.2251261368.

Let P(x) = 623 + 522 + x, and let Py(z) = 32% — 1 (this is the quadratic
Legendre polynomial). Find linear polynomials Q(z) and R(x) such that
P(z) = P2(z)Q(x) + R(x). Verify that I(P) = I(R).

Solution: Simple division shows that Q(z) = 2z + (5/3) and R(z) =
3z + (5/3). It is then easily verified that

(3% — 1)(22 + (5/3)) + (3z + (5/3)) = P(x).
Let P(x) = 23 + 2% + 2 — 1, and repeat the above.

Solution: This time Q(z) = (1/3)(z + 1) and R(z) = (4/3)z — (2/3).

. Let P(z) = 323 4 22 — 6, and repeat the above.

Solution: This time Q(x) = = + (1/3) and R(z) = « — (17/3).

. Verify that the weights for the n = 2 Gaussian quadrature rule satisfy the

formula (5.9).

Solution: This amounts to showing that

/1 x — 0.5773502691896257 do — 1
1 —0.5773502691896257 — 0.5773502691896257

which it does, and similarly for the other Gauss point and weight.

Repeat the above for the n = 4 rule.

Solution: This involves the same kind of computation, with the same result.

Show, by direct computation, that the n = 2 and n = 4 Gaussian quadrature
rules are exact for the correct degree of polynomials.

Solution: Direct computation does the trick.

The quadratic Legendre polynomial is P(z) = (322 — 1)/2. Show that it is
orthogonal (over [—1, 1]) to all linear polynomials.
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Solution: Let L(z) = Az + B be an arbitrary linear polynomial; then we
have

1 1t
/ Py(x)L(x)dx = 3 / (342° 4+ 3Bz* — Az — B) dz = 0
—1 -1

for any A and B.

The cubic Legendre polynomial is P3(z) = (523 — 3x)/2. Show that it is
orthogonal (over [—1, 1]) to all polynomials of degree less than or equal to 2.

Solution: Essentially the same proof as the above.

The quartic Legendre polynomial is Py (x) = (35x* — 3022 + 3) /8. Show that
it is orthogonal (over [—1, 1]) to all polynomials of degree less than or equal
to 3.

Solution: Essentially the same proof, again, only longer.
The first two Legendre polynomials are
Py(x)=1, Pi(z) ==z,
and it can be shown that the others satisfy the recurrence relation
(n+ 1)P,y1(x) = 2n+ DaP,(z) — nPy_1(x).

Use this to show (by induction) that the leading coefficient for the Legendre
polynomials satisfies

(2n)!
2n(n!)?2
and the 2-norm of the Legendre polynomials satisfies
2
2n+1°

kn =

AR

Solution: Since kg = 1 and k; = 1, the formula works for the first two
Legendre polynomials. The recurrence then implies that

@n+1ﬂh:>mw1=(ij:f><2gg;)
o - () () () et

A similar direct computation establishes the norm result.

(n+ 1)kni1

Let )
10) = [ fae
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Show that the change of variable z = a + 1 (b — a)(z + 1) gives that

for F(z) = 1(b—a)f(a+ 3(b—a)(z + 1)).

Solution: Direct computation.

Show that the error for Gaussian quadrature applied to

= /ab f(x)dx

Solution: Apply Stirling’s formula to the error estimate.

is O([(b — a)(e/8n)*").

Prove Theorem 5.5. Hint: Simply generalize what was done in the text for the
special case of
1
n=| ras
-1

Solution: This is a routine adaptation of the exposition in the text to the situ-
ation in which the polynomials ¢, are orthogonal with respect to the weighted
inner product defined by w and [a, b].

Once again, we want to consider the approximation of the natural logarithm
function, this time using numerical quadrature. Recall that we have

lnx:/ 1dt.
1t

Recall also that it suffices to consider = € [3,1].

(a) How many grid points are required for 1016 accuracy using the trapezoid
rule? Simpson’s rule?
(b) How many grid points are required if Gauss-Legendre quadrature is used?

Solution: Using the formula for the Gaussian quadrature error over a general
interval, we get (assuming z is near 1 to maximize the b — a factor):

(1/2)2+ (n)* (20— 1)!

e =Gl = G D E < /)
o ap (n))?
@n+ DEn) ~ [en)?
1 (n')4

sn2 " [(2n) 2"
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We use Stirling’s formula to estimate the factorials. We have

(nh* < (2.501)*n2(n/e)*"

and
[(2n)1)% > (2.3)%(2n)(2n/e)*"
Therefore
2.501)%n? 0.46)(1/2)4n

This achieves the desired accuracy for n > 13.

Write a computer program that uses Gaussian quadrature for a specified num-
ber of points to compute the natural logarithm over the interval [%7 1], to within
1016 accuracy. Compare the accuracy of your routine to the intrinsic loga-
rithm function on your system.

Solution: A MATLAB script is given below. The maximum error on [1/2, 1]
was about 4 x 107!, This is larger than the specified accuracy, but this is
probably due to rounding error within MATLAB itself.

function y = loggauss(x)

a = [0.9501250983763744E-01 0.1894506104550685E+00
0.2816035507792589E+00 0.1826034150449236E+00
0.4580167776572274E+00 0.1691565193950024E+00
0.6178762444026438E+00 0.1495959888165733E+00
0.7554044083550030E+00 0.1246289712555339E+00
0.8656312023878318E+00 0.9515851168249290E-01
0.9445750230732326E+00 0.6225352393864778E-01
0.9894009349916499E+00 0.2715245941175185E-01] ;

xg = a(:,1);

wg = a(:,2);

xg = [-xg; xgl;

wg = [wg; wgl;
%
xg =1 + 0.5*x(x-1)*x(xg + 1);

wg = 0.5%(x-1)*vg;
y = sum(wg./xg);

Write a brief essay, in your own words, of course, which explains the impor-
tance of the linearity of the integral and quadrature rule in the development of
Gaussian quadrature.

Solution: The linearity is vital because of the role played by inner products
and orthogonality in the construction and accuracy of the Gaussian quadrature.

<Joo o>
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5.7 EXTRAPOLATION METHODS

Exercises:

1. Apply Simpson’s rule with h = % and h = i to approximate the integral

1
1
I = ————dz = 0.92703733865069,
/o V142t

and use Richardson extrapolation to obtain the improved value of the approxi-

mation. What is the estimated value of the error in Sy, compared to the actual
error?

Solution:
So(f) = 9312794637, S4(f) = 9271586870, Ru(f) = .9268839688,
Eu(f) = .27471844e — 3, I(f) — Ry = .1533703¢ — 3

2. Repeat the above, for
! 1
I:/ (1 —2%)de = ~.
0 4

Solution: For this exercise, everything is exact.

3. Repeat the above, for

1
I:/ In(l 4 z)de =2In2 — 1.
0

Solution:
So(f) = .3858346022, S4(f) = .3862595628, R4(f) = .3862878936,
E4(f) = —.2833071e — 4, I(f) — Ry = .6467¢ —5

4. Repeat the above, for

I /1 L 4 112+1\/§
= ———dr = -In - .
o I+23" 73 gV

Solution:

So(f) = 8425925926, S4(f) = .8357855108, Ra(f) = .8353317056,
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Ey(f) = .45380545¢ — 3, I(f) — Ry = .3171429¢ — 3

5. Repeat the above, for

2
I= / e~ dx = 0.1352572580.
1

Solution:
So(f) = .1346319964, S4(f) = .1352101306, R4(f) = .1352486730,

E4(f) = —.38542280¢ — 4, I(f) — Ry = .85850¢ — 5

. Write a trapezoid rule program to compute the value of the integral

1
2
I:/eﬂ”daz
0

Take h small enough to justify a claim of accuracy to within 10, and explain
how the claim is justified. (There are several ways of doing this.)

Solution: There are three primary ways of doing this: (1) use the error
estimate to predict how small ~ must be to theoretically guarantee an error of
less than 10~%; (2) use the correction term from the corrected trapezoid rule
as an error estimator, and stop when that estimate is less than 1076 in absolute
value; (3) use the Richardson estimate of the error , and stop when that estimate
is less than 1079 in absolute value. The exercise was written with (3) in mind,
but the other two are equally correct.

. Define

I(f):/olexdx

and consider the approximation of this integral using Simpson’s rule together
with extrapolation. By computing a sequence of approximate values Sa, Sy,
Sg, etc., determine experimentally the accuracy of the extrapolated rule

Rop = (16S2, — S,)/15.

Solution: You should be able to show that I(f) — Ra, = O(hS).

. Consider the integral

T 1
I(f):/ sin? zdx = 7.
0 2

Write a trapezoid rule or Simpson’s rule program to approximate this integral,
using Richardson extrapolation to improve the approximations, and comment
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on your results. In particular, comment upon the rate at which the error
decreases as h decreases, and on the amount of improvement obtained by
extrapolation.

Solution: You shouldn’t see much improvement, because you are integrating
a periodic function over an integer multiple of the period. We shall see in
Section 5.8 that this kind of computation will be super-accurate. For example,
for n > 2 Simpson’s rule was exact to 14 digits, so the Richardson process
didn’t really need to be invoked.

Repeat the above, this time for the integral

| w

.

371'/4 1
I(f):/ sin® xdx = — +
0 4

Solution: Since the interval of integration is not an integer multiple of the
period of the integrand, the super-accuracy is lost, and we see the kind of
behavior we expect from the usual theory.

The following table of values supposedly comes from applying the midpoint
rule to a smooth, non-periodic function. Can we use this data to determine
whether or not the program is working properly? Explain.

n M (f)

4 -0.91595145

8 -0.95732875

16 -0.97850187
32 -0.98921026

64 -0.99459496
128 | -0.99729494
256 | -0.99864683
512 | -0.99932326
1024 | -0.99966159

Solution: If we compute the estimated exponent p, we get that p =~ 1, but
for the midpoint rule we expect p = 2, so we conclude that the program has an
eITOr.

The error function, defined as

erf(z) = %/0 e dt

is an important function in probability theory and heat conduction. Use Simp-
son’s rule with extrapolation to produce values of the error function that are
accurate to within 10~® for = ranging from 0 to 5 in increments of 1/4. Check
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your values against the intrinsic error function on your computer or by looking
at a set of mathematical tables such as Handbook of Mathematical Functions.

Solution: For the range of values of interest, the extrapolated estimate is
sufficiently accurate with at most n = 64 subintervals.

Bessel functions appear in the solution of heat conduction problems in a circular
or cylindrical geometry, and can be defined as a definite integral, thus:

1 ™
Ji(x) = ;/0 cos(z sint — kt)dt.

Use Simpson’s rule plus extrapolation to produce values of Jy and .J; that are
accurate to within 10~8 over the interval [0, 6] in increments of 1/4. Check
your values by looking at a set of tables such as Handbook of Mathematical
Functions.

Solution: Again, taking n = 64 yields sufficient accuracy for the extrapo-
lated value over this range of arguments. Sometimes we need only n = 16.

Apply the trapezoid rule to approximate the integral

2

/4
I= / sin vzdx = 2.
0

Use Richardson extrapolation to estimate how rapidly your approximations
are converging, and comment on your results in the light of the theory for the
trapezoid rule.

Solution: The estimated exponent p goes to 1.5 instead of the expected 2. In
other words, the approximation is not as accurate as it should be. This occurs
because of the square root in the integrand.

Show that, for any function f,

Sa(f) = (4Ta(f) — T1(f))/3.

Comment on the significance of this result in light of this section.

Solution: The result is proved by a direct computation. We have

T (f) (f(a) + f(b))

_b—a
2

and
Ta(f) = (f(a) +2f((a +b)/2) + f(b)).
Simply add these up, as indicated, to get Sa(f).

(b—a)/2
2

The significance of this is that it shows that Richardson extrapolation applied
to the trapezoid rule yields Simpson’s rule.

<Joeoeo]
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5.8 SPECIAL TOPICS IN NUMERICAL INTEGRATION

Exercises:

1. Use the Euler-Maclaurin formula to state and prove a formal theorem that the
corrected trapezoid rule, T, is O(h*) accurate.

Solution: For N = 1, the Euler-Maclaurin formula says

1) -1 = —n00) — )+ oDt 9e), 6

from which
I(f) = T7(f) = O(h")
follows immediately.
2. Using a hand calculator, compute Tl(o)(f), TQ(O) (f), T4(0) (f), and Téo)(f) for
each of the following functions, then use Romberg integration to compute

©3(f). Note: Be sure to use Theorem 5.8 to minimize the work in computing
the first column of the Romberg array.

(a) .
I:/ In(1+ z)de =2In2 — 1.
0

(b)
b
1= ——dz = 0.92703733865069.
/0 V14t
Solution: The Romberg array is
.8535533905
19118479454 .9312794632

9233310016 .9271586869 .9268839688
9261151802 .9270432395 .9270355433 .9270379494

(c)
1 , 1
I:/O z(1—=z )dx:z

(d)

I /1 LI 112+1\/§
= ———dr=—-1In — .
o 1+ T3 gV om

Solution: ©;(f) = .8356560744
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(e) ,
I= / e~ dx = 0.1352572580.
1

Solution: ©;(f) = .1352573547.

. Write a program to do Romberg integration. Be sure to use Theorem 5.8 in

order to minimize the number of function evaluations. Test your program by
applying it to the following example problems.

(@) f(zx) = lnx, [1,3] I(f) =3In3 — 2 = 1.295836867;

®) f(z)= ©.00,2], I(f) = 2 — 10e=2 = 0.646647168;

© flz)=V1 —$2’ [=LALI(f) = 7/2;

d) f(z)= 1/(1 +22), [-5,5], I(f) = 2arctan(5).

() f(x) = e Tsin(4x), [0,7], I(f) = % (1 — e ™) = 0.2251261368;

7
For each example, compute

Number of function evaluations

N =
! —log;, |error]

This measures the number of function evaluations needed to produce each
correct decimal digit in the approximation.

Solution: A MATLAB script for Romberg integration is given below. It is
easily modified to compute V¢, which can behave erratically for some of these
examples.

function r = romberg(m,a,b)

Tnew = zeros(1l,m+1);
Told = Tnew;
TO = 0.5%(b-a)*(romf(b) + romf(a));
Told(1) =
for k=1:m
= 27k;
= (b-a)/n;
x =a + [1:2:(n-1)]*hn;
y = romf (x);
TO = Told(1);
T1 = 0. 5*TO + hn*sum(y);
Tnew(1) =
for J =1:k

= (4~ j*Tnew(j) - Told(j))/(4"~j - 1);
Tnew(J+1) = R;
end
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Told = Tnew;
end
r = Tnew(m+1);

4. Write a computer program that uses Romberg integration for a specified num-
ber of points to compute the natural logarithm over the interval [%, 1], to within
1016 accuracy. Compare the accuracy of your routine to the intrinsic loga-
rithm function on your system.

Solution: The romberg script can be easily modified to do this. The trick
is to use the Richardson error estimate to terminate the computation when the
specified accuracy is achieved.

5. Show that the change of variable © = ¢(t), where ¢ is as given in Section
5.8.2, transforms the integral

b
Mﬁszmm

into the integral

Hﬁ=[ﬁwwwww

Solution: This is a straight forward calculus exercise.

6. Apply the singular integral technique of Section 5.8.2, with n = 4, to estimate
the value of each of the following integrals. Do this with a hand calculator,
using the values in Table 5.14.

(@) X ,
I(f):/ Inz dx:—%.
0

1— 22

Solution: I, = —1.28351724985458
(b)

Una 2
100 = [ e =T
0

1—x

Solution: I, = —1.68916522566720
()
1
I(f) = / zln(l — z)de = ——;
0

Solution: I, = —0.79940423863966
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(d)

Solution: I, = 1.83057018789044
None of these is especially accurate, but recall we are only using n = 4.

Repeat the previous problem, except this time use a computer program together
with the values in Table 5.14 to compute the n = 16 approximations.

(a)

Solution: I, = —1.23368545936076
(b)

Solution: I;5 = —1.64491714791208
©

Solution: I;5 = —0.74998668656848
(d)

Solution: I = 1.77212889191835

These are substantial improvements over the n = 4 values.

. We have looked at the gamma function in a number of exercises in previous

chapters. The formal definition of I'(x) is the following:

(o)
I‘(m):/ et dt.
0

Use the infinite interval algorithm from Section 5.8.2 to construct a table of
values for the gamma function over the interval [1,2]. Compare your results
to the values you get for I'(z) on your computer or from a standard book of
tables.

Solution: Using the n = 16 version gives a maximum error of about 1073,

. Modify your Romberg integration program to compute values of U(t)/¥(1)

for ¢, € [—1, 1], and use this to extend the values in Table 5.14 to the n = 64
case.

Solution: A partial table of ¥(¢;)/¥ (1) values for n = 64 is in Table 5.4.
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Table 5.4 Table of U(¢)/T(1) for —1 < ¢ < 1.

tk W(tk)/P(1)
-0.250000 | 0.20043174541744
-0.218750 | 0.23268738852437
-0.187500 | 0.26694920180823
-0.156250 | 0.30298089532632
-0.125000 | 0.34052262810721
-0.093750 | 0.37929519918613
-0.062500 | 0.41900410866588
-0.031250 | 0.45934349927578

0.0 0.50000000000000
0.031250 | 0.54065650072422
0.062500 | 0.58099589133412
0.093750 | 0.62070480081387
0.125000 | 0.65947737189279
0.156250 | 0.69701910467368
0.187500 | 0.73305079819177
0.218750 | 0.76731261147563
0.250000 | 0.79956825458256

10. Apply the trapezoid rule to each of the following functions, integrated over the

11.

indicated intervals, and interpret the results in terms of the Euler-Maclaurin
formula.

(@) f(z)=1+sinnz, [a,b] =[0,2];
(b) f(x) =sin’x, [a,b] = [0,7].

Solution: In both cases, the trapezoid rule produces the exact value for
n = 2, which is remarkable accuracy. This is because we are integrating
periodic functions over an interval that is an integer multiple of the period. The
Euler-Maclaurin formula predicts that this will result in exceptional accuracy,
and it does.

Using a hand calculator and 7 as indicated, perform the adaptive quadrature
scheme outlined in Section 5.8.3 on each of the following integrals. Be sure to
present your results in an orderly fashion so that the progress of the calculation
can be followed.

(@) 7=5x1076;

1
I:/ In(1+x)dx =2In2 — 1.
0
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(b) 7 =105,

1

1 1 1
A 1+$3z 3n —|—9\f7r
() 7=1075;
2
I= / e~ dx = 0.1352572580.

1

(d 7=10"%

1
1
I = ———=dz = 0.92703733865069.
/0 V14t
Solution: In the first step we get

S1 = 9312794637, Sy = .9271586870, R = .9268839688,
E = .2747184467e — 3.

Since £ > 7 we do not accept the value. In the second step, we compute

Sh 4302959524, Sy = .4300938322, R = .4300803577,
E = .1347468000e — 4.

This time, we have E < 7/2 so we accept R as the partial integral of f
to the specified accuracy:

1

(z)dz = .4300803577.
1/2

We then continue the process, trying to approximate the rest of the inte-
gral.

12. Apply the MATLAB routines quad, quadl, and quadgk to each of the fol-
lowing integrations, with a tolerance 7 = 1.e — 8 in each case, then repeat the
computations over the left half of the interval, only.

(a) .
1
I=| ———dt = 0.56679020695363;
/O 1+ 102316t ’
(b) ,
I= / eSHATT 0 — 8.11767960946423;
0

(c)

1
1 :/ sin (€™*)dz = 0.20499307668744;
0
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(d)

I /1 L 112+1\/§
g R = —In — .
, 112273 g Vo

(e)

1
1
I = ———dx = 0.92703733865069.
/0 V14t

This is an experimental/research problem. Try to find a specific quadrature
problem

I= /ab f(z)dx

such that quad outperforms quadl consistently as the tolerance 7 decreases.
Then try to find a different one such that quadl outperforms quad.

Show that the trapezoid rule T3 (f) is exact for all functions of the form
f(z) = Az + B.
Solution: If f(z) = Az + B, then

Tu(f) = b;a(Aa+B+Ab+B):%A(bQ—aQ)—i—B(b—a):I(f).

Show that
I(of + Bg) = al(f) + BI(g)
for constants «v and 3, and similarly for T,, (af + 8g).

Solution:

I(af + Bg)

/ab(ozf(x) + Bg(z))dz = /b af (z)dx + /ab Bg(z)da

a

b b
a / f(@)dz + B / g(x)dz = oI(f) + BI(g),

and the same argument holds for 7;,, of course.

Show that the data in Table 5.13 confirms that the trapezoid and Simpson’s
rules applied to f(z) = v/« are both O(h) accurate.

Solution: Using Richardson extrapolation we get that (for both rules) the
exponent p ~ 1.5 which suggests that both rules are actually O(h>/?).

Confirm that (5.28) is the correct Peano kernel for the composite trapezoid
rule.

Solution: Write the integral as
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and apply the Peano kernel to each integral over [_1, tg].

18. Show that if f” is integrable over [a, b], but f”/ is not, then the trapezoid rule is
O(h) accurate.

Solution: We have

b
I(f) = Tn(f) = / K(t)f" (t)dt.

Integration by parts can be carefully used to rewrite this as

b
()~ Tulf) = — / Ki(t) (1),

(The additional terms from integration by parts involve K (x;) and therefore
vanish.) Hence,

! b /
1) =T < s K] [ 170l

19. Show that the Peano Theorem implies an error estimate for the trapezoid rule
of the form

1 b
1 -TuDl < g [ 1@l
a
Be sure to provide all details missing from the development in the text.

Solution: The only detail left out of the discussion in the text is to show that

1
< 7 2
iz, KO < gh*

but this is done the same way as the linear interpolation error estimate back in
Chapter 2.

20. Derive the Peano kernel for Simpson’s rule.

Solution: Following the development in the text, we get

K (0 :{ SR

<Jooeo]



CHAPTER 6

NUMERICAL METHODS FOR
ORDINARY DIFFERENTIAL EQUATIONS

6.1 THE INITIAL VALUE PROBLEM — BACKGROUND

Exercises:

1. For each initial value problem below, verify (by direct substitution) that the
given function y solves the problem.

(@ y' +4y = 0,y(0) = 3; y(t) = 3e~ .

(b) v/ =1/y,y(0) = 1; y(t) = /1 + 213

(© ty —y =12 y(1) =4; y(t) = 3t + 2

Solution: This is simply a matter of ordinary computation. For (a), we have,
for instance,

% (3e ) +4(3e™*) = —12e* +12¢7* =0,

and y(0) = 3¢” = 3, therefore the given solution is correct.

Solutions Manual to Accompany An Introduction to Numerical Methods and Analysis, 211
Second Edition. By James F. Epperson
Copyright (© 2013 John Wiley & Sons, Inc.
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2. For each initial value problem in Problem 1, write down the definition of f.

4.

Solution: The function f is simply the right side of the differential equation
when put into the standard form used in the text. Thus, for (a), f(t,y) = —4y,

for (b) f(t,y) = (y +¢*)/t. and for (c), f(t,y) = t*/y.

. For each scalar equation below, write out explicitly the corresponding first

order system. What is the definition of f?

@ y' +9y=e".
®) vy +y=1
(¢) ¥y +siny = 0.

Solution: For (a), we have w(t) = (y(t),y/(t))” and the system is
% ( Zg ) - % ( 5'(3) ) B ( e-fy;(g)yu) ) N ( 1152 (t) ) ’

therefore
s =( 0 )

Similarly, for (b) we get

w (t) y() y'(t) wa(t)
A wty | _af vy | _| v |_[ wo
dt | ws(t) dt | y'(t) y" (1) wa(t) ’
wy (L) Yy (t) 1—w(t) 1—wq(t)
therefore
w2 (t)
o w3 (t)
f(t’ UJ) - Wy (t)
1-— w1 (t)

Finally, for (c) we get
il ) =a(io )= a)

therefore
s =(_ 20 ).

—sinw (1)

(il )

For each initial value problem below, verify (by direct substitution) that the
given function y solves the problem.

@ y" +4y +4y =0,y(0) = 0,5/(0) = 1; y(t) = te™ .
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(b) t?y” + 6ty + 6y = 0,y(1) =1,/ (1) = =3 y(t) =t >
(© ¥y +5y +6y=0,y(0) =1,5/(0) = —=2; y(t) = e 2.

Solution: This is a straight-forward calculus exercise.

5. For each initial value problem below, determine the Lipschitz constant, K, for
the given rectangle.

(@ v =1-3y,y(0) =1, R= (-1,

b) v =y(1—y),y(0) =5, R=(-1,1) x

© v =v%y(0)=1R=(-1,1) x (0,2).

Solution: In general, we get the Lipschitz constant by computing f, and
maximizing it over the rectangle of interest. Therefore,

(@) fy(t,y) = —3forall (¢,y), hence K = 3;
(b) fy(t,y) =1—2yforalltand all y € (0,2), hence K = 3;
(¢) fy(t,y) =2y, hence K = 4.
6. Are any of the initial value problems in the previous exercise smooth and

uniformly monotone decreasing over the given rectangle? If so, determine the
values of M and m.

Solution: The ODE in (a) is smooth and uniformly monotone decreasing
because f, < 0 for all (¢,y) of interest. In fact, since f,(¢,y) = —3 for all
(t,y), we have m = M = 3.

<ooeo
6.2 EULER’S METHOD

Exercises:

1. Use Euler’s method with & = % to compute approximate values of y(1) for
each of the following initial value problems. Don’t write a computer program,
use a hand calculator to produce an orderly table of (¢, yx) pairs.

@ vy =y(1—y),y0) =%

Solution:
y1 = Yo+ hf(to,yo) = (1/2) + (1/4)y(1 —y) = 0.5625
Y2 = Y1+ hf(t1,y1) = 0.6240
Yys = Y2+ hf(tg, yz) = 0.6827
Y4 = Ys+ hf(tg, yg) = 0.7368
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(b) ty" = y(sint), y(0) = 2.

Solution: We have to use the limiting value of 1 for 32 at ¢ = 0:

y1 = Yo+hf(to,yo) =2+ (1/4)y=2.5
yo = y1+hf(t1,y1) =3.1185
ys = y2+ hf(te,y2) = 3.8661
ys = ys+hf(ts,ys) =4.7445
©) v =y(1+e€?),y(0) =1;
Solution:
i = yo+hf(to,yo) =1+ (1/4)y(e+e*) =15
y2 = y1+hf(ti,y1) =2.4933
Y3 Yo + hf(tz, yg) = 4.8109
ys = ys+hf(ts,ys) = 11.404

d v +2y=1,9(0)=2;

Solution:
1 = yo+hf(to,yo) =2+ (1/4)(1 —2y) =1.25
y2 = y1+hf(t1,y1) =0.875
ys = ya2+ hf(te,y2) = 0.6875
Ya Y3 + hf(tg, yg) = 0.59375

2. For each initial value problem above, use the differential equation to produce
approximate values of y' at each of the grid points, tx, k = 0, 1,2, 3,4.

Solution:

(@) y'(to) = f(to,yo) = 0.25, y'(t1) = 0.2461, y'(t2) = 0.2346, y'(t3) =
0.2166, ' (t4) = 0.1939.

(0) ¥/ (to) = F(to.y0) = 2./ (t1) = 2474, y/ (t2) = 2.990. ¢/ (t5) = 3.514,

y'(ty) = 3.992.

(C) y/(t()) (t(],y()) = 2 Yy (tl) = 3 973 y (tz) = 9 271 y (tg) = 26 37
Y (ta) =

(d) y'(to) = (tovyo) = =3,y (t1) = —1.5, y'(t2) = —0.75, y'(t3) =
—0.375, y/(ts) = —0.1875.

3. Write a computer program that solves each of the initial value problems in
Problem 1, using Euler’s method and h = 1/16.

Solution: Below is a MATLAB script that does this for one specific example.
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function [tc,yc] = eulerl(h,n,y0)

tc = [0];

yc = [y0l;
yn = y0;

tn = 0;

for k=1:n

y = yn + hxynx(1 + exp(2xtn));
t = kxh;

tc = [tc t];
yc = [yc yl;
yn =y;

tn = t;

end

tc = tc’;

yc = yc’

exact = exp(-0.5)*exp(tc + 0.5xexp(2xtc));
%

figure(1)

plot(tc,yc)

figure(2)

plot(tc,exact - yc)

4. For each initial value problem below, approximate the solution using Euler’s
method using a sequence of decreasing grids h~! = 2,4,8,.... For those
problems where an exact solution is given, compare the accuracy achieved
over the interval [0, 1] with the theoretical accuracy.

@ y' +4y =1L y(0) =L y(t) = (3¢ +1).

() ¢ = —ylny, y(0) = 3;y(t) = eMH".
(©) ¥ +y = sindnt, y(0) = 3.

(d) ' +siny = 0,y(0) = 1.

Solution: By making a slight modification to the eulerl script we can
easily solve the two examples for which exact solutions are given, producing
the results shown in Table 6.1.

oo o>



216 NUMERICAL METHODS FOR ORDINARY DIFFERENTIAL EQUATIONS

Table 6.1 Solutions to Exercise 6.2.4.

h~! | Max. error for (b) | Max. error for (a)
2 0.8515 0.5950
4 0.2759 0.1940
8 0.0884 0.0846
16 0.0386 0.0399
32 0.0182 0.0194
64 0.0089 0.0096
128 0.0044 0.0048

6.3 ANALYSIS OF EULER’S METHOD

Exercises:
1. Use Taylor’s Theorem to prove that

forall z > —1. Hint: expand e” in a Taylor series, throw away the unnecessary
terms, and then take powers of both sides.

Solution: We have .
e*=1+z+ 53:2@5,
therefore
1+x<e”,
therefore
(1 +l,)n S enz.
2. For each initial value problem below, use the error theorems of this section to

estimate the value of

maxy, <1 |y(te) — Yl

||y”||oo,[(),1]

E(h) =

using h = 1/16, assuming Euler’s method was used to approximate the solu-
tion.

(@ ¥y +4y=1,y(0) = 1;
Solution: E(h) < 6.70h.
®) v =y(1-y),y0)=1/2;
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Solution: We have

oK1
E(h)=—=h
(h) = b,
where K is the Lipschitz constant for f(¢,y) = y(1 — y). We have
K = max|fy| = max|l — 2y|, so we need to know the solution to

actually complete the estimation. We findy = (1+e~%)~1, s0 K = 0.46,
which implies that

E(h) = 0.635h.
(© ¢ =siny, y(0) = 3.
3. Consider the initial value problem
y =e ' —16y, y(0)=1.

(a) Confirm that this is smooth and uniformly monotone decreasing in y.
What is M'? What is m?

Solution: Since f(t,y) = e! — 16y and therefore f,(t,y) = —16 the
ODE is indeed smooth and uniformly monotone decreasing in y, with
M =m = 16.

(b) Approximate the solution using Euler’s method and h = %. Do we get
the expected behavior from the approximation? Explain.

Solution: Since this value of h does not satisfy the condition h < M~ we

do not expect to get the kind of accuracy described in the theorem.

<ooo[D

6.4 VARIANTS OF EULER’S METHOD

Exercises:

1. Using the approximation

derive the numerical method (6.20) for solving initial value problems. What is
the residual? What is the truncation error? Is it a consistent method?

Solution: We have

(t+h)—y(t—h)

/ Yy

1
_ Eth”/(at,h)
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so that

y(t+ h)2—hy(t —h) %thm(et’h) = f(t,y(t)

or
1
y(t+h) = y(t —h) +2hf(t,y(t) + Sh°Y" (01,1).
The residual is

1
Rn — §h3y1//(9t7h)

and the truncation error is
1 2. 11
Tn = gh y (etvh).

The method is consistent so long as 3"’ is continuous.

. Using the approximation

—y(tnt1) +4y(tn) — 3y(tn—1)
2h

derive the numerical method (6.21) for solving initial value problems. What is
the residual? What is the truncation error? Is it a consistent method?

y/(tn—l) ~

Solution: The method is consistent, with truncation error (h?/3)y"’(£);

. Using the approximation

3y(tns1) — 4y(tn) +y(tn-1)
2h

derive the numerical method (6.22) for solving initial value problems. What is
the residual? What is the truncation error? Is it a consistent method?

y/(tn+1) ~

Solution: Using the material in Section 4.5 we have

3y(ty, —4y(ty,) + y(tn— 1
y/(tn+1): y( +1) zgl ) y( 1)+§h2y/”(£n)

so that the differential equation becomes

3y(tn+1) - 4y(tn) + y(tn—l)
2h

+ %h?y”/(gn) = f(tn+17y(tn+1))7

or
2
3Yy(tns1) —4y(tn) +y(tn—1) = 2hf(tns1,y(tns1)) — ghgym(fn)-
Thus
1

tnss) = 3(t0) = gultas) + ShF s, yltara)) = Sh"(6)
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The residual is 5
Rn = 7§h3ym(§n)

and the truncation error is
2
Tn — —§h2y/”(§n)-

The method is consistent so long as 3"’ is continuous.

. Use the trapezoid rule predictor-corrector with h = i to compute approximate
values of y(1) for each of the following initial value problems. Don’t write a
computer program, use a hand calculator to produce an orderly table of (¢, yx)
pairs.

@ y' =y(1+e*),y(0) =1;
Solution: y(1) ~ 42.71053582.

() ¥ +2y=1,y(0) =2

© ¥ =yl —y),y(0) = 3;
Solution: y(1) = .7303809855.

(d) ty' = y(sint), y(0) = 2.

. Repeat the above, using the method (6.23) as a predictor-corrector, with Euler’s
method as the predictor. Also use Euler’s method to produce the starting value,

Y1-
Solution: For (b), y(1) &~ .7299429169; for (c), y(1) ~ 42.82307269.

. Write a computer program that solves each of the initial value problems in
Problem 4, using the trapezoid rule predictor-corrector and h = 1/16.

Solution: A MATLAB script which is slightly more general than required is
given below.

function [tc,yc] = trappc(h,n,y0)

tc = [0];
yc = [y0];
yn = yO0;
tn = 0;
for k=1:n

yp = yn + hxyn*(1-yn);

y = yn + 0.5%h*(ypx(1-yp) + yn*x(1l-yn));
t = kxh;

tc [tc t];

yc [yc y];
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yn =y,
tn = t;
end

tc = tc’;
yc = yc’

exact = 1./(1 + exp(-tc));

figure(1)
plot(tc,yc)
figure(2)
plot(tc,exact - yc)

. For each initial value problem below, approximate the solution using the

trapezoid rule predictor-corrector with a sequence of decreasing grids h~1 =
2,4,8,.... For those problems where an exact solution is given, compare the
accuracy achieved over the interval [0, 1] with the theoretical accuracy.
(a) v +y =sindnt, y
(b) ¥ +siny = 0,y(0
© ¥ +4y =1,9(0)
@ y' = —ylny, y(0)

(0)=13.
)= 1.

Ly(t) = 2(3e 4 +1).
3uy(t) = e,

Solution: The previous MATLAB script can be easily modified to do this.

. In this problem, we will consider a tumor growth model based on some work

of H.P. Greenspan in J. Theor. Biology, vol. 56 (1976), pp. 229-242. The
differential equation is

1
R'(t)=—-=S;R

2o
iR+ , R(0) =
3 pR+ /2R + 40 ©)

Here R(t) is the radius of the tumor (assumed spherical), A and p are scale
parameters, both O(1), S; measures the rate at which cells at the core of the
tumor die, and o is a nutrient level. Take A = p =1, a = 0.25, S; = 0.8, and
o = 0.25. Use the trapezoid rule predictor corrector to solve the differential
equation, using h = 1/16, and show that the tumor radius approaches a limiting
value as t — oo.

a.

Solution: By aboutt = 5 it is apparent that the limiting radius is about 0.416.

Repeat the previous problem, but this time with S; = 0.90, ¢ = 0.05, and
a = 0.50. What happens now?

Solution: The limiting size of the tumor is about 0.171.
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Now solve the differential equation using a variety of .S;, o, and a values (your
choices). What happens?

Solution: For S; sufficiently small (or o sufficiently large) the tumor grows
in size, instead of shrinking.

Now let’s model some treatment for our mathematical tumor. In the previous
three problems, we assumed that the nutrient level was constant. Suppose we
are able to decrease the nutrient level according to the model

o(t) = 0o + (00 — 0s0)e™ .

Here oy is the initial nutrient level, o, is the asymptotic nutrient level, and
q measures the rate at which the nutrient level drops. Investigate the effect
of various choices of these parameters on the growth of the tumor, based on
your observations from the previous problems. Again, use the trapezoid rule
predictor corrector with & = 1/16 to solve the differential equation.

Solution: Generally, the same kind of results occur. The faster and farther
the nutrient level is reduced, the more the tumor shrinks.

Verify by direct substitution that (6.43) satisfies the recursion (6.39) for all
n > 2.

Solution: Straight forward computation.

For the midpoint method (6.21), show that if A < 0, then 0 < r; < 1 and
ro < —1.

Solution: The key issues are that 1/£2 4+ 1 > |§| and \/&2 + 1
< V&2 +2/+ 1=+ 1. Then

r1 > =&+ €] >0

and
r1 < -+ +1=1.

Similarly,

ra = =l = VISP + 1 < =[] = VISP = 2] + 1 = —[§] = V(I¢] = 1)?
= -l =V -lE)? =~ -1 - ) =-L

We assumed at the end that & was small enough that 1 — |£| > 0; this should
have been an assumption in the problem statement.

Show that (6.44) is valid. Hint: First, show that C; = 1 — C5. Next, use
Taylor expansions to write

-t —1-382+0()

VETT 1+1e+0@E)
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Solution: Showing C; = 1 — (5 is fairly routine. We then have that

and

e€:1+§+%§2+0(53);»g—ef:717%£2+0(£3),

VETI=14 6+ 0,

Both of these follow from routine Taylor series computations. Finally, we have

“1-382H0(E) 158 - 0(E) +0(E) +OE)
1+382+0(¢Y 143624+ 0(¢Y)
O(£h) + 0(&?)
L+3€ +0(¢)
= —1+0("H+0(E)
—1+0(£3)

15. Use the midpoint rule predictor-corrector method (6.35)-(6.36) to solve each
of the IVP’s given in Problem 4.

Solution: A MATLAB script that does the job is given below.

function [tc,yc] = midpc(h,n,y0)

YA

tc = [0];
yc = [y0];
yn = y0;
tn = 0;
for k=1:n

yp = yn + 0.5%h*fmid(tn,yn);

y = yn + h*fmid(tn+0.5%h,yp);
t = kxh;

tc = [tc t];

ye = [yc yl;

yn o=y;

tn = t;

end

tc = tc’;

yc = yc’

exact = 0.5%(1 + 3xexp(-2%tc));
figure(1)

plot(tc,yc)

figure(2)

plot(tc,exact - yc)
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16. Show that the residual for the midpoint rule predictor-corrector is given by

R=y(t+h)—y(t) = hf(t+h/2,yt) + (h/2) f(t,y(t))).

Then use Taylor’s theorem to show that R = O(h?) and hence that the midpoint
rule predictor-corrector is a second order method.

Solution: We have

y(H)—y(t) = by (04519 () +OR®) = hf (1, (1) + 5h%" () +O(4°),
SO

R=hf(t,(0) + 512" (1) + O(®) = hf(t-+ h/2,5(6) + (h/2) (1, (1)

For notational simplicity write Y (¢) = y(¢) + (h/2) f(t, y(t)) so that we have
R=hf(t.y(0) + 3h%9"(6) = hf (¢ +/2Y (1)) + O()

The problem can be done from this point quite simply using Taylor’s Theorem
for two variable functions, but it can also be done using single variable calculus,
carefully. We have

Ft+1/2,Y () = f(£,Y () + (h/2) fo(t, Y (1)) + O(h?),

so R becomes
R =h(f(t,y(t) = f(t.Y () + (h*/2)(y" (1) = fi(t, Y (1)) + O(R?).

The first term simplifies as follows:

h(f(ty(®) = F(5Y () = hfy(tn:)(y(t) =Y (2))

—(h?/2) f, (t,ne) £ (¢, 5 (1)),
where 7; is a value between y(t) and Y (¢). Now, since
y'(t) = f(ty(t)

it follows that

v = L)
= filt,y(®) + £y, (t,y(1)y (1)
= filt,y(t) + £y (8, y() f (£, y (1))
Therefore,

R = (R*/2)(fy(t,y() f(t.y(t)) = fy(t,ne) f(ty(t)
+Hi(t () = fi(t, Y (1)) + O(h%),
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Hence,

R = (R*/2)(fy(t;y(0)f(ty(t) = fy(t,ne) f(ty(t)
+fi(t y(t) = fi(t, Y (1)) + O(R?)
= (/2 f(ty@®)[fy(t.y()) — fy(t,me)]
+(12/2)[fe(t,y(1) = fi(&, Y (1))] + O(R?)
= (B/2)f(t,y(D)) fyy (t. o) [y (t) — ne]
+(h?/2) fry (t, )y (1)) = Y (B)] + O(h?)

where i is a value between y(t) and n; and 14 is a value between y(t) and

Y'(t). Since
y(t) =Y (1) = =(h/2)f (L, y(1))

this quickly becomes

R= (h?/2)f(t, y() fyy (t, 1) [y(t) — me] — (W2 /4) fy () f (£, 9(1)) + O(R?)
= (h*/2) f(t.y(£)) fyy (t, ) [y (t) — ] + O(R?).

Finally, since 7; is between y(t) and Y (¢) and y(¢) — Y (¢) = O(h), it follows
that y(t) — n; = O(h) which implies that R = O(h3).

Assume that f is differentiable in y and that this derivative is bounded in
absolute value for all ¢ and y:

‘fy(tvy” <F.

Show that using fixed point iteration to solve for y, 1 in the trapezoid rule
method will converge so long as h is sufficiently small. Hint: Recall Theorem
3.6.

Solution: The iteration function is
gy) =Y + (h/2)(ft.Y) + f(t+ h,y))

where we regard Y (which is equal to y,,) as a fixed value. From Theorem 3.6
we see that the convergence of the iteration depends on ¢’ being less than one
in absolute value. But

of

9'(y) = (h/2) y(t+h7y)'

Under the given assumptions, we therefore have that
lg'(y)| <hF/2 <1

for h sufficiently small.
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18. Derive the numerical method based on using Simpson’s rule to approximate
the integral in
t+h
we+n) =yt -0+ [ fsy(e)ds

t—h

What is the order of accuracy of this method? What is the truncation error? Is
it implicit or explicit? Is it a single step or multistep method?

Solution: We get

ylt+h) = y(t*h)+g(f(t—hvy(t—h))+4f(t,y(t))

5
y(5) (gt)7

+f(t+h,y(t+h)) — 5350

which suggests the numerical method

Ynt1 = Yn—1 + % (f(t = hyyn—1) +4f(t,yn) + f(t + h Yns1)) -

The method is an implicit multistep method, with order of accuracy 4; the

truncation error is
h4

__° )
2880y (ft)-

T(t) =
<Joeo o]

6.5 SINGLE STEP METHODS — RUNGE-KUTTA

Exercises:

1. Use the method of Heun with h = i to compute approximate values of y(1) for
each of the following initial value problems. Don’t write a computer program,
use a hand calculator to produce an orderly table of (¢, yx) pairs.

@ v =y(1—y).y(0) =1
Solution:

Yo = .5, yi=.5620117188, y» = .6221229500,
ys = .6786683489, v, = .7303809855

(b) v =y(1+e*),y(0) =1
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Solution:

vo = 1, y = 1.746635238, yo = 3.674304010,
ys = 10.24009564, vy, = 42.71053582

© ¥y +2y=1y(0) =2
Solution:

Yo = 2, y=1.4375, yo = 1.0859375,
ys = .8662109375, y4 = .7288818360

(@) ty’ = y(sint), y(0) = 2.

2. Repeat the above, using fourth order Runge-Kutta.

Solution:

(a)
Yo = 2, y1 = 1410156250, yo = 1.052256267,
ys = .8350929950, y4 = .7033246558

(b)
Yo = 1, wy1 =1.775386270, yo = 3.886047491,
ys = 11.97099553, y4 = 63.69087556

©
yo = .5, y1 =.5621763730, vy, = .6224590537,
ys = .6791782275, 1y, = .7310578607

3. Write a computer program that solves each of the initial value problems in
Problem 1, using the method of Heun, and h = 1/16.

Solution: Below is a MATLAB script that does this task.

function [tc, yc] = heun(y0,h,n)
yc = [y0];
tc [0];
y = y0;
t = 0;
for k=1:n
k1
k2

hxfheun(t,y);
h*fheun (t+2*h/3,y+(2/3)*k1) ;
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yn = y + 0.25%(k1 + 3%k2);

y = yn;
t =t + h;
yc = [yc ynl;
tc = [tc t];
end
plot(tc,yc)

4. Write a computer program that solves each of the initial value problems in
Problem 1, using fourth order Runge-Kutta, and h = 1/16.

Solution: Below is a MATLAB script that does this task.

function [tc, yc]l = rk4(y0,h,n)

yc = [y0]l;

tc = [0];

y = y0;

t = 0;

for k=1:n
k1 = hxfrk(t,y);
k2 = hxfrk(t + 0.5%h,y + 0.5%k1);
k3 = hxfrk(t + 0.5%h,y + 0.5%k2);
k4 = h*xfrk(t + h,y + k3);
yn =y + (k1 + 2*¥k2 + 2%k3 + k4)/6;
y = yn;
t =t + h;
yc = [yc ynl;
tc = [tc t];

end

plot(tc,yc)

5. For each initial value problem below, approximate the solution using the
method of Heun with a sequence of decreasing grids h~! = 2,4,8,.... For
those problems where an exact solution is given, compare the accuracy achieved
over the interval [0, 1] with the theoretical accuracy.

(@) y' +siny =0,y(0) = 1.

Solution: The script given above can be used to do this problem.

6. Repeat the above, using fourth order Runge-Kutta as the numerical method.
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Solution: The rk4 script given above can be used to do this problem.

7. Repeat Problem 8 from § 6.4, except this time use fourth order Runge Kutta to
solve the differential equation, with h = 1/8.

Solution: The same general results are obtained as previously.

8. Repeat Problem 9 from § 6.4, except this time use fourth order Runge Kutta to
solve the differential equation, with h = 1/8.

Solution: The same general results are obtained as previously.

9. Repeat Problem 11 from §6.4, except this time use fourth order Runge Kutta
to solve the differential equation, with h = 1/8.

Solution: The same general results are obtained as previously.

10. Repeat Problem 10 from §6.4, except this time use fourth order Runge Kutta
to solve the differential equation, with h = 1/8.

Solution: The same general results are obtained as previously.
<{<ooo>

6.6 MULTI-STEP METHODS

Exercises:

1. Use second order Adams-Bashforth with b = i to compute approximate values
of (1) for each of the following initial value problems. Don’t write a computer
program, use a hand calculator to produce an orderly table of (¢x, yx) pairs.
Use Euler’s method to generate the needed starting value.

(@ ¥ +2y=1,9(0) =2;
Solution:
Yo =2, y1 = 1.25, y = 1.0625, y3 = .828125, y4 = .7226562500
(b) ¥ =y(1+e*),y(0) =1;
Solution:

yo = 1, y1 =15, ys=2.739905715,
y; = 6.063673588, y4 = 17.25489584
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(©) ty’ =y(sint), y(0) = 2.
@ v =yl —y),y0) =3

Solution:

Yo = .5, y1=.5625, y»=.6235351563,
ys = .6808005870, w4 = .7329498843

2. Verify that the A, values and p,, are correct for second order Adams-Bashforth.

Solution: We have

tnt1 trnt1 _ h
)\02/ Lo(s)ds:/ %ds:/ u+hds: §h
: : tn —th-1 0 h 2

n n

and

tni1 tni1 —t h 1
M:/m<m@@:/ Ai—Lm:/gi@:fm
t t tnfl - tn 0 —h 2

n n

and

bt (s —tn)(s —tn-1) 1 [ 5 4
pl—/t 5 ds-i/o u(u—|—h)d3—ﬁh

n

3. Write a computer program that solves each of the initial value problems in
Problem 1, using second order Adams-Bashforth and h = 1/16. Use Euler’s
method to generate the starting value.

Solution: A MATLAB script that does this is given below.

function [tc, yc] = AB2(y0,h,n)

yc = [y0];
tc = [0];
y = y0;
t = 0;
%
fy = fAB2(t,y);
yn =y + hxfy;
tn = h;
tc = [tc tn];
yc = [yc ynl;
%
for k=2:n

fyn = £AB2(tn,yn);
yp = yn + 0.5%h*x(3xfyn - fy);
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end

y = yn;

fy = fyn;

yn = yp;

tn = k*h;

tc = [tc tn];
yc = [yc ypl;

plot(tc,yc)

4. Write a computer program that solves each of the initial value problems in
Problem 1, using fourth order Adams-Bashforth, with fourth order Runge-
Kutta to generate the starting values.

Solution: A MATLAB script which does this is given below.

function [t,y] = AB4(yO,h,n)

t0 =

ot
I

k1
k2

k3 =

k4
yb
tb
y =
t =

k1
k2
k3

k4 =
= yb + (h/6)*(kl + 2xk2 + 2xk3 + k4);

yc
tc

y:

0;

£AB4(t0,y0);

= fAB4(t0+0.5%h,y0+0.5%h*kl) ;

fAB4 (£0+0.5%h,y0+0.5%h*k2) ;
fAB4(t0+h,y0+h*k3) ;

= y0 + (h/6)* (k1 + 2*k2 + 2*k3 + k4);

t0 + h;

= [y yal;

[t tal;

fAB4(ta,ya);
fAB4(ta+0.5%h,ya+0.5%h*kl) ;
fAB4(ta+0.5%h,ya+0.5xh*k2) ;

fAB4 (tat+h,ya+h*k3) ;

ya + (h/6)*(kl + 2¥k2 + 2*k3 + k4);
ta + h;

[y ybl;

[t tbl;

fAB4(tb,yb);

fAB4 (tb+0.5%h,yb+0.5%h*k1) ;
fAB4 (tb+0.5%h,yb+0.5*%h*k2) ;
fAB4 (tb+h, yb+h*k3) ;

tb + h;
[y ycl;
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t = [t tcl;
YA

for k=4:n

yn = yc + (h/24)*(565*%fAB4(tc,yc) - 59*fAB4(tb,yb)
+ 37xfAB4(ta,ya) - 9xfAB4(t0,y0));

yo = ya;
ya = yb;
yb = yc;
yc = yn;
t0 = ta;
ta = tb;
tb = tc;
tn = tc + h;
tc = tn;
y = [y ynl;
t = [t tnl;

end

figure(1)

plot(t,y);

ye = 1./(1+exp(-t));
figure(2)

plot(t,ye - y)

ee = max(abs(ye - y))

5. For each initial value problem below, approximate the solution using the fourth
order Adams-Bashforth-Moulton predictor-corrector, with fourth order Runge-
Kutta to generate the starting values. Use a sequence of decreasing grids
h~! = 2,4,8,.... For those problems where an exact solution is given,
compare the accuracy achieved over the interval [0, 1] with the theoretical
accuracy.

(a) ¥ +siny =0, y(0) = 1.
) ¥ +4y=1,y(0) = 1L; y(t) = 1(3e"4 +1).
(©) ¥ +y = sindnt, y(0) = 3.

@) v = —ylny, y(0) = 3; y(t) = eDe ",

Solution: A MATLAB script that does this is given below. It is not especially
efficient.

function [t,y] = ABAM4(yO,h,n)
t0 = 0;
y = [yo];
t = [0];

h
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k1 = fABAM4(t0,y0);

k2 = fABAM4(tO+O.5*h,y0+0.5*h*k1);

k3 = fABAM4(t0+0.5%h,y0+0.5%h*k2) ;

k4 = fABAM4(tO+h,y0+h*k3);

ya = yO + (h/6)* (k1 + 2*k2 + 2%xk3 + k4);
ta = t0 + h;

y = [y yal;

t = [t tal;

k1l = fABAM4(ta,ya);

k2 = fABAM4(ta+O.5*h,ya+0.5*h*k1);

k3 = fABAM4(ta+0.5%h,ya+0.5%h*k2);

k4 = fABAM4(ta+h,ya+h*k3);

yb = ya + (h/6)* (k1 + 2*k2 + 2%xk3 + k4);
tb = ta + h;

y = [y ybl;

t = [t tb];

k1 = fABAM4(tb,yb);

k2 = fABAM4(tb+O.5*h,yb+0.5*h*k1);

k3 = fABAM4(tb+0.5%h,yb+0.5%h*k2) ;

k4 = fABAM4 (tb+h,yb+h*k3);

yc = yb + (h/6)* (k1 + 2*k2 + 2%xk3 + k4);

tc = tb + h;
y = [y yel;
t = [t tc];
for k=4:n

yp = yc + (h/24)*(65*xfABAM4(tc,yc) - 59*fABAM4(tb,yb)
+ 37+fABAM4(ta,ya) - 9*fABAM4(t0,y0));

yn = yc + (h/24)*(9%fABAM4 (tc+h,yp) + 19*%fABAM4(tc,yc)

5+xfABAM4 (tb,yb) + fABAM4(ta,ya));

yo = ya;

ya = yb;

yb = yc;

yc = yn;

t0 = ta;

ta = tb;

tb = tc;

tn = tc + h;

tc = tn;

y = [y ynl;

t = [t tn];
end
figure(1)
plot(t,y);

ye = (16%exp(-t)*pi~2-8*pi*cos(4*pikxt)+8*exp(-t)*pi...
+exp(—t)+2*sin(4xpixt))/(32*%pi~2+2);
figure(2)
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plot(t,ye - y)
ee = max(abs(ye - y))

Derive the second order Adams-Bashforth method under the assumption that
the grid is not uniform. Assume that ¢,y —t,, = h,and ¢t,, — t,,_1 = n, with
1 = @h. What is the truncation error in this instance?

Solution: .1 = yn + (7/20)((1 + 20) f(tn, yn) — f(tn—1,yn_1)). The

truncation error is .
0)=h3(-+-0
p(0) (6 +3 )

Repeat Problem 8 from § 6.4, this time using second order Adams-Bashforth
with h = 1/16. Use simple Euler to generate the starting value y;. If you did
the earlier problems of this type, compare your results now to what you got
before.

Solution: The same general results are obtained as previously.

Repeat Problem 9 from §6.4, this time using second order Adams-Bashforth
with h = 1/16. Use simple Euler to generate the starting value y;. If you did
the earlier problems of this type, compare your results now to what you got
before.

Solution: The same general results are obtained as previously.

Repeat Problem 11 from § 6.4, this time using second order Adams-Bashforth
with h = 1/16. Use simple Euler to generate the starting value y;. If you did
the earlier problems of this type, compare your results now to what you got
before.

Solution: The same general results are obtained as previously.

Repeat Problem 10 from § 6.4, this time using second order Adams-Bashforth
with h = 1/16. Use simple Euler to generate the starting value y;. If you did
the earlier problems of this type, compare your results now to what you got
before.

Solution: The same general results are obtained as previously.

<eooeo
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6.7 STABILITY ISSUES

Exercises:

1.

Determine the residual and the truncation error for the method defined by
Yn+1 = 4dYn — 3Yn—1 — 2hf(tn—1,Yn—1). Try to use it to approximate
solutions of the IVP ¢/ = —yIny, y(0) = 2. Comment on your results.

Solution: The truncation error for this method will indicate it is an O(h?)
method, yet the actual computation will be horribly inaccurate, because the
method is unstable.

. Show that the method defined by ¥, +1 = 4yn — 3Yn—1 — 2hf (tn—1,Yn—1) I8

unstable.

Solution: The stability polynomial is o(r) = r? — 4r + 3, which has roots
ro = 1 and r; = 3, so the method fails to be stable.

. Consider the method defined by

1
Yntl = Yn—1 + gh [f(tn—1,Yn—1) + 4f (tn, yn) + f(tns1, Ynt1)]
which is known as Milne’s method. Is this method stable or strongly stable?

Solution: The stability polynomial is ¢ = r2 — 1, which has roots 79 = 1
and r; = —1, so it is only weakly stable, like the midpoint method.

. Show for backward Euler and the trapezoid rule methods, that the stability

region is the entire left half-plane.

Solution: We do this only for the trapezoid rule method.

We have
Ynt+1 = Yn + (h/2)(/\yn + /\yn+1)

(14 (h))2

If R(\) < 0, then |yn41| = ¥|yn|, Where v < 1, so y,, — 0 as n — oo, hence
the stability region is the entire left half-plane.

so that

. Show that all four members of the BDF family are stable.

Solution: The stability polynomials are

r=1,
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s 18, 9 2

rP=—r
11 11 11

and
4—4—8r3 36 , 16 3

25 25 25  25°

Simple computations show that all four cases satisfy the root condition, and
hence are stable.

r

. Show that the stability region for the fourth order BDF method contains the
entire negative real axis.

Solution: The stability region is that part of the complex plane for which the
method is relatively stable when applied to the ODE 3’ = Ay. Thus we look
at the recursion

48 36 n 16 3 n 12 5
Yn+1 = 25yn 251/7171 25yn72 25?/7173 25 Yn41
To say that the stability region for the method contains the entire negative real
axis is equivalent to saying that the roots of the polynomial
48 36 16 3 12
=P - —r - — + —hN!

" T os" T 5" Tas" T a5 os

are less than one in absolute value for all negative real A. We thus look at the
polynomial equation

(25 + 12&)r* — 487 + 3612 — 16r + 3 = 0,

where £ = —hA > 0. For specific values of £ > 0, we can compute the
maximum absolute value of the roots of this polynomial. Since the maximum
absolute value is always less than one, the negative real axis is within the
stability region of the method.

<ooeo

6.8 APPLICATION TO SYSTEMS OF EQUATIONS

Exercises:

1. Using a hand calculator and h = i, compute approximate solutions to the
initial value problem

Yy = —dyity2, yi(0)=1;
Y y1 —4y2, 12(0) = -1
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Compute out to ¢ = 1, using the following methods:
(a) Euler’s method;

Solution: y; 4 = .00390625, y2 4 = —.00390625

(b) RK4;

(c) AB2 with Euler’s method for the starting values;
Solution: y;(1) ~ 1.310058594, y2(1) ~ —1.310058594.

(d) Trapezoid rule predictor-corrector.
Solution: y; 4 = .07965183255, y2 4 = —.07965183255

Organize your computations and results neatly to minimize mistakes.

. Consider the second order equation

1
Yy’ +siny =0, y(0)= gﬂ',y/(O) =0;

write this as a first order system and compute approximate solutions using a
sequence of grids and the following methods:

(a) Second order Adams-Bashforth;
(b) Fourth order Runge-Kutta;
(c) The method of Heun.

The solution will be periodic; try to determine, experimentally, the period of
the motion.

Solution: As a system, the problem becomes

% = @ = —sin
dt Y2, dt n
Using Heun’s method and & = 1/32 we get that the period of the motion is

about 6.3.

. Show that backward Euler and the trapezoid rule methods are both A-stable.

Solution: We do this for backward Euler, only. We apply the method to the
ODE ' = Ay, where R(\) < 0 is assumed. This yields

Yn+1 = Yn + h/\yn+1

so that

1
yn+1 - (1_]7)\) Yn = YYn-
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Since $(A) < 0 it follows that v < 1 so y,, — 0, thus the method is A-stable.
A similar argument works for the trapezoid rule method.

. Show that the second-order BDF method is A-stable.

. Apply the third order BDF method, using the trapezoid method to obtain the
starting values, to the stiff example in the text. Compare your results to the
exact solution and those obtained in the text.

Solution: At each step we have to solve the system

6 18 9 2
I——hA n = 7 Yn — 77 Yn—-1 — 77 Yn—
( 11 >y +1=17Y 11917 qYn—2

- (32)
Y2,n
198 199
—-398 —399
Since we are using a third order method instead of a second order method, we

expect better results and we get them. The maximum error for this method is
substantially smaller than for the trapezoid rule.

where

and

. Consider the following system of differential equations:

yi(t) = ay(t) — bya(t)y1(t),y1(0) = y1o
ya(t) = —cya(t) + dyr (t)ya(t), y2(0) = yao

Solve this system for a sequence of mesh sizes, using the data a = 4,b =
1,¢ = 2,d = 1, with initial values y190 = 3/2 and y29 = 4. Use (a) Second
order Adams-Bashforth, with Euler’s method providing the starting value; and,
(b) Fourth order Runge-Kutta. Plot the solutions in two ways: As a single plot
showing y; and y» versus ¢; and as a phase plot showing y; versus y,. Note:
The solutions should be periodic. Try to determine, experimentally, the period.
(Note: This problem is an example of a predator-prey model, in which y;
represents the population of a prey species and y» represents the population of
a predator which uses the prey as its only food source. See Braun [3] for an
excellent discussion of the dynamics of such systems, as well as the history
behind the problem.)

Solution: Using AB2 with h = 1/32 you should get that the period of the
solution is about 2.2.

. Consider now a situation in which two species, denoted x; and x2, compete
for a common food supply. A standard model for this is

2i(t) = azi(t) — (br1(t) + caa(t))z1(t)

xh(t) = Aza(t) — (Bzi(t) + Caa(t))za(t)
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with initial conditions x1(0) = 29, 22(0) = x9. Using any of the methods

in this chapter, solve this system for 2{ = 2§ = 10,000, using a = 4,b =
0.0003,c¢ = 0.004, A = 2, B = 0.0002, C = 0.0001. Vary the parameters of
the problem slightly and observe what happens to the solution.

An interesting and somewhat unusual application of systems of differential
equations is to combat modeling. Here, we denote the force levels of the two
sides at war by x; and x2, and make various hypotheses about how one side’s
force level affects the losses suffered by the other side. For example, if we
hypothesize that losses are proportional to the size of the opposing force, then
(in the absence of reinforcements) we get the model

Ty = —am
rh = —br

If we hypothesize that losses are proportional to the square of the opposing
force, we get the model

/ _ 2
r; = —ors

xy = —fai
The constants «, 3, a, b represent the military efficiency of one side’s forces.

Using any of the methods of this section, consider both models with
a=1a=1,21(0) =120, z2(0) = 40

and observe how changing b and 5 affects the long-term trend of the solutions.
In particular, can you find values of b and 5 such that the smaller force anni-
hilates the larger one? Combat models such as this are known as Lanchester
models after the British mathematician F. W. Lanchester who introduced them.

Solution: Using Euler’s method with At = 0.05, the author found that, in
the linear model, the smaller force needed to be have b = 11 to annihilate the
larger force, while for the squared model it required 5 = 37 for the smaller
force to win. (In the squared model the author used a much smaller time step,
At = 0.0005, to avoid one side eliminating the other in a single step.)

Consider the following system of ODEs:

= o(y—x),
"= .’E(p—Z) - Y
7 = xy- Pz

Use two different second order methods (your choice) to approximate solutions
to this system, for o = 10, 8 = 8/3, and p = 28. Take x(0) = y(0) = 2(0) =
1 and compute out to ¢ = 5. Plot each component.
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10. Consider the second order equation:
" —p(l—2?)2’ +x=0, z(0)=0.5 2/(0)=0.

First, write this as a system. Then, as in the previous problem, choose two
different second order methods and use each to solve the system for ; = 0.1
and p = 10. Compute out to ¢ = 20.

11. One simple but important application of systems of differential equations is
to the spread of epidemics. Perhaps the simplest model is the so-called SIR
model, which models an infectious disease (like measles) that imparts immunity
to those who have had it and recovered. We divide the population into three
categories:

e S(t): These are the people who are susceptible, i.e., they are well at time
t but might get sick at some future time;

e ](t): These are the people who are infected, i.e., sick;

e R(t): These are the people who have recovered and are therefore pro-

tected from getting the disease by being immune.

Under a number of simplifying assumptions® the STR model involves the
following system, sometimes known as the continuous Kermack-McKendrick

model.
% = —rSI,
% = rSI—al,
% = al,

The parameters r and a measure the rate at which susceptible people become
sick upon contact with infectives, and the rate at which infected people are
cured.

(a) Forthecase Iy =1, 5y = 762, Ry =0, a = 0.44, and r = 2.18 x 1073,
solve the system using the numerical method and step size of your choice,
and plot the solutions. This data is taken from a study of an influenza
epidemic at an English boys school; the time scale here is in days.

(b) Now consider the case where Sp = 10, Ry = 0, a = 1.74, r =
.3 x 107°. Solve the system (again, using the method of your choice) for
a range of values of Iy > 0. Is there a critical value of Iy beyond which
the disease spreads to almost all of the population? This data is taken,

6See J.D. Murray, Mathematical Biology, Springer-Verlag, Berlin, 1989, pp. 611ff.
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roughly, from a study of a plague epidemic in Bombay; the time scale is
weeks.

Solution: Using the trapezoid rule predictor-corrector with & = 1/16,
the epidemic dies out in about 5 weeks, regardless of the size of [, and
does not spread throughout the population.

(c) In the previous data set, take I, = 10* and vary the value of . Try to
find the critical value of r such that, for » < r...;; the number of infected
drops monotonically, and for r > r..;; the number of infected rises to a
peak before falling off.

Joo o>

6.9 ADAPTIVE SOLVERS

Exercises:

1. Use Algorithm 6.4 to solve the following IVP using the local error tolerance
of € = 0.001:

y =vy? y(0)=1

Do this as a hand calculation. Compute 4 or 5 steps. Compare the computed
solution to the exact solution y = (1 —¢)~1.

Solution: The algorithm settles on h; = ho = hy = hy = hs = 0.0078125
and produces the approximate values

y1 = 1.00785339019122, yo = 1.01583078044887, y3 = 1.02393512571904,
ys = 1.03216947546184, ys = 1.04053697745659

2. Apply one of the MATLAB routines to each of the following ODE:s:
@y +4y=1y0)=1
(b) ¥y +siny =0,y(0) = 1;
() ¥ +y =sindnt, y(0) = %;
—t
@ vy =17 y(0) =4.

Use both 7 = 1.e — 3 and 7 = 1.e — 6, and compute out to ¢ = 10. Plot your
solutions. You may need to adjust MaxStep.

Solution: For (b), using an old version of ode45, the author got the graph in
Fig. 6.1.
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Figure 6.1 Solution to Problem 2b.

3. The MATLAB ODE routines can be applied to systems. Use each of ode23,
ode45, and ode 113 to solve the system in Problem 9 of § 6.8, using 7 = 1.e—3
and also7 = l.e — 6.

Solution: Using an old version of ode23, and plotting each component as
a coordinate in 3-space, we get the graph in Fig. 6.2 (computing out to
Tiax = 65). This system is known as the “Lorenz attractor,” and is one of the
first examples of a so-called chaotic dynamical system.

4. Apply ode45 to the system in Problem 10 of §6.8, using 4+ = 10. Compute
out to t = 60, and plot both solution components. Comment.

Solution: Using the version of ode45 from the 1994 MATLAB, the author
got the plot in Figure 6.3. This equation is known as the van der Pol oscillator;
it is an example of a nonlinear oscillator. Note to instructors: Advise the
students to plot the solution components on separate axes; otherwise the large
values of the derivative will distort the scales.

5. The three routines we used in this section are not designed for stiff ODEs, but
that does not mean we can’t try it! Apply ode23 to the system

Vi = 198y +199y2, 31(0) =1
yy = —398y; —399ys, 12(0) = —1;

using 7 = 107C. Plot the solution components over the interval (0, 5).

<Jooeo]>
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Figure 6.2 Solution to Problem 3.

25

Figure 6.3 Solution curve for Problem 10.
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6.10 BOUNDARY VALUE PROBLEMS

Exercises:
1. Use a mesh size of h = i (n = 4) to solve the boundary value problem

—u” +u=sinz,0 <z <1;
u(0) =u(l) =0.

Don’t bother to write a computer program; do this as a hand calculation.

Solution: The system is

33 —-16 0 Uy V2/2
—16 33 —16 uy | =1 1/2
0 —16 33 us3 V2/2

which has solution

up = 0.05430593375937,
uy = 0.06781181455454,
uz = 0.05430593375937.

2. Repeat the above for the BVP

—uw'+Q2-2)u=2,0<x<1;
u(0) = u(1) = 0.

Don’t bother to write a computer program; do this as a hand calculation.
Solution: «(1/4) = 0.0329, u(1/2) =~ 0.0538, u(3/4) ~ 0.0484.
3. Repeat the above for the BVP
' tu=e"0<x<1;
u(0) = u(l) =0.
Solution:
up = 0.0572, wuo = 0.0694, wug = 0.0480
4. Consider the linear boundary value problem

—u” 4+ (10cos 2x)u = 1
u(0) =u(r) =0
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Solve this using finite difference methods and a decreasing sequence of grids,
starting with h = 7 /16, 7/32, . ... Do the approximate solutions appear to be
converging to a solution?

Solution: Using h = 7/8, we get
u = (0.0601,0.0316, —0.1511, —0.3233, —0.1511, 0.0316, 0.0601)T

as the solution vector; the approximate solutions do converge as h — 0.

. Consider the nonlinear boundary value problem

—u et =1

u(0) =0, u(l) =1

Use shooting methods combined with the trapezoid rule predictor-corrector
to construct solutions to this equation, then use a fourth order Runge-Kutta
scheme and compare the two approximate solutions. Are they nearly the
same?

Solution: To do this problem we first have to cast it into a first order system:
I
wit) \ _( wa(t)
wa(t) evi® —1
We then solve this system using the initial values w; (0) = 0, wz(t) = p, and
find the value of p such that w; (1) = 0. Using the trapezoid rule predictor-

corrector we get that p = 0.8172, and a similar value is obtained with the
fourth order Runge-Kutta method.

. Write a program to use the finite element method to solve the BVP

—u +u=e " 0<x<l;
u(0) = u(1) = 0.

using a sequence of grids, h=! = 4,8,16,...,1024.

Solution: Using n = 256, the author got the plot in Fig. 6.4; the values for
n = 16 are marked by the circles.

. Repeat the above, using the different boundary conditions «(0) = 0, u(1) = 1.

. No exact solution was provided for either of the previous two exercises (al-

though anyone having completed a sophomore ODE course—or with access
to a symbolic algebra program like Maple or Mathematica—ought to be able
to produce a solution). Write an essay addressing the following question: On
what basis are you confidant that your codes are producing the correct solution?
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0.141- b

0.12} b

0.1 b

Figure 6.4 Solution plot for Problem 6.

Solution: If the sequence of solutions are not varying wildly from each other,
if the results appear to be converging to a single solution, then we are justified
in thinking—but by no means certain—that our code is correct. The fact that
our solutions for n = 16 and n = 256 match as well as they do in Problem 6
gives us confidence that we are getting good results.

Jooo[D
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LINEAR ALGEBRA REVIEW

Exercises:

. Assume Theorem 7.1 and use it to prove Cor. 7.1.

Solution: If A is singular, then Part 2 of the theorem says that the columns
of A are a dependent set. Therefore, there exists a set of constants 1, ca, . . .,
¢n, not all zero, such that

0=cia1 4+ ceas +...4+cpay

where the a; are the columns of A written as vectors. But this is equivalent to
saying Ac = 0, where ¢ € R™ has components ¢j. Therefore there exists at
least one non-zero vector ¢ such that Ac = 0. Now, let 3 be an arbitrary real
number; then A(Sc) = SAc = 0, so there must be infinitely many non-zero
vectors z such that Az = 0.

. Use Theorem 7.1 to prove that a triangular matrix is nonsingular if and only if

the diagonal elements are all non-zero.

Solutions Manual to Accompany An Introduction to Numerical Methods and Analysis, 247
Second Edition. By James F. Epperson
Copyright © 2013 John Wiley & Sons, Inc.
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Solution: Let T be the triangular matrix. Then detT = []t;;, so detT is
non-zero if and only if all the diagonal elements are non-zero.

3. Suppose that we can write A € R™*™ as the product of two triangular matrices
L € R"™™and U € R™ "™ where the diagonal elements of L and U are all
non-zero. Prove that A is nonsingular.

Solution: Since L and U are triangular with non-zero diagonal elements,
they are non-singular. Therefore

Ar=be LUz=beoUz=L"1bexz=U"1L"1p

thus the system has a unique solution for any b, thus A is non-singular.

<{ooeoD

7.2 LINEAR SYSTEMS AND GAUSSIAN ELIMINATION

Exercises:

For the sake of simplicity here, we will define at the outset several families of
matrices, parameterized by their dimension. These will be referred to in several of
the exercises throughout the chapter.

1
H, = [hij], hij = 72__1_],_ T

2, 1 =7;
K, =[kij], kij=4 -1, li—jl=1
0, otherwise.

4, i =

T =[ty], tij=4q 1, |i—jl=1

0, otherwise.
1, i =7;
4 1—7=1;
A = [ R ’ ’
n [alj]v a%] _4, i—j — _1;
0, otherwise.

Even if we do not know the solution to a linear system, we can check the accuracy
of a computed solution . by means of the residual » = b — Az.. If z. is the exact
solution, then each component of r will be zero; in floating point arithmetic, there
might be a small amount of rounding error, unless the matrix is “nearly singular,” a
concept that we will discuss in detail in §7.5.
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1. Write a naive Gaussian elimination code and use it to solve the system of
equations Az = b where

14 14 -9 3 =5

14 52 —15 2 =32

A=| -9 -15 36 =5 16
3 2 =5 47 49

-5 =32 16 49 79

andb = [—15, —100, 106, 329, 463]T". The correctanswerisx = [0, 1,2, 3,4]7.

Solution: A MATLAB script which does this is given below.

function x = naive(a,b)
n = length(b);
X = b;
for i=1:(n-1)
for j=(i+1):n
m = a(j,i)/a(i,i);
for k=(i+1):n
a(j,k) = a(j,k) - mxa(i,k);
end
b(j) = b(j) - m¥b(i);
end
end

x(n) = b(n)/a(n,n);
for i=(n-1):(-1):1
s = 0;
for j=(i+1):n
s =s + a(i,j)*x(j);
end
x(1) = (b(1) - s)/a(i,i);

end

2. Write a naive Gaussian elimination code and use it to solve the system of
equations

T5{,C:b

where b = [1,6,12, 18, 19]7. The correct answer is = = [0, 1,2, 3,4]7.
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Solution: The previous script will work.

3. Write a naive Gaussian elimination code and use it to solve the system of
equations
H 5L = b

where b = [5.0, 3.550, 2.81428571428571, 2.34642857142857, 2.01746031746032] T .
The correct answer is x = [1,2,3,4,5]7.
Solution: The same script works, of course.

4. Repeat the above problem, except now use b; = 5.0001; how much does the
answer change?

Solution: Now we get

xT

[1.00249999999970, 1.96999999999926, 3.10500000002115,
3.85999999994903, 5.06300000003183]%".

This is more change in the answer than we perhaps would have expected, given
the small change in b.

5. Write your own naive Gaussian elimination code, based on the material in this
chapter, and test it on the indicated families, over the range of 4 < n < 20.
Take b to be the vector of appropriate size, each of whose entries is 1.

(a) Hp;
(b) Ky;
() T,.

For each value of n, compute the value of maxi<;<p |r;|, where r = b — Ax.

Solution: For the second and third cases, the naive script returns a residual
that is identically zero for all components. For the first case — known as
the Hilbert matrix — the maximum element in the residual is still small, but
non-zero. The author got 2.288243194925598e — 8 as the largest element in
the residual for n = 20.

6. Modify the Gaussian elimination algorithm to handle more than a single right
hand side. Test it on a 5 x 5 example of your own design, using at least 3 right
hand side vectors.

Solution: A MATLAB script which does this is given below. It is a modest
change from the previous one.

function x = naive(a,b)
[n,p] = size(b);
X = b;
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for i=1:(n-1)
for j=(i+1):n
m = a(j,i)/a(i,i);
for k=(i+1):n
a(j,k) = a(j,k) - m*xa(i,k);

end
for k = 1:p
b(j,k) = b(j,k) - m*b(i,k);
end
end
end
h
for ii=1:p

x(n,ii) = b(n,ii)/a(n,n);
for i=(n-1):(-1):1

s = 0;

for j=(i+1):n

s =s + a(i,j)*x(j,ii);

end

x(i,ii) = (b(i,ii) - s)/a(i,i);
end
end

7. Use the naive Gaussian elimination algorithm to solve (by hand) the following
system. You should get the same results as in (7.1).

e 1 X1 o 1
1 1 To 2|
Solution: We have

“ 1;]”[5 111/@2—?1/@]

so that

and
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8. Write a Gaussian elimination code that does partial pivoting and use it to solve
the system of equations Az = b where

9 3 2 07
7T 6 9 6 4
A=1[2 7 7 8 2
09 7 2 2
7 3 6 4 3

and b = [35, 58,53, 37, 39]T. The correct answer is z = [0, 1,2, 3, 4]T.

Solution: A MATLAB script that does the assigned task is given below.

function x = naivep(a,b)
n = length(b);
X = b;
for i=1:(n-1)
am = abs(a(i,i));
p=1i;
for j=(i+1):n
if abs(a(j,i)) > am
am = abs(a(j,i));
P=1J;

end
if p > i
for k=i:n
hold = a(i,k);
a(i,k) = a(p,k);
a(p,k) = hold;

end

hold = b(i);
b(i) = b(p);
b(p) = hold;

end
for j=(i+1):n
m = a(j,i)/a(i,i);
for k=(i+1):n
a(j,k) = a(j,k) - mxa(i,k);
end
b(j) = b(j) - mxb(i);
end
end

x(n) = b(n)/a(n,n);
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for i=(n-1):(-1):1
s = 0;
for j=(i+1):n
s =s + a(i,jr*x(j);
end
x(1) = (b(1) - s)/a(i,i);

end

Write a naive Gaussian elimination code and use it to solve the system of
equations Az = b where

1 1/2 1/3
A=11/2 1/3 1/4
1/3 1/4 1/5

and b = [7/6,5/6,13/20]T. The correct answer is z = [0, 1, 2]
Solution: The previous script will work.

Use the naive Gaussian elimination algorithm to solve (by hand) the follow-
ing system, using only 3 digit decimal arithmetic. Repeat, using Gaussian
elimination with partial pivoting. Comment on your results.

I

Solution: This has to be done carefully, and it is important to remember that
the restriction as to 3 digit arithmetic applies to all the computations. So we
can’t just apply the formulas from the previous problem.

If we don’t pivot, then the elimination goes like this (assuming the machine
chops):

0.0001 1|1 0.0001 1 1
1 112 0 —9990 | —9990

So, o = 1 and z; = 0, not a very accurate result.

If we do pivot, then the elimination goes like this:

0.0001 1|1 1 112 1 1 2
1 112 0.0001 1|1 0 0.999 | 0.999

So, xo = 1 (again) but 1 = 2 —z9 = 1, which is a much more accurate result.

Write a code to do Gaussian elimination with partial pivoting, and apply it to
the system Asz = b, where b = [—4, —7,—6,—5,16]7 and the solution is
r=10,1,2,3,4]T.
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Solution: The naivep script will work.

Use MATLAB’s rand function to generate A, a random 10 x 10 matrix, and
a random vector b € R1?; solve the system Az = b two different ways: (1)
By using your own code; (2) By using MATLAB’s backslash command: x =
A\b. Obviously, you should get the same results both times.

Solution: Using the naivep script, the author solved a random system in
888 flops. Using the backslash command for the same system produced the
same results but took 1350 flops. The author is amused by this result.

Repeat the above, this time using a 20 x 20 random matrix and appropriate
random right-hand side.

<ooeo]

7.3 OPERATION COUNTS

Exercises:

1.

Determine the operation count for the tridiagonal solution algorithm of §2.6.

Solution: About C; = 4n for the elimination step, and Cy = 2n for the
solution phase, for a total cost of C' = 6n.

. What is the operation count for computing the dot product x - y of two vectors?

Solution: C =n

. Create a pair of random vectors in R!? and compute their dot product using the

MATLAB command dot. What is the estimated operations count, according
to flops? Repeat for a pair of vectors in R?° and a pair in R!%°. Comment
on your results, compared to your answer in the previous problem.

. What is the operation count for computing the matrix-vector product Ax?

Solution: For A € R™*™ and « € R", we get C = mn.
Repeat the above, assuming that A is tridiagonal.

Solution: C =3n+ O(1)

What is the operation count for a matrix-matrix product, AB?
Solution: For A € R™*"™ and B € R™"*P we get C = mnp.

Repeat the above, assuming that A is tridiagonal.
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Solution: This is easier to figure out by breaking into diagonal parts, so that
we have A = D 4+ Dy + D3 where D5 is the main diagonal and D and D5
are the upper and lower diagonals. Then AB = DB + DyB + D3 B, and
each individual product costs roughly np if B € R™*P, so the total cost is 3np.

. Repeat the above, assuming now that both A and B are tridiagonal.

Solution: This time we have
AB = (D1 + D3+ D3)(Dy + D5 + Dg),

so the cost is roughly C' = 9n + O(1), assuming n is the length of the longest
diagonal.

What is the operation count for the outer product xy™?
Solution: C = n?
Determine the operation count for the backward solution algorithm.

Solution:

n

n—1
=Y X 1| =g +om

i=1 \j=i+1

Repeat the above for the Gaussian elimination code you wrote in the previous
section.

Repeat the above for the tridiagonal solver you wrote back in §2.6.

Use the rand command to create a sequence of linear system problems of
increasing size, say 4 < n < 100. Use the backslash operator to solve each
problem, and estimate the operations count using flops. Plot the estimated
cost as a function of n.

Solution: The figure below shows a partial solution (for 4 < n < 32) as well
as the discrete values 2n3 /3, which is a rough estimate of what f1ops should
be producing. Note that the two curves are rather close in general trend.

Use the diag command to form a sequence of tridiagonal systems, similar
to what you did in Problem 13, and solve these using the backslash operator.
What is the estimated cost of solving these systems, according to £1lops?

Solution: The backslash command will not take advantage of the tridiagonal
structure of the system, so the result should be a lot like the above.

Assume that you are working on a computer that does one operation every
10~ seconds. How long, roughly, would it take such a computer to solve a
linear system for n = 100, 000, using the cost estimates derived in this section
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x 10
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5009 °© I I 1 1
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Figure 7.1 Partial solution to Problem 13.

for Gaussian elimination? What is the time estimate if the computer only does
one operation every 10~° seconds?

Solution: About 92.6 hours for the fast computer, and 92, 592.6 hours (over
10 years) for the slow one.

<Jooeo

7.4 THE LU FACTORIZATION

Exercises:
1. Do, by hand, an LU factorization of the matrix
2 1
A =
]
and use it to solve the system Ax = b, where b = (1,2)7. The exact solution
isz = (0,1)T. Verify that LU = A.
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Solution: We get
R I O I 2 1
L2 1201 0 3/2

=[]

SO
and

as expected.
. Repeat the above for
4 1
A=
5]
and b = (2,10)T’; here the exact solution is = = (0, 2)7.

Solution: We get

I ERY AR
L1 5] 17401 0 15/4 |°
Then y = (2,19/2)T and = = (0, 2)7, as expected.

. Write an LU factorization code and use it to solve the system of equations
Az = b where

4 14 -9 3 =5
14 52 —-15 2 =32
A= -9 —-15 36 -5 16
3 2 -5 47 49
-5 =32 16 49 79

andb = [—15, —100, 106, 329, 463]7. The correctanswerisz = [0,1,2, 3,4]7.

Solution: It is an easy modification to the naive script to do this. You get

1.0000 0 0 0 0
1.0000 1.0000 0 0 0
L= | —-0.6429 —-0.1579 1.0000 0 0

0.2143 —-0.0263 —0.1103 0.9140 1.0000
-0.3571 —0.7105 0.2912  1.0000 0



258

NUMERICAL METHODS FOR THE SOLUTION OF SYSTEMS OF EQUATIONS

and

14.0000 14.0000 -9.0000 3.0000  —5.0000
0 38.0000 —6.0000 —1.0000 —27.0000

U= 0 0 29.2669 —3.2293  8.5226
0 0 0 50.3013  55.5483
0 0 0 0 —0.4689

. Write an LU factorization code and use it to solve the system of equations

Tg,(E =b
where b = [1,6,12,18,19]7. The correct answer is x = [0, 1,2, 3,4]7.

Solution: You get

[ L =1.0000 0 0 0 0 |
0.2500  1.0000 0 0 0
0 0.2667 1.0000 0 0
0 0 02679 1.0000 0

I 0 0 0 0.2679 1.0000 |

and _ _
U =4.0000 1.0000 0 0 0
0 3.7500 1.0000 0 0
0 0  3.7333 1.0000 0

0 0 0  3.7321 1.0000
I 0 0 0 0 3.7321 |

5. Write an LU factorization code and use it to solve the system of equations

H5$:b

where b = [5.0,3.550,2.81428571428571, 2.34642857142857,
2.01746031746032]7. The correct answer is x = [1,2,3,4,5]7.

Write up your own LU factorization code, based on the material in this chapter,
and test it on the following examples. In each case have your code multiply
out the L and U factors to check that the routine is working.

(@) Ksz =b,b=[-1,0,0,0,5]T; the solution is z = [0, 1,2, 3, 4]T;
(b) Asx =b,b=[-4,-7,—6,—5,16]7; the solution is x = [0, 1,2, 3, 4]

Solution: For (a) you get

1.0000 0 0 0 0
—0.5000  1.0000 0 0 0

L= 0 —0.6667  1.0000 0 0
0 0 —0.7500  1.0000 0

0 0 0 —0.8000 1.0000
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and
2.0000 —1.0000 0 0 0
0 1.5000 —1.0000 0 0
U= 0 0 1.3333  —1.0000 0
0 0 0 1.2500  —1.0000
0 0 0 0 1.2000

. Determine the operation count for computing the inverse of a matrix, as outlined
in this section.

Solution: If Cqg is the cost of naive Gaussian elimination, and C; is the
cost of the backsolve steps, then the obvious cost of computing the inverse is

1 1
C;r=Cgg +nCs = §n3 +O(n?) + §n3 +0(n?) = %n?’ +0(n?).

But there are extra costs associated with the elimination process (because the
right side now has n vectors instead of only 1) and this is where the figure of
(4/3)n3 + O(n?) comes from. Some costs can be saved (roughly (1/3)n3
operations) by carefully taking advantage of the fact that the right side vectors
are all initially ones or zeroes.

. Show that

(@)
E'=I+Ry (7.1)
for all k;

Solution:
(I+Rg)(I — Ry) =1+ Ry — Ry, — R}

But R? = 0, because of the special position of the non-zero elements,
thus Ek_1 =1+ Ry.

(b)
EJ'EY =1+ Ry + Ry (7.2)

for all k;
Solution:
(I +Rp)I 4+ Rg—1) =1+ Rp + Ry—1 + Ry Rp—1.

Again, the cross product term is zero because of the placement of the
non-zero terms.

(C) L:I+R1+R2—|—...+Rn_1.

Solution: This follows from the two previous parts.
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9. Modify the tridiagonal solution algorithm from Chapter 2 to produce an LU
decomposition. Be sure to maintain the simple storage of the matrix that was
used in Chapter 2, and assume that no pivoting is required.

Solution: A MATLAB script for doing this follows.

function [11, d1, ul] = trifact(l,d,u)
n = length(d);
ul = u;
dl = d;
11 = ui;
11(1) = 0;
for k=2:n
11(k)
d1(k)

1(k)/d1(k-1);
d(k) - u(k-1)*1(k)/d1(k-1);

end

10. Write an LU factorization code with partial pivoting, and apply it to the
system Asx = b, where b = [—4, —7,—6,—5,16]7 and the solution is z =
[0,1,2,3,4]T.

Solution: We get the factors

1 0 0 0 0
0.25 1 0 0 0
L= 0 0 1 0 0
0 —0.9412 0.4853 1 0
0 0 0 —0.8918 1
and
4 1 —4 0 0
0 —425 1 0 0
U=1]0 0 4 1 —4
0 0 0 —4.4853 1.9412
0 0 0 0 2.7311
so the product is
4 1 -4 0 0
1 -4 0 0 0
A=LU=|0 0 4 1 -4
0 4 1 -4 0
0 0 0 4 1
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Write an LU factorization code that does partial pivoting and use it to solve
the system of equations Ax = b where

9 3 2 0 7
7 6 9 6 4
A=1|2 7 7 8 2
09 7 2 2
7T 3 6 4 3

and b = [35, 58, 53,37, 39]7. The correct answer is x = [0, 1,2, 3,4]7.

Solution: This is a simple implementation of the pseudocode in the text. We
get the factors

1 0 0 0 0
0 1 0 0 0
L= 07778 0.4074 1 0 0
0.2222 0.7037 0.3548 1 0
0.7778 0.0741 0.8548 —0.1222 1
and
9 3 2 0 7
0 9 7 2 2
U=1]0 0 45926 5.1852 —2.2593
0 0 0 4.7527 —0.1613
0 0 0 0 —0.6810
so the product is
9 3 2 07
09 7 2 2
A=LU=|7 6 9 6 4|,
2 77T 8 2
7T 3 6 4 3

which, as expected, is the same as the original matrix with the rows re-ordered.

Compare your LU factorization-and-solution code to MATLAB’S linsolve
command by creating a random 10 x 10 system and solving with both routines.
(They should produce exactly the same solution.) Use flops to estimate the
operation count for each.

Again, generate a random 10 x 10 linear system (matrix and right-hand side
vector). Then solve this system four ways:

(a) Using your LU factorization-and-solution code;
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(b) Using MATLAB’s linsolve command;
(c) Using the MATLAB backslash operation;

(d) Using MATLAB’s inv command to compute the inverse of the matrix,
and then multiply this by the right-hand side vector.

Use f1ops to estimate the cost of each solution technique, and rank the methods
for their efficiency in this regard.

14. Repeat the above for the matrix Ko defined at the end of §7.2, using a random
right-hand side vector. Then apply the tridiagonal solver from Chapter 2 to
this problem, and again get the flops estimate. Comment on your results.

<Jooeo]

7.5 PERTURBATION, CONDITIONING AND STABILITY

Exercises:

1. Let

Compute || Al| co-

Solution: || Al|. = max{10,12,3} = 12.

2. Let
5 6 -9
A=11 2 3
07 2
Compute || Al|co-
Solution: | A, = max{20,6,9} = 20.
3. Let
-8 0 -1
A= 3 12 0
1 2 3

Compute || Al|co-

Solution: ||A]| = max{9,15,6} = 15.
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4. Show that
| Allx = H;%X|%‘|

does not define a matrix norm, according to our defintion. Hint: show that one
of the conditions fails to hold by finding a specific case where it fails.

Solution: Let

Then

2 2
as=|3 3]

s0 ||AB||« = 2,but ||A|l« = || Bl|« = 1sotheinequality |AB]||. < [|A||.||B]|«
doesn’t hold.

5. Let

A:

O D= =
=W N =

Compute, directly from the definition, £ (A). You should get £ (A) = 18.

Solution: We get

L[ -2 =30
1= I 24 —48 60 |,
-30 60 —20

s0 ||[A71||c = 132/11 = 12. Since || Ao = 3/2, we get the expected result.

6. Repeat the above for

s
Il
(=R NNON
— s =
)

for which k. (A) = 2.5714.

Solution: We get

L[4
Al = = -4 16 -4 |,
1 -4 15

$0 [|[A™1||c = 3/7. Since || Al|c = 6, we get the expected result.
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7. Consider the linear system
1.002 1 z1 | | 0.002
1 0998 | [z | | 0.002
which has exact solution z = (1,—1)7 (verify this). What is the residual
b — Ax, for the “approximate” solution
z. = (0.29360067817338, —0.29218646673249)7 .
Explain.

Solution: We have r = 107 x (—0.1413,0.1416)”. Note that an “approx-
imate solution” which is not very close to the actual solution produced a very
small residual, thus demonstrating that a small residual does not always mean
the computed solution is close to accurate.

8. Consider the linear system problem

Ax =0
where
4 2 0 8
A=1|11 4 11|, b=1| 12 |,
0 2 4 16

for which the exact solution is = (1,2,3)7. (Check this.) Let z, =
x + (0.002,0.01,0.001)7 be a computed (i.e., approximate) solution to this
system. Use Theorem 7.8 to find the perturbation matrix E such that x. is the
exact solution to Az, = b.

Solution: We get

—0.0020 —0.0040 —0.0060
E =] -0.0031 -0.0062 —0.0092
—0.0017 —0.0034 —0.0051

9. Compute the growth factor for Gaussian elimination for the matrix in the
previous problem.

Solution: We get
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sop=2/3.
Let
2 10
A=11 2 1
01 2
This has exact condition number k..(A) = 8. Use the condition number
estimator in this section to approximate the condition number.

Solution: x* = 7.1178. This value will of course be affected by different
random initial guesses for the iteration.

Repeat the above for

(el ST
B W= =
A== O

for which k. (A4) = 18.

Solution: * = 13.3186.

Use the condition number estimator to produce a plot of k* versus n for each
of the following matrix families:

(@) T,,4 <n <20,

(b) K,,4<n <205

(c) Hy, 4 <n <20.

(d A,,4<n<20.

Compare your estimates with the exact values from cond and the estimates
from rcond.

Solution: Figure 7.2 shows the plots. Note that the scales are very different,
and that the H,, matrices have enormous condition numbers for n as small as 10.

Produce a plot of the growth factor for Gaussian elimination for each matrix
family in the above problem, as a function of n.

Solution: Figure 7.3 shows the plots.

Given a matrix A € R™*", show that

| Az|
MaXzA£0 e

wA) = — [Az[]
TNz2£0 ]

is equivalent to the condition number as defined in (7.10).



266 NUMERICAL METHODS FOR THE SOLUTION OF SYSTEMS OF EQUATIONS

2.8

2.6

24

22

1.5

0.5

-0.5
0

25

1.5

0.5
0

1.8
0

15

20

15

20

20

10

20

200

150

100

50

x 10" Hon

Figure 7.2  Solution plot for Exercise 7.5.12.

1.5

0.5

0.5

0.45

0.4

0.35

0.3

0.25
0

Figure 7.3  Solution plot for Exercise 7.5.13.
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Solution: We have

Ax
_ MaXez0 o | Al
wA) = — [Ael — - [A]

Az
MHNz70 Tz MiNz20 ]|

so it remains only to show that the denominator is equivalent to 1/||A~||.

Since

1 1
min X maxy,
we have
1 = ma ||$H = max ||A_1y|| — HA—1||
P e S

ming g el
and we are done.
Prove that (7.8) and (7.9) follow from the definition of matrix norm.
Solution: We have that

| Az]]

|All = maxx # 0
]

so that, for any particular choice of x,

|| Ax|]

]

which proves (7.9). To get (7.8), we simply apply (7.9):

[ABz| _ ANl Be|]
lzll -~ [l

1Al =

|AB|| = maxx # 0

z# 0—— = [|A[l[|B]|.

Prove Theorem 7.10.

Solution: Theorem 7.8 says that there exists a perturbation matrix £ such
that x. is the exact solution to (A + E)x. = b. Theorem 7.6 says that if
k(A)||E|| < ||AJ|, then the relative error is bounded above according to

where
£l

= K-
1Al
181l

The function f(¢) = 6/(1 — ) is an increasing function, so replacing ki A
with something larger preserves the inequality. Returning to Theorem 7.8, we
have that

1Blz _ iz _ s

[All2 = [[All2llzell2 ~ [[Azell2
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But
b—r=0b—(b— Az.) = Az,

so we are done.

17. Give an argument to support the validity of the “rule of thumb” following
Theorem 7.10.

Solution: Follows by applying the given assumptions to Theorem 7.6. We

have that
|z — 2| 0
£ — A
where 1]
’= A
but

0 S (04 X 10t)(0102 X 1075) =(C x 1Ot78.
18. Prove Theorem 7.5.

Solution: Wehave r = b — Az, = Az — Az, 50z — x. = A~ 'r and the
result follows along the same lines as Theorem 7.4.

19. Consider the linear system problem Az = b for

e[ 4] -1l

Note that the exact solution is z = (1,2)7.

[
WD =

(a) Represent the exact factorization of A using only four decimal digits, and
solve the system.

(b) Do two steps of iterative refinement to improve your solution.

Solution: The factorization is

[ 10000 0
~ [ 0.5000 1.0000

g _ [ 1:0000 05000
"L 0 0.0833

which multiplies out to

U — { 1.0000 0.5000 }

0.5000 0.3333
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The uncorrected solution is
0.9996
T =
2.0008
and the refined solution (after two iterations) is

0.99999999993592
2.00000000012816

20. Do two more steps of refinement for the problem in Example 7.9.

Solution:
23 = (0.99999999999999, 2.00000000000004, 2.99999999999996)T.

<Jooeo]

7.6 SPD MATRICES AND THE CHOLESKY DECOMPOSITION

Exercises:

269

1. Show that a matrix with one or more non-positive diagonal elements cannot be

SPD. Hint: Try to find a vector z such that 27 Az = a;.

Solution: If a;; is the non-positive diagonal element, take = e;. Then

T —
€; Aei = Qj;.

2. For a 2 x 2 SPD matrix, show that asy — a%l/au > 0. Hint: Consider the

positive definite condition with 2 = (ag;, —a11)”.

Solution: For x as suggested, we have

T 2 2 2
X ACL‘ = a11a22 — a11a21 = a1l <a22 — a21/a11)

3. Let A € R™*" be partitioned as

A Ax ]
A p—
[ Agr Ao

where A1; and Agy are square matrices. Show that both A;; and Ay must be

SPDif Ae SPD.

Solution: Suppose A;; is not SPD. Then take z = (y,0)7, partitioned

conformably with A, and with y such that y© A;;y < 0. Then, since
o Az = yTAllyv

A cannot be SPD.
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4. In the proof of the Cholesky theorem, show that ayj, — ng > (0 must hold, or

else there is a vector x such that z7 Az < 0. Hint: Use Problem 2 as a starting
point.

Solution: Follows from the hint and Exercise 1.

. Derive the operation count given in the text for the Cholesky decomposition.

Solution: Follows from the formulas in the text and a direct computation.

. Prove the following: If A € SPD, then there exists a unit lower triangular

matrix L, and a diagonal matrix D with positive elements, such that A =
LDIT.

Solution: Let D; = diag(G), where G is the usual Cholesky factor. Define
L =GD;" and D = D?. Then

LDLT = (GD;Y)D3}(D;'GT) = GGT = A.

Derive an algorithm for the LDL” factorization that does not require any
square roots. Hint: Look at the 3 x 3 case, explicitly. Multiply out LDLT
and set the result equal to A, and from this deduce the relationships that are
necessary. In other words, if

1 00 dip 0 0 1 1lo1 I31 ai] a12 a13
l21 10 0 d22 0 01 l32 = a21 22 Q23
l31 132 1 0 0 ds3 00 1 as1 asz as3

what is the relationship between the components of L, D, and A? Then
generalize to a problem of arbitrary size. Don’t forget that A is symmetric!

. The T, and K,, families of matrices are all positive definite. Write up a code

to do the Cholesky factorization and test it on these matrices over the range
3 < n < 20. Use aright-side vector that is all ones, and confirm that the code
is working by computing ||7|| o0, where 7 is the residual vector.

Solution: For both families, the norm of the residual is on the order of 10~ 12
or smaller, for the entire range of problem sizes given here.

If A is tridiagonal and S P D, then the Cholesky factorization can be modified
to work only with the rwo distinct non-zero diagonals in the matrix. Construct
this version of the algorithm and test it on the 7, and K, families, as above.

Solution: A MATLAB script that does this is given below.

function [1,d] = chol3(1,d)
n = length(d);
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d(1) = sqrt(d(1));
for k=2:n

1(k) = 1(k)/d(k-1);

d(k) = sqrt(d(k) - 1(k)"2);
end

10. The H,, family of matrices is also SPD, but ill-conditioned. Try to apply
chol, over the range 4 < n < 20. What happens? Can you explain this?

Solution: For n < 13 everything is fine, but for n = 14 the routine reports
that the matrix is no longer SPD. In terms of the computation, the argument
to the square root in the computation of g;; becomes negative.

<Joeoeo>

7.7 ITERATIVE METHODS FOR LINEAR SYSTEMS — A BRIEF SURVEY

Exercises:

1. Let

and b= (—4,2,4,10)7.

(a) Verify that the solution to Az = bis z = (0,1,2,3)7.

(b) Do three iterations (by hand) of the Jacobi iteration for this matrix, using
2 = (0,0,0,0)7.

Solution: 2 = (—0.0781,0.9062, 1.8438,2.9062)"

(c) Do three iterations (by hand) of the Gauss-Seidel iteration for this prob-
lem, using the same initial guess.

Solution: z) = (—0.0645,0.9500,1.9702,2.9764)T
2. Do three iterations of SOR for the previous example, using w = 1.05.
Solution: 2®) = (—0.0959,0.9430, 1.6624, 2.9908)”

3. Solve the same system using SOR for a wide set of values of w € (0, 2). For
each w, compute 7(w) = ||b — Az*)||o.. Graph r(w) for k = 1,3, 5, 10.
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Figure 7.4 Solution plots for Exercise 7.7.3.

Solution: For w = 0.25,0.50,0.75,1.00,1.25,1.50, and 1.75 we get the
plots in Figure 7.4. Note that the residual gets very large away from the critical
value of w, which appears to be slightly larger than 1.

. Write a computer code that does Jacobi for the previous example, for a specified

number of iterations. How many iterations does it take to get convergence, in
the sense the consecutive iterates differ by less than 10762

Solution: Convergence occurs in 18 iterations.

. Repeat the above for Gauss-Seidel.

Solution: Convergence occurs in 12 iterations.

. Repeat the above for SOR. Make sure your code can accept different values

of w as an input parameter.

Solution: For w = 1.25, convergence occurs in 16 iterations; note that this
is better than Jacobi, but worse than Gauss-Seidel. However, for w = 1.05, we
get convergence in 11 iterations, which is better than Gauss-Seidel.

. Let A be the 16 x 16 matrix given at the beginning of this section. Take

b= (5,11,18,21,29, 40, 48, 48, 57, 72,80, 76, 69, 87, 94, 85)7 .

Write a computer code to do Jacobi, Gauss-Seidel, and SOR on this system of
equations. Write the code to only store the non-zero diagonals of A, and make
the code as efficient as possible.
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Solution: Jacobi converges in about 80 iterations, Gauss-Seidel in about 43,
and SOR (with w = 1.25) in about 20.

. Prove that the spectral radius of A, p(A), is bounded above by || A|| for any

norm such that || Az|| < [|A4||||z||-

Solution: Let ) be the eigenvalue which generates the spectral radius. Then
Az = Az and so
Azl _

Az]| = [|Az]| = p = <
]

1Al

<ooeo

7.8 NONLINEAR SYSTEMS: NEWTON’S METHOD AND RELATED
IDEAS
Exercises:

1. Consider the nonlinear system

1

2wy —aptge ™ = 1, (7.3)
1

—oy 20+ e = L (7.4)

Take 2(9) = (1,1)7 and do two iterations of Newton’s method; you should get
@ = (—0.48309783661427, 0.21361449746996)7 .

Solution: This is fairly straight-forward. As an intermediate check, you

should get

M = (—0.42317280134882, 0.25270278130481) 7",

. Write a computer code to solve the system in the preceding problem, using

(a) Newton’s method;
(b) The chord method;
(c) The chord method, updating every 3 iterations.

Solution: Below is a MATLAB script for the Newton iteration.

function z = newt2(x1,x2,n)
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for k=1:n
y1 = 2%x1 - x2 + (1/9*exp(-x1) + 1;
y2 = -x1 + 2*x2 + (1/9)*exp(-x2) - 1;
df = [2 - exp(-x1)/9 -1; -1 2 - exp(-x2)/9];
dfi = inv(df);
z = [x1 x2]° - dfix[yl y2]°
x1 = z(1);
x2 = z(2);

end

3. Re-write the system in Problem 1 as
Ko+ (x) = b,

where K is the 2 x 2 matrix

¢(x) is defined by

andb= (—1,1)7T.

(a) Do two iterations (by hand) of the fixed-point iteration

L) %(b — o™ — Ko™ 4 200)
for this system, using (¥ = (1,1)7.
Solution:
2 = (—0.02043774673175, 0.97956225326825)T
2® = (—0.06692154156532, 0.46892138074399)
(b) Do two iterations (by hand) of the fixed-point iteration
I,(kJrl) _ Kfl(b _ ¢(I(k))
for this system, using z(®) = (1,1)7.

(c) Which one do you think is going to converge faster?

4. Write a computer code to implement the fixed point iterations outlined in the
previous problem. Compare the total “cost to convergence” with your results
for Newton’s method and the chord iterations.
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Solution: The MATLAB script below converges in 24 iterations to the fixed
point
o = (—0.48336323789790,0.21344115515536) 7.

function y = fixed2(x)
K=1[2-1; -1 2];

b= [-11]7;
for k = 1:100
k

y = 0.5%(b - (1/9)*exp(-x) - Kxx + 2%x);
if abs(x - y) < 1l.e-6

break
end

X =y;
end

<Joeo o>

7.9 APPLICATION: NUMERICAL SOLUTION OF NONLINEAR BVP’S

Exercises:

1. Set up the nonlinear system for the example (7.36)-(7.37), and verify that the
result given in the text (7.38)-(7.40) is correct.

2. Apply Newton’s method and the chord method, to the approximate solution
of the nonlinear BVP (7.36)-(7.37). Compare the number of iterations to
converge and the overall cost of convergence. Use the sequence of grids
h=1=4,8,...,1024.

Solution: For Newton’s method with h = 1/8 and u® =0, we get conver-
gence in 10 iterations to

u = (0.1267,0.2529, 0.3787, 0.5039, 0.6287, 0.7529, 0.8767)T .

3. Consider the nonlinear BVP
_u// _|_ e—u — 17
u(0) = u(l) = 1.
Use finite difference techniques to reduce this (approximately) to a system

of nonlinear algebraic equations, and solve this system using several of the
methods discussed in this chapter of the text. Test the program on the sequence
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of grids h™! = 4,8,...,1024 (and further, if practical on your system).
Compare the cost of convergence for each method, in terms of the number
of iterations and in terms of the number of operations.

Solution: The system of equations is defined by
—Up—1 + 2Up — Ug4+1 + hle Uk = hQ,

for1 <k <n—1, withuyg = u,, = 1. This leads to a nonlinear system of the
form
F(u) = Ku+ h*¢(u) —h* — g
where K = tridiag(—1,2, —1), ¢(u) = e~ *, and
g=(1,0,0,...,0,0,1)T.

Table 3 shows the number of iterations to convergence for several of the
methods discussed in this section of the text, as a function of A. All of the
methods used u(© = 0 as the initial guess.

h™' | Newton | Chord | Fixed point
4 4 7 6
8 4 7 6
16 4 7 6
32 4 7 6

. Now consider the nonlinear BVP

n o u
u+1’
u(0) =0, wu(l)=1.

Repeat the kind of study required in the previous problem.

Solution: For Newton’s method with h = 1/8 and uw©® =0, we get conver-
gence in 7 iterations to

u = (0.1398,0.2777,0.4122,0.5421, 0.6666, 0.7847, 0.8961)" .

. Verify that (7.41) gives the correct gradient for (7.38)-(7.40).

Solution: This is a direct computation. We have that
_ 09

- )
au]'

9" ()]s

from which (7.41) directly follows.

<eooeo



CHAPTER 8

APPROXIMATE SOLUTION OF THE
ALGEBRAIC EIGENVALUE PROBLEM

8.1 EIGENVALUE REVIEW

Exercises:

1. For each matrix below, find the characteristic polynomial and the eigenvalues
by a hand calculation. For some of the exercises, the correct eigenvalues are

given, to four decimal places, so you can check your work.

|

for which o(A) = {5.4142,4.0000, 2.5858};

(a)

O~

1
4
1

N )

Solution: p(\) = —A3 + 122 — 46\ + 56.

Solutions Manual to Accompany An Introduction to Numerical Methods and Analysis,

Second Edition. By James F. Epperson
Copyright © 2013 John Wiley & Sons, Inc.
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(b)

1 20
A=10 4 5
0 5 7
for which o(A) = {1.0000, 0.2798, 10.7202};

Solution: p(\) = —\3 +12)\2 — 14\ + 3.

©
6 -2 0
A=|2 6 =2
0 2 4

for which o(A) = {5.5698 + 2.6143i, 4.8603};

Solution: p(\) = —\3 +16A% — 92\ + 184.
(d)

A:

[ RSN
— o
N O )

for which o(A) = {2,4,6};
Solution: p(\) = —\3 + 12)? — 44\ + 48,
(e)

®
0 20
A=|2 7 1
0 1 4
2. Prove that similar matrices have identical eigenvalues and related eigenvectors.

Solution: If A = P~ !BP, then we have

Az = \x & P7'BPx = \x & B(Pz) = \(Px) < By = \y.

3. Apply Gerschgorin’s Theorem to the matrices in Problem 1 and determine the
intervals or disks in which the eigenvalues must lie.

Solution: For (a), A € {z € C | |z — 4| < 3}.
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4. Show that the matrix

3 2 -1
A=10 2 2 |;
0 -2 7

has repeated eigenvalues and is defective, but that the matrix

-1 -1 2
A=1| -2 0 2 |;
-4 -2 5

which also has repeated eigenvalues, is not defective.

Solution: For the first matrix, we get o(A4) = {3, 3,6}, but the only eigen-
vector for A = 3 is parallel to x = (1,0, O)T; for the second matrix, we get
o(A) ={2,1,1}, and there are two independent eigenvectors for A = 1.

5. Let A and B be similar matrices of size n x n, with

A at
B:
[0 A22}

where A € R, a € R" 1, and Ayy € RP1X77 1

(a) Prove that A € o(A). Hint: What is the product Be;, where e; is the
first standard basis vector?

Solution: Since Be; = Aey, it follows that A € o(B), but the similarity
then implies that A € o(A).

(b) Prove that each eigenvalue of Ao is also an eigenvalue of A.

Solution: Let y € 0(Asz), with eigenvector y. Then it is easy to show that

]

Tr =

Y
is an eigenvector of B, corresponding to the same eigenvalue. The
similarity of A and B then proves that u € o(A).

6. Generalize the above; let A and B be similar matrices of size n x n, with

D d"
B:
{ 0 A22]

where D € RP*P is diagonal, a € R" 7P, and Ay € R"P*"~P, Prove that
each diagonal element of D is an eigenvalue of A: d;; € o(A),1 < i < p, and
that each eigenvalue of Ao is also an eigenvalue of A.

Solution: This is an obvious extension of the argument in Problem 5.



280 APPROXIMATE SOLUTION OF THE ALGEBRAIC EIGENVALUE PROBLEM

2 0
=20
Prove that 2 € o(A).

8. Let Ay = BC and A; = CB for given B,C. Show that any non-zero
eigenvalue of A; is also an eigenvalue of A, and vice-versa.

7. Let A be given by

Solution: Let i be an eigenvalue of A;. Then we have Ajx = px for an
eigenvector x. Now multiply by C' to get

CAyx = pCx = CBCx = uCx = AyCx = pCx = Asy = py

for y = Cz. Therefore p is an eigenvalue of As. A similar proof works for
the other direction.

<oeoeo]

8.2 REDUCTION TO HESSENBERG FORM

Exercises:
1. Show that in the Householder construction, if we use ¢ = —||z||2 then we get
Qx = —||z||2e1, and that this will work just as well to construct the Hessenberg
matrix.

2. Compute (by hand) the Hessenberg form of the matrix

6 1 1 1
a1 611
116 1
111 6
You should get
6.0000 1.7321 0 0
A _ | 17321 80000 —0.0000 0
A= 0  —0.0000 5.0000 0
0 0 0 5.0000

3. Complete the computation in Example 8.6 by finding the matrix P such that
A=PAyPT.

4. Use the hess command to compute the Hessenberg form for each of Hy, Hg,
and Hyg. Verify that the original matrix can be recovered from Ag.

<{ooeoD
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8.3 POWER METHODS

Exercises:

1. Explain, in your own words, why it is necessary to scale the power iterations.
Hint: What happens if we don’t scale the iteration?

Solution: If the iteration is not scaled, then (unless the dominant eigenvalue
has absolute value equal to 1) the vector iterates will either go off to infinity or
down to zero. Either way, the iteration quickly becomes useless.

2. Use an inductive argument to show that, in the basic power method (Theorem
8.5) we have
20 = ¢ AR (0,

What is ¢ ?

Solution: We have
Lk L gk

Mk
)
RO S S )

Mk fre—1

and
N S ()}
Hifl—1 - M1
So
1
cp=——.
Hrefe—1 - 11

3. Consider the iteration defined by
y ) = A ()

2D = y(k+1)/0k+1

where o1 is some scaling parameter. Assume that the iteration converges in
the sense that z(¥) — 2; prove that o must also converge, and that therefore
(0, z), where o is the limit of the oy, must be an eigenpair of A.

Solution: We have
USSR SN (5!
Ok

so that
Az = gy 2 (kHD)

therefore,
Az+ A (z(k) - z) = oz + ok (Z(k-H) - z) .
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11.
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Since the two differences go to zero, it follows that oj, converges to a limit,
and we are essentially done.

. Fill in the details of the eigenvalue error estimate in Theorem 8.5. In particular,

show that there is a constant C such that

A k
Alﬂk|§0<)\2> .
1

. Prove Theorem 8.7.

. Write a program that does the basic power method. Use it to produce a plot of

the largest eigenvalue of the 7}, family of matrices, as a function of n, over the
range 2 < n < 20.

. Write a program that does the inverse power method. Use it to produce a plot

of the smallest eigenvalue of the [{,, family of matrices, as a function of n,
over the range 2 < n < 20.

. Write a program that does inverse power iteration on a symmetric matrix. As-

sume the matrix is tridiagonal, and store only the necessary non-zero elements
of the matrix. Test it on the T}, and K,, families, and on your results from find-
ing the Hessenberg forms for the /{,, matrices. Produce a plot of the smallest
eigenvalues of each of these matrices, as a function of n.

. Add shifts to your inverse power iteration program. Test it on the same

examples, using a selection of shifts.

Let A and « be an eigenvalue and corresponding eigenvector for A € R™"*",
and let @ be an orthogonal matrix such that Qz = e;. Assume that ||z||2 = 1.
Show that

B:QAQTZ[A “T].

0 A,

Hint: Consider each of the inner products (e;, Be;), using the fact that Qz = e;
and that @) is symmetric.

Solution: Following the hint, we have
(e, Bej) = (ei7QAQTej) = (QTei,AQTej).

Now, Qx = e; implies that z = QT ey, therefore, the (1, 1) element of B is
(e1,Be1) = (QTe1, AQTe;) = (x, Az) = \. The rest follows with a little
attention to detail.

An alternate deflation for symmetric matrices is based on the relationship

A/ =A-— )\1561%’{.
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If A € R is symmetric, Ay € o(A) with corresponding eigenvector z1,
and if ||z1]2 = 1, show that A" has the same eigenvalues as A, except that A,
has been replaced by zero. In other words, if

O'(A) = {)\1,)\2, .. .,)\n},

then
U(A/) = {07 >\27 LR An}

Solution: Since A is symmetric, the eigenvectors can be assumed orthonor-
mal, thus

A'ack = A.Tk — Alxlxipxk = A:L'k — )\51k = >\k — )\51k~
which is sufficient.

Show how to implement the deflation from the previous problem (known as
Hotelling’s deflation) without forming the product 1 27 . Hint: Whatis A’z for
any vector z? Can we write this in terms of the dot product 27 2? (According
to Wilkinson [6], this deflation is prone to excessive rounding error and so is
not of practical value.)

What is the operation count for one iteration of the basic power method applied
to a symmetric matrix? Compute two values, one for the matrix in Hessenberg
form, one for the full matrix.

Solution: The iteration is

(a) Compute y*) = Az(k=1);

®) e =y, where ||y ¥l = |yi")

(©) Set 2 =y /.

il

This amounts to a single matrix-vector multiplication, followed by a scalar-
vector multiplication. (We will ignore the cost of determining the maximum.)
So the cost of each iteration is

C=n>+n

multiplications. If the matrix is in Hessenberg form, then the matrix-vector
multiplication only takes 3n operations, for a much cheaper iteration.

What is the cost of the basic power method for a symmetric matrix if it runs
for N iterations. Again, compute two values depending on whether or not
a Hessenberg reduction is done. Is it always the case that a reduction to
Hessenberg form is cost-effective?

Repeat Problems 13 and 14 for the inverse power method.
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Consider the family of matrices 7" defined by

a, 1—j=1
b 1=
tiy=14
Y c, 1—j=-1
0, otherwise

Thus T is tridiagonal, with constant diagonal elements a, b, and c. It is
commonplace to abbreviate such a matrix definition by saying

T = tridiag(a, b, ¢).

Write a computer program that uses the power method and inverse power
method to find the largest and smallest (in absolute value) eigenvalues of such
a matrix, for any user-specified values of a, b, and c. Test the program on the
following examples; note that the exact values are given (to four places).

(@ a=c=4,b=1,n=06, 1 = —6.2708, A\¢ = —0.7802;

(b) a=b=c=6,n=7, A =17.0866, \¢ = 1.4078;

() a=2,b=3,c=4,n=>5, A =7.8990, \¢ = 0.1716;

da=c=1b=10,n=9, A\; =11.9021, A\¢ = 8.0979;

) a=c=1,b=4,n=38, 1 = 58794, \¢ = 2.1206;

Modify the program from the previous problem to do the inverse power method
with shifts. Test it on the same examples by finding the eigenvalue closest to

n=1.

<Joeo o>

8.4 AN OVERVIEW OF THE (Q R ITERATION

Exercises:

1.

2.

Show that the product of two orthogonal matrices, ()1 and (2, is also orthog-
onal.

Solution:
(Q1Q2)"(Q1Q2 = Q3 QT Q1Q2 = Q3 (1)Q2 = 1.

Let A € R™*"™ have the partioned form

Alla
%]
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where A;; € R("~Dx(=1) and X € R. Show that A must be an eigenvalue
of A. How are the eigenvalues of A and A;; related?

Solution: For A as given, let e, = (0,0,0,...,0,1)7. Then
Ae, = de,

so A must be an eigenvalue of A. Now let z be an arbitrary eigenvector of A
and form z = (2,0)7. Then
A11 z
A =
(%)

so all the eigenvalues of A1 are also eigenvalues of A.

3. Assume that the iteration in Algorithm 8.5 converges, in the sense that R, —
R, which is upper triangular, and (), — ()~ Wwhich is orthogonal.

(a) Prove that the matrices Ay, defined in (8.5), must also converge to R..

Solution: We have

Ap = QF Qr1Qf 11 AQk = QF Qi1 Ris1

The rest of the proof should be easy.

(b) Prove then that the eigenvalues of A can be recovered from the diagonal
elements of Ay, in the limit as k — oo.

Solution: Since A; — R, and A;, is similar to A, it should be easy to
construct a formal argument.

4. Show that the matrices in the shifted () R iteration all have the same eigenvalues.

Solution: We have
QrRi = A1 — po—11

so that
QrRiQr = A 1Qr — pr—1Qk;
thus,
Qu(Ar — pp—1I) = Ap—1Qr — k—1Qk,
or,

QrAr = Ap_1Qy

and we are done.

5. Consider the matrix
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(a) Find the exact eigenvalues of A;

(b) Show that
0 1 1 0
o[t o] #=[o 1]

is a valid @ R decomposition of A;

(c) Use this to show that the shifted QR iteration for A, using the Rayleigh
shift, will not converge.

Solution: (a) The eigenvalues are easily shown to be A\; = 1, Ay — —1. (b)
QR = A, therefore we are done. (c) The Rayleigh shift is aso = 0, therefore
the first step of QR using this shift simply reproduces the original matrix:
A; = RQ = A. Hence the iteration fails to converge; in fact, it fails to do
much of anything!

6. The QR factorization is usually carried out for the Q) R iteration by means of
Givens transformations, defined in part (a), below. In this exercise we will
introduce the basic ideas of this kind of matrix operation.

(a) Show that the matrix

sinf  cos6

G(o) = { cosf —sinf ]

is an orthogonal matrix for any choice of 6.

(b) Show that we can always choose 6 so that

G(o)A[COSQ —Sin9:||:a11 CL12:||:7’(1)1 T12:|R

sin 6 cosf a1 Q22 22

(c) Use a Givens transformation to perform one step of the basic Q) R iteration
for the matrix
4 1
1 4

7. (a) If G(0) is a Givens transformation, show that

c0=14 o

is orthogonal.

b) Show how to use a sequence of two Givens transformations to do a single
q g
QR step for the matrix

4 1 0
1 4 1
0 1 4
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8. Write a MATLAB code that automates the kind of computation we did in
Examples 8.17 and 8.18: Take an input matrix (square), and perform “naive”
QR by executing the commands:

[q,r] = qr(A);
A=r=xq;

Stop when A is triangular. Use no shifts. Test your code by forming a random
symmetric matrix’ and using your routine to find its eigenvalues. Remember
to reduce the matrix to Hessenberg form! Use the f1ops command to measure
the cost of your routine, and compare this to what MATLAB’s eig command
costs.

Solution: Here is a MATLAB code that does this on a 6 x 6 example:

B = rand(6,6);
A= (B +B’)/2
AH = hess(A);
Asave = AH;
offdiag = 1;

k = 0;

flops(0)

while offdiag > 1.e-6
k=k +1;

[Q,R] = qr(AH);
AH = R*Q;

AH;

v = diag(AH,-1);
offdiag = norm(v)
pause

end

flops

diag(AH)
flops(0)

lambda = eig(A)
flops

When the author ran this, it took about 37 iterations and 64, 000 flops to find
the eigenvalues, whereas eig found them in about 540 flops. Obviously, a
good shifting strategy (and deflation) helps a lot!

9. Repeat the above, this time using the Rayleigh shift. (You should save the ran-
dom matrix from the previous problem so a £1ops comparison is meaningful.

"Recall that S = A + AT is always symmetric.
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10. Repeat the above, this time using the Wilkinson shift. (Again, use the same
matrix and do a f1lops cost comparison.

<oeoeo]

8.5 APPLICATION: ROOTS OF POLYNOMIALS, Il

Exercises:

1. For the polynomial p(z) = 2°® — 222 +5x + 1, construct the companion matrix,
then use a cofactor expansion to confirm that the characteristic polynomial is,
indeed, p(\).

2. For each polynomial in Problem 2 of §3.10, construct the companion matrix
and use MATLAB’s eig to find the roots. Use flops to compare the costs
with the Durand-Kerner method from §3.10.

Solution: For (b), the companion matrix is

o O O O = O
o O O = OO
OO~ O O O
O = O O O O
_ o O O O O
_ o O O O =

The author’s Durand-Kerner routine from Chapter 3 found the roots in 6130
flops. MATLAB’s eig routine found the same values in 5220 flops, a slight
savings.

3. Consider the polynomial p(z) = z* — 102 + 3522 — 502 + 24 and form its
companion matrix. Using MATLAB’s qr command, do several iterations of
the unshifted QR iteration. Are the roots being isolated? Is the structure of
the companion matrix being maintained? Comment.



CHAPTER 9

A SURVEY OF NUMERICAL METHODS
FOR PARTIAL DIFFERENTIAL
EQUATIONS

9.1 DIFFERENCE METHODS FOR THE DIFFUSION EQUATION

Exercises:

1. Write a program to use the explicit method to solve the diffusion equation

U = Uge, t>0,0<2<0.1;
u(0,t) = 0;
u(l,t) = 0
u(z,0) = sinmz.

which has exact solution
2 .
u(z,t) = e ™ 'sinmx

(The student should check that this is indeed the exact solution.) Use h~! =
4,8, ..., and take At as large as possible for stability. Confirm that the
approximate solution is as accurate as the theory predicts. Compute out to
t=1.

Solutions Manual to Accompany An Introduction to Numerical Methods and Analysis, 289
Second Edition. By James F. Epperson
Copyright (©) 2013 John Wiley & Sons, Inc.
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Solution: The following MATLAB script will solve the problem. The author
makes no claims of being the most sophisticated MATLAB programmer.

clear

n = input(’number of points? °’)
h = 1/n;

dt = 0.5%h"2;

b
% Index shift since Matlab doesn’t allow zero subscripts
A
np = n+i;
x = h*x[0:n];
uo = sin(pi*x);
nt = floor(0.1/dt);
disp(nt)
disp(’steps’)
r = dt/(h*h);
pause
for k=1:nt
t = kxdt;
u(l) = 0;
ue(1) = 0;
for j=2:n
u(j) = uo(j) + rx(uo(j-1) - 2*uo(j) + uo(j+1));
ue(j) = exp(-pi*pixt)*sin(pi*(j-1)*h);
error(j) = ue(j) - u(j);

end
u(np) = 0;

ue(np) = 0;
uo = u;

errmax = norm(error,inf);
disp([t,errmax])
if k ==
figure(1)
plot(x,u)
figure(2)
plot(x,ue)

pause

end

if k == nt
figure(3)
plot(x,u)
figure(4)
plot(x,ue)

pause
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end
end

. Repeat the above problem, but this time take At 10% too large to satisfy the
stability condition, and attempt to compute solutions out to ¢ = 1. Comment
on what happens.

Solution: With At too large, the solution will quickly blow up.

. Apply Crank-Nicolson to the same PDE as in Problem 1. For each value of h,
adjust the choice of At to obtain comparable accuracy in the pointwise norm
to what was achieved above. Comment on your results. Try to estimate the
number of operations needed for each computation.

. Write a program to use the explicit method to solve the diffusion equation

Uy = Ugz, >0,0< <1,
u(0,t) = 0;
u(l,t) = e A
u(z,0) = sinmz/2.

which has exact solution

u(z,t) = et/

sinwx /2.

(The student should check that this is indeed the exact solution.) Use h~1 =
4,8, ..., and take At as large as possible for stability. Confirm that the
approximate solution is as accurate as the theory predicts. Compute out to
t=1.

Solution: The previous MATLAB script, appropriately modified to reflect
the changes in boundary and initial conditions, should work.

. Modify the three algorithms for the diffusion equation to handle non-homogeneous
boundary conditions, i.e., to handle problems of the form

ur = Uge + flx,t), t>0,0<x<1;
u(0,1) = go(t);
u(l,t) = g1(t);
w(z,0) = uo();

where go(t) and ¢, () are not identically zero.
flat) = =2e""" go(t) =e™5 qi(t) =e' ™% uolz) =,

for which the exact solution is u(x,t) = e~



292

A SURVEY OF NUMERICAL METHODSFOR PARTIAL DIFFERENTIAL EQUATIONS

Solution: Using the explicit method, h = 1/16, and At = 90% of the
maximum allowed for stability, the author got the graph in Fig. 9.1 for the
maximum error at each time step (the horizontal axis is the number of time
steps).

Figure 9.1 Maximum error as a function of time step number for Problem 5.

. Recall the definition of the matrix 2-norm:

A
Al = mape 12402
w0 ull2
where || - ||2 is the usual vector 2-norm. If D is an n x n diagonal matrix, use

this definition to show that

[Dll2 = max [di],
k<n

where d;; are the diagonal elements of D.

. Let @ be an arbitrary n x n orthogonal matrix; show that ||Q||2 = 1.

. Compute the number of operations needed to compute out to ¢ = 7T using the

explicit method, as a function of n, the number of points in the spatial grid.
Assume that the time step is chosen to be as large as possible to satisfy the
stability condition.

Solution: Taking the time step as large as possible means
At = h?/2a,
where a is the diffusion coefficient. So, to reach t = T requires

Nr = T/At = 2Ta/h? = 2T an?
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time steps. Each time step involves 3n multiplications, so the total cost is
C = 6Tan®.
Compute the number of operations needed to compute out to t = 7' using

Crank-Nicolson, taking At = ch for some constant ¢ > 0, again as a function
of n, the number of points in the spatial grid.

Solution: This time the number of time steps is
Np =T/(ch) =Tn/c.

The cost of each step is the cost of forming, factoring, and solving the tridiag-
onal linear system, so the total cost is

C = (6n)(Tn/c) = (6/c)Tn*

Consider the nonlinear equation
Up = Ugg + VUuly

Take uo(x) = sin 7z and homogeneous boundary data, and solve this usinge
the explicit method, taking At to be 90% of the maximum value allowed for
stability. Compute out to ¢ = 1, and plot your solution, for V' =1, 5, 10.

Write down the nonlinear system that results from applying the implicit method
to the previous problem, using h = %. How might you try to solve this system?

One way to attack this kind of nonlinear system would be to treat the u,,, term
as usual in the implicit method, but treat the nonlinear term explicitly, i.e., use
(uug)(x;, ty,) in the discretization. Write a program to do this approximation
and compare your results to the fully explicit method in Problem 10

<Joo o>

9.2 FINITE ELEMENT METHODS FOR THE DIFFUSION EQUATION

Exercises:

1. Use a finite element approach to solve the problem

U = AUz, 0<z <1, t>0 9.1
u(0,t) = 0, 9.2)
u(l,t) = 0, 9.3)
u(z,0) = wup(z)=sinnmz + sindrz; 9.4)
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t

For a = 1/72, this has exact solution u(z,t) = e !sinma + e~ % sin 4.

(Confirm this®.)

2. Use a finite element approach to solve the problem

Uy = AUz +1, 0<x<1, t>0 9.5)
uw(0,t) = 0 (9.6)
ul,t) = 0 ©.7)
w®,0) = up(z) =l (), 9.8)

where %, (z) is the “hat function” centered nearest the middle of the interval.
Solve the problem for a range of (positive) values of a, and compute out to
t = 1. How does the value of ¢ affect the results?

3. Discuss how you know your code is working in the above problem, given that
we have no exact solution.

4. Use a finite element approach to solve the problem

U = Uge, 0<2<1, t>0 9.9)
w(0,t) = 1 (9.10)
w(l,¢) = 0 9.11)
u(z,0) = wo(x)=sinmx 9.12)

For various values of h, solve this using the finite element method. Plot your
solutions for several values of ¢.

5. Repeat the previous problem, this time using different values of a, the diffusion
coefficient.

<Joo o>

9.3 DIFFERENCE METHODS FOR POISSON EQUATIONS

Exercises:

1. Show that the Jacobi iteration (9.43) is equivalent to the matrix iteration (7.19)
from Chapter 7.

8The author is chagrined to admit that several exercises in the Revised Edition had very “inexact exact
solutions.” He would like to try to claim it was all done deliberately, in order to catch unwary students
who failed to check these things, but that would be a claim of dubious honesty. So, be advised!
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2. Show that the Gauss-Seidel iteration (9.44) is equivalent to the matrix iteration
(7.20) from Chapter 7.

3. Show that the SOR iteration (9.45) is equivalent to the matrix iteration (7.22)
from Chapter 7.

4. What is the truncation error in the approximation defined by (9.39)?

Solution: Each derivative approximation is O(h?) so the truncation error is
O(h?).

5. Let z1,29,...,%,—1,2Z, be orthogonal vectors in a vector space V' of di-
mension n. Show that if z € V is orthogonal to each one of the xj, then
z=0.

Solution: Let « be an arbitrary vector, and expand it in terms of the ; as

follows:
xr = Z fj.’l?j
j=1

Then .
(z,2) = ij(z,xj) = 0.
j=1

But the only vector that is orthogonal to all other vectors is the zero vector.

6. For an iteration of the form

ut ) = 7y ¢

)

show that
s+ — 4l

lu®) — uk=1)||

< Tleo-

Can we use this to estimate p; and therefore w,? Hint: Recall Exercise 8 from
Section 7.7.

Solution: We have that

uF = Ty 4 ¢

and
ut = Tu*=Y ¢
therefore,
wEL g (k) — T(u(k) _ u(kfl))_
Hence,

lu® = u® e < [ Tlfoo | (1™ — a1 ||oc,
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or,
||u(/f+1) _ u(k) ||Oo

[ — a1 <N

We know that ||T'|| > p(T); therefore, we use this as an estimate for p; by
running a few iterations of the Jacobi method, then using this in the formula
for w,.

. Write programs to do

(a) banded Cholesky;
(b) CG;

Test your program on the example problem defined by
—Au = w?sinwasinmy, (z,y) € (0,1) x (0,1);

with u = 0 on the boundary, using h =

R

. Discretize the Poisson equation

—Ugy — uyy + buz = f; (xay) € (Oa 1) X (07 1)’
u(z,0) =u(z,1) = 0;z € (0,1);
u(0,y) = u(l,y) = 0;y € (0,1);

in the case h = %, b # 0. Is the resulting system symmetric?

. Consider the linear system problem

Au=f

where A is not symmetric. Modify the CG algorithm to solve the symmetrized
system

AT Ay = AT f
without explicitly forming the matrix AT A.
Solution: The only place the matrix appears is in step 2a of Algorithm 9.7:
w = Ap(k_l)
which would naively become
w = ATAp(k_l);
however, we can split this into two operations:

P Ap(k_1)7

w = ATz
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12.
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so that we never have to compute A7 A.

Write a code to implement the algorithm you wrote in the previous problem.
Test it on the system obtained by discretizing the PDE

~Ugy — Uyy + Uy = TcosTTCcosTY + 21 sinwa sinwy; (z,y) € (0,1) x (0,1);

u(z,0) =u(z,1) = 0;z€(0,1);
u(O,y) = u(lay) = OQye (07 1);

for h = i and h = %. The exact solution is u(z,y) = sin 7 sin 7y; use this
to make sure your algorithm is working properly.

How does the discretization change when boundary data is non-homogeneous
(i.e., non-zero)? Demonstrate by writing down the discrete system for the PDE

—Ugy — Uyy = —2e"7Y; (m,y) € (07 1) X (07 1);

uw(z,0) =e” u(z,1) ="' z€(0,1);

w0,y) =™ u(ly) =€ ye(0,1);
for h = i. Hint: It will help to write the values of the approximate solution
at the grid points in two vectors, one for the interior grid points where the

approximation is unknown; and one at the boundary grid points where the
solution is known.

Apply the following solution techniques to the system in the previous example,

this time using h = %. Use the exact solution of u(x,y) = e~V to verify that

the code is working properly.

(a) Jacobi iteration;
(b) Gauss-Seidel iteration;
(c) SOR iteration, using w = 1.4465;

(d) Conjugate gradient iteration.

<Joeo o>






CHAPTER 10

AN INTRODUCTION TO SPECTRAL
METHODS

10.1 SPECTRAL METHODS FOR TWO-POINT BOUNDARY VALUE
PROBLEMS

Exercises:

1. Write a program to solve the boundary value problem (BVP)

- +5u+u = 1, —-1<z<1
u(-1) = 0
u(l) =

using the spectral method, with either “boundary bordering” or “basis recom-
bination.” The exact solution is

u(z) = Ae™® + Be™" + 1
for r; = 5.19258, ro = —0.19258, and
A =0.003781 B = —0.824844

Solutions Manual to Accompany An Introduction to Numerical Methods and Analysis, 299
Second Edition. By James F. Epperson
Copyright © 2013 John Wiley & Sons, Inc.
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(confirm this); plot the solution and the error, and produce a table of maximum
absolute errors, for4 < N < 32.

Solution: The author got the solution and error plots in the figures below for
N =8.

Figure 10.1  Solution to Problem 1, Figure 10.2  Error for Problem 1,
N =8. N =8.

2. Solve the BVP in Example 10.2, for 4 < N < 32, but take advantage of the

fact that the solution is even by looking for an approximation that uses only
the even Chebyshev polynomials.

. It has been suggested that a better way to do “basis recombination” would be

as follows:

Con(z) = Con(z) — Con—_2(x)
Con—1(z) = Con-1(x) — Con_3(x)

Repeat Problem 1 using this basis. In addition to the same plots as requested
in Problem 1, plot the condition number of the matrix A as a function of IV for
both methods.

Extend the work in Theorem 10.1 to include third and fourth derivatives.

Solution: This is a simple exercise in the calculus. You should get

43T, —n®sin® tsinnt — 3n? costsint cosnt + (3cos? t + sin® t)nsinnt
dad sin® ¢ ’
and

d*T,  n*sin®tcosnt — 6n3 costsin® tsinnt — n2A cosnt + nB sin nt

dat sin” ¢ ’

where
A = (15cos’ tsint + 4sin®t),
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and
B = (9costsin®t + 15cos> t).

These formulas are taken from page 325 of Boyd’s book [2].

5. Use the formulas from the previous problem to approximate the solution to

"
u =

u(—1) = u(l1)
u(=1)=4'(1) =

1
0
0
Compute a spectral approximation for 4 < N < 32. Plot your solution for

N = 16.

6. Compute the condition number of the matrices in the previous exercise, as a
function of .

7. As an alternative to the trigonometric formulas from Theorem 10.1, we could
use the three term recursion (10.2) as a basis for constructing the spectral
coefficient matrix. Show that

Ty 1 (2) = 2T (2) + 22T () = T,y (2), Top(z) =0, Ti(z) =1,

and similarly for the second derivative. Write a program to solve Problem 1 in
this way. Use MATLAB’s flops command to compare the costs of forming
the spectral coefficient matrix this way, compared to the procedure oulined in
the text.

<ooeo[

10.2 SPECTRAL METHODS FOR TIME-DEPENDENT PROBLEMS

Exercises:

1. Use spectral collocation with Crank-Nicolson time-stepping to solve the fol-

lowing PDE:
Ut =  Ugy,
u(=1,t) = 0,
u(l,t) = 0,
u(z,0) = cosmwz/2 — sindnx.

The exact solution is u(x, t) = e~ t/4 cos Tx/2— e~ 167t gin 47z Compute
out to ¢t = 1; use a sequence of values of IV; plot your approximation and the

error for one of them at¢ = 1.



302

AN INTRODUCTION TO SPECTRAL METHODS

. Use your spectral code to solve the problem

Uy = QUgg,
u(—=1,t) = 1,
u(l,t) = 1,
u(z,0) = (22 -1)%

Assume a = 1 and compute out to ¢ = 1, using a sequence of values of N.
Plot the solution profile as the computation advances. Now vary a (you must
keep it positive, of course) and investigate how this affects the solution.

Solution: The initial condition approximates a “pulse” in the center of the
interval. As the system evolves, the pulse will spread out and decay. Higher
values of a (the diffusion coefficient) will speed up this process.

. Now change the initial condition to u(x,0) = (z* — 1)® and repeat the above

problem.

Solution: This is essentially the same as the previous problem, but with a
more sharply defined “pulse.”

Consider how to implement spectral collocation with variable coefficients.
Construct the general linear system that would result from solving the problem

ur = a(x)ugg,
u(—1,t) = 0,
u(l,t) = 0,
u(z,0) = wup(x).

. Apply your results from the above problem to approximate solutions to

ur = a(x)ugg,
u(=1,t) = 0,
u(l,t) = 0,
u(z,0) = cosmz/2,
for the following choices of a:
(@ a(x) = (1 + 2?)
(b) a(z) =
(c) a(z) = (1 — 2?) (because a vanishes at the boundary, this problem is

known as degenerate but you should be able to compute solutions);
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6. Consider the nonlinear problem

Uy = Ugy + VUly
u(—1,t) = 0,
u(l,t) = 0,
uo(x) sin

Use spectral collocation to attack this problem as suggested in Problem 12 of
§9.1, by treating the nonlinearity explicitly (at time ¢t = ¢,,) and the differential
equation implicitly (at time ¢ = ¢,,+1). Compare your spectral solution to the
explicit solution computed in Problem 10 of §9.1. Comment on your results.

Joeoeo>

10.3 CLENSHAW-CURTIS QUADRATURE

Exercises:

1. Use the appropriate change of variable to show how to apply Clenshaw-Curtis
quadrature to an integral over an arbitrary interval [a, b].

Solution: The change of variable is the same as obtained in § 5.6 for Gaussian

quadrature:
b 1
/g(m)dx:/ f(z)dz,
a —1

£() = %(b— a)g (a+ %(b— o) (= + 1)) .

for

2. Write a program to do Clenshaw-Curtis quadrature on each of the integrals
in Problem 4 of §5.6. Compare your results to those obtained with Gaussian
quadrature. Produce a log-log plot of the error as a function of N for each
integral.

Solution: We will do (b) and (c). The results are summarized in the Ta-
ble 10.1.

3. Looking at the plots in Fig. 10.24, we see that most of them show a very rapid
decrease of the error, and a “rounding error plateau” is reached for most of
the examples. The exception is the last one, where the integrand is given by
f(x) = v/1 — 22, Explain why this example is the one that displays this kind
of sub-optimal performance.
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Table 10.1 Solution for 10.3.2(b) and (c).

10.3.2(b)

Error

10.3.2(c)

Error

0.65367552526213

-0.00702835762825

1.32175583998232

-0.02591897397799

0.64425803338082

0.00238913425305

1.29638987827887

-0.00055301227455

0.64664682519792

0.00000034243595

1.29583765211218

-0.00000078610785

0.64664716763387

0.00000000000000

1.29583686600986

-0.00000000000553

NN RSP

0.64664716763387

0.00000000000000

1.29583686600433

0.00000000000000

Solution: The integrand is singular at the endpoints of the interval (the deriva-
tives blow up) so this slows the convergence.

. LetCy = Zgﬂ w,(CN)f(@(fN)) A~ jil f(z)dz be the Clenshaw-Curtis quadra-

ture operator. Show that Cyy uses some of the same function values as C'y.
Why is this important?

oo o]
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