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Our faculty for language has intrigued scholars for
centuries. Yet most textbooks assume that psycho-
linguistics has its origins in the late 1950s and 1960s,
and that nothing of note contributed to its evolution
before then. In some respects this is true, in that it was
only then that psycholinguistics began to proliferate
as an identifiable discipline within the psychology

literature. This proliferation was marked by the
founding in 1962 of the Journal of Verbal Learning
and Verbal Behavior (which subsequently, in 1985,
became the Journal of Memory and Language). Why
the original journal was so titled, and why its title
presents us with a historical paradox, will become
clearer as this review unfolds. The review’s purpose
is to consider how the present-day state of the art
evolved. In so doing, it will touch briefly on ancient
Greek philosophy, 19th century neuroscience, 20th
century psycholinguistics, and beyond. It will



Magneto-encephalography (MEG)

MEG has only recently begun to be used in psycho-
linguistics. MEG has some of the advantages of both
fMRI techniques and EEG techniques because it
enables precise source localization like fMRI and
has fine temporal resolution like ERP. It also comple-
ments ERP. Whereas ERP electrical signals can only
be picked up from nerve bundles that are in particular
orientations with respect to the surface of the brain,
MEG magnetic field signals can be picked up from
nerve bundles that are orthogonal to those giving ERP
signals. For these reasons, many researchers are par-
ticularly optimistic about MEG as a psycholinguistic
method used together with ERP.

One particularly interesting application has been
using MEG to establish the relationship between neu-
ral representation and linguistic form. The technique
depends upon what has been called mismatch nega-
tivity. It was observed that as the same items are
repeatedly presented to subjects, so the MEG signa-
ture associated with their processing is automatically
reduced (probably because of neuronal habituation).
However, when a new item is presented, the signal
returns to normal. This happens irrespective of any
behavior on the part of the subject. Mismatch nega-
tivity can therefore be used to establish the degree to
which different items are processed in the same way.
The greater the resumption of the activity (i.e., mis-
match negativity), the more different the neurological
processing of the new item. In this way, mismatch
negativity can be used in a similar fashion to priming
techniques to explore the neurological representation
of different aspects of a linguistic stimulus.

Summary and Conclusion

Psycholinguistic techniques differ according to the
kind of variables measured and the extent to which

they tap into language processing as it happens.
Behavioral measures, such as eyetracking, and neuro-
physiological measures, such as ERP, are particu-
larly effective for measuring the time course of
language comprehension. For language production
studies, picture naming and priming techniques have
been especially effective.
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and that nothing of note contributed to its evolution
before then. In some respects this is true, in that it was
only then that psycholinguistics began to proliferate
as an identifiable discipline within the psychology

literature. This proliferation was marked by the
founding in 1962 of the Journal of Verbal Learning
and Verbal Behavior (which subsequently, in 1985,
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presents us with a historical paradox, will become
clearer as this review unfolds. The review’s purpose
is to consider how the present-day state of the art
evolved. In so doing, it will touch briefly on ancient
Greek philosophy, 19th century neuroscience, 20th
century psycholinguistics, and beyond. It will
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consider approaches to the brain as practiced in both
ancient Egypt and modern neuroscience. It will be
necessarily selective, in order to make some sense
of the historical developments that contributed to
psycholinguistic science.

From the Ancient Egyptians to the
Greek Philosophers

The earliest to write about language and the brain
were the ancient Egyptians – the first to write about
anything at all. A catalog of the effects of head injury
(and injuries lower down the body also) exists in what
is now referred to as the Edwin Smith Surgical Papy-
rus, written about 1700 B.C. The writer (believed to
have collected together information spanning per-
haps another 1000 years before) referred there to
what is presumed to be the first recorded case of
aphasia – language breakdown following brain trau-
ma. However, the Egyptians did not accord much
significance to the brain, which unlike the other
organs of the body, was discarded during mummifi-
cation (it was scraped out through the nose). They
believed instead that the heart was the seat of the soul
and the repository for memory, a view largely shared
by the Greek philosopher Aristotle (384–322 B.C.) –
a somewhat surprising position to take given that
he was a student at Plato’s Academy and that Plato
(427–347 B.C.) believed the brain to be the seat of
intelligence.

Plato was possibly the earliest to write at length on
language (where others may have spoken, but not
written). Certainly, his writings were the most influ-
ential with respect to the philosophy of language
and the question ‘what does a word mean?’ Plato, in
his Republic, considered the meaning of words in
his Allegory of the Cave (as well as in Cratylus). In this
allegory, a group of prisoners have been chained all
their lives within a cave. All they see are the shadows
of objects cast upon a wall by the flames of a fire.
They experience only those shadows (in much the
same way that we can only experience the results of
our sensory percepts), and their language similarly
describes only those shadows. Plato noted that when
using a word, the prisoners would take it to refer to
the shadows before them, when in fact (according to
Plato), they would refer not to objects in the shadow
world, but (unbeknown to the prisoners) to objects in
the real world. Thus, for Plato (and a host of more
contemporary philosophers, from Frege to Puttnam),
the true meaning of a word – its reference – is external
to the person who, by using the word, is attributing
meaning to it. But why should it matter what a word
refers to?

The psycholinguistic endeavor is to uncover the
mental processes that are implicated in the acquisi-
tion, production, and comprehension of language.
Just as psychology is the study of the control of
behavior, so psycholinguistics is the study of the con-
trol of linguistic behavior. A part of any psycholin-
guistic theory of mental process is an account of what
constitutes the input to the mental process – that is,
what information is operated upon by those process-
es. While Plato was of course correct that the form of
the real-world object dictates the form of the sensory
image presented to the allegorical prisoner, the mental
processes involved in that prisoner’s use of language
can operate only on mental derivatives of that sensory
image. There may be properties of the real-world
object (such as color, texture, and density) that are
not represented in their shadow-forms, and thus men-
tal processes that might otherwise (outside the cave)
develop sensitivity to those properties need never de-
velop such sensitivities if constrained to living a life
inside the cave. But while the shadows would not
permit the distinction between, say, a tennis ball and
an orange, the contexts in which the shadows were
experienced, or their names heard, would distinguish
between the two – mental sensitivities would develop,
but they would not necessarily be grounded in the
perceptual domain. These distinctions, between the
actual world and our experience of the world, and
between an object or word and the context in which
that object or word might occur, led other philoso-
phers, most notably Wittgenstein in his Philosophical
Investigations, to propose that the meaning of a word
is knowledge of its use in the language – that is,
knowledge of the contexts in which it would be ap-
propriate to utter that word, where such knowledge is
shaped by experience. We return to this theme when
we consider in more detail the more recent history
(and possible future) of psycholinguistics.

The Earliest Empirical Studies

The pre-history of psycholinguistics (up until the
19th century) was dominated by philosophical con-
jecture. The term dominated is used loosely here, as
there was no systematic and ongoing questioning of
the relationship between mind and language, or in-
deed, brain and language – there was no community
of researchers asking the questions. But modern-day
psycholinguistics is dominated not by philosophy (al-
though it had its moments), but by experimental in-
vestigations that measure reaction times, monitor eye
movements, record babies’ babbles, and so on. Its pre-
history lacks such experimentation. This is not to say
that no experiments were performed. Certainly, there
were isolated cases, generally of a kind that would not
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be tolerated in the modern age. Indeed, one of the
most widely replicated studies (if one is to believe the
historians) is a study that was carried out on at least
three and possibly four independent occasions be-
tween the 7th Century B.C. and the 16th Century A.D.

In each case, some number of babies were apparently
brought up in isolation (except for carers who were
either mute, or instructed not to speak), with the aim
of the experiment being to discover what language, if
any, the children would grow up speaking. The results
varied. The Egyptian Pharaoh Psamtik (7th C.B.C.) was
credited by Herodotus with discovering that they
spoke Phrygian. The Roman emperor and German
king Frederick II (1194–1250 A.D.) carried out a simi-
lar study, but all the infants died. King James IV
(1473–1513 A.D.) is supposed to have performed a
similar experiment on the island of InchKeith, al-
though it is likely that this study never in fact took
place (the fact that the children are reported to have
emerged from their isolation speaking Hebrew is one
reason to doubt the truth of the story). And finally,
Akbar the Great (1542–1605), the grandfather of
Shah Jahan who built the Taj Mahal, similarly failed
to discover man’s ‘natural language’ (although there
is some suggestion that in this case, the infants ac-
quired a form of signed language inherited, in part,
from the infants’ carers).

The 19th Century Emergence of the
Cognitive Neuropsychology of Language

The first systematic studies of the relationship between
language and brain were conducted in the 19th cen-
tury. This is probably the earliest point in the history
of psycholinguistics from when a progression of stud-
ies can be traced, with one author building a case on
the basis of earlier studies coupled with newer data.
The protagonists at this time were Gall, Boulliard,
Aubertin, Broca, Wernicke, and Lichtheim, to name a
few. None of them would be described as ‘psycholin-
guists,’ but to the extent that their work (like modern-
day cognitive neuroscientists) informed accounts of
the relationship between brain and language, they are
no less a part of the history of psycholinguistics than
are the linguists, philosophers, psychologists, and cog-
nitive scientists who have influenced the field through
their own, sometimes radically different, perspectives.

Franz Gall is perhaps better known for his work on
phrenology, but he believed that language function
was localized in the anterior parts of the brain. His
student Jean Boulliard collected clinical evidence in
support of Gall’s theory, and in turn, Boulliard’s stu-
dent Ernest Aubertin did the same. It was at a meeting
in April of 1861 that Aubertin made his beliefs plain:
If a case of speech loss could be found that was not

accompanied by a frontal lesion, he would give up his
(and his intellectual forbearers’) belief in the localiza-
tion of language. In the audience was Paul Broca,
after whom are named Broca’s aphasia and, within
the left frontal lobe, Broca’s area. Broca was struck by
Aubertin’s empirical challenge, but at the same time
realized that craniology (Gall’s lasting influence on
his students) could not provide the proof that was
required to establish a link between language loss
and cerebral localization – only anatomical inspec-
tion of the brain could do that. Coincidentally, within
a few days he was presented with a patient suffering
from speech loss who died a few days after that.
Broca’s postmortem analysis of this patient’s brain
(and the damage to what is now referred to as Broca’s
area), coupled with earlier observations made by Marc
Dax (on right hemiplegia and its correlation with
speech loss), but published at the same time, established
the anatomical validity of the localization hypothesis.
About 10 years later (in 1874), Carl Wernicke pub-
lished his work on ‘sensory aphasia’ (deficits in the
comprehension of language). This work was consider-
ably enhanced by Wernicke’s student Ludwig
Lichtheim who, in 1885, produced a schematic (cf.
a ‘model’) of how three interlinked centers in the
brain are implicated in aphasia: Broca’s (the ‘center
of auditory images’), Wernicke’s (the ‘center of motor
images’), and a diffusely located ‘concept center.’
Lesions to each of these areas, or to the connections
between them, produce different kinds of aphasias.
Most interesting of all, his schematic enabled him to
predict disorders that had not yet been described. This
ability of a conceptual ‘model’ to make as yet untested
predictions is a theme we shall return to.

The Early 20th Century Influence of
Behaviorism

By the end of the 19th century, the study of language
began to change, as did the study of psychology
more generally. Interest in the psychology (as op-
posed to philosophy) of language shifted from being
primarily (or even solely) concerned with its break-
down to being concerned also with its normal use.
Wilhelm Wundt in Die Sprache (published in 1900)
stressed the importance of mental states and the
relationship between utterances and those internal
states. William James similarly (at least early on)
saw the advantages of introducing mental states into
theories of language use (see his 1890 Principles of
Psychology, in which several contemporary issues in
psycholinguistics are foreshadowed). But the early
20th century was a turbulent time for psycholinguis-
tics (as it was for psychology): J. B. Watson argued
that psychology should be concerned with behavior
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and behavioral observation, rather than with cons-
ciousness and introspection (the Wundtian approach).
And whereas Wundt had argued that a psychology
of language was as much about the mind as it was
about language, behaviorists such as J. R. Kantor
argued against the idea that language use implicated
distinct mental states. For Kantor, the German men-
talist tradition started by Wundt was simply wrong.
Even William James turned away from Wundtian
psychology. Thus, the behaviorist tradition took hold.

The late 19th and early 20th centuries were a time
of great change in linguistics, too. The 19th century
had seen the emergence of the Neogrammarians, a
group that studied language change. They were inter-
ested in how the sounds of different languages were
related, and how within a language, the sounds
changed over time. They were less interested in what
a language ‘looked like’ at a particular moment in
time. This changed at the beginning of the 20th
century when Ferdinand de Saussure brought struc-
ture into the study of language. He introduced the
idea that every element of language could be under-
stood through its relation to the other elements (he
introduced syntactic distinctions that are still cen-
tral to contemporary linguistics). In the 1930s, the
Bloomfieldian school of linguistics was born, with the
publication in 1933 of Leonard Bloomfield’s Lan-
guage. Bloomfield reduced the study of language
structures to a laborious set of taxonomic procedures,
starting with the smallest element of language – the
phoneme. In doing so, Bloomfield firmly aligned
the linguistics of the day with behaviorism. And
just as behaviorism eschewed mental states in its
study of psychology, so the Bloomfieldian tradition
eschewed psychology in its study of language. The
study of language was firmly caught between the pro-
verbial rock and a hard place – between behaviorism
on the one hand and taxonomy on the other. Mental
states were, the argument went, irrelevant – whether
with respect to psychological or linguistic inquiry.

The behaviorist tradition culminated (with respect
to language) with B. F. Skinner’s publication in 1957 of
Verbal Behavior. Here, Skinner sought to apply behav-
iorist principles to verbal learning and verbal behavior,
attempting to explain them in terms of conditioning
theory. Verbal behavior (and Verbal Behavior) proved
to be the final battleground on which the classical
behavorists and the mentalists would clash.

The Mid-20th Century and the
Chomskyan Influence

In 1959, Chomsky published a review of Skinner’s
Verbal Behavior. He argued that no amount of condi-
tioned stimulus-response associations could explain

the infinite productivity or systematicity of language.
With Chomsky, out went Bloomfield, and in came
mental structures, ripe for theoretical and empirical
investigation. Chomsky reintroduced the mind, and
specifically mental representation, into theories of
language (although his beliefs did not amount to a
theory of psychological process, but to an account of
linguistic structure). So whereas Skinner ostensibly
eschewed mental representations, Chomsky appar-
ently proved that language was founded on precisely
such representation. Some later commentators took
the view that the Chomskyan revolution threw out the
associationist baby with the behaviorist bathwater.
Behaviorism was founded on associationism. Behav-
iorism was ‘out,’ and with it, associationism. Symbol-
ic computation was ‘in,’ but with it, uncertainty
over how the symbolic system was acquired. It was
not until the mid-1980s that a new kind of revolution
took place, in which the associationist baby, now
grown up, was brought back into the fold. The inter-
vening 20 years were typical teenage years – full of
energy, punctuated by occasional false hopes that
nonetheless proved essential to the maturation
process.

Two years before his review of Verbal Beha-
vior, Chomsky had published Syntactic Structures, a
monograph devoted to exploring the notion of ab-
stract grammatical rules as the basis for generating
sentential structure. According to Blumenthal in his
1970 account of the history of psycholinguistics,
Chomsky’s departure from the Bloomfieldian school
was too radical for an American publisher to want to
publish a lengthy volume that Chomsky had written
outlining the new approach, and only Mouton, a
European publisher (and presumably more sympa-
thetic to the tradition that Chomsky was advocating)
would publish a shorter monograph based on an
undergraduate lecture series he taught at MIT. In
fact, this is not quite accurate (N. Chomsky, personal
communication); Chomsky had indeed written a
longer volume (subsequently published in 1975),
and it is true that initial reactions to the manuscript
were negative (but, according to Chomsky, not unrea-
sonable), but Syntactic Structures was not a compro-
mise brought about through Chomsky’s search for a
publisher; he had not, in fact, intended to publish it.
Instead, Cornelis van Schooneveld, a Dutch linguist
and acquaintance of Chomsky’s who was visiting
MIT and happened to edit a series for Mouton, sug-
gested that Chomsky write up his class notes and
publish them. This he did, and modern linguistics
was born. Psycholinguistics became caught up, al-
most immediately, in its wake.

Chomsky’s influence on psycholinguistics cannot
be overstated. He drew an important distinction
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between ‘competence,’ or the knowledge we have
about a language, and ‘performance,’ the use of that
language (a distinction that was reminiscent of Saus-
sure’s earlier distinction between langue and parole).
Both, he claimed, arise through the workings of the
human mind – a mind, which furthermore is innately
enabled to learn the structures of human language
(although not everyone agreed with the arguments
for a language acquisition device akin to a mental
organ – a concise summary of the counterarguments
was written by Bates and Goodman (1999)). It is
perhaps surprising that against the backdrop of
Syntactic Structures and Chomsky’s Review of
Skinner’s Verbal Behavior, a new and influential
journal dedicated to research into the psychology of
language should nonetheless, in 1962, give itself a
title (the Journal of Verbal Learning and Verbal
Behavior) that firmly placed it in the behaviorist
tradition.

From Linguistic Competence to
Psychological Performance

Chomsky’s theories of grammar were theories of
competence, not performance. And yet, his work on
transformational grammar initiated a considerable
research effort in the early 1960s to validate the
psychological status of syntactic processing (the con-
struction of representations encoding the dependen-
cies between the constituents of a sentence). Many
of these studies attempted to show that perceptual
complexity, as measured using a variety of different
tasks, was related to linguistic complexity (the so-
called Derivational Theory of Complexity). However,
whereas the syntactic structures postulated by trans-
formational grammar did have some psychological
reality, the devices postulated for building those struc-
tures (e.g., the transformations that formed a part of
the grammatical formalism) did not. It soon became
apparent that the distinction between competence
and performance was far more important than origi-
nally realized – the linguists’ rules, which formed a
theory of competence, did not make a theory of psy-
chological process.

Subsequently, the emphasis shifted toward exami-
nation of the psychological, not linguistic, mechan-
isms by which syntactic dependencies are determined
(a process referred to as parsing). In a seminal paper
published in 1970, Thomas Bever pointed out that in
cases of ambiguity, when more than one structure
(i.e., dependency relation) might be permissible, there
appear to be consistent preferences for one interpre-
tation rather than another. This consistency appeared
to hold not only across different examples of the same
kind of ambiguity, but across different people, too.

Thus, despite the grammaticality of ‘the horse raced
past the barn fell’ (cf. ‘the car driven past the garage
crashed’), the preference to interpret ‘raced’ as a main
verb (instead of as a past participle equivalent to
‘driven’) is so overwhelming that the sentence is
perceived as ungrammatical (and the preference is
then said to induce a ‘garden path’ effect). Evidently,
grammaticality and processability are distinct mental
phenomena.

On the Influence of the Digital Computer

The 1970s saw enormous growth in psycholinguis-
tics. Advances were made across a wide range of
phenomena, including the identification of both
printed and spoken words, the reading process, sen-
tence comprehension (with much of the emphasis on
the resolution of ambiguities of the ‘garden path’
kind), and the mental representation of texts. Wheth-
er there was a ‘spurt’ in the number of publications
is contentious, because although there undeniably was
such a spurt, the whole of psychology experienced
the same rapid growth. It would be wrong, however,
to attribute all this advancement to the influence of
Chomsky. The demise of behaviorism played a part
(and certainly Chomsky played a part in that demise),
but so did the advent in the 1950s of the digital
computer. The ‘mind-as-computer’ metaphor had a
subtle but pervasive influence on both psycholinguis-
tics and the study of cognition generally. Computer
programs worked by breaking down complex beha-
viors into sequences of simpler, more manageable
(and hence more understandable) behaviors. They
relied on symbol manipulation and the control of
information flow. They distinguished between differ-
ent levels of explanatory abstraction (the high-level
programming language, the assembly code, and the
flow of electrical currents around the hardware). And
perhaps most important of all to the empirical psy-
chologist, they enabled novel predictions to be made
that might not otherwise have been foreseen had the
‘model’ not been implemented in full; complex inter-
actions among the components of a program were not
easy to foresee.

The influences of the digital computing revolution
were felt in different ways. Some were direct, with
researchers building computer simulations of mental
behavior (in the growing field of Artificial Intelligence,
several language ‘understanding’ programs were writ-
ten, some of which are still relevant 35 years later – e.g.,
Terry Winograd’s SHRDLU program written in
1968–1970). Other influences were indirect, coming
to psycholinguistics via philosophy. One such exam-
ple was Jerry Fodor’s Modularity of Mind hypoth-
esis (from 1983). One simplified interpretation of
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this hypothesis (it was interpreted in different ways by
different researchers) was that there are two alterna-
tive ways of theorizing about the mind: one is to
assume it is incredibly complex and that multiple
sources of information interact in multiple ways, and
the other is to assume that it can be broken down into
a number of modules, each of which performs some
particular function and is ‘blind’ to the workings of
the other modules (perhaps taking as input the output
of one or more of those other modules). Fodor argued
that certain aspects of cognition were modular (the
input systems), and certain others were not (central
processes). This hypothesis had considerable influence
in psycholinguistics, and for a time (the mid-1980s
to early 1990s), hypotheses were evaluated accord-
ing towhether theywere modularornot.There seemed
little agreement, however, on where one drew the
boundaries (for example, was spoken language recog-
nition a part of an input system? If it was, how could
‘higher-level’ knowledge of the context in which
the language was being interpreted influence the mod-
ular and encapsulated recognition process? – Some
argued it could not, while others argued it could).
It was about this time, in seeming opposition to
the trend toward symbolic computation, that a new
computationally motivated approach to cognition
emerged in the mid 1980s, apparently eschewing
symbolic computation and modularity.

The Late 20th Century Emergence of
Connectionism: Statistical Approaches to
Language

In 1986, David Rumelhart and Jay McClelland pub-
lished Parallel Distributed Processing. This edited
volume described a range of connectionist, or neural
network, models of learning and cognition, and
marked a ‘coming of age’ for connectionism. It was,
for many researchers in psycholinguistics, their first
introduction to a wide range of research in this emer-
ging field. Of particular interest were the facts that
‘knowledge’ in connectionist networks is encoded as
patterns of connectivity distributed across the neural-
like units, and ‘processing’ is manifest as spreading
patterns of activation. These networks can learn
complex associative relations largely on the basis of
simple associative learning principles (based primari-
ly on work published in 1949 by Donald Hebb, a
student of Lashley’s). Various algorithms exist to set
the ‘strengths’ of the connections between the units
automatically, so that a given input pattern of activa-
tion across some set of units will spread through the
network and yield a desired output pattern across
some other set of units. Indeed, multiple input-
output pairings can be learned by the same network.

Importantly, and in contrast to the ideals of the
behaviorist traditions, neural networks can develop
internal representations.

Several connectionist models had profound effects
on developments in psycholinguistics. TRACE, for
example, developed by McClelland and Jeff Elman
in the 1980s, was a model of spoken word recogni-
tion that formed the focus of empirical research for
a good 20 years after its inception. But TRACE did
not learn anything – it was hardwired. An extremely
influential model that did learn by itself was de-
scribed by Elman (1990), who showed how a partic-
ular kind of network could learn the dependencies
that constrain the sequential ordering of elements
(e.g., phonemes or words) through time. In effect, it
learned which kinds of word could follow which
other kinds of word (hence, it was a statistical model,
because it encoded the statistics of the language it
was trained upon). Interestingly, it developed internal
representations that appeared to resemble gram-
matical knowledge; words that occurred in similar
sentential contexts came to evoke similar internal
representations (that is, internal patterns of activity
when the word was presented to the network) – and
because words of the same grammatical category tend
to occur in the same sentential contexts, different
‘clusters’ of words emerged, with each cluster repre-
senting a different category of word.

Not surprisingly, the entire connectionist enterprise
came under intense critical scrutiny from the linguis-
tics and philosophy communities, not least because it
appeared to reduce language to a system of statistical
patterns, was fundamentally associationist, nonmod-
ular, and eschewed the explicit manipulation of sym-
bolic structures (because the internal representations
that emerged as a result of the learning process were
not symbolic in the traditional sense). Within the
context of the symbolic-connectionist debate there
developed what became perhaps one of the longest
surviving disputes in contemporary psycholinguistics;
between those that believe that word formation (e.g.,
the formation of ‘walked’ from ‘walk,’ ‘ran’ from
‘run,’ and ‘went’ from ‘go’) is driven by knowledge
of rules and exceptions to those rules, and those who
believe it is driven by statistical regularity (which can
apparently capture, in the right model, both the regu-
larly and irregularly formed words). The debate
shows little sign of abating, even 20 years later.

Critics notwithstanding, statistical approaches to
language (both with respect to its structure and its
mental processing) are becoming more prevalent,
with application to issues as diverse as the ‘discovery’
of words through the segmentation of the speech
input, the emergence of grammatical categories, and
even the emergence of meaning as a consequence of
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statistical dependencies between a word and its con-
text (cf. Wittgenstein’s views on the meaning of
words). Empirically also, the statistical approach
has led to investigation of issues ranging from infants’
abilities to segment speech and to induce grammar-
like rules to adult sentence processing. The reason
that such approaches have proved so appealing is
that statistics are agnostic as to the nature of the
real-world objects over which the statistics are
calculated – thus, the fundamentally same algorithm
can be applied to sequences of phonemes, words, or
sentences. Their implementation within a neural net-
work is similarly agnostic – the same network and
the same algorithms that enable that network to
induce the appropriate statistics can be applied to
many different domains. Connectionism opened up
experience-based learning to a range of psychological
domains, not just the linguistic domains. And experi-
ence-based learning was attractive not least because it
required fewer assumptions about the existence of
innately specified domain-specific faculties (and in a
multi-authored volume published in 1996, Jeff Elman
teamed up with a variety of developmental psycholo-
gists to argue that connectionism was attractive pre-
cisely because it enabled a new perspective on how
innate constraints on learning and neural structure
might be an important component of human lan-
guage acquisition (Elman, 1996)).

Neural networks can be criticized for being (among
other things) too unconstrained – they can, in princi-
ple, do more than might be humanly possible – but
the opposite criticism, that they are too small and do
not necessarily ‘scale up’ is another criticism that is
often heard. Neural networks as currently implemen-
ted are just the ‘medium’ on which are offered up the
statistics. To misuse a common adage, the proof will
be in the pudding, not in the plate that serves it up.
There is little doubt, from the historical perspective,
that although the emergence of connectionism has
offered a powerful theoretical tool, its emergence
has also polarized sections of the psycholinguistic
community, between ‘connectionists’ on the one hand,
and ‘symbolists’ on the other. This polarization is not
unique to psycholinguistics, however, but pervades
the study of cognition more broadly. And as if to
further muddy the theoretical waters, the beginning
of the 21st century has seen renewed interest in yet
another (no less controversial) paradigm – one that
grounds language (and cognition) in action.

The Early 21st Century and the Grounding
of Language in Action and the Brain

Traditional theories in cognition suppose that the job
of the perceptual system is to deliver to the cognitive

system a representation of the external world. The job
of the cognitive system is then to reconstruct, mental-
ly, that external world. This reconstruction subse-
quently forms the basis for ‘commands’ sent to, for
example, the motor system. Cognition thus medi-
ates between perception and action. An alternative
approach, termed ‘embodied cognition,’ is that cog-
nition and action are encoded within the same repre-
sentational medium. Cognition is thus rooted in the
same motoric and sensory representations that sup-
port interaction with the external world. Or, put an-
other way, cognition is grounded in the same neural
substrates that support sensory-motoric interaction
with the external world. One consequence of this
view is that language, a component of cognition,
should, like the other components of cognition, be
studied in the context of (i) the interactions it causes
between the hearer and the world, and (ii) the neural
substrates that support those interactions. Coinciden-
tally, the 1990s saw a boom in research into the neural
substrate of language, in part due to the increased
availability of neuroimaging technologies (predomi-
nantly PET and fMRI, with EEG and more recently
MEG also proving influential). It also saw increased
research into the relationship between language and
action. Taken together, these two streams of research
provided increasing evidence for embodied cognition.

With respect to imaging, a variety of studies
demonstrated what Lichtheim had alluded to a cen-
tury earlier – that concepts are not represented in
some discrete location within the brain, but are
distributed across different regions. For example,
words whose meanings implicate tool use (e.g., ‘ham-
mer’) activate regions of the brain responsible for
controlling motoric action (during the use of the
tool) and other regions involved in the recognition
of object form (during perception of the tool). Color
words (e.g., ‘yellow’) and words referring to non-
manipulable artefacts (e.g., ‘house’) do not activate
motoric areas to the same extent, but they do activate
regions close to those implicated in form perception
and, for color words, color perception. Importantly,
there is no single region that is primarily active; rath-
er, words and concepts activate complex patterns
of activity that are distributed and overlapping
within different parts of the brain that are known
to have (other) motoric and sensory functions. The
meanings of (at least some) words do appear, then, to
be grounded in those neural substrates that support
sensory-motoric interaction.

About the same time that increased attention was
focusing on neuroimaging, new techniques for study-
ing language and its effects on action were also being
developed. One of these involved the monitoring
of eye movements as participants listened to
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commands to manipulate objects in front of them, or
as they listened to descriptions of events that might
unfold within the scene before them (one can view
language-mediated eye movements as central to the
relationship between language and action, because
eye movements signal overt shifts in attention, and
because attention to something necessarily precedes
(deliberate) action upon it). It was found that eye
movements were closely synchronized with processes
implicated in both spoken word recognition and sen-
tence processing, and that much could be gleaned
about what kinds of information were recruited at
what point during a word or sentence in order to
interpret the unfolding language with respect to the
scene in front of the participant (it is not without
some irony that in L. N. Fowler’s famous Phrenology
bust, from about 1865, the faculty for language is
located just below the left eye). Another technique
involved measuring motoric responses to different
kinds of linguistic stimuli – for example, words or
sentences referring to movements toward or away
from the body were found to interfere with responses
in a judgment task (e.g., ‘does this sentence make
sense?’) that involved moving a finger toward or
away from a response button. A range of studies,
some involving TMS (Transcranial Magnetic Stimu-
lation – a method for either temporarily stimulating
or suppressing a part of the brain, such as parts of
motor cortex) have confirmed this motoric compo-
nent to language comprehension.

It is noteworthy, with respect to the embodiment
approach to cognition, that some of its basic tenets
have been around since the earliest days of (contem-
porary) psycholinguistics. Winograd’s SHRDLU pro-
gram, for example, viewed the meaning of a word
such as ‘place’ or ‘lift’ as that part of the program that
caused placing or lifting – language comprehension
within that program was grounded in sensory-motoric
representation – and as such, SHRDLU followed in
the Wittgenstinian tradition of treating meaning as
use. Similarly, it is noteworthy that although most of
the neuroimaging of language has been carried out
independently of theories of embodied cognition,
much of the work converges on the same theme –
that aspects of language are represented in the same
representational substrates that control our sensory-
motoric interactions with the external world.

Epilogue

And that, broadly speaking, is where the field is
now. In the space available, it is impossible to docu-
ment all the trends that have influenced contempo-
rary psycholinguistics, and which have influenced
not just what kinds of language behavior we study

(e.g., language breakdown, normal language use,
ambiguity resolution, and so on), but also how we
study those behaviors (through studying aphasis, neu-
roimaging, language-mediated eye movements, and
so on). And we have still to see the full influences of
connectionism, statistical learning, embodied cogni-
tion, and the neuroscience of language. What we can
be sure of is that the boundaries between the study of
language and the study of other aspects of cognition
are wearing thinner (the eye movement research
mentioned above is at the interface of language and
vision, for example). No doubt there are already
developments in ‘neighboring’ fields of study (e.g.,
the computational sciences and non-cognitive neuro-
sciences) that will also have an impact, but have yet to
emerge as quantifiable influences on psycholinguis-
tics. For example, researchers are already using
computational techniques coupled with detailed neu-
roanatomical research on the neural structure of the
brain to attempt to understand the kinds of ‘computa-
tion’ that distinct parts of the brain may be capable of.
Such research promises greater understanding of the
brain’s ability to learn, represent, and deploy lan-
guage. And although the history of psycholinguistics
is relevant to understanding where the field is today,
perhaps of greater interest is where the field will be
tomorrow.
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Emergence of Psycholinguistics in the
Late 1950s and 1960s from the
Chomskyan Revolution

Although the study of language has been part of
psychology from its earliest years, including for
example in the work of Wilhelm Wundt, the father of
psychology, a distinct field of psycholinguistics
emerged in the late 1950s largely in response to the
impact of Chomsky. In the preceding decades, notably
in the United States, psychology had been dominated
by the behaviorist approach of researchers such as B. F.
Skinner. They treated language as a form of verbal
behavior, which, like all other behavior, they believed
was governed by simple stimulus–response associa-
tions. Chomsky demonstrated the shortcomings of the
behaviorist approach in explaining the productivity of
language and its complexity, and his work, notably
Syntactic structures (1957), provided a major impetus
for a new kind of psychological investigation of lan-
guage. This was driven by an interest in the mental
representation of language in general and syntactic
structures in particular (see Psycholinguistics: History).

Psychology since the demise of behaviorism has
again been concerned with understanding the way that

people accomplish various information-processing
tasks. In the field of psycholinguistics this means a
concern with the cognitive processes by which a
string of sounds in an utterance, or marks on a page,
are processed to identify individual words and sen-
tences, and how this emerging structure becomes
mentally represented as a meaningful concept. The
goal of this process is to derive models that account
for how people achieve this so rapidly and success-
fully, given what we know about the general limita-
tions of human cognitive processing. To oversimplify:
the psychologist is concerned with how the linguistic
units are processed and represented; the linguist is
concerned with the description of the structures that
emerge from any such processes.

Research Topics in the Early Years of
Psycholinguistics

In its early years psycholinguistics reflected the con-
cerns of linguistics and the central role of syntax.
Psychologists such as Miller and Isard (1963) showed
that the syntax influences the way people interpret
sentences, and even how many words people can
remember from a string of words that make no
sense. More words are remembered from a ‘sentence’
like ‘Accidents carry honey between the house’ than
from strings with no syntactic structure such as ‘On
trains hive elephants the simplify.’ The focus on
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