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preface
a comprehensive approach 

to corporation finance

Capital and insurance markets are converging in both product offerings and
institutional participation. Consider some examples. At the product level,

asset assurance can be obtained through either (re-)insurance guarantees or
credit derivatives, and foreign exchange or commodity price hedging now can
be done with futures, forwards, options, and swaps or with a multiline insur-
ance contract. At the institutional level, investment banks like Goldman Sachs
and Lehman Brothers now have licensed reinsurance subsidiaries, and reinsur-
ers like Swiss Re now directly place the functional equivalent of new debt and
equity with their corporate customers.

The recent trend toward convergence in insurance and capital markets is
much more fundamental than just increasing product or institutional similarities.
The real convergence is between corporation finance and risk management. No
longer is it possible to consider seriously how a firm will manage its risk without
simultaneously considering how that firm raises capital. And conversely.

At the center of this convergence maelstrom is alternative risk transfer
(ART), or contracts, structures, and solutions provided by insurance and/or
reinsurance companies that enable firms either to finance or to transfer some
of the risks to which they are exposed in a nontraditional way, thereby func-
tioning as synthetic debt or equity (or a hybrid) in a firm’s capital structure. In
short, ART forms represent the foray of the (re-)insurance industry into the
corporation financing and capital formation processes.

Today providers of risk control products like derivatives also are inte-
grally involved in the capital formation process, although many participants
in this area may not realize this. To discuss risk management in a corporate fi-
nance context is still considered odd by some. And yet, increasingly, to discuss
one without considering the other is quite likely to lead to serious inefficien-
cies in either how a firm manages risk or how it raises funds—if not both.

A comprehensive approach to corporate finance must take into account
both risk finance and risk transfer alternatives, both capital and insurance
market solutions, and both risk management and classical treasury decision-
making processes. Companies like Michelin, United Grain Growers, and
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British Aerospace that have adopted this comprehensive approach to corpo-
rate finance have met with tremendous success and provide us with very use-
ful examples of the kinds of efficiencies that can all too easily be left on the
table when a more compartmentalized approach is adopted.

The objective of this book is to explore the theoretical foundations under-
lying a comprehensive approach to corporation finance and the practical solu-
tions and structures available to corporate treasurers for turning this theory
into practice.

TWO FACES OF RISK MANAGEMENT

Risk management remains a divided world. In one camp are the classical
insurance types who speak using terms like “retrocessionaires” and
“funded retentions” and “attachment points.” In another camp are the fi-
nancial risk managers who focus on concepts like value at risk, credit lim-
its, and hedge ratios. Despite the fundamental similarities between what
members of the two camps are trying to do for their companies, often it is
impossible to hold a conversation with both groups at the same time with-
out a translator.

The difference is not simply one of vocabulary, although that is surely still
a major source of disparity between the insurance and capital markets
worlds. The disparate nature of the two worlds of risk management, however,
is more fundamentally a difference in perspective. Derivatives and financial
instruments are considered the domain of asset pricers and financial engi-
neers. And insurance is widely regarded as the playground of actuaries and
brokers bent on finding the right attachment points for the hundreds of perils
and hazards they can identify. Not helping things, most college and graduate
insurance texts today pay little more than cursory attention to financial prod-
ucts. And even worse are the best-selling financial instrument texts, in which
insurance concepts are virtually never mentioned.

The rise of “enterprise-wide risk management” in the 1990s has helped
heighten awareness to the basic similarities between the two risk management
camps. As companies increasingly seek to identify, measure, monitor, and
control their risks in a holistic, top-down, integrated, and comprehensive
manner, the basic complementarities between the financial and insurance risk
management worlds have become more obvious.

The common ground underlying a comprehensive and integrated risk
management program is one of capital structure optimization—that is, how
to maximize firm value by choosing the mixture of securities and risk man-
agement products and solutions that gives the company access to capital at
the lowest possible weighted cost. The questions a corporate treasurer must
ask today thus now go well beyond questions like “What should be our divi-
dend policy?” and “Should we have a target leverage ratio?” The questions
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today now include “How much excess capital should we hold for risk and
signaling purposes?” and “What form should that capital take?”

We are taught, of course, that a firm’s financing decisions do not affect its
value under certain assumptions. And even when those assumptions are vio-
lated, there is no single empirically valid theory that delivers any clear notion
of “optimal capital structure.” Nevertheless, in some situations certain
sources of capital simply make less sense for particular companies than oth-
ers. And similarly, risk management products and solutions can impact the
value of firms quite differently depending on the circumstances and business
objectives surrounding those firms. The lack of any empirically supported the-
ory of optimal capital structure thus does not appear to stop firms from
searching for one, and in many cases value-enhancing decisions are the result.
As such, there can be little doubt that the era of a comprehensive approach to
corporation finance has arrived.

TARGET AUDIENCE AND OUTLINE OF THE BOOK

This book is aimed at participants in both the capital markets (derivatives and
securities alike) and (re-)insurance industries as well as—if not more so—at
corporate treasurers and financial officers responsible for deciding how their
firms should finance themselves. Risk managers also should find the work rel-
evant, as should university students seeking a graduate course on relations be-
tween risk management (both worlds) and corporate finance.

My 2001 book The Risk Management Process: Business Strategy and
Tactics does have a few similarities to this book, but not many. That book
was concerned principally with examining the organizational process of risk
management, including risk identification, measurement, and control. This
book, by contrast, focuses almost entirely on risk control, or the various
products and solutions firms can use to maximize their value by closing gaps
between actual risk exposures and the risk exposures security holders want
their firms to have. With the exception of some overlap in Chapters 3, 9, and
10, the books are basically different.

Those familiar with my prior book will detect some similarities in the
themes of Part I in each book, both of which seek to lay down a solid corpo-
rate finance foundation for what follows. Although similar in spirit, the ac-
tual groundwork laid is quite different. Part I of my 2001 book dealt mainly
with how risk management can increase the value of the firm in a corporate fi-
nance framework. Part I here focuses much more on corporate finance itself
and the process by which firms strive to find the holy grail of an optimal cap-
ital structure.

Specifically, Part I of this book begins by discussing the nature of capital
(Chapter 1) and how the investment banking process enables firms to raise
capital by issuing traditional securities (Chapter 2). We develop in these two
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chapters two fundamental concepts that will be used throughout the book.
The first is a perspective on capital structure that allows us to view different
sources of capital through a common lens—the lens of options theory,
through which similarities between securities, derivatives, and ART forms
will be very easy to see. The second concept is the notion of an economic bal-
ance sheet, or a way of viewing a firm’s assets and liabilities from an eco-
nomic perspective—without the constraining limitations of accounting rules.

Chapters 3 through 6 introduce the notion of optimal capital structure.
We begin with a review of the assumptions under which a firm has no optimal
capital structure—when its cost of capital and capital structure do not affect
its investment decisions or value. In Chapters 4 and 5, we consider two com-
peting theories of when and how a firm’s capital structure does affect its
value. Chapter 6 provides a summary of the empirical evidence for and
against these theories. In Chapters 7 and 8, we consider a world where invest-
ment and financing decisions are not independent of one another and how
that world can lead firms to want to hold capital for nontraditional reasons.
Chapter 7 explores the role of risk capital and signaling capital, and Chapter
8 reviews various issues concerning regulatory capital.

Part II relates the corporate financing and capital structure issues ex-
plored in Part I to a firm’s risk management decisions. The risks to which a
firm may be subject through its primary business activities are reviewed in
Chapter 9, and the process by which firms engage in the enterprise-wide man-
agement of those risks is summarized in Chapter 10. Chapter 11 explicitly ex-
plores the link between risk management and capital structure decisions.

In Part III, we review the traditional methods available to firms for con-
trolling their risks and altering their effective economic balance sheet lever-
age in the process. Chapters 12 to 16 present an overview of the risk control
and capital structure functions provided by banking products (Chapter 12),
derivatives targeted at market and credit risk (Chapter 13), asset divestitures
and securitizations (Chapter 14), insurance (Chapter 15), and reinsurance
(Chapter 16).

Part IV examines the emerging market for ART forms based on their type
and function. Chapter 17 introduces the ART world and distinguishes be-
tween two distinct parts of that world: risk finance and risk transfer. Chapters
18 and 19 review the major alternative risk financing structures, including
funded self-insurance programs and captives (Chapter 18) and finite risk
products (Chapter 19). Chapter 20 presents some recent developments in risk
transfer products, including integrated risk management products that have
emerged as a response to the heightened awareness of the benefits of enter-
prise-wide risk management. Multiline and multitrigger products are re-
viewed, especially in the context of some fairly prominent failures in the
former category. Chapter 21 reviews contingent capital in the form of com-
mitted capital (i.e., synthetic debt) and guarantees (i.e., synthetic equity). Fi-
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nally, Chapter 22 reviews some of the more important recent developments in
alternative risk securitization and securitized products.

Part V presents some practical issues that potential users of ART prod-
ucts will want to take into consideration. To accomplish this, it made sense to
seek out the advice of the experts themselves. Accordingly, the four chapters
are written by guest contributors. In Chapter 23, Morton Lane presents a
comparison of two catastrophic insurance structures to illustrate specifically
some important distinctions between catastrophic insurance products and to
show more generally the difference between catastrophic insurance deriva-
tives and securitized products. In Chapter 24, J. B. Heaton provides some im-
portant background on the increasingly important role of patent law on
financial innovations, relying on a number of specific ART examples to make
his points. Chapter 25 by Andrea Kramer discusses the distinctions between
derivatives and insurance in the area of weather risk management and pre-
sents some important issues for energy companies to take into account in
choosing between these products. Part V concludes with an extensive review
by Theodore Boundas and Teri Lee Ferro of the numerous ART forms avail-
able to facilitate corporate transactions such as mergers and acquisitions.
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a guide for readers

Having summarized the outline of the book, a few comments are now in or-
der on how to read the book. Importantly, the book is written in a way to

develop the theory before getting into the products and applications. All case
studies, for example, appear in Parts IV and V of the book so that readers
might have an understanding of the theory behind these cases before getting
embroiled in their details.

For academics and students seeking an understanding of both the theory
and practice of ART in the context of modern corporate finance, it probably
makes sense to read the book from start to finish. Similarly, practitioners di-
rectly involved in this market who already know how ART forms work may
find a sequential reading of the book most beneficial.

For those readers, however, whose main interest is on understanding ART
as a type of product—how ART forms work and how they have been used—
skipping direclty to Parts IV and V (possibly with a review of existing risk
management products in Part III) may make more sense than reading the
book in order. Part I, in particular, admittedly requires a reasonable invest-
ment of time to get through, and it is not essential if your objective is just to
get an overview of the market. If, having read about the mechanics of these
products, readers want to learn about how ART fits into the theory and prac-
tice of corporate finance, returning to Parts I and II for a subsequent read is
certainly still possible.
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CHAPTER 1
The Nature of Financial Capital

Many of the financial products offered by insurance and derivatives industry
participants today are increasingly similar to one another. Commentators

on this phenomenon call it “convergence.” The interesting question is not re-
ally whether convergence is occurring in these two markets—it is—but rather
toward what are the markets converging?

The common theme underlying many of the new financial structures in
insurance and capital markets is that of capital structure optimization. In
short, insurance and capital market products are increasingly similar be-
cause they are increasingly designed to help firms reduce their cost of capi-
tal or to allocate their capital across business lines more efficiently on a
risk-adjusted basis.

We thus must begin with a discussion of capital itself: What is the nature
of capital? What is a firm’s capital structure, and how does it relate to a
firm’s cost of capital? When and why can the capital structure of a firm af-
fect the value of a firm? And how are capital structure, firm value, and risk
management interrelated? These are the questions that are explored in Part I
of this book.

This chapter tackles the first of these questions. An especially important
part of our initial exploration of capital is the development of a common per-
spective we can use to evaluate different sources of capital and their costs. The
perspective we adopt is to view capital, capital structure, and sources of capi-
tal from an options perspective. Specifically, we attempt in this chapter to pro-
vide answers to the following questions:

■ What is capital, and, in particular, what is the difference between real cap-
ital and financial capital?

■ How do firms utilize financial capital?
■ What are the fundamental building blocks firms can use to create financial

capital claims or claims on their real capital assets?

3
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■ How can the fundamental building blocks of capital structure be viewed
through an options framework?

■ How does the mixture of the types of claims issued by a firm define the
company’s capital structure?

WHAT IS CAPITAL?

To define “capital” properly would involve a heavier dose of economic theory
and philosophy than space or time permits here. Appendix 1-1 at the end of
this chapter provides a brief survey of capital theory from an economic his-
tory perspective. For our purposes here, it is sufficient to draw a critical dis-
tinction between what we may call “real” and “financial” capital.

Specifically, what firms do is act as organic production transformation
functions, turning capital into a sequence of goods. How firms finance that
process is where the crucial distinction between what we shall call “real capi-
tal” versus “financial capital” comes into play.1

In their classic work The Theory of Finance (1972), Fama and Miller de-
fine “total net investment” as “the value in money units of the net change in
the stock of [real] capital,” thus providing us with a bridge to link real and fi-
nancial capital. In short, real capital is what gives firms their productive role
in the economy, but financial capital is what is required to fund the acquisi-
tion and maintenance of real capital.

The following equation expresses the relation between financial capital
and real capital at any one point in time algebraically as follows:

[Et–1(t) + δ(t)] + [Dt-1(t) + ρ(t)] = X(t) – I(t) + V(t) (1.1)

where Et-1(t) = time t market value of the firm’s stock outstanding at time t–1
Dt–1(t) = time t market value of the firm’s debt outstanding at time t–1

δ(t) = dividends paid at time t to stockholders
ρ(t) = interest paid at time t to bondholders
X(t) = time t earnings on prior investments in real capital
I(t) = time t investments in new real capital

V(t) = discounted expected present value of future net cash flows

The left-hand side of equation 1.1 above is the value of the financial capital of
the firm, and the right-hand side is the value of its real capital expressed as
current earnings, current investment spending, and the discounted future in-
come the firm’s capital assets are expected to generate over time.

Modigliani and Miller (1958) showed, among other things, that the right
rate to use in discounting the uncertain future input values and output values
of a project is the cost to the investing firm of raising the investment capital—
that is, the financial capital—required to support such a project.

4 THE QUEST FOR OPTIMAL CAPITAL STRUCTURE
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Referring to the liabilities that firms issue to fund their acquisitions of
real capital as another form of capital may seem a bit confusing. But there is
good reason for this use of terminology. Namely, financial economists like to
refer to financial capital assets such as stocks and bonds as “capital” because
they are capital to investors. Indeed, the celebrated “capital asset pricing
model” was developed not to explain how the value of televisions and drills
are determined in equilibrium but rather how the value of stocks and bonds
as claims on televisions and drills are determined in equilibrium. But if the
model works for stocks and bonds, it should also work for plants and equip-
ment—hence the use of the term “capital” to describe both.

To avoid confusion, however, when we subsequently refer to “capital”
without any modifying adjectives, readers should assume that we are talk-
ing about financial capital. References to real or physical capital will be
qualified accordingly. Similarly, terms like “capital structure” also are used
here in the financial context—the structure of claims issued by a corpora-
tion to finance its net investment spending. This is at odds with the use of
the same phrase in macroeconomics, where “capital structure” often refers
to the relation between the productive real capital stock, other factors of
production, and total output.2

CORPORATE UTILIZATION OF FINANCIAL CAPITAL

Financial capital can be defined quite broadly as the collection of contracts
and claims that the firm needs to raise cash required for the operation of its
business as an ongoing enterprise. Operating a business as an ongoing enter-
prise, however, often—if not usually—involves more than just raising money
to pay employees and finance current investment expenditures. It also in-
cludes keeping the business going, and doing so efficiently.

Firms may need financial capital for at least five reasons, each of which is
discussed briefly below. These sections are included mainly as a preview to the
rest of Part I. We will return to all of the issues raised here later and in much
more detail.

Investment Capital

In Chapters 2 through 5, we focus on the primary reason that firms are
thought to need financial capital—to fund their investment activities. Accord-
ingly, we call this investment capital.3

Fama and French (1999) find that an average of about 70 percent of all
spending on new investments by publicly traded nonfinancial U.S. firms from
1951 to 1996 was financed out of those firms’ net cash earnings (i.e., retained
earnings plus depreciation).4 Accordingly, a large bulk of most firms’ investment

The Nature of Financial Capital 5
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capital comes in the form of internal funds—“internal” because the firm’s need
not go to outsiders to raise the money.

Despite the dominance of internal finance as a source of investment capi-
tal, the 30 percent average shortfall of net cash earnings below investment
spending had to come from somewhere. To generate the funds required to
close such deficits between net cash earnings and investment, firms issue
“claims.” In exchange for providing firms with current funds, “investors” in
those financial capital claims receive certain rights to the cash flows arising
from the firm’s investments. In other words, by issuing financial capital
claims, corporations can fund their investments and get cash today by
promising a repayment in the future that will depend on how the firm’s in-
vestments turn out. In this sense, financial capital claims issued by firms to
generate investment capital are direct claims on the firm’s real capital.

Note that investment capital as we define it is actually not strictly limited
to investments but also includes operating expenses such as salaries, rent, cof-
fee for employees, jet fuel for the company plane, and the like. Unless specifi-
cally indicated otherwise, in this chapter all of those operating expenses are
lumped into the term “investment spending.”

Ownership and Control

Financial capital claims also serve as a method by which the ownership of a
firm—or, more specifically, ownership of the real capital assets that define
the firm—can be transferred efficiently. In lieu of selling individual plants,
machines, and employees, firms can sell claims on those real assets.

In turn, financial capital assets convey some form of control rights and
governance responsibilities on the holders of those claims. By receiving a fi-
nancial claim on the firm’s real capital, investors naturally want some say in
how the firm uses that real capital—including its acquisition of new real capi-
tal through its investment decisions.

For the most part, we will not deal with the connections between the ex-
istence of financial capital claims sold to investors and the governance issues
those claims create.5

Risk Capital

As noted, Chapters 2 to 5 will focus on investment capital, because all firms
need investment capital. Even if the financial capital used to fund investments
is internal, all firms invest. Otherwise, they would not be engaged in produc-
tion activities.

In Chapters 7 and 8, we explore three other reasons why firms might
need financial capital. But unlike investment capital, these reasons do 
not hold true at all firms. The discussions in Chapters 4 and 5 lay the foun-

6 THE QUEST FOR OPTIMAL CAPITAL STRUCTURE

CCC-Culp 1 (1-35)  2/8/02  3:49 PM  Page 6



dation for us to see when firms also might need capital for reasons beyond
investment.

The first reason, discussed in Chapter 7, is risk capital. In order to oper-
ate its business as a going concern, some firms must carefully avoid the dan-
gerous territory known as financial distress. Especially if financial distress
costs increase disproportionately as a firm gets closer to insolvency, the more
likely it is that the firm may need to use financial capital as a buffer against in-
curring those distress costs. When some firms find it necessary to raise risk
capital, this capital is virtually always capital held in excess of that required
to finance investment in order to avoid going bust.

Although the basic concept of risk capital is developed in Chapter 7, we
will revisit the notion of risk capital repeatedly throughout Parts II to IV. In
particular, we will see that risk capital is capital held by firms either to absorb
or to fund losses that the firm elects to retain. Risk capital also can be ac-
quired “synthetically” when a firm decides not to retain all of its risks, but
rather to transfer some of its risks to other capital market participants. Al-
though we review in detail different methods by which firms can access such
synthetic capital in Parts III and IV, a very early understanding of the distinc-
tion between capital used for risk financing and capital obtained directly or de
facto through risk transfer is fundamental.

Signaling Capital

A second reason that some firms might wish to hold financial capital over and
above that required to fund current operations and investments occurs when
managers have better information about the true quality of their investment
decisions and growth opportunities than external investors. In this situation,
firms often have significant trouble communicating the value of their invest-
ment decisions and their financial integrity to public security holders—trouble
that ultimately can prevent firms from undertaking all the investment projects
they would otherwise choose to make if everyone had access to the same in-
formation. The nature of these sorts of problems is the subject of Chapter 5.

For many years, people have conjectured that firms can use their financial
capital in order to signal certain things about the information managers pos-
sess that investors do not. Quite often the issuance of financial capital claims
is itself a signal. The Miller and Rock (1985) model, for example, says that
firms issue financial claims only when they have information that future prof-
its will be lower than expected. Conversely, firms pay dividends only when
they perceive higher future profits than investors expect. Consequently, the is-
suance of financial claims and the dividend payout policy of the firm are both
signals of the firm’s future profits.

In the Miller and Rock world, issuing certain types of financial claims is a
negative signal to the market about future profits. But especially in recent
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years, some contend that the signal sent to the market by issuing a financial
claim depends on what the claim is and who holds it. Issuing new stocks
through seasoned equity offerings or exchange offerings is widely considered
to signal bad news at a firm, whereas taking out a bank loan is usually a pos-
itive signal.

Apart from the signal sent by the issuance of new financial capital, some
also believe that the funds generated by issuing new claims can have benefits
that exceed the costs of obtaining additional external finance. As will be ex-
plained in Chapter 7, signaling capital can provide firms with a means of indi-
rectly communicating the value of their investment decisions to market
participants, thereby reducing the firm’s cost of raising new capital and, in
particular, helping the firm to avoid situations in which positive net present
value investment projects might have to be forgone because of an inability to
convince investors that the investment makes sense.

Regulatory Capital

A final reason why some firms issue financial capital is because they have no
choice if they wish to comply with the regulations to which they are subject.
Banks, insurance companies, securities broker/dealers, savings institutions,
and other firms are all subject to minimum capital requirements.

Unfortunately, regulation does not always define financial capital in the
same way as corporate treasurers. Consequently, as we will see in Chapter 8,
many firms are forced to issue specific kinds of financial capital in order to
satisfy regulatory requirements. Regulatory capital is what we call the finan-
cial capital firms must hold for this reason.

FUNDAMENTAL BUILDING BLOCKS OF 
INVESTMENT CAPITAL

Investment capital is the financial capital that virtually every firm needs in or-
der to do what firms do—“produce” something. As mentioned, the bulk of
investment capital comes in the form of retained earnings and depreciation.
But when firms need to go beyond these sources of funds to pay for current
investment expenditures, they can offer two fundamental types of claims in
exchange for cash:

1. Residual claims
2. Fixed claims

When a firm raises cash by promising investors a claim whose value rises
as the net cash flows of the business rise, the firm has created a residual claim.
When a firm raises cash today and promises to repay investors in the future a
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specific amount of cash plus some “interest”—that is, an amount that does
not increase when the firm’s cash flows or asset values increase—the firm has
created a fixed claim. Both types of financial capital can be viewed by invok-
ing some basic concepts of options theory.

Residual Claims

A residual claim gives its holder a claim on the net cash flows of a firm. As
long as the firm remains in business, this claim represents a claim on the net
cash flows on the firm’s assets (i.e., real capital investments). If the firm shuts
down, the residual claim is a claim on the net cash flows obtained from the
liquidation of the firm’s real capital assets. In return for this residual claim on
the firm’s net cash flows, the holder of this claim gives the company cash that
it can use to fund its assets, service its investments, and the like. Residual
claims are more commonly known as equity.

Exhibit 1.1 depicts the economic balance sheet of a firm that issues only
equity in order to fund its acquisition of some assets. Suppose the firm other-
wise has no liabilities and no internal funds. At any time t, the assets have a
market value of A(t). The market value of the firm’s equity, E(t), is thus ex-
actly equal to the market value of its assets.

Suppose the firm whose balance sheet is depicted in Exhibit 1.1 liquidates
its assets at time T for a total value of A(T). The time T value of the total dis-
tribution to equity holders of the firm would be equal to E(T). This liquida-
tion payoff is shown in Exhibit 1.2 and varies dollar for dollar with the
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liquidation value of the firm’s assets. Note that the figure assumes that equity
holders have limited liability; equity holders can at worst have a claim worth
zero and cannot be called upon to make an additional payment to the firm or
its liquidator.

We can express the value of equity at time T in an all-equity firm more
formally as

E(T) = max[A(T), 0]

At any given time, a corporation can fund the acquisition of new assets or
the assumption of new investment projects by issuing new equity claims. If
the value of new equities issued at any time t is denoted e(t) and the time t
market value of equity claims outstanding from prior period t–1 is now de-
noted Et–1(t) , then the time t value of the firm can be expressed as

V(t) = A(t) = Et–1(t) + e(t) (1.2)

Equity holders of a firm can earn income from their claims even if the
firm does not liquidate its assets. Some equity holders can generate income by
selling their claims to others and pocketing any capital gain that may have oc-
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EXHIBIT 1.2 Liquidation Value of Equity in an All-Equity Firm
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curred over the holding period. Other equity holders can obtain income
through dividends, if the firm in question both has the cash flows to pay divi-
dends and decides to do so.

A firm’s ability to pay dividends to its equity claimants is dictated by its
“cash flow constraint.” (We shall return to the firm’s willingness to pay
dividends later.) At time t, the firm earns a total gross cash inflow from its
assets of X(t) and may invest a total of I(t) in new investment projects or
assets. Recall also that we include in I(t) operating expenses such as salary
and overhead.

The sum of dividends paid to equity holders at time t, δ(t), can be no
greater than the net cash flow of the firm plus the proceeds from any new se-
curity issues. Assuming the firm retains no net cash flows and distributes all
excess cash flows to equity holders in the form of dividends, the following re-
lation holds:

δ(t) = X(t) – I(t) + e(t) (1.3)

Substituting the firm’s cash flow constraint in equation 1.3 into the value of
the firm given in equation 1.2 allows us to express the total wealth of all eq-
uity holders as follows:

Et–1(t) + δ(t) = X(t) – I(t) + V(t) (1.4)

If the firm winds up its operations and liquidates its assets at some time T, the
resulting distribution to equity holders can be viewed as a liquidating divi-
dend, such that

ET-1(T) = X(T) + A(T) (1.5)

where the left-hand side of equation 1.5 is the liquidating dividend.

Fixed Claims

The second way that a firm can raise cash is by issuing claims whose maxi-
mum payoff does not rise as the net cash flows of the firm increase. The value
of such claims still depends on the firm’s net cash flows because they must be
adequate to make the promised payoff. But because that payoff is fixed and
does not rise with the firm’s profitability, this second type of claim is called a
fixed claim and is more commonly known as debt.

Exhibit 1.3 depicts the economic balance sheet of a firm that has both
debt and equity in its capital structure. The market value of the firm is equal
to the market value of its assets at any time t, which in turn is equal to the
sum of the market values of the firm’s debt and equity, or
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V(t) = A(t) = D(t) + E(t)

Suppose the total amount borrowed by the firm through the issuance of
debt instruments is denoted FV, for the “face value” of all its fixed claims.
Suppose further that the debt pays FV on some date T and nothing before
then. If the firm liquidates its assets on that date T for A(T), debt holders will
receive at most FV. If the liquidation value of assets exceeds the face value of
debt, equity holders, in turn, receive the residual—that is, A(T) – FV. But if
the liquidation of the firm’s assets generates insufficient cash to pay off debt
holders, the creditors to the firm as a group will receive only A(T) < FV. Ac-
cordingly, the liquidation value of all debt claims issued by the firm at time T
is equal to

D(T) = min[FV, A(T)]

This liquidation payoff is shown in Exhibit 1.4. When the market value
of assets exceeds the promised debt repayment of FV, the payment to debt
holders is constant at FV. When assets are below total debt liabilities, the pay-
ment to debt holders declines dollar for dollar with the liquidation value of
the firm’s assets. As in Exhibit 1.2, we continue to assume limited liability so
that debt holders can never be called on to make an additional payment to the
firm or its liquidator.

The issuance of fixed claims by the firm also affects the payoff of residual
claim holders, because, as the term “residual claim” implies, residual claimants
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are entitled only to what is left after the firm has honored its other obliga-
tions—which now include debt. To see this, consider the distribution of pro-
ceeds obtained by liquidating the assets of a firm whose payoff to debt
claimants was shown in Exhibit 1.4. Exhibit 1.5 now shows the market value
of the residual claimants of this firm upon liquidation. Clearly, equity holders
as residual claimants receive nothing until the total face value of outstanding
debt has been paid off. But at that point, the residual claimants enjoy a dollar-
for-dollar gain for every dollar of asset value above the debt obligation.

A corporation that issues both debt and equity claims can fund the acqui-
sition of new assets or the assumption of investment projects either by issuing
new equity claims or by borrowing through debt contracts. If the value of
new debt issued at any time t is denoted d(t) and the time t market value of
debt claims outstanding from prior period t–1 is denoted Dt–1(t), then the time
t value of the firm at any time t can now be expressed as

V(t) = A(t) = [Et–1(t) + e(t)] + [Dt–1(t) + d(t)] (1.6)

Like equity holders, debt holders of a firm can earn income from their
claims before the claims are due or before the firm wraps up and liquidates its
assets, either by selling their claims or through receiving “interest payments”
on the debt. Although we assumed in the example above that debt holders re-
ceived a single payment—FV—only on date T, that need not be and often is
not the case.

The Nature of Financial Capital 13

EXHIBIT 1.4 Liquidation Value of Debt in an Equity-and-Debt–Financed Firm

Liquidation Value
 of Assets, A(T)   

$

0

Liquidation Value
of Debt, D(T)   

45°

FV

FV

CCC-Culp 1 (1-35)  2/8/02  3:49 PM  Page 13



Interest paid to holders of debt securities is similar to dividends paid to
equity holders—although, unlike dividends, interest on debt is defined in ad-
vance for the whole term of the debt contract. Consequently, interest pay-
ments are again restricted by the firm’s cash flow constraint. At time t, a firm
financed with both debt and equity capital that distributes all its excess net
cash flows (i.e., X(t) – I(t)) to security holders must abide by the following
cash flow constraint:

δ(t) + ρ(t) = X(t) – I(t) + e(t) + d(t) (1.7)

where ρ(t) is the interest paid to existing debt holders at time t. Substituting
the new debt-and-equity cash flow constraint given in equation 1.7 into the
value of the firm shown in equation 1.6 allows us to express the total wealth
of all security holders as follows:

[Et-1(t) + δ(t)] + [Dt–1(t) + ρ(t)] = X(t) – I(t) + V(t) (1.8)

VIEWING THE FUNDAMENTAL BUILDING BLOCKS 
AS “OPTIONS”

Readers already familiar with the basics of option markets will recognize Ex-
hibits 1.4 and 1.5 as the payoffs at maturity to the holders of financial prod-
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ucts known as options. Indeed, one of the most versatile and insightful ways
of viewing corporate financing strategies is from an options perspective. (Ap-
pendix 1-2 provides a brief survey of the essentials of options.)

If we return to Exhibit 1.2, we can see that the payoff to the residual
claimants of a firm that issues no debt is equivalent to a call option on the
value of the firm’s assets with a strike price of zero. Or consulting Exhibit 1.5,
the payoff to residual claimants of a firm that issues debt with face value FV is
equivalent to a long call option on the firm’s assets with a strike price equal to
the face value of the outstanding debt issued by the corporation. Turning
back to Exhibit 1.4, the debt issued by the firm with face value FV is equiva-
lent to a short put option on the assets of the firm with a strike price of FV
plus a riskless loan in the amount FV.

At the maturity date of the firm’s debt T, we know that the value of the
firm V(T) must equal the value of the firm’s assets A(T). In turn, the value of
the firm’s assets is equal to the sum of the market values of the firm’s debt and
equity. We thus can express the value of the firm as

V(T) = A(T) = C(T) – P(T) + FV (1.9)

Expression 1.9 is a restatement of what is known in the options world as
put-call parity. (Appendix 1.2 provides a more detailed discussion of this
concept.)

Let us consider only the debt component of the firm for a moment. Resid-
ual claimants have a call option on the firm’s assets. Subtracting that value
from the market value of the firm’s assets allows us to rewrite equation 1.9 as

A(T) – C(T) = FV – P(T) (1.10)

where the total value of debt is now the right-hand side of expression 1.10.
The total debt position is thus equivalent to a risk-free bond with face value
FV and an option written to residual claimants to accept the assets of the firm
in exchange for the debt. At time T, debt holders thus get FV but then also
have given shareholders the right to demand the FV back and give debtors
A(T) instead. When A(T) < FV, shareholders will exercise that option. The
time T payoff of this position is

FV – max[FV – A(T) , 0] = FV + min[A(T) – FV , 0] = min[A(T) , FV]

The above expression is the payoff at maturity for a special type of option
called an option to exchange the better asset for the worse, or a type of what
is called an “exchange option.” Exhibit 1.6 illustrates.

In Exhibit 1.7, we can now put the pieces together to express the whole
firm as a portfolio of options. When the firm’s assets are worth A(T) and
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EXHIBIT 1.6 Value of Risky Debt from an Options Perspective
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that amount is less than the face value of the debt, the firm is worth only the
value of the assets. Debt holders then receive a pro rata distribution of those
assets, and residual claimants receive nothing. When A(T) has a market
value greater than FV, debt holders receive FV, equity holders receive a pro
rata distribution of the surplus in asset value above FV, and the firm is again
worth A(T). In either case, the value of the firm is equal to the value of its
assets. The nature of the two types of claims issued by the firm to obtain
capital to acquire those assets does not change the nature or value of the as-
sets themselves.

A FIRST LOOK AT “CAPITAL STRUCTURE”

If we assume that all types of claims issued by a firm can be classified as either
residual or fixed claims, then we can define a very basic notion of capital
structure. The capital structure of a corporation is, very simply, the relative
mixture of fixed and residual claims that a firm issues.

An easy way to characterize the capital structure of a firm at this most
primitive level is through a “leverage ratio,” or the proportion of fixed claims
the firm issues relative to its total external financial capital outstanding:

A leverage ratio of .30, for example, means that 30 percent of the capital
structure of the firm is comprised of debt, or that 30 percent of the capital of
the firm is in the form of fixed income obligations.

Note that the above expression is defined in terms of the variables with
which we have been working—market values of debt and equity. Some also
like to characterize this ratio in terms of book values, depending on the pur-
pose of the analysis.

A firm’s dividend payout policy is also often considered to be part of its
capital structure.

NOTES

1. Real capital is traditionally studied in a macroeconomic context. See Garri-
son (2001).
2. See Lewin (1999) and Garrison (2001).
3. See, for example, Brealey and Myers (2000).
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4. This finding is consistent with statistics reported in Eckbo and Masulis
(1995), Brealey and Myers (2000), and elsewhere.
5. Closer to the topics we do address here is the belief held by some that the
“value” of the control rights and governance responsibilities conveyed by the
financial capital claims issued by a firm are directly related to the value of the
firm. Harris and Raviv (1991) provide a useful survey of the academic litera-
ture on this subject.

18 THE QUEST FOR OPTIMAL CAPITAL STRUCTURE

CCC-Culp 1 (1-35)  2/8/02  3:49 PM  Page 18



APPENDIX 1-1
A Brief Introduction 

to Capital Theory

H istorically, capital and labor are the two principal factors of production in
an economy. In neoclassical economic theory, some production function is

presumed to exist that describes the physical transformation of inputs like
capital and labor into final products. Solow (1956) posits most generally that
aggregate output Y can be expressed as

Y = A(t)ƒ(K,L)

where A(t) captures “technical change,” K is capital, L is labor, and the ubiq-
uitous ƒ is a production function—Cobb-Douglas, constant elasticity of sub-
stitution, and the like.

Dating back to John Locke and Adam Smith, the value and meaning of
the labor input to production as depicted by this function has generally been
well-understood. But capital is a different story entirely. The road to this “pro-
duction function” view of how capital is related to output has been a long and
rocky one—and, some would say, one that has taken us more than once in the
wrong direction, if not also deposited us in the wrong place.1

ADAM SMITH ON CAPITAL

As in much of economics, the earliest serious treatment of capital comes from
Adam Smith. In his Inquiry into the Nature and Causes of the Wealth of Na-
tions (1776), Smith depicted the capital stock of a country as including
“fixed” and “circulating” capital, where the former includes plants, equip-
ment, machines, and the like—largely things that did not really exist in Smith’s
time—and the latter includes goods in the making, inventory, and other
“goods in the pipeline.” Both ultimately result in produced goods that in turn
make consumption possible.

Smith’s conception of capital owed much to the context in which he

19

CCC-Culp 1 (1-35)  2/8/02  3:49 PM  Page 19



was writing—an agrarian economy. To Smith, the “capital stock” was
mainly circulating capital; indeed it was even vaguely synonymous with a
harvest that might be used to feed laborers, feed animals used in other pro-
ductive activities, and create seeds to be used for reinvestment in next
year’s crop. For Smith, capital thus was basically the same thing as “out-
put” or “production.”

In this sense, Smith’s notion of capital was almost a “subsistence” no-
tion—capital was the thing that sustained workers from one harvest to the
next, and the main benefit to the owner of the capital was that it created the
ability to continue employing laborers. At the same time, savings and accu-
mulation were clearly important to Smith, who also believed that owners of
capital did indeed earn a profit on their capital, one economic purpose of
which was reinvestment that would continue and extend the division of labor.
Smith’s hypothesis about how capitalists earned a profit was an early instance
of what was to become a significant question in the history of capital theory:
What is it about capital exactly that makes it “valuable” and allows capital-
ists to earn a profit on it?

On this issue, Smith actually had two somewhat different—and contra-
dictory—views. First, Smith simply asserts that capital “creates” value over
and above the labor expended on the production of the capital good, and this
surplus is the profit on capital. Second, Smith also seems to believe that the re-
turn on capital (i.e., “interest”) is just a deduction made by capitalists from
the value of the good defined by the value of labor expended on production of
the good. In this sense, the return on capital kept as profit by the capitalist
thus is really a return on labor, simply held back by the capitalist.

Not surprisingly, Smith’s own apparently contradictory views of capi-
tal gave rise to decades of argument over what is meant by the term “capi-
tal.” Some argue that capital is synonymous with a capital stock or a
capital good. So capital is a physical “thing.” Others have argued that cap-
ital is itself a concept of productivity and value that results from but is not
the same as the capital stock. Lachmann (1956) summarizes this latter per-
spective nicely:

Beer barrels and blast furnaces, harbour installations and hotel room fur-
niture are capital not by their physical properties but by virtue of their
economic functions. Something is capital because the market, the consen-
sus of entrepreneurial minds, regards it as capable of yielding an
income. . . .

Smith’s two views of capital also spurred a century of debate on what
gives capital its value. Because this line of thinking is what will ultimately
bring us to the meaning we ascribe to capital in this book, the conflicts over
capital value are worth reviewing.2
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PRODUCTIVITY AND USE THEORIES OF CAPITAL

Smith’s first view of capital became the basis for what would later be called
“productivity” theories of capital. First developed by J. B. Say in 1803, pro-
ductivity theories of capital argue that capital is “productive” in the sense
that it is used to produce consumption goods that will satisfy future needs
rather than current needs. Specifically, capital can be viewed as productive in
four senses:

1. It is required for the production of goods.
2. It allows the production of more goods than could be produced with-

out it.
3. It facilitates the production of more value than would be created in its

absence.
4. It has the capability of producing more value than it has in and of itself.3

Unfortunately, many of the early productivity theories offer no reason for
why capital is productive in these four senses. Some seemed to conjecture that
“from capital springs value” in an almost mystical way, providing little eco-
nomic intuition for their reasoning. Others argued that capital was valuable
simply because it allowed the owners of that capital to appropriate the wages
of the labor displaced by the use of capital.

Thomas Malthus was perhaps the first to add teeth to the productivity
theory of capital. In his Principles of Political Economy (1820), he argued
that the value of capital itself was the value of what was produced with
that capital.

From this notion sprang the “use theories” of capital, which embraced
the concept that there is a causal link between the value of products and the
value of the production process for those products. But whereas pure produc-
tivity theories posited a direct link between the value of goods produced and
the value of production, use theories argued that the value of capital also was
driven by the fact that the use of capital was sacrificed to a production
process during the time in which the capital was sacrificed to production. In
other words, use theories developed a notion of the value of capital assets
based on their opportunity costs.

A major proponent of the use theory was Austrian economist Carl
Menger. In his Principles of Economics (1871), he developed a notion of cap-
ital in which production is viewed as a sequential process. “Higher-order”
goods (i.e., capital goods) are transformed into “lower-order” goods (i.e.,
consumption goods) in this process. Menger also believed that the value of
production was subjective and could not be measured by objective criteria
like labor input—which, as we shall see below, is what labor theorists like Ri-
cardo maintained. Menger (1871) states, “There is no necessary and direct
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connection between the value of a good and whether or in what quantities, la-
bor or other goods of higher order were applied to its production.” To
Menger, the value of the capital stock was the sum of the subjective values of
the consumption goods that would ultimately result (at different times) from
the production process. And because production is time-consuming, the op-
portunity cost of not having those goods is the “use value” of capital.

LABOR THEORY OF CAPITAL

David Ricardo’s Principles of Political Economy and Taxation (1817) con-
tains numerous insights that impact the study of economics even today. Ri-
cardo attempted to develop a labor theory of capital based on John Locke’s
notion that the natural right is the right to self-ownership of one’s labor. Un-
fortunately, his theory was not well developed.

In Smith’s time, assuming that capital was relatively homogeneous was at
least plausible. But as Hicks (1965) put it, by Ricardo’s time “it was no longer
tolerable, even as an approximation, to assume that all capital was circulating
capital; nor that, even in a metaphysical sense, all capital was ‘corn.’” Never-
theless, Ricardo was reluctant to let go of the notion that all capital was cir-
culating capital. When it came to complex capital such as machines, Ricardo
simply believed that it was circulating “more slowly” than capital like corn.

To reduce all capital back to a homogenous concept, Ricardo thus em-
braced the labor theory of value that all productive outputs could be mea-
sured based on the labor inputs required for the production. In this manner,
the return on capital was just the return on labor involved in the capital pro-
duction process. Whether that production process involved a pig or a ma-
chine was of little consequence. A corn harvest this year could have its input
value measured based on the number of hours it took to bring the corn to
harvest, much as in Smith. But to Ricardo, a machine in production for 10
years involved an expenditure of labor hours in each of the 10 years. Part of
the machine got “used up” in each year.4

Ricardo then developed his concept of a “uniform rate of profit” on capi-
tal. Simply put, he argued that all capital goods tended to earn the same rate
of return in the long run. The distribution of wealth in society and the flows
of capital to different activities of differing productivity was a result of this
tendency toward a uniform rate of profit.

The Ricardian labor theory of capital value was filled with flaws. Despite
the obvious one—that a uniform rate of profit does not exist and does not
guide resource allocation—the analysis was also a completely static one. In-
deed, many of Menger’s efforts to emphasize the importance of a “time struc-
ture of production” in the use theory were a direct response to the completely
static nature of the labor theory.

Despite its known logical flaws and clear empirical shortcomings, the la-
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bor theory of capital eventually was extended into a full argument that the
value of capital was not simply the value of labor required to produce with
capital but was rather the value to capitalists of exploiting labor to produce
with capital. This theory, of course, owes its origins to Karl Marx (Das Kapi-
tal, 1859).

CONTRIBUTIONS OF HICKS

Because firms are productive intermediaries in the economy—they are the
economic agents engaging in production, after all—the link between aggre-
gate capital production at the macroeconomic level and firm-specific produc-
tion decisions at the microeconomic level is fairly obvious. Indeed, it is hard
to imagine how we would get to a theory of the former without first under-
standing the latter. Nevertheless, most of the early capital theorists paid very
little attention to the role of “the firm” as a production transformation “func-
tion” in its own right.5

Over the years, a strong criticism of the neoclassical model has been lev-
eled by members of the “Austrian” and “neo-Austrian” schools of economic
thought, whose origins owe to Menger. One major flaw the Austrians empha-
size with the traditional neoclassical production model is its inattention to the
importance of time. Neoclassical economists typically have responded to such
criticisms by arguing that the Austrian school has raised some legitimate is-
sues—many of which are reflected in neoclassical growth theory—but that the
so-called Austrian school is too loose, nontechnical, and informal to be con-
sidered a serious alternative to the neoclassical paradigm.

One of the few economists to win at least some considerable respect in
both camps was John Hicks, who, on one hand, was a formalistic and well-
respected neoclassical economist but who, on the other hand, also held fast to
certain Austrian critiques of the neoclassical model, including its inattentive-
ness to the “time structure of capital.”

Hicks considered the capital stock to encompass a wide range of capital
assets, including fixed and circulating capital, or “goods in the pipeline.” He
embraced the productivity theorists’ notion that the value of capital was not
the value of the capital assets themselves but rather the value of the goods
produced by those capital assets. At the same time, however, he also empha-
sized the need to retain Menger’s important insight that production is a se-
quence or process of inputs that give rise to a sequence of outputs.

By combining a productivity theorist’s view that the value of capital is
driven by the value of what capital produces with a use theorist’s view that
the opportunity cost of capital over a sequence of a time also must impact
the value of a capital production plan, Hicks was able to shed tremendous
light on capital at the microeconomic level. Perhaps most notably, he pro-
vided a number of insights on capital investment—or capital budgeting—
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decisions in which corporations evaluate whether to undertake investments
in new production technologies to find new ways of transforming fixed and
circulating capital into a sequence of outputs that ultimately become con-
sumer goods.6

Hicks was not the first economist to recognize the importance of concepts
such as “interest” and “present value.” But he was one of the first to develop
an early version of what we now call the “net present value criterion”—a ba-
sic staple of any finance diet, and one to which we will return in more detail
in Chapter 3. Hicks was keenly interested in developing some means by which
a production process could be considered “viable” or not. To determine this,
he advocated comparing the discounted flow of values of outputs from a pro-
duction process to the discounted flow of values associated with the inputs to
the process. In other words, firms should undertake and continue a project
only so long as the discounted present value of remaining outputs exceeds the
discounted present value of remaining inputs. We now restate this to say that
a firm should invest in a capital project only if the discounted present value of
the net cash inflows on a project is nonnegative—that is, the NPV (net present
value) criterion.

Hicks also developed the concept of an internal rate of return (IRR),
which he defined as the discount rate that equates the NPV of a project to
zero. And Hicks was concerned not only with evaluating capital investments
at the beginning of a project but at all points along its time path, as well—a
distinction we now know as the difference between a NPV and a conditional
expected NPV, which is critical in deciding when to discontinue a project.7

What Hicks did not solve was the problem of how to find the right rate at
which to discount the input and output values in a project. On this score, ear-
lier work was not much help. Böhm-Bawerk (1959) argued, for example, that
the outputs of a project should be discounted at the “subjective rate of time
preference” of each consumer buying the finished goods. Not very helpful as a
practical matter, and also not necessarily correct. A much more concrete con-
tribution was required.

Ironically, the issue of what discount rate or “cost of capital” to use in
evaluating firms’ production and investment decisions was settled in a pa-
per that did not set out with that goal in mind. Indeed, it was the inade-
quacy of many of the neoclassical production models that led Franco
Modigliani and Merton Miller to begin their pioneering work together.
And in one of intellectual history’s great ironies, despite the fact that their
seminal article “The Cost of Capital, Corporation Finance, and the Theory
of Investment” was primarily intended to integrate more microeconomic
and financial analysis into the neoclassical theory of capital investment,
they failed to have much influence on that score.8 But they developed the
concept of a corporate cost of capital and gave birth to the modern theory
of finance in the process.
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NOTES

I am especially grateful to Roger Garrison for his thoughtful comments and
discussions with me on this subject. He is blameless, of course, for any errors.

1. For some excellent recent thoughts on capital that challenge the current
thinking, see Garrison (2001).

2. The terminology for the various theories summarized is borrowed from
Böhm-Bawerk (1959).

3. Ibid.
4. See Lewin (1999) for a further discussion of this issue and especially how

Ricardo’s view of time compares to Menger’s.
5. The neoclassical model of Solow (1956) noted at the beginning of this sec-

tion shows that macroeconomics has unfortunately not come too far in this
regard.

6. See Lewin (1999) for a discussion.
7. Culp and Miller (1995).
8. Modigliani and Miller (1958).
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APPENDIX 1-2
A Review of Basic 

Option Concepts

This is not a text on options, nor do readers of this book necessarily need a
full text on options. In particular, knowledge of option pricing models will

not be required to understand the material presented in this book. Some fa-
miliarity with the concepts, however, is highly desirable given that the options
perspective is used to depict claims and securities throughout the book. Ac-
cordingly, this section provides a brief introduction. Readers with more of an
interest who have not had a formal course on the subject are directed to the
excellent text by Hull (2000).

BASIC TYPES OF OPTIONS

A call option gives its holder the right but not the obligation to buy some un-
derlying asset or portfolio of assets at a prespecified price on or before the op-
tion’s maturity date. A put option gives its holder the right but not the
obligation to sell some underlying asset or portfolio of assets at a prespecified
price on or before the option’s maturity date.

If the right to buy or sell can be “exercised” at any time on or before the
maturity date of the option, the option is called American style. Options that
can be exercised only on their maturity dates are called European style. The
preagreed price at which the buyer of the option can exercise the right to buy
(in the case of a call) or sell (in the case of a put) the underlying is called the
option’s “striking,” “strike,” or “exercise” price.

The buyer of an option, called the long, pays for the rights conveyed by
the contract by giving a “premium” payment to the seller of the option, called
the short or the option “writer.” Option buyers own limited liability assets,
whereas option sellers can incur losses up to the point where the asset(s) un-
derlying the option become worthless.

Exhibit A1-2.1 summarizes the payoffs at maturity for European-style
calls and puts from the perspectives of both buyers and sellers. Panels a and b
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show the symmetric payoff obligations between the buyer and seller of a call
option. In exchange for the limited liability right but not the obligation to buy
some underlying asset at price K, the option buyer pays premium C to the op-
tion seller. (The concept of premium is an important one to which we shall re-
turn.) If the price at time T of the underlying asset, denoted S(T), is below the
call strike price K, the option is said to be “out of the money.” The buyer
would lose money if she exercised the option and thus does not do so. The
seller keeps the premium C and has no further obligations.

If the price at time T of the underlying asset is above the call strike price
K, the option is said to be “in the money” and the buyer can exercise it for a
payoff of S(T) – K. If the underlying price S(T) exactly equals the option strike
price K, the option is said to be “at the money,” but this does not guarantee
the option buyer will make a profit from exercising the option. The option
buyer breaks even only when the price S(T) has risen above the option strike
K by enough to offset the premium paid for the option. This break-even point
is labeled BE in the exhibit.

Because options would never be exercised at a loss by their holders, the
values of purchased options at maturities are usually expressed using the
maximand operator—max[X , Y]—which means the function returns the
greater of X or Y. Accordingly, purchased calls and puts at maturity have val-
ues that can be expressed (respectively) as follows:
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EXHIBIT A1.2.1 Payoffs at Maturity for European-Style Options
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C(T) = max[S(T) – K , 0]
P(T) = max[K – S(T) , 0]

The seller of these options has the opposite exposure, and terminal values of a
call and put on the same underlying with strike price K are thus

–C(T) = –max[S(T) – K , 0] = min[K – S(T) , 0]
–P(T) = –max[K – S(T) , 0] = min[S(T) – K , 0]

Let us illustrate the way these call options work with a numerical exam-
ple. Suppose the options in question are options on one ounce of gold and the
strike price of the call is set at $350 per ounce. Suppose the option buyer pays
the seller a premium of $10 for the option contract. If the price of gold when
the option matures is above $360, the buyer will make money—the net profit
will equal S(T) less the strike price of $350, less again the premium of $10
paid. For prices between $350 and $360, the option is in the money but can-
not be profitably exercised by the buyer. Or, equivalently, the seller does not
make the maximum profit of C but manages to avoid an outright loss. And if
the price is below $350, the seller collects the premium C happily and the
buyer loses that premium exactly.

Panels c and d of the exhibit show that put options work in much the
same way, except that the buyer benefits from price declines because the put
conveys on the buyer a right to sell the underlying at a fixed strike price K.
For underlying prices S(T) < BE (i.e., S(T) < K – P), the buyer of the put makes
a net profit from exercising the option. For prices between BE and K, the op-
tion is in the money, but by less than the premium paid P. And for prices S(T)
> K, the option is out of the money and the option seller wins.

Note in panels a and c that the liability of the option buyer is limited to
the premium paid, regardless whether the option is a call or a put. No matter
what happens to underlying prices, the option purchaser never has to make
an additional payment. As panels b and d illustrate, however, the option
writer, by contrast, assumes an essentially unlimited liability. A call writer has
agreed to sell to the call buyer at price K, and as the price of underlying rises
the call writer loses money dollar for dollar. In the gold option example, an
option on gold struck at $350 per ounce could cost the writer an amount lim-
ited only by the maximum potential price of gold. If gold prices rise to $1,000
per ounce on date T, the writer must sell an asset for $350 that is actually
worth $1,000. Similarly, the put writer depicted in panel d assumes a liability
limited only by the decline in the price of the underlying asset to zero.

TIME VALUE VERSUS INTRINSIC VALUE

At expiration, any value the option has is said to be intrinsic value. The in-
trinsic value of a call at expiration thus is either zero or the difference be-
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tween the expiration spot price S(T) and the option’s strike price. Before expi-
ration, the market value of an option is the sum of its intrinsic value plus its
time value.

Time value reflects the fact that no matter what the intrinsic value of the
option on any given date, that value could change again before the option
matures if the underlying spot price changes. True, prices could move for or
against the option holder, but because options are limited liability contracts,
favorable price moves may increase the owner’s final payout dollar for dollar
whereas the maximum loss is zero. The longer the option has left during
which time the price could move in favor of its holder, the more time value.
And conversely for option sellers.

Exhibit A1-2.2 illustrates this principle graphically for a European call
option. The y-axis shows the profit or loss on the call as in Exhibit A1-2.1 as
a function of the maturity price of the underlying, S(T). A second y-axis
shown on the right indicates the probability of S(T) being realized. Two possi-
ble distributions are shown from which the random value of S(T) may be
drawn, denoted ƒT–5(S(T)) and ƒT–25(S(T)). The subscripts indicate the number
of days away from maturity date T that we are.

A Review of Basic Option Concepts 29

EXHIBIT A1.2.2 Value of European Call Based on Potential Price Changes
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In this exhibit, the break-even point is labeled BE as before, which again
represents the amount by which S(T) must rise above the option strike to re-
cover the premium paid for the option and to start showing a profit. If the op-
tion has less than BE–K intrinsic value, the buyer will incur a net loss.

We can use this break-even point to show that a call with 25 days to ma-
turity will be more valuable than an otherwise identical call with five days to
maturity for the given underlying price of BE. Note that both probability dis-
tributions are centered around the strike price K, which also is presumed
equal to the current price of the underlying. In both cases, the probability the
option will expire in the money is 50 percent. But 25 days away from expira-
tion, the potential still exists for the price to move a long way from its current
and expected value. When we only have five days of price movements left to
occur, the probability of a big upswing is lower. In other words, the volatility
of ƒT–25(S) is higher than the volatility of ƒT–5(S).1

The area under the probability curve from 0 up to BE shows the cumula-
tive probability that the call will break even. Exhibit A1-2.2 makes it clear
that the longer-dated option—the option with the higher volatility probability
distribution—has a greater probability of turning a profit, because ƒT–25(BE)
lies above ƒT–5(BE), meaning that more area lies under the former curve at that
point than the latter.

Exhibit A1-2.3 shows the same effect from a different perspective. The
“hockey stick” payoff labeled C(T) is the value of the call at maturity—pure
intrinsic value. Five days prior to maturity, the dashed line shows the value of
the call C(T–5) as a function of the underlying price. And similarly for
C(T–25). The two continuous curves relating the values of the five-day and
25-day options to the underlying price S(T) can be called “valuation curves.”

The different time value of the two options is revealed by the vertical dis-
tance at any given point on the graph between the valuation curve and the op-
tion’s intrinsic value. At the strike price K, for example, the distance between
C°(T – 25) and C* is the time value of the 25-day option, whereas the smaller
vertical distance from C°(T – 5) to C* reveals the shorter time value of the
five-day call. As maturity approaches, the dashed line eventually converges to
the pure intrinsic value hockey-stick line.

OPTION GREEKS

The sensitivities of an option’s value to changes in different market variables
often are easiest to understand from graphs. Typically defined in the colorful
argot called “Fraternity Row,” these sensitivies include terms like theta—the
change in the value of an option with the passage of time. Theta can be seen
on Exhibit A1-2.3 as the gradual drop in the valuation curves toward intrinsic
value as time to maturity shortens. The shorter the time to maturity, the lower
the valuation curve, the less the time value, and the less the total option value.
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This is also known as time decay—because a purchased option loses time
value as time passes, it is a wasting asset.

Similarly, delta is the sensitivity of the change in the value of an option to
a small change in the value of the underlying. This can be seen on Exhibit A1-
2.3 as the slope of the horizontal line tangent to the valuation curve for C(T –
15) drawn at the money. Notice that this slope changes depending on the un-
derlying price at which the tangency point is being drawn. The change in
delta as the underlying price changes is called gamma.

Finally, vega is the sensitivity of an option to a change in the volatility of
the underlying. Exhibit A1-2.2 shows this effect, as the option on the asset
whose distribution has a higher volatility has a greater probability of expiring
deeply in the money. Because the buyer of an option has limited liability—the
worst that can happen is a loss of premium—the higher volatility and higher
change for a big price upswing is not accompanied by the equal risk of a ma-
jor loss. Accordingly, options on more volatile assets tend to be more valu-
able. Although Exhibit A1-2.2 shows a situation where the volatility of the
asset changes due to the passage of time, we could easily generalize the argu-
ment to options on different assets whose volatilities and probability distribu-
tions still look like those shown in this exhibit.

Exhibit A1-2.4 shows three of the Greeks as they vary with the price of
the underlying S(T). Panels a and b show the delta of a call and put. Notice-
ably, delta is constrained to be between zero and one and often is used as a
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EXHIBIT A1.2.3 Payoff Profile of European Call Option Prior to Maturity
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measure of approximately how many units of the underlying the option is
equivalent to. An at-the-money call option has a delta of 0.5, for example,
and as it gets deeper and deeper in the money, it starts to look more and more
like the underlying asset itself. The change in delta as S(T) changes is shown
in panel c, which is quite similar to panel d showing vega and relating changes
in volatility to the underlying price.

Examining how the Greeks change as a function of something other than
the underlying price, such as time to maturity, can be equally interesting.
Readers should see Hull (2000).

PUT-CALL PARITY

The values of calls and puts are related to one another through “put-call par-
ity.” For American options, put-call parity can be expressed as an inequality,
whereas for European options the relation holds exactly subject to the trans-
action costs of arbitrage. In other words, deviations from this relation repre-
sent an exploitable arbitrage opportunity. We will rely strongly on the put-call
parity relation to express the value of a firm using options.

To keep things simple here, suppose we are working with traded Euro-
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EXHIBIT A1.2.4 Selected Greeks for European-Style Options
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pean options on some asset whose time t price is S(t) that does not pay divi-
dends. Let r denote the riskless interest rate, K the strike price common be-
tween a call and put, and T denote the maturity date of the call and put. The
basic put-call parity relation says that at any time before T, the price of a long
call and a short put are related as follows:

C(t) – P(t) = S(t) – Ke–r(T–t)

Buying a call and selling a put is synthetically equivalent to buying the under-
lying asset and borrowing K dollars at the riskless rate.

If we assume we hold a portfolio consisting of these four positions to ma-
turity, the put-call parity relation at maturity tells us that

C(T) – P(T) = S(T) – K

from which one can immediately see that in the special case of at-the-money
options, the price of a European call and put must be equivalent at maturity.

Exhibit A1-2.5 shows the put-call parity relation graphically at maturity
by expressing the payoff of certain claims at maturity as a function of under-
lying price S(T). Note that these are payoffs, not profits and losses—that is,
premium is not shown on these diagrams, just cash flows at time T. Panels a
and b together are equivalent to panels (c) and (d), both of which are in turn
equivalent to panel e. In other words, buying a call and selling a put at strike
K reproduces the same payoff as buying the underlying asset for S(T) and bor-
rowing K dollars without risk. Both of these are in turn equivalent to being
long the asset at K. If the options are at the money, then S(T)=K and panels c
and d become redundant.

SPREADS

The replication of the cash flows of a long position in the underlying asset is
called a synthetic because options were used to replicate a position with a
name of its own. When options are snapped together, they do not always
yield payoffs equivalent to named instruments, however. Nevertheless, several
particular combinations of options have received names of their own, both
because they are so popular for trading purposes and because they establish
particularly interesting exposure profiles.

The straddle and strangle are two popular types of spreads, primarily be-
cause the net of the multiple positions is a market position whose terminal
payoff does not depend on the direction of asset prices but does depend on
the movement of asset prices. Specifically, a straddle and strangle are called
volatility plays because they are bets on changes in the volatility of the under-
lying asset price.
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Exhibit A1-2.6 shows short and long straddles and strangles. A long
(short) straddle is constructing by buying (selling) a call and put at the same
strike K. For the long, any large price movement results in a profit as long as
the price moves enough to cover the two premiums paid. Conversely, the
seller of a straddle benefits when prices remain close to K where the premium
collected more than offsets the loss upon exercise of either the call or put.

A long strangle is essentially the same as a long straddle except that the
range the price must move before the position pays off is greater.2 The call
strike M is higher than the put strike K, so the position is an outright loser if
prices remain within K and M. But if prices fall below K or rise above M by
more than the total premium outlay, the position is profitable. Conversely for
the seller of a strangle.

A long straddle or strangle is a long volatility position. For increases in
volatility, the position gains value, whereas it loses value in stable markets.
Recently, products such as “variance” and “volatility swaps” have begun to
offer nonoptions analogs of these products.

NOTES

1. In many options applications, it is convenient to assume the volatility is
proportional to the square root of the number of days remaining in the life
of the option.
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EXHIBIT A1.2.5 Put-Call Parity for European-Style Options (a) + (b) = (c) + (d) = (e)
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2. A strangle purportedly gets its name from the risk that when constructed
with American options, the worst case occurs for a short when a major
price decline is followed by a massive reversal. The put gets exercised
against the short on the downswing, and the call may get exercised against
the short on the upswing before the seller can hedge the remaining leg—
thus “strangling” the seller from both sides.
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EXHIBIT A1.2.6 Straddles and Strangles
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CHAPTER 2
A Securities Perspective 

on Capital Structure

To lend some practical relevance to the building block perspective of capital,
we need to make the leap from theory to the world of financial practice—to

how the basic building blocks are packaged and issued in the real world. In
this chapter, we will spend more of our time on the major types of securities
issued by firms as sources of paid-in investment capital—capital that results in
an immediate cash inflow to the firm when the securities are issued. Accord-
ingly, this chapter answers the following questions:

■ What kinds securities do firms issue when they want to raise external in-
vestment capital?

■ If the assets of the firm are insufficient to pay off all claim holders in full,
what determines the order in which investment capital suppliers to the
firm are repaid?

■ What is the process by which securities actually are placed by corpora-
tions into the hands of investors and suppliers of investment capital?

■ How do priority and security types work together to define a securities
capital structure for a firm, or a capital structure based not just on the
firm’s leverage but also on the risk of its investment capital claims?

■ What do capital structures of firms actually look like “in the real world”?
■ What is the distinction between “paid-in” and “contingent” capital?

Notice that we pay no attention to the relation between the securities a
firm issues and the value of the firm. Our focus in this chapter is solely on
what alternatives are available to a firm for funding its investment activities.
We will discuss how a firm chooses amongst those alternatives in Chapters 3,
4, and 5.

Before addressing the questions, however, we need to make a transition
from broad economic concepts to the world of actual financial practice. One
essential ingredient to that is developing a common vocabulary. We begin our
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discussion with a brief relation of the concepts we introduced last chapter to
the actual world of financial statement analysis.

PRACTICAL CONSIDERATIONS

Many outsiders probably would be surprised to learn how differently ac-
counting and corporation finance often treat essentially similar ideas. The
concepts really are no different, but the languages spoken in the two worlds
often hit in head-on conflict. Accordingly, it is worthwhile to discuss some of
the differences in terminology.

Consider the year-end 2000 financial situation of DaimlerChrysler AG,
whose year-end 2000 balance sheet is shown in Table 2.1. At year-end
2000, the book value of fixed investment capital at DaimlerChrysler was
about C=186 billion.

The current assets of the firm on December 31, 2000, included cash, ac-
counts receivable, and other items. DaimlerChrysler’s reported “financial lia-
bilities” at year-end 2000 included both current liabilities (e.g., accounts
payable) and both short- and long-term debt.

Exhibit 2.1 illustrates the economic balance sheet of the firm with terms
used in the remainder of this book. The term “current assets and liabilities”
includes short-term assets and liabilities, such as accounts receivable and
payable. In addition, the cash and highly liquid marketable securities that a
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TABLE 2.1 Balance Sheet for DaimlerChrysler AG, Year-End 2000 (amounts in 
C= millions)

Assets Liabilities and Shareholder Equity

Current Assets: Liabilities:

Cash 7,127 Financial liabilities 84,783
Marketable Securities 5,378 Trade liabilities 15,257
Inventory 16,283 Other 9,621
Accounts Receivable 71,064 TOTAL LIABILITIES 109,661
TOTAL CURRENT ASSETS 99,852 Deferred Taxes 5,480

Fixed Assets: Deferred Income 4,764
Intangibles 3,113 Shareholder Equity:
Fixed Capital 85,966 Paid-in Capital 9,895
TOTAL FIXED ASSETS 89,079 Retained Earnings 29,461

Deferred Taxes 2,436 Accumulated Other Income 3,053
Prepaid Expenses 7,907 TOTAL NET WORTH 42,409

Minority Interest 519
TOTAL LIABILITIES AND 

TOTAL ASSETS 199,274 EQUITY 199,274
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firm holds as assets show up as part of the firm’s current assets—with the sole
exception to be noted below.

On the right-hand side of the exhibit are the types of claims that firms is-
sue as discussed in Chapter 1—residual and fixed claims. Later in this chapter
we will discuss the specific types of securities firms can issue to populate this
section of the balance sheet. In the exhibit, the term “fixed claims” essentially
corresponds to any fixed liabilities the firm has issued for the purpose of rais-
ing money. The “shareholder equity” entry corresponds the value of what we
call “residual claims,” consisting on Table 2.1 mainly of paid-in capital and
retained earnings. Retained earnings on the liability side of a balance sheet of-
ten correspond to an asset such as cash or marketable securities that the firm
plans to use for future investment spending.

The slightly different definitions of equity as a residual claim in the sense
of Chapter 1 and accounting shareholder equity often lead to a related source
of confusion about the importance of earnings. In a finance context, equity is
a residual claim whose value at any time t can be expressed per share as

where δ(t+j) is the dividend per share paid to common stock holders at time
t+j, λt,t+j is the cost of capital for the firm (i.e., the appropriate rate at which to
discount future cash flows), and Et[·] is an expectation conditional on infor-
mation available at time t. In other words, the price per share of a firm’s eq-
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EXHIBIT 2.1 Economic Balance Sheet of a Firm

Assets Liabilities and Equity  

Current Assets Current Liabilities

Investment Capital
Real capital assets

Long-term financial assets

Real options/growth opportunities

Financial Capital
Residual claims

Fixed claims

Riskless Bonds
Risk reserves

Signaling reserves

Excess  Financial Capital
Claims issued above the amount 

prescribed by optimal capital structure
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uity is equal to the expected discounted cash flows (DCF) to equity holders. If
the firm winds up its operations, the assets of the firm are liquidated and dis-
tributed as a liquidating dividend.

This DCF model is inherently at odds with the concept of accounting
earnings, especially when used in an earnings-per-share context that often im-
plicitly replaces dividends in the DCF equation above. But the two are not
equivalent. Earnings are almost always higher than dividends, in part because
of that portion of earnings held back as retained earnings. Accordingly, the
value of a firm’s equity is driven first and foremost by its expected future divi-
dends—which should, in principle, equal the market value of the firm’s assets
in economic terms.1 Indeed, corporate finance and accounting academics reg-
ularly debate whether earnings are even informative about how well a com-
pany is doing—see the survey by Lev (1989), for example.

The two types of claims issued by our firm on Exhibit 2.1 are what we
call the financial capital claims of the firm. Chapters 3 to 5 discuss whether
and how a firm determines the proportions and amount of these claims to is-
sue. The last entry in the exhibit, “excess” financial capital, refers to fixed and
residual claims issued above and beyond the amount required for investment
purposes. In the context of capital utilization discussed in Chapter 1, these ex-
cess financial capital claims are used as risk or signaling capital—specifically,
riskless bonds the firm holds in reserve for risk and signaling purposes as
shown on the asset side of the balance sheet in Table 2.1.

From an accounting perspective, risk and signaling capital are essentially
treated like any other current assets. The firm issues excess capital claims and
uses the proceeds of that issue to finance the acquisition of riskless debt,
which, as is explained in Chapter 7, the firm earmarks for signaling or risk
mitigation purposes. Thus, as a management matter the firm distinguishes be-
tween riskless debt held for risk and signaling purposes and riskless debt held
for the purpose of financing future investment or operating expenditures. But
from an accounting perspective, these marketable securities likely will show
up in the same place on a firm’s balance sheet. Chapter 18 discusses excep-
tions to this.

Finally, the economic balance sheet in Exhibit 2.1 shows the assets held
by the firm as investment capital, which typically correspond to “fixed assets”
on Table 2.1.

Apart from the balance sheet, financial analysts also often focus on the
firm’s cash flows, either as presented in its cash flow statement or in a sources
and uses of funds statement, such as that shown in Table 2.2 for Daimler-
Chrysler. In this as in many accounting contexts, “funds” is a flow concept,
referring to a change in cash or some other reporting variable over some pe-
riod. In corporate finance, however, funds is often used as a synonym for cash
in the bank—the stock of stuff with which one pays one’s bills. Neither defin-
ition is wrong. They are simply different. When we use the term “funds” in
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this book, we usually use it as a synonym for “money in the bank.” When we
want to discuss funds as a flow, we use the phrase “flow of funds” to indicate
a change in the balance of that money in the bank.

Just over half of DaimlerChrysler’s total year 2000 cash usage was on
new net fixed investment spending, and about 31 percent of Daimler-
Chrysler’s uses of funds went to debt and dividend payments on its outstand-
ing investment capital fixed and residual claims. On the sources-of-funds side,
about 47 percent of DaimlerChrysler’s new cash funds were from internal
sources—net income plus depreciation. The primary source of new cash dur-
ing 2000, however, came from a net increase in the firm’s long-term indebted-
ness. Net new issues of stock by the firm were trivial, which, for reasons we
explore elsewhere, is neither surprising nor inconsistent with most other ma-
ture firms.

For comparison, Table 2.3 shows the sources of funds by U.S. nonfinan-
cial, nonfarm corporate businesses from 1995 to 2000.2 The uses of these
funds are not shown here, but about 75 percent of total fund usage for this
sample of firms went to new investment expenditures.

Comparing Tables 2.2 and 2.3, DaimlerChrysler evidently relied more
heavily in 2000 on new debt issues than internal funds, whereas the broader
U.S. sample shows a greater utilization of net income and depreciation to fi-
nance new investments. Nevertheless, in both cases the role for external financ-
ing is clear. With the need and role for such external financing now established,
we can discuss more specifically the structure of such external financing.

The concept of cash flows is a crucial one in financial economics. The
value of the firm is frequently expressed as the discounted net present value of
the expected future cash flows on the firm’s investments. But financial eco-
nomics switches back and forth between cash flows and values quite fre-
quently and sometimes without warning. The value of the firm, for example,
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TABLE 2.2 Flow of Funds (Sources and Uses) for DaimlerChrysler AG in 2000
(amounts in C= millions)

Uses of Funds Sources of Funds

Net fixed investment 26,765 Net income 7,894
Increased accounts receivable 8,582 Depreciation 13,618
Purchased marketable securities (2,438) Other (5,495)
Repayment of short-term liabilities 3,238 New long-term debt issued 29,257
Repayment of long-term liabilities 9,152 New net equity issues 24
Dividends paid 2,379 Effect of FX changes on cash 501
Other (200)
TOTAL 47,478 TOTAL 45,799
NET DECREASE IN CASH (1,679)
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also is frequently expressed as the market value of the firm’s assets. The DCF
and asset views, of course, must yield the same value in an efficient capital
market. The confusion arises because the market value of the firm’s assets is
the capitalized and discounted value of its cash flows. But asset value is a
stock, and cash flows are a flow—hence, some confusion.

Another cash flow–related term that can be confusing is the notion of a
firm’s “free cash flow,” or its cash flows in excess of the cash flow required
to fund current operations and all positive-value investment opportunities
the firm foresees. This concept is equivalent to the net of cash inflows and
outflows on a firm’s cash flow statement. A firm’s internal funds, by con-
trast, are a balance sheet concept used to refer to a firm’s retained earnings
plus its depreciation.

The terms “free cash flows” and “internal funds” often are used in a
loosely interchangeable way, and they are indeed related. Free cash flows can
be invested by the firm in cash or marketable securities that become internal
funds. When a firm spends money on investments by depleting its internal
funds, it is essentially borrowing from its own equity holders to finance the
investment opportunity. Nevertheless, free cash flow is a flow and internal
funds represent a stock of assets.

BASIC TYPES OF SECURITIES

Now we turn to analyzing the specific claims that firms can issue to raise in-
vestment capital—“liabilities” and “shareholder equity” on Table 2.1 and “fi-
nancial capital” on Exhibit 2.1 Here we limit ourselves to securities issued to
raise paid-in capital. All the claims discussed result in a cash infusion for the
issuing firm that occurs at the time of the new security issue. This cash ap-
pears as a current asset on the firm’s balance sheet and is immediately avail-
able to the firm for investment financing purposes.

The securities that firms issue to raise external funds fall into essen-
tially two categories—equity and debt. A third category of security—hy-
brid claims—enables firms to combine the features of both fixed and
residual claims.
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TABLE 2.3 Flow of Funds for U.S. Nonfarm Nonfinancial Corporate Businesses 
($ Billions)

1995 1996 1997 1998 1999 2000

Net Income and Depreciation 619.9 676 727.6 746.5 804.5 891.1
Net New Equity –58.3 –69.5 –114.4 –267 –143.5 –166.6
Total New Debt 227.5 149.2 266.5 392.1 454.8 437.3
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Equity Securities

Residual claims are often called shares, each of which represents a claim of
some kind on the residual cash flows of the firm. The type of shares issued by
the firm depends in large part on the type of firm in question.

Fama and Jensen (1983a, 1983b, 1985) define four types of organiza-
tions, distinguished principally by the nature of the residual claims they issue
and the relation between the holders of those residual claims and the gover-
nance of the firm. An open corporation issues residual claims usually in the
form of unrestricted common stock. Common stock entitles each shareholder
to a proportional claim on the net cash flows or value of the assets of the firm.
If the firm has issued N shares, each shareholder will receive E T-1(T)/N upon
liquidation of the firm on date T or δ(t)/N in dividends in any period t < T
prior to liquidation (assuming the firm is a dividend payer).

Shares issued by open corporations can be freely bought and sold in a sec-
ondary market once they have been issued. Although the owner of a share is
recorded at the securities registrar for the issuing company, the investor alone
can decide when to buy or sell it. The company’s permission usually is not re-
quired for a transfer of share ownership to occur.3

A closed corporation or proprietorship also issues residual claims in the
form of equity shares, but the equity of a closed corporation usually cannot
be bought and sold freely. In proprietorships, equity shares usually take the
form of partnership shares or interests. These interests often are obtainable
only by managers of the firm and usually cannot be sold or transferred to just
anyone, unlike common stock, which can be freely bought and sold by any-
one with the cash to buy it. In limited partnerships, equity shares may not be
conditional on management responsibilities but still usually are bought and
sold under highly restrictive conditions that tend to limit the number of po-
tential partners to a prespecified group of investors with which the company
wants to deal.

The third type of Fama/Jensen organization is a financial mutual or syndi-
cate. The residual claimants in these types of firms are also the customers of
the firms. Shares in an open-ended mutual fund or real estate investment trust
(REIT), for example, represent pro rata claims on the assets in which the fund
or trust invests the proceeds it receives from share sales. But the only reason
the fund/trust has collected funds from investors in the first place is to reinvest
these funds on behalf of investors in some specific asset class or investment
program. This may seem like circular logic, when in fact it is merely evidence
that the residual claimants of the firm are also its users.

Shares in some financial mutuals are listed for trading in organized mar-
kets, whereas others are available only through private negotiations or auc-
tions. A share in a country club, for example, is a share in a mutual in which
the share purchasers also use the club’s facilities. In this case, the purchaser
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likely must obtain the membership share directly from the club and its gov-
erning members, must meet certain membership criteria, and may not neces-
sarily sell the membership to the average person on the street without
permission of the other governing members.

Finally, nonprofits are organizations that have no residual claimants per
se. The closest thing are the donors and supporters who provide operating
cash flows directly. Instead of receiving a residual claim on the net cash flows
of the nonprofit, donors receive an “intangible” residual claim on the fruits of
the nonprofit’s labors.

Debt4

The most basic type of fixed claim a corporation can enter into to obtain
funds is a loan, or a bilateral obligation of a borrower to repay a fixed
amount, called principal, to a lender on some later date. The principal may
be fixed, as in a traditional commercial and industrial (C&I) bank loan to a
nonfinancial corporation, or it may amortize at some agreed-upon rate or the
lender’s discretion. A loan in which the principal is repaid on a single date is
a bullet loan, whereas a loan with a sinking-fund provision has an amortiz-
ing principal.

Some loans also require the borrower to make periodic interest payments
before the principal is repaid. For fixed-rate loans, those interest payments are
based on a fixed interest rate expressed as a percentage of the principal value
of the loan on which the borrower and lender agree. Variable-rate loans have
interest payments that are periodically reset over time, and floating-rate loans
have an interest rate that varies on each interest payment date, usually based
on the value of some market-determined reference rate, such as prime or the
London Interbank Offered Rate (LIBOR).

For a traditional loan, the borrower and lender negotiate all the terms in-
dividually. Loans are therefore nonfungible assets—that is, they are bilateral
contracts that usually cannot be transferred by borrower or lender to another
party without both parties’ consent. Loans made by banks, finance compa-
nies, or nonfinancial corporates (e.g., trade credits), moreover, are typically
not considered securities as such because the terms of the deal are completely
bilateral and specific to the borrower and lender in question.

A debt security is essentially a fungible loan. Rather than borrower and
lender negotiating the terms, a borrower simply predefines the terms of the
loan in a security and issues the securities for anyone to purchase. Any in-
vestor in a debt security thus becomes lender to the issuer of the securities, the
borrower. Because the terms of debt contracts are standardized, they can be
transferred by the original purchaser to another agent.

The numerous types of debt securities that corporations issue today
usually can be distinguished along several dimensions: principal repayment
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provisions; interest payment provisions; maturity or effective maturity; and
security.

Principal Repayment Provisions
Principal-only debt securities, often called zero-coupon debt instruments,
have a face value amount returned to investors at or before maturity. The face
value of a security corresponds to the principal of a loan and in fact often is
referred to as such.

Debt securities that pay no interest prior to maturity are often original is-
sue discount (OID) instruments, because the price paid by investors for such
securities when they are issued is less than (i.e., at a discount to) the face value
of the instrument. The borrowing firm thus receives less cash than the face
value of the bonds on the date they are issued but must repay the higher face
value amount later when the bonds mature. The yield earned by investors in
these claims, assuming no default, is the proportional discount to face value,
or par value, at which the debt securities are issued.

Like loans, the principal on a debt security may be paid all at once (i.e., a
bullet) or may amortize over time according to a sinking-fund provision. The
principal of different debt instruments, moreover, also may be distinguished
based on the currency in which the principal is denominated.

Interest Payment Provisions
A coupon-bearing debt security not only returns principal to the investor but
also pays agreed-upon amounts to investors at periodic dates called coupon
dates before the instrument matures. Coupon payments on such securities
may be fixed for the whole life of the bond (e.g., level-coupon bonds), fixed
for specific periods of time and then periodically reset (e.g., variable-rate
bonds), or floating with some reference index (e.g., LIBOR-indexed floating-
rate notes, or FRNs).

Maturity and Effective Maturity
Debt securities also differ in type based on their maturity. One of the most
common forms of corporate debt, for example, is “commercial paper,” or
short-maturity debt issued by corporations to finance current operations or
physical asset (e.g., plant and equipments) expenditures. Most commercial
paper matures roughly 30 days after it is issued, and firms rarely issue com-
mercial paper beyond 270 days to maturity.

Another popular type of corporate-issued debt security is the medium
term note (MTN). Notes initially arose as an outgrowth of the commercial
paper market, with an important difference being that debt with longer matu-
rities often is regulated differently upon issuance. In the United States, debt
beyond 270 days to maturity must be registered with the U.S. Securities and
Exchange Commission (SEC). Commercial paper is thus exempt from such
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shelf registration requirements, whereas MTNs are not. Most MTNs extend
from nine months through two to five years to maturity. Longer-dated MTNs
also exist, however, sometimes extending as far as 30 to 40 years to maturity.
As will be explained in more detail later, notes also are issued through the
“private placement” process in which buyers for the securities are pre-
arranged—usually by an investment bank—before the bonds are issued.

The maturity of a corporate debt security may be influenced by the degree
of optionality in the security. A “callable” bond is one that can be redeemed
by the borrower for a specific value (usually the face value of the security) af-
ter the occurrence of a specific event, such as an interest rate decline. In that
case, the issuer might call its existing bonds in order to issue new fixed claims
and effectively refinance its debt at a lower rate.

“Putable” bonds, by contrast, give the lender the right to demand repay-
ment of the loan early, usually for a fixed amount and following a triggering
event such as a rate increase that would allow the investor to relend in a dif-
ferent claim at a more favorable rate.

In either case, the effective maturity of the bond may be different from its
stated maturity if the call or put option is exercised early. Noncallable and
nonputable securities, by contrast, have absolutely fixed terms to maturity.

Security
A final way to distinguish between debt instruments is by their security. If one
or more specific assets are pledged by the corporation as collateral to honor
the interest and principal payments on a debt instrument, then the debt in-
strument is secured. If the payment obligations on the debt are backed only
by the promise of the corporation, the debt is unsecured and is often called a
debenture.

Note that not all fixed liabilities of a corporation constitute investment
capital. Debt capital is a fixed claim issued for the purpose of obtaining funds
(or for one of the other reasons explored in Chapter 7). Other types of fixed
liabilities may be incurred by the firm for the purpose of obtaining services. A
salary promised to an employee, for example, is a fixed claim in which the
corporation promises to pay a specified amount over a defined period of time
in return for services rendered by the employee. Care must be taken not to
confuse such forms of fixed liabilities with debt capital per se.

Hybrid Claims

Equity and debt securities are the practical market analogs of the residual
and fixed claim building blocks discussed earlier. In addition, the fixed and
residual claim building blocks can be combined to form hybrid claims that
have features of both debt and equity. Three typical hybrid securities are dis-
cussed below.
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Convertible Debt or Debt-with-Warrants
Perhaps the most common example of a hybrid security is the convertible
bond. A convertible bond is debt issued by a corporation that can be con-
verted into equity by its holder under some prespecified conditions and at a
specified conversion price. Such bonds frequently also contain call and put
provisions designed to fine-tune the timing of any conversions, either on the
part of the issuer or the buyer.

Suppose, for example, that Firm Brahms issues a zero-coupon, T-year
convertible bond with face value FV. Suppose further that when the bond ma-
tures at time T, its owner may choose, instead of receiving a principal repay-
ment of FV, to receive shares of Firm Brahms’s common stock. For every
dollar of assets Firm Brahms owns at time T, A(T), the convertible thus is po-
tentially a claim on αA(T), where α is the proportion of the firm’s assets re-
sulting from the conversion into shares. The payoff to the holder of this
convertible bond at date T is shown in Exhibit 2.2.

The net value at time T to the holder of this bond is the maximum of the
values of the two components. As before, the debt component is a put on the
assets of the firm struck at the face value of the debt FV. The equity compo-
nent is equivalent to a pro rata claim on α proportion of the firm’s net cash
flows or asset values A(T). For values of the firm’s assets A(T) ≤ X*, the bond
holder would prefer to receive FV than the αA(T) resulting from a conversion
into share equity. But for A(T) > X*, the bond holder is better off surrender-
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EXHIBIT 2.2 Value to Investor of a Firm Brahms Convertible Bond at Maturity

Value of Assets, A(T)

$

0 FV

45°

FV – Short Put at FV

Long α A(T)

Net Payoff of the Convertible

X*

FV
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ing the repayment of FV in return for αA(T). The net position thus is equiva-
lent to a short put on the assets of the firm struck at FV and α long calls on
the firm’s assets struck at X*.

Some forms of hybrid securities go even further and combine residual
claims of the issuer with fixed claims on another firm, or vice versa. “Ex-
changeable debt,” for example, is a debt instrument issued by a firm that enti-
tles its holder to convert the debt into the common stock of some different
firm after a major increase in the other firm’s share price.

Other such examples of hybrid debt securities abound.5 In addition, debt
securities sometimes are issued alongside equity securities. Especially com-
mon is to issue debt-with-warrants, which amounts to the same thing eco-
nomically as a convertible debt issue except that the warrants are detachable.
This is especially common in mezzanine financing, which we discuss later in
this chapter.

Preferred Stock
Preferred stock is classified as an equity security but pays its holders a divi-
dend that usually is fixed and thus does not reflect a proportional claim on the
firm’s net free cash flows. The firm can choose not to pay the dividend on its
preferred stock without being considered in default, whereas a failure to
make a promised interest payment on a debt issue would constitute an event
of default. (Payments to securities holders following defaults are discussed in
more detail later in this chapter.) Apart from the nonpayment option, pre-
ferred stock is essentially perpetual debt. As long as the firm is financially vi-
able, the interest remains fixed. Only when the firm runs into trouble do the
equitylike features of these hybrid claims kick in.

Because some investors do not like truly perpetual securities, many pre-
ferred stock issues have optional or conditional redemption features. Some
even have step-up provisions in which the interest paid resets to a much
higher coupon rate after some specific period of time. Because the cost of
borrowing in that manner will be quite high for the firm, the issuer will al-
most certainly exercise an early redemption option and retire the preferred
shares. Although the instrument is technically perpetual, the step-up date
provides investors with some notion of what the effective maturity of the
shares may be—again with the result that the instrument looks more like
debt than equity.

Companies sometimes issue preferred stock to investors indirectly out of
a subsidiary rather than as a direct claim on the firm. The firm sets up a spe-
cial-purpose vehicle (SPV) whose equity is wholly owned by the parent corpo-
ration—usually worth a nominal amount like $1. The SPV issues the
preferred stock for some subscription price and then makes a loan to the par-
ent corporation in an amount exactly equal to the total proceeds from the
subscription. The parent corporation then pays interest to the SPV on the
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loan, from which interest is paid by the SPV to investors in the preferred
stock. The cash flows are depicted in Exhibit 2.3.

Collateralized Preferred or Trust-Preferred Stock
Preferred stock also may be issued to investors through a trust rather than by
the issuing firm or a wholly owned SPV of the issuer. In that case, investors
hold a claim on the trust rather than the issuing firm’s assets and cash flows,
but the claim on the trust is essentially secured by an investment of zero-
coupon preferred stock by the issuer in the trust itself. Exhibit 2.4 shows the
mechanics of this issuance process.

As shown in the exhibit, the company raising capital by issuing claims is-
sues those claims to a trust in the form of zero-coupon (i.e., zero-dividend)
preferred stock. These shares are held by the trust as collateral against divi-
dend-paying claims issued by the trust to investors for some subscription
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amount. But because the preferred stock held by the trust does not pay divi-
dends, the issuing corporation must get the funds to the trust in some other
way to make the promised dividend payments to investors. To accomplish
this, another trust maintained by the issuer or a wholly owned subsidiary or
SPV of the issuer—the SPV is shown in Exhibit 2.4—makes a loan to the issu-
ing corporation, and the interest it receives on that loan is paid by the SPV to
the trust for payment to investors on their securities. From the investors’ per-
spective, they are holding a preferred equity claim on the trust whose capital
value is backed by the preferred stock of the issuing corporation and whose
coupon payment is the coupon rate on a loan made by the trust to the issuing
corporation via the SPV.

SECURITIES AND PRIORITY

We have shown that firms can enter into a variety of specific securities to raise
capital and what the basic payoff profiles of those securities are. We have not
examined what happens if there is not enough to go around—that is, when
the firm becomes insolvent and the value of its assets (including internal
funds) is below the value of the claims it has issued as liabilities. We address
this issue by introducing the notion of the “priority” of specific claims. Prior-
ity refers to the preference given to certain claim holders when the firm be-
comes insolvent and the proceeds from the liquidation of a firm’s assets must
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be distributed. “Seniority” is another way to refer to the priority of a claim in
the securities capital structure.

To avoid unnecessary legal and accounting encumbrances, let us define
insolvency here most simply as that situation when the market value of the
firm’s assets falls below the market value of its liabilities. This is not the defin-
ition usually used in actual insolvency laws around the world, which may in-
stead rely on book accounting entries, cash flows, actual events of default on
obligations, and the like. But for our purposes, the simple net asset value con-
cept is adequate. In this case, equity is worthless and the debt holders of the
firm cannot recover the total amount to which their fixed claims entitle them.6

We assume, moreover, that the firm actually is liquidated at this point and the
proceeds from its asset liquidation distributed to claim holders.7

Secured Claims and Priority

The securities issued by a corporation that receive the highest priority in the
event of insolvency are those that are issued on secured terms. Secured bor-
rowings, for example, involve debt instruments whose principal and interest
payments are based on some underlying pool of assets or receivables on
which the lender has a claim if the issuer goes bankrupt. In the event of insol-
vency, these assets are literally set aside to pay back the holders of securities
backed by those assets as security. Consequently, those assets are inaccessible
to all other claimants on the firm.

Equity Claims by Seniority

Equity claims are sometimes called soft claims because their seniority in the
capital structure of the firm varies based on the other securities that the firm
issues. In an all-equity firm, equity holders have a full claim on the assets of
the firm. The only people standing in line ahead of equity holders if the firm
goes bust are the holders of nondebt fixed liabilities the firm may have, such
as pension liabilities or current accounts payable. Returning to the building
blocks of Chapter 1, as the sole type of security holder in the firm, Exhibit 1.2
indicates clearly that equity is senior in capital structure. If a firm issues debt
of any kind, however, equity slips behind debt in seniority, as shown clearly in
Exhibit 1.5.

Given that equity holders as a group are “last in line” when the company
is liquidated, in most types of corporations different levels of seniority may be
assigned to the residual claimants within the equity category. In a financial
mutual that takes the form of a limited partnership, for example, the manag-
ing partner may specify that his pro rata claim on the residual value of the as-
sets of the firm are to be paid before claims of the other limited partners. Each
partner still has a claim on an equal amount of the firm’s assets, but the man-
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aging partner gets paid first. This can be important when the timing of an as-
set liquidation affects the value recovered.

Consider a hedge fund, for example, whose shareholders are all limited
partners but whose managing partner receives priority in the event of an asset
divestiture. For concreteness, suppose there are 10 partners and the total as-
sets in the fund on date T are worth $1 million. For simplicity, assume—ad-
mittedly counterfactually—that the ownership of each partner is identical.
Each partner has a claim worth $100,000. But suppose the market is moving
when the fund is wound up and the assets are liquidated. The first 10 percent
of the fund’s assets are liquidated for $100,000, the next 10% of the fund’s
assets are liquidated for $90,000, and the remaining 80 percent of the fund’s
assets are sold for $700,000.

If all the partners in this fund enjoyed equal priority in the event of liq-
uidation, then each partner would receive a prorated claim on the net liqui-
dation value of all assets, or $890,000/10 = $89,000 each. But if the
managing partner can get paid first, the managing partner will receive
$100,000 and each of the other nine partners will receive only $790,000/9 =
$87,777 each.

In open corporations, the usual way to create different priorities for eq-
uity holders is either to create different classes of common stock or to issue
preferred stock. Classes of common stock often are defined based on the or-
der in which the equity is issued, giving early investors in the firm a slight
edge over subsequent investors. Preferred stock, in turn, is stock on which the
dividend need not be paid by the firm if the issuer so chooses. But, dividends
on common stock cannot be paid until dividends on preferred stock have
been paid. In this sense, preferred stock has a higher priority than unrestricted
common stock. In return for that higher seniority in the firm’s capital struc-
ture, the holders of preferred stock usually receive a smaller dividend.

Debt Claims by Seniority

An unsecured senior creditor to a firm is the holder of an unsecured debt
claim that is relatively senior in its capital structure—its holders get paid off
first or nearly first in the event the firm is wound up. A junior creditor is a
debt holder or creditor that stands farther back in the line when the firm liq-
uidates its assets and distributes the proceeds. Typically, junior creditors are
not paid off at all until senior creditors are paid off in full. Meanwhile, equity
as a residual claim continues to slip to the end of the line.

“Senior debt” is a type of unsecured debt for which the lenders to a firm
receive “me-first” treatment in the event the assets of a corporation are liq-
uidated. Senior debt often comes in the form of bank loans made directly by
commercial banks to corporations. “Subordinated debt” is debt in which
the lenders receive a pro rata share of the cash proceeds from liquidated 
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assets after senior lenders have been paid off. Extremely subordinated debt
is often “junk.”

Subordinated debt is sometimes called mezzanine finance. Firms com-
monly use mezzanine financing to facilitate corporate actions, such as man-
agement buy-outs or acquisitions, as well as for project finance. Popularized
in the 1970s and again in the 1980s, mezzanine finance also is used frequently
as seed capital for growth firms, especially if the equity portion of a deal or
capital structure is too low for the firm to attract more conservative and se-
nior creditors such as banks, which often require a higher debt/equity ratio
than the borrowing firm has without the mezzanine layer.

Banks and insurance companies, in particular, have long viewed mezza-
nine finance as a hybrid or equitylike instrument for the purpose of their
credit evaluations. Such perceptions arose for three somewhat different
reasons.

1. The interest rate on mezzanine issues is usually closer to the equity return
than the rate on senior debt. This does not, of course, make it a residual
claim by our definitions, however.

2. Mezzanine debt often is accompanied by an issue of detachable war-
rants.8 In this case, the mezzanine debt is still a fixed claim, but the total
mezzanine package has features of both fixed and residual claims.

3. Mezzanine finance in some cases comes in the form of preferred stock
rather than a debt issue, in which case it is a hybrid as we have defined it.

Mezzanine debt may be subordinated to senior debt either through
“blanket” or “springing” subordination provisions. In the former case, mez-
zanine debt receives no principal or interest payments until senior creditors
are fully paid off. In the springing subordination case, mezzanine debt holders
can receive interest payments while the senior debt is outstanding, provided
there is no event of default on the part of the issuer. If a default occurs, the
subordination “springs up” and stops the payments on the mezzanine debt
until senior debt has been made whole.9

Other Fixed Claims

As noted earlier, corporations often enter into fixed claims that are not in-
tended to facilitate capital formation, such as employment contracts, indepen-
dent contractor agreements, purchase or sale contracts, and capital market
transactions like derivatives. In the event of insolvency, the unpaid fixed
claims held by obligors to the firm generally receive a very low priority—that
of the so-called general unsecured creditor to the firm.

A fixed claim holder that becomes a general unsecured creditor in the
event of insolvency can in some cases be somewhere other than dead last in
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line. Some forms of highly subordinated junk or venture capital, for example,
will fall behind general unsecured creditors of the firm. But typically, general
unsecured creditors are close to the last in line.

SECURITIES UNDERWRITING AND PLACEMENT

The process by which a corporation supplies a financial claim on its real capi-
tal depends on the type of claim, the regulatory environment, and the in-
tended market for the claim. There are essentially two ways for a company to
“issue” an investment capital claim on its real capital in exchange for funds—
through private negotiation and through public securities offerings.

Carow, Erwin, and McConnell (1999) examined the methods by which
securities have been placed by U.S. firms for the last several decades. Table 2.4
reports their findings for U.S. firms issuing securities domestically from 1990
to 1997. It clearly illustrates the dominance of the public securities market.

Some of the particular details associated with each issuance method are
discussed in the sections that follow. Note, however, that the private place-
ments in the table above reflect only private placements, not privately negoti-
ated debt contracts such as loans.

Privately Negotiated Capital

When a corporation or an agent of the corporation such as an investment
bank does not feel the need to broadly market the investment capital claims
issued by a firm, those claims can be created essentially by bilateral contracts
between the firm issuing the claims and the party providing the capital. The
cost of capital may vary based on the party supplying the capital, and the
terms of bilateral capital contracts can be customized almost completely. Sev-
eral popular types of bilateral contracts through which a firm can obtain in-
vestment capital are summarized below.

Private Placements
Until about 1985, most securities in the United States were issued publicly in
a manner that will be described in the next section. But since 1985, the vol-
ume of “private placements” has grown explosively.10 A private placement is
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TABLE 2.4 Methods of Issuing U.S. Securities to Domestic Market ($ billions)

’90 ’91 ’92 ’93 ’94 ’95 ’96 ’97

Public 133.5 253.3 328.9 431.5 316.1 440.5 568.7 720.1
Private 56.8 51.8 48.5 62.7 32.6 40.6 70.4 134.9
Total 190.3 305.1 377.4 494.2 348.7 481.1 639.1 855.0
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the placement of an investment claim on the real assets of a firm by its issuer
directly to an end investor or a small group of end investors. Sometimes an in-
vestment bank is engaged to facilitate the matching of issuer to investor, but,
importantly, a private placement does not usually involve the marketing of
new securities to a dispersed and general audience. Private placements are
also typically subject to fewer government regulations than public securities
issues. Private placements are marketed, for example, using unregistered pri-
vate placement memoranda (PPMs). Although common law obliges firms to
adhere to basic contractual procedures (e.g., not defrauding potential in-
vestors in the PPM), no formal “shelf registration” of the PPM is required.
Nevertheless, the degree of transparency and disclosure demanded by market
participants often results in tighter self-regulation than the political regula-
tions imposed on public issues.

When firms first start out, they often use venture capital as seed money in
their early days of operation. Venture capitalists privately place cash with the
start-up firm in exchange for either debt or equity claims on the firm’s net
cash flows.11

Start-up firms may go through several rounds of venture financing, usu-
ally beginning with private equity investments and then leading to private
debt placements. Mezzanine finance often comes in late in the game, at the
third stage or later, unless it is required very early to attract senior creditors to
the deal.

Private placements also occur routinely on a nonventure basis—that is,
to firms that have been around and viable long enough not to be classified
as start-ups.

Partnership Agreements in Closed Corporations
As noted earlier, residual claims issued by closed corporations often are held
by those who are also senior managers of the firm.12 The ability to create
partnership agreements bilaterally depends somewhat on the legal nature of
the corporation.

In the United States, residual claims on the two most popular types of
corporations—S and C corporations—cannot be created without the formal
registration of shares. Even when the firm is owned by only one person, if it is
a S or C corporation the firm must register shares and issue those shares to
the manager/owner through a private placement or public security offering.

But if the firm is instead a limited liability company or partnership (LLC
or LLP) or is a sole proprietorship, then partnership agreements can be cre-
ated bilaterally without the registration of shares with a regulator like the Se-
curities and Exchange Commission. In the United States LLCs have become
especially popular recently. Now approved in most states, LLCs are compa-
nies that are essentially structured with the liability limitations of S or C cor-
porations but are taxed as pure partnerships. Private placements are not even
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necessarily required to give force to such partnership agreements. In this
sense, partnership agreements may well not be considered securities, but just
commercial contracts between the firm and its managers.

Employee Compensation
Firms often use bilateral contracting to place contingent equity capital prod-
ucts. Employee and executive stock options, for example, are options on the
stock of a firm that are granted bilaterally to employees and senior managers.
The terms of these agreements are usually privately negotiated between the
employee and the firm and may differ—sometimes materially—across specific
employees. Similarly, employee dividend reinvestment programs are addi-
tional equity placement avenues. Deferred compensation schemes, by con-
trast, are a type of borrowing by the corporation.

Loans
As noted earlier, a loan is a nonfungible bilateral agreement between two par-
ties to exchange cash now for cash later. Corporations can obtain cash in ex-
change for issuing fixed claims using several types of loan structures. The
simplest loans are those made on a generally unrestricted basis by a credit
union, savings institution, finance company, or bank to the corporation that is
seeking cash to fund its investment activities.

Loans also may be targeted more specifically. Trade credit, for example,
may be extended by one corporation to another to finance a specific trading
activity. If Firm Wotan is a coffee producer, for example, it may be necessary
for Wotan to borrow money to finance the export of its coffee—say, from the
Ivory Coast in Africa to Switzerland. Firm Siegfried may lend Firm Wotan the
money to secure transportation, storage, insurance, and the like required to
ship the coffee. Typically the coffee itself will serve as security or collateral for
the loan.

Project finance loans are popular types of specifically targeted capital
structure claims negotiated bilaterally between the borrower and lender. In a
project finance loan, a firm may borrow funds from a lender for the purpose
of financing, say, a new construction or production project. The project itself
(including any real capital assets dedicated to the project) then serves to col-
lateralize the project finance credit extension.

Insurance and Reinsurance
Traditional and alternative risk transfer (ART) products offered by insurance
industry participants may constitute important sources of financial capital for
a firm. When a firm obtains contingent capital from an insurance company,
the supplier of that capital is called an insurance company. When the firm that
is seeking the contingent capital is itself an insurance company, the supplier of
the contingent capital is called a reinsurance company.
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Public Securities Offerings

All of the claims discussed in the prior section were targeted at specific indi-
viduals, institutions, or small groups of similar individuals and institutions.
Closed corporations and small start-up firms often find it unnecessary to look
further for their financing needs. But especially as companies grow and seek
to diversify their capital supply base, public security offerings play an increas-
ingly important role.

Public securities offerings can be distinguished from other types of secu-
rity offerings in three ways.

1. They tend to be regulated. In the United States, for example, public secu-
rities must be registered with the SEC.

2. Public securities are usually assets that can be traded freely in a secondary
market after their original issue.

3. Public securities offerings tend to involve the use of an intermediary
known as an underwriter.

Popular Types of Public Securities Offerings
The initial public offering (IPO) is one of the most popular types of public eq-
uity securities offerings in which a new open corporation is set up or a closed
corporation is transformed into an open corporation.13

In either case, the issuer’s equity shares are marketed and sold as public
securities for the first time in an IPO. In a primary offering, the issuing firm
sells residual claims for cash. In a secondary offering, the original investors in
the closed corporation (e.g., venture capitalists or limited partners) offer to
sell their shares to the public.

In an IPO, the underwriter collects “indications of interest” and uses
them to decide along with the issuing corporation what the original issue
price will be. These periods often are called the premarketing and book-build-
ing periods.14 Public securities offerings also may involve the determination of
a price by a direct auction process.

Another common type of equity securities transaction is known as a sea-
soned public offering (SPO). This is a public offering of equity securities by a
firm whose stock is already trading in a secondary market. IPO stocks usually
lack a deep secondary market because, by definition, they are the issuer’s first
public securities offering. SPOs, by contrast, usually involve the offering of
new equity into a market where the firm’s existing equity is already trading.

Equity also may be sold—usually to the existing senior debt holders of a
firm—by exchange offer, or an offer to exchange some amount of existing
debt for equity shares in the firm. Such contracts are often associated with
corporate actions such as mergers and acquisitions, in which the securities of
a target are exchanged for securities of an acquiring firm. Exchange offers
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also may come in the form of bilateral contracts, depending mainly on
whether the existing security holders are public security holders or not. These
contracts may specify the exchange of equity for debt instead of the converse.

Investment Banking and the Role of the Underwriter
Investment banking is a process by which corporations raise investment capi-
tal by issuing claims on their real capital assets through an intermediary
known as an investment bank. One of the principal functions of an invest-
ment bank is underwriting the issue of securities by a corporation and then
engaging in the distribution and sale of that security to public security market
participants.

Underwriters of public debt and equity issues typically have at least three
roles in a deal: They advise the corporation on how to structure the transac-
tion, buy the securities directly from the corporation, and then resell the secu-
rities (or some portion thereof) to the public.15 Underwriters earn income
from this process through a mixture of underwriting fees and a purchasing
spread that usually allows them to purchase the securities at a discount to the
public offering price.

The risk borne by underwriters of public securities depends on the nature
of their contract with the corporation actually issuing the claim. In some
cases, an underwriter simply agrees to purchase the whole security issue. In
these firm commitment underwriting deals, the underwriter assumes the risk
that the issue cannot be resold at a premium to the price paid by the under-
writer. Conversely, the underwriter reaps the rewards of a successful IPO.
Many IPOs include, for example, an overallotment option for the under-
writer—called a green shoe—that allows the underwriter to sell additional
shares of the offering at the IPO price.16 If a green shoe is not exercised, the
IPO likely was not a successful one.17

The underwriter also may choose to limit its price risk by prior agreement
with the issuer of the claim. In a best efforts underwriting agreement, for ex-
ample, the underwriter does not buy the security being issued from the com-
pany but instead simply acts as a marketing and distribution agent for the
issuer. The underwriter guarantees only that it will use its best efforts to place
the security, but bears neither price nor inventory risk if the issue cannot be
fully placed—although the firm will still bear reputation risk. Similarly, in an
all-or-nothing underwriting agreement, the underwriter and issuing firm agree
that if the underwriter cannot place the entire issue at the offering price, the
whole issue is called off.

All of these underwriting methods involve a cash offer to all prospective
investors. In addition, underwriters may float the securities of a corporation
using a rights offering. In a rights offering, existing shareholders of a firm are
given warrants (i.e., types of call options on the firm’s common stock)18 on a
pro rata basis—that is, options to buy new shares at a specific price. The
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strike price is usually 15 to 20 percent below the current market price of the
firm’s stock. If an existing shareholder does not exercise the right to acquire
new stock, other existing shareholders may be given the chance to purchase
more than their pro rata rights allocation originally entitled them—another
version of the “green shoe.”19

If the corporation issuing securities opts for a rights offer but is con-
cerned that the rights offer will result in an undersubscription of the new is-
sue, a rights offering can be combined with a cash offer using what is known
as a stand-by. In a stand-by, an underwriter is engaged to offer a firm commit-
ment to guarantee the purchase of any unsubscribed rights.

Eckbo and Masulis (1995) show that over the past 60 years, U.S. open
corporations gradually have shifted their equity offerings from rights issues
and stand-by issues to cash offers with firm commitments from underwriters.
By 1990, rights issues had virtually disappeared in the United States. Firm
commitment underwriting completely dominates as a method for issuing pub-
lic debt securities.

SECURITIES CAPITAL STRUCTURE

We can now formulate a slightly more refined view of a corporation’s capital
structure than the simple leverage ratio discussed in Chapter 1. Now we also
take into consideration the order in which claims are paid off. In other words,
we now take a first cut at looking at capital structure based on the risk of the
claims issued, with lower priority obviously implying higher risk to investors
ceteris paribus (all else being equal).

Securities Capital Structure and Risk

The securities capital structure of a firm on liquidation date T is shown in Ex-
hibit 2.5. The claims issued by the firm to external investors that show up on
the liabilities and equity side of the balance sheet represent claims on the as-
sets of the firm in descending order of priority. Recognize that this is not a
balance sheet but rather a depiction of the external capital structure of the
company.

The assets (net of nonsecurity liabilities) of the firm on date T are divided
into two components. A0(T) represents the value of those assets that have
been pledged as security for some secured claim issued by the firm. The corre-
sponding secured issues on the claims side of the economic balance sheet are
separated from the rest of the claims of the firm by a solid line, indicating that
these assets and their associated claims are “walled off” from the rest of the
capital structure. Whatever those pledged assets are worth on date T is used
first to pay off the fixed secured claim holders. If FV0 represents the value of
all fixed secured claims issued by the firm, then the firm’s secured creditors are
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made whole in the event of insolvency as long as FV ≤ A0(T). If FV > A0(T),
then the secured creditors receive a pro rata claim on A0(T), unless otherwise
specified in the debt covenants.

If the liquidated pledged assets generate a surplus—that is, FV < A0(T)—
the use of the surplus funds depends on whether or not there are any secured
residual claims. A bank may lend in a project financing context, for example,
with the assets pledged in toto to the bank as collateral. In this case, the
bank’s claim is more residual than fixed, as the bank may keep all the pro-
ceeds generated by the sale of the assets underlying the project. In other
words, in return for taking the risk that the assets underlying the project are
insufficient to cover the principal and interest due on a traditional loan, the
firm makes the loan anyway but retains the rights to any surplus of asset val-
ues over what the terms of a fixed loan would have been.

A surplus of assets net of claims liabilities in the secured portion of the
balance sheet is somewhat unusual. In most cases, a firm’s inability to make
secured creditors whole out of its own internal funds means that the secured
creditors actually take possession of the collateral. If the collateral happens to
be worth more than the securities, this is a windfall for the secured lenders.
But this should not be the case for any length of time—a direct claim on a se-
curity should not be worth less than the security.

The priority of claim holders in Exhibit 2.5 is shown by the appearance
of those claims in descending order. In the example, equity is a single group
and is last in line next to the firm’s mezzanine or subordinated creditors.20

Each class of claim holder must be repaid in full before any funds generated
from the liquidation of assets A1(T) are applied to the next class of claim
holder in the seniority capital structure. In general, it is impossible for holders
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of mezzanine finance claims to receive anything unless senior debt holders
have been paid everything they are due.

Securities Capital Structure from an 
Options Perspective

Now let us return again to the fundamental capital structure building blocks,
with the goal of incorporating priority into them. When the capital structure
of a firm is viewed most simply as comprised of residual and fixed claims, the
value of the firm can be shown to equal the value of a long call option on the
assets of the firm plus the value of a short put option on the assets of the
firm—both of which have a strike price equal to the total face value of out-
standing fixed claims and have a maturity date corresponding to the liquida-
tion date of the firm or the maturity of its outstanding debt—plus the face
value of the firm’s debt. This simplistic perspective of capital structure and
firm value is quite robust and can be generalized to take into account priority
with little difficulty.

Consider a firm that issues unrestricted common stock as residual claims
and then assumes two types of debt obligations with different priorities. Sup-
pose the firm enters into senior bank loans with a total principal amounting
to K1 and issues subordinated debt with principal K2. Suppose the firm has no
secured claims and no additional general unsecured debt obligations. To keep
things simple, further imagine that both the loans and bonds are zero-coupon
and mature on date T, and that insolvency can only occur on that date T and
not earlier. If insolvency can be triggered prior to the maturity date of the op-
tions that comprise the capital structure of the firm, the options should be
viewed as types of barrier options. Equity, for example, becomes a down-and-
out call that is knocked out once the firm becomes insolvent.

Equity
Equity is still a call on the value of the firm with a strike price equal to the
sum of all outstanding fixed obligations—K1 + K2. Unless the value of the
firm’s assets upon liquidation exceeds this amount—that is, A(T) > K1 + K2—
the firm’s equity holders get nothing in insolvency.

Senior Debt
To model the debt using options, we really need only identify the options and
strike prices to characterize each layer of fixed claims. Suppose the liquidation
value of assets is exactly equal to the sum of the principal amounts of all debt
types. In this case, all debt holders are made whole even though equity is
worthless. But now suppose there is a shortfall of assets below the face values
of all fixed claims. In this case, priority requires that senior debt be paid off
first in its entirety. If A(T) < K1, then clearly the bank creditors to the firm re-

60 THE QUEST FOR OPTIMAL CAPITAL STRUCTURE

CCC-Culp 2 (36-84)  2/8/02  3:56 PM  Page 60



ceive only a pro rata claim on A(T) and the sub–debt holders receive nothing.
But if A(T) > K1, bank creditors are fully repaid. We know then that the expo-
sure of the senior creditors is

min[A(T), K1]

which is equivalent to a short put option on the assets of the firm struck at K1
plus a riskless loan with face value K1:

K1 + min[A(T) – K1, 0] = min[A(T), K1]

The senior debt position in isolation is shown in Exhibit 2.6.

Subordinated Debt
Now consider the subordinated debt. The face value of the debt is K2, bring-
ing the firm’s total debt outstanding to K1 + K2. Because subordinated debt is
junior in capital structure to senior debt, moreover, the assets of the firm must
be worth at least K1—the level at which senior debt is made whole—before
sub-debt receives any principal repayment.

Let us write down explicitly what the sub–debt holders get in each of
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EXHIBIT 2.6 Value of Senior Debt

A(T)
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0
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(a) Risk-free Debt
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0
K1

(a) + (b) = (c) Value of Senior Debt

0 K1

A(T)

A(T)

D(T)

K1(b) = Put on the Firm’s Assets    

–P(K1) = min[A(T) – K1, 0]

min[K1, A(T)] = K1 – P(K1)
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three scenarios, writing Dm(T) to indicate the mezzanine debt holders’ total
recovery:

A(T) < K1 < K1 + K2 → Dm(T) = 0
K1 < A(T) < K1 + K2 → Dm(T) = A(T) – K1
K1 < K1 + K2 < A(T) → Dm(T) = K2

In the language of options, this is the payoff pattern at maturity for
what is called a vertical spread, or a combination of two option positions
written on the same underlying asset, having the same maturity date (e.g.,
the date that the fixed claims issued by the firm mature), and having differ-
ent striking prices. A long vertical spread, or “bull spread,” involves the
combination of a long put with strike price K1 and a short put with strike
price K1 + K2 > K1. The payoff on this position at maturity is

max[K1 – A(T), 0] + min[A(T) – (K1 + K2), 0]

and is shown in Exhibit 2.7 as a function of some underlying asset value A(T).
Just as senior debt can be viewed as a riskless loan and a put on the firm’s

assets struck at K1, the subordinated debt also can be viewed as a combina-
tion of riskless bonds and a vertical spread. But what does the loan compo-
nent look like?

In the senior debt case, the total position can be viewed as a riskless pay-
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EXHIBIT 2.7 Vertical or Bull Put Spread

Profit/Loss

0 A(T)
K1 K1 + K2

Short Put at K1+ K2

Long Put at K1
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off of K1 from shareholders and an agreement to give back that K1 in ex-
change for the assets of the firm. Subordinated debt is no different. It is an
agreement to receive K2 risklessly, which shareholders can call back in ex-
change for the firm’s assets. But this is true only for asset values above K1.

Subordinated debt thus can be viewed as a riskless loan of K2 plus a short
put struck at K1 + K2 plus a long put struck at K1. The long put prevents
sub–debt holders from accessing funds until senior debt has been paid off,
and the strike of the short put written by sub-debt is adjusted accordingly.
The payoff of the sub-debt at maturity thus is

K2 – min[A(T) – (K1 + K2), 0] + max[K1 – A(T), 0]

and is shown in Exhibit 2.8.
Now let us take this characterization of subordinated debt as a vertical

spread and snap this together with the other option building blocks to get a
picture of this firm’s total capital structure from a seniority perspective. Ex-
hibit 2.9 depicts the value of each of the three types of claims as a function of
the value of the firm’s assets at liquidation date T. To sum up, senior debt can
be viewed as a riskless loan of K1 and a short put option on the firm’s assets
with a strike price of K1, subordinated debt as a vertical spread on the firm’s
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EXHIBIT 2.8 Value of Subordinated Debt
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assets with strikes K1 and K1 + K2 plus a riskless loan of K2, and equity as a
call on the firm’s assets struck at K1 + K2.

EMPIRICAL EVIDENCE ON CAPITAL STRUCTURE

Various scholarly efforts have been undertaken to help us understand the se-
curities capital structure of modern corporations. One recent such study by
Fama and French (1999) confirms the results of prior studies and helps paint
a useful picture of what the securities capital structures of firms tend to look
like in the real world. Their study is based only on U.S. firms, although their
findings are broadly consistent with the international evidence collected ear-
lier by Rajan and Zingales (1995). Fama and French analyze all nonfinancial
firms reporting to COMPUSTAT between 1974 and 1996—and in some
cases, data permitting, between 1951 and 1996.

Table 2.5 summarizes the snapshot of capital structure taken by Fama
and French of the types of securities firms issued over the 1974 to 1996 sam-
ple period. Percentages reported are based on the market value of each secu-
rity type as a proportion of the total market value of the firm and are averages
of annual data over the entire sample period. In this table, debt securities are
classified by their maturity rather than their priority.

Fama and French examine the behavior of these numbers over time, and
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EXHIBIT 2.9 Option Components of the Securities Capital Structure with Priority
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the results of this analysis are shown in Exhibit 2.10. Evidently, the propor-
tion of equity in U.S. corporate capital structures has declined since the
1970s, giving way to a higher proportion of mainly long-term debt. Consis-
tent with prior evidence, however, the increase in leverage in the 1970s ap-
pears to have been a return of leverage to normal levels from unusual postwar
lows. Notably, the so-called “decade of greed” of the 1980s does not show a
particularly high amount of leverage relative to the other time periods, except
the postwar period.

Fama and French also examine whether these capital structure snapshots
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TABLE 2.5 Average Proportion of Capital Structure by Security
Type, 1974–1996

Type of Security Issued Proportion of Total Market Value

Common stock 65.84%
Preferred stock 2.64%
Long-term debt 24.99%
Short-term debt 6.53%

EXHIBIT 2.10 Trends in Capital Structure of U.S. Non-Financial Corporations,
1951–1996 (% of Total Market Value by Market Value of Security Type, Period
Averages)
Source: Fama and French (1999).
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differ for firms that enter and leave the sample. The former are mainly new
firms, whereas the latter include firms that are acquired by other firms or ex-
perience financial distress and closure. Interestingly, firms exiting the sample
(i.e., takeover targets or shutdowns) have capital structures nearly indistin-
guishable from the averages. Firms entering the sample, however, tend to be
characterized by relatively higher amounts of equity.

Carow, Erwin, and McConnell (1999) provide a different perspective on
capital structure by examining new issues by security type. The breakdown
for types of securities issued domestically by U.S. corporations for the 1990 to
1997 period appears in Table 2.6.

Table 2.6 shows only new stock issues. But recall in Table 2.3 that for
some of the same years, we already saw that stock repurchases and delevering
exchange offers resulted in more stock being retired than issued. The propor-
tion of new stock issued thus is clearly lower than the proportion of firms’
capital structure accounted for by equity as shown in Table 2.5. This suggests
that many firms may begin their lives with a heavy portion of equity, but that
new issues tend toward other types of claims. In addition, Fama and French
provide further information on how firms finance themselves. Specifically, in-
ternally generated funds (i.e., earnings plus depreciation) fell short of invest-
ment outlays in the period from 1951 to 1996 by an average of 4 percent of
book capital—average annual internal funds were 15.11 percent of book cap-
ital, whereas average annual investment spending was 19.11 percent of book
capital. So the average net inflow of external investment capital to firms was 4
percent of book capital—a fairly small number. Interestingly, a good portion
of firms’ internal funds was consumed on payments to security holders during
the period—about 40 percent of cash earnings, in fact.

Given that there was an average annual shortfall of 4 percent that firms
had to obtain by issuing external claims, how did firms structure these new
security issues? By far the main preference for firms was to issue long-term
debt, accounting for 57 percent of the net cash flow shortfall (or 2.26 percent
of book capital). Equity was second place, accounting for about 26 percent of
the shortfall (or 1.04 percent of book capital).
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TABLE 2.6 Types of Securities Issued by U.S. Firms to Domestic Market ($ billions)

’90 ’91 ’92 ’93 ’94 ’95 ’96 ’97

Common Stock 21.0 54.3 69.7 95.4 53.9 73.3 99.0 102.1
Debt 104.4 171.9 203.8 258.0 140.2 254.2 283.7 444.9
Convertibles 1.4 4.5 6.3 6.4 3.1 1.7 10.3 11.3
Preferred Stock 7.0 18.1 32.2 29.1 14.7 14.7 50.4 55.4
Secured Debt 38.3 45.3 36.3 36.9 40.8 54.6 79.2 772.0
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Using regression analysis, Fama and French provide a more detailed attri-
bution of how firms funded their investment expenditures each year in the
1951 to 1996 period. On average, the sources of corporate investment capital
were as follows: 69.5 percent from internal funds; 17.2 percent from new is-
sues of long-term debt; 7.9 percent from new equity issues; and 5.3 percent
from new issues of short-term debt. This is broadly consistent with the inter-
national findings of Rajan and Zingales (1995), who find that internal funds
typically account for over 50 percent (and as much as 77 percent) of firms’
annual investment capital raised between 1984 and 1991 in the United States,
Germany, France, Italy, the United Kingdom, and Canada. Firms least reliant
on internal finance were Japanese firms, which acquired only 44 percent of
their investment capital from internal funds. Like Fama and French, Rajan
and Zingales also find a strong bias toward debt finance vis-à-vis equity in all
the aforementioned countries.

PAID-IN VERSUS CONTINGENT CAPITAL

As noted, debt, equity, and hybrid securities are all types of paid-in capital
for which the firm receives funds upon the claims issue. In exchange for the
funds the firm receives, it enters into either a fixed or residual obligation to
the claim holder. Contingent capital, by contrast, usually involves the pay-
ment of a fee by the firm seeking capital to the capital supplier, in exchange
for which the capital supplier agrees to stand ready to supply paid-in capital
on fixed terms on some date in the future. Whereas paid-in capital claims are
current obligations of the firm, contingent capital claims are rights and not
obligations.

Contingent Capital as Options on Paid-in Capital

Contingent capital is essentially an option on paid-in capital. And just like a
regular option, contingent capital can be characterized by its underlying, ex-
ercise style, tenor, strike price, and any “exercise triggers.”

The underlying of a contingent capital facility is a fixed, residual, or hy-
brid capital claim. More specifically, a contingent capital facility is essentially
a precommitment by a capital provider to provide paid-in capital on prea-
greed terms if the buyer of the facility chooses to exercise that right on or be-
fore the expiration of the contingent facility. Contingent capital thus may
come in the form of contingent debt, contingent equity, or contingent hybrid
capital. And, of course, sometimes contingent capital can supply the firm di-
rectly with cash, as in a classic (re-)insurance contract (see Chapters 15 and
16) or an in-the-money derivatives contract (see Chapter 13). The underlying
of a contingent capital facility is defined up front as part of the contingent
capital terms.
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The exercise style of a contingent capital facility concerns the timing with
which the purchaser of the contingent claim may convert that claim into paid-
in capital. Like regular options, a contingent capital facility may entitle its
buyer to utilize the facility and obtain paid-in capital only on a few specific
dates (i.e., Bermuda exercise style), only when the contingent capital facility
expires (i.e., European style), or on any date up to its expiration (i.e., Ameri-
can style). Most contingent capital facilities are American style.

The tenor of the contingent claim is the period during which the firm has
access to the paid-in capital. Care must be taken not to confuse the tenor of
the contingent claim with the tenor of the underlying. A contingent debt fa-
cility, for example, may have a tenor of a year but an underlying with five
years to maturity. In this case, the firm buying the contingent capital has pur-
chased a one-year American option on five-year debt—at any time over the
next year, the capital provider has agreed to purchase five-year debt from the
firm at a predefined price. A contingent equity facility, by contrast, may have
a tenor of a year despite the fact that if exercised, the resulting paid-in claim
is perpetual.

The contingent capital facility also includes the analog of a strike price,
or the terms on which the paid-in capital will be transferred if the buyer exer-
cises its right to draw upon that paid-in capital.

Finally, many contingent capital facilities include barriers or triggers that
allow the buyer to access paid-in capital only in certain specific circum-
stances. Some of these triggers are relatively basic, such as contingent capital
that comes in the form of a cash payment made to cover some or all of a
firm’s property losses arising from, say, a flood. In that case, the triggers that
provide the firm access to flood-contingent cash are the occurrence of a flood
and the loss of property value as a direct result of the flood.

Other triggers may be complex and/or unusual. Indeed, as we shall see in
Part IV, many A.R.T. products are contingent capital facilities in which trig-
gers play a crucially important role. Later we discuss a transaction in which
the firm is able to convert its contingent claim into paid-in capital only if the
gross domestic product of the countries in which the purchasing firm sells its
goods has declined by a specified amount.

In sum, the basic distinction between paid-up and contingent capital, is that
the former results when a company issues a claim on its net cash flows—fixed
or residual—and receives funds for selling that claim at the time of sale. Contin-
gent capital, by contrast, gives the firm the right but not the obligation to obtain
funds on predefined terms on a later date. Although the claim is legally binding
when issued, it does not result in an immediate infusion of funds.

Apart from the economic optionality of contingent capital that distin-
guishes it from firm paid-in capital, there is another important difference be-
tween the two types of capital. Namely, because contingent capital represents
a right to obtain subsequent investment capital on fixed terms but does not
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obligate the firm to do so, contingent capital is usually off-balance-sheet. All
the securities discussed in this chapter as sources of paid-in capital, by con-
trast, appear on the corporations’ balance sheet.21

Contingent Capital Example: Letters of Credit

A common example of a contingent debt claim is a letter of credit (LOC), in
which a lender—usually a bank—accepts a fee from a corporation and in re-
turn agrees to lend the corporation money at a subsequent time of the corpo-
ration’s choosing, as long as the firm still meets certain criteria specified by
the borrower.

If the corporation draws on the LOC, the contingent claim turns into an
actual fixed claim in which the firm now owes interest and principal on the
loan back to the bank. Before the LOC is drawn, however, the funds are not
part of the company’s economic balance sheet. Nevertheless, the right to those
funds can be an important source of capital for the borrowing firm.

LOCs and other contingent capital often include a variety of restrictions
that specify when funds actually will be available. In fact, LOCs are often
criticized on the grounds that they are usually not available just when they are
most needed. LOCs and other contingent debt instruments often contain re-
strictions known as MAC (material adverse change) clauses. A typical MAC
clause states that a firm cannot draw on its letter of credit if it has experienced
a material adverse change in its financial condition or credit quality subse-
quent to the execution of the original contingent capital agreement. Unfortu-
nately, this means that LOCs tend to be available to firms as actual sources of
funds only when the firms do not experience adverse events that eat away at
their paid-in capital.

Contingent Capital and the Securities Capital Structure

Because contingent capital represents an option on paid-in capital, the claims
capital structure of a firm with contingent capital will reflect the type of un-
derlying the contingent facility contains. Whether the resulting paid-in capital
claim will be debt or equity is known when the facility is first arranged. In
other words, how the contingent capital will affect the firm’s total leverage if
the facility is drawn on is known. The question is whether it will be drawn.

How the contingent claim is treated in viewing the claims capital struc-
ture really depends on the purpose of the capital structure evaluation. If one
is trying to value the company, for example, then the value of its contingent
capital facilities is essentially the value of the options on paid-in capital, or
the discounted net present value of the paid-in capital weighted by the ex
ante probability that the firm will draw on some or all of the facility. But if
one wishes to examine only the proportion of fixed to residual claims, then
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treating the contingent facility as if it either is fully undrawn or fully
drawn—whichever is most conservative—can make sense.

NOTES

1. Given that not all firms pay dividends, the relation between expected fu-
ture dividends and the value of the firm must include a potential liquidat-
ing dividend as well.

2. Eckbo and Masulis (1995) examine sources of funds for U.S. nonfarm
nonfinancial corporate businesses from 1946 to 1991 (as reported by the
Federal Reserve Board) and arrive at similar findings to those shown in
Table 2.1.

3. Exceptions tend to be related to corporate actions or to regulations. As an
example of the former, firms that amass more than a certain amount of an
open corporation’s stock must declare their intent to initiate a bid for
control of the company if that is their goal. As an example of the latter,
bank holding companies and their affiliates in the United States are not
allowed to hold more than a certain percentage of the outstanding stock
an open corporation has issued.

4. This section is based on Culp and Mackay (1997).
5. See Culp and Mackay (1997) for a review of some of the more creative

types of these hybrid securities.
6. Many would argue that this definition of insolvency is far too simplistic.

A firm can remain open for business, for example, as long as it can cover
its operating cash flow needs or variable costs. This is sometimes possible
when the value of the firm’s assets is below its liabilities. Nevertheless,
such a firm is indeed economically insolvent, and we stick to that defini-
tion based on market values of assets and liabilities to keep the analysis
clean. See Merton (1974). In real-world bankruptcy litigation, of course,
parties spend considerable time and money arguing about what it means
to be “insolvent.” See, for example, In Re Trans World Airlines, Inc., 134
F.3d 188 (3rd Cir. 1998).

7. It is not always true that firms get liquidated when they are insolvent, even
if perhaps they should. See, for example, Harris and Raviv (1990).

8. See Lerner (2000).
9. See, for example, Chapman Tripp (1998).

10. Eckbo and Masulis (1995).
11. Venture capital should not be confused with venture capitalists. In fact,

most venture capital is privately placed with new firms by pension plans,
endowments, and insurance companies. Such institutional investors al-
most always also have a wide range of investments in public securities or
private placements in non–start-up firms. A venture capitalist, by con-
trast, is a firm that makes almost all of its investments in start-up firms. In
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addition, a typical venture capitalist may not actually be investing its own
funds. Often venture capitalists obtain funds from banks and other
lenders and then immediately loan the proceeds of their borrowings to
start-up firms—at a mark-up over what they paid.

12. General and limited partnerships often involve passive investors with no
management role. This structure arises often for financial mutuals.

13. IPOs and their performance are surveyed in Ibbotson and Ritter (1995).
14. Brealey and Myers (2000) offer a good discussion of this process.
15. See Brealey and Myers (2000).
16. The term “green shoe” comes from the IPO of the Green Shoe Company,

later Stride Rite.
17. If the extra shares were demanded, the exercise of this option eventually

must be disclosed (usually within a few weeks of the IPO) to facilitate the
final calculation of shares outstanding.

18. Warrants differ from regular call options mainly in that the firm is the
writer of the option. Accordingly, the firm usually must issue new stock
to honor the exercise of a warrant. In a regular call purchased, say, on the
Chicago Board Options Exchange, the writer of the option need not be
the firm that issued the stock. To honor an exercise by the long, the op-
tion writer simply needs to have the stock.

19. See Eckbo and Masulis (1995).
20. Technically, general unsecured creditors are also in line around here, but

traditionally they are not included in the firm’s capital structure for rea-
sons explained earlier.

21. In the case of securities like trust-preferred stock, the preferred stock is-
sued to the trust as collateral for the ultimate security issue will appear as
the issuer’s liability. Even though the liability of the company does not di-
rectly correspond to a legal claim held by investors, the economic impli-
cations are the same.
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CHAPTER 3
When Is Capital 

Structure Irrelevant?

One of the great holy grails over the last several decades of corporate finance—
in theory and practice—is the quest by firms to discover whether “an optimal

capital structure” exists for any given firm. A unique optimal capital structure
exists for a firm if some particular mixture of claims issued by the firm for capi-
tal maximizes the value of that firm. There are a number of obvious ways to re-
state this optimal capital structure question in more practical terms: What
amount of leverage maximizes firm value? How much should a firm borrow?
Does the maturity and priority mixture of the claims issued change the value of
the firm? What kind of dividend policy should the firm adopt? How can a firm
compute its cost of capital? How can a firm minimize its cost of capital?

We cannot meaningfully understand the statistics in Chapter 2 and the
firm’s quest for an optimal capital structure until we have first developed the
baseline case in which the firm’s value does not depend on the securities it is-
sues or dividends that it pays. Thus, we develop some basic grounding in cor-
porate finance theory by answering the following questions:

■ In what situations does the mixture of claims issued by a firm to raise in-
vestment capital have no impact on the value of the firm?

■ What criterion should firms use to ensure that the total wealth of their
security holders (i.e., suppliers of external investment capital) is maxi-
mized, and what criterion should firms use to evaluate the desirability of
new investments?

■ How should a firm measure its cost of capital for the purpose of imple-
menting its optimal investment criterion?

THE MOST RELEVANT IRRELEVANCIES OF FINANCE

The search for optimal capital structure predates the recognition of “fi-
nance” as a stand-alone intellectual and academic discipline. Ironically, the
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article credited with beginning the scholarly study of finance showed not
when firms could achieve an optimal capital structure but rather when they
could not. We thus begin with a review of the implications of the now-classic
M&M propositions, based on the seminal work of Franco Modigliani and
Merton Miller (1958).

The propositions showed that under certain assumptions, a company’s fi-
nancial policy—that is, its decisions on how to raise financial capital to fi-
nance its real capital investments—cannot affect the firm’s value. In other
words, the total cost a firm pays to acquire its investment capital depends on
what real capital the firm is acquiring, not on what financial capital is used to
fund the acquisition. The M&M propositions, however, hold only under cer-
tain assumptions, and it is precisely these assumptions that make the proposi-
tions of practical use. As we will see in Chapters 4 and 5, violations of these
assumptions are what can give rise to optimal capital structure. But for now,
we remain interested in the base case.

These assumptions under which the M&M irrelevance propositions hold
are as follows1:

■ Perfect Capital Markets: Capital markets are perfect in the sense of no
taxes, no transaction costs, no institutional frictions (e.g., short selling re-
strictions on securities), and no costs of bankruptcy or financial distress.

■ Symmetric Information: All investors, firms, and firm managers have the
same information about the quality of a firm’s investments in real capital
and have identical (as well as correct) perceptions concerning the impact
of new information about such real investments on the prices of invest-
ment capital claims (i.e., securities) issued by the firm.

■ Given Investment Strategies: Investment decisions by firms in real capital
are taken as a given and as independent from financing decisions.

■ Equal Access: Firms and individuals can issue the same securities in the
capital markets on exactly the same terms.2

Now we turn to three implications of these assumptions.

Irrelevance of the Securities Capital Structure

The first M&M proposition tells us that the value of a company is indepen-
dent of its securities capital structure. In other words, leverage does not affect
the value of the firm—there is no such thing as the “right” amount to borrow.

To illustrate this proposition simply, consider Corporation Mozart, which
has $100 of real assets. With no debt, the market value of Corporation
Mozart at some time t is equal to the market value of its assets at that time t:

V(t)M = A(t)M = E(t)M = $100
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where superscripts denote the company name—M for Mozart—and the argu-
ment in parentheses denotes time.

Now consider Corporation Berlioz, which invests in the same real assets
as Mozart. The only difference between the firms is that Corporation Berlioz
issues $50 in fixed debt claims and Mozart does not. The value of Corpora-
tion Berlioz at time t is now equal to the sum of the market values of its fixed
and residual claims at time t:

V(t)B = E(t)B + D(t)B

In the absence of arbitrage, M&M’s “Proposition I” tells us that value of
Corporation Mozart must equal that of Corporation Berlioz. To see this, con-
sider first an investment strategy in which the arbitrageur Mad Hatter buys
10 percent of the shares of Corporation Berlioz, which will cost Mad Hatter

0.10E(t)B = 0.10[V(t)B – D(t)B]

In return for making this investment outlay, Mad Hatter earns 10 percent of
the firm’s profits each year after the interest on the debt is repaid. If the inter-
est rate on the debt at time t is RD(t), the Hatter earns the following per year:

0.10[π – RD(t)D(t)B]

where π denotes the profits of the firm from its real assets.
Now consider a second investment strategy in which Mad Hatter bor-

rows on his own in order to invest in Corporation Mozart. Remember that
one assumption of M&M is equal access by individuals and firms to the capi-
tal market, which means they have the borrowing rate RD(t). Suppose further
that the Mad Hatter borrows an amount exactly equal to 10% of the time t
market value of debt issued by Corporation Berlioz, 0.10D(t)B, to invest in
Corporation Mozart. Mad Hatter then has a net investment outlay of

0.10E(t)M – 0.10D(t)B = 0.10[V(t)M – D(t)B]

because E(t)M is the same as V(t)M for the unlevered firm Mozart. Mad Hatter
then earns gross profits per year on his investment in Corporation Mozart:

0.10π

where π here is the same as it was for Corporation Berlioz because the firms
are holding identical real assets. But Mad Hatter must subtract from this in-
flow of profits the cost of repaying the debt he incurred to make the invest-
ment. So, Mad Hatter’s net profits per year are
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0.10[π – RD(t)D(t)B]

Table 3.1 compares the costs and profits per annum of the two invest-
ment strategies.

Note from the table that the net profits of the two investments are exactly
the same. In the first case, the Mad Hatter gets 10 percent of Corporation
Berlioz’s profits after the levered firm repays its debt, or 0.10[π – RD(t)D(t)B].
In the second case, Mad Hatter earns 10 percent of profits from Corporation
Mozart but then must repay his own debt. Because the gross profits of the
two firms are equal and the borrowing rate for the Mad Hatter is equal to
the borrowing rate for Corporation Berlioz, the net profits to the Mad Hat-
ter are equivalent.

Because the net profits of the two strategies are identical, the costs also
must be identical. To see why, just suppose otherwise and imagine that the
value of Corporation Mozart exceeds the value of Corporation Berlioz, V(t)M

> V(t)B. In that case, Mad Hatter could invest in Corporation Berlioz for less
than Mozart and yet earn the same return as he would earn on Mozart for a
lower initial outlay and for no additional risk. Other investors would behave
likewise. With costless transacting, perfect capital markets, and symmetric in-
formation, no one would buy shares in the more expensive Corporation
Mozart—or, more properly, investors would short the stock of Corporation
Mozart and buy the stock of Corporation Berlioz. Eventually, the two values
would equalize, so that V(t)M=V(t)B. This is the import of M&M Proposition
I—the value of the firm is independent of its securities capital structure.

Irrelevance of Debt and Leverage

Some have been tempted to argue that the only implication of M&M Propo-
sition I is that it does not matter whether the firm or the individual borrows.
That does not mean that borrowing itself cannot be used to increase the
value of the firm (or decrease its cost of investment capital). But, in fact, the
M&M assumptions also imply the irrelevance of leverage on the firm’s cost
of capital.
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TABLE 3.1 Comparison of Mad Hatter’s Investments in Berlioz and Mozart

Strategy Initial Cost Net Profits

Invest 0.10 E(t)B in Berlioz: 0.10E(t)B = 0.10[V(t)B – D(t)B] 0.10[π – RD(t)D(t)B]
Borrow 0.10D(t)B and 0.10E(t)M – 0.10D(t)B = 0.10[π – RD(t)D(t)B]
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CCC-Culp 2 (36-84)  2/8/02  3:56 PM  Page 75



We saw that Corporation Berlioz had a debt cost of capital of RD(t). That
is Berlioz’s cost of debt capital at time t. Now suppose we denote the expected
return demanded by investors on Berlioz’s equity as RE

B(t), where this is now
the corporation’s cost of equity capital. We can then usefully define Berlioz’s
weighted average cost of capital (WACC) as follows:

In other words, the overall cost of capital for Firm Berlioz is the interest rate
paid on its debt weighted by the proportion of debt in Berlioz’s capital struc-
ture plus the expected return demanded by equity holders weighted by the
fraction of equity in the firm.

To illustrate M&M Proposition II, we need do little more than rearrange
the firm’s WACC in terms of its equity cost of capital:

With no taxes, the WACC for an all-equity corporation is equal to the cost of
equity capital, or RWACC(t) = RE(t). So, expression 3.2 tells us that expected re-
turn on equity can be viewed as the expected return on the whole firm if it
were financed with all equity plus a “penalty” that increases as the leverage of
the firm increases. Or in the language of Chapter 1, as debt increases, the
strike on the equity option increases, equity becomes riskier, and the return
demanded by investors to hold equity must rise.

Although debt may appear to be a cheaper source of financing for a firm,
issuing debt increases the risk of holding equity, thereby leading investors to
demand a higher expected return on equity. This increase in the cost of equity
capital exactly offsets the benefit of the cheaper debt in the firm’s capital
structure, leaving the overall cost of capital unchanged.

Irrelevance of Dividend Payouts

Another important implication of the M&M assumptions is the irrelevance of
a firm’s dividend policy. Contrary to popular belief, companies with higher
dividend rates are not necessarily “doing better” than companies with no div-
idends at all.

Recall from Chapter 1 that the cash flow constraint facing a firm that is-
sues both residual and fixed claims was written as
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δ(t) + ρ(t) = X(t) – I(t) + e(t) + d(t) (3.3)

The cash flows of the firm X(t) are the result of prior investment decisions and
cannot be changed in the current period, and the investment decision for this
period I(t) is taken as given by the third M&M assumption. Denote this “net
cash surplus”

Q(t) = X(t) – I(t)

so that the firm’s cash flow constraint is now

δ(t) + ρ(t) = Q(t) + e(t) + d(t) (3.4)

The interest payable on the debt ρ(t) is fixed in the terms of the debt. So the
firm can pay dividends only if it has a natural cash surplus in excess of its in-
terest obligations—that is, Q(t) – ρ(t) > 0—or if the firm issues new debt or
equity. The total welfare of residual and fixed claim holders of the firm can
now be expressed using the notation in equation 3.4 as

[Et–1(t) + δ(t)] + [Dt–1(t) + ρ(t)] = Q(t) + V(t) (3.5)

Suppose first that a firm wants to increase its dividend without issuing
any new debt and that its existing debt is riskless. The extra dividend pay-
ment thus must come from e(t) = δ(t), the issuance of new equity in an
amount equal to the new dividend. But we know from Chapter 1 that the
value of the firm is equal to the value of its real assets:

V(t) = A(t) = [Et–1(t) + e(t)] + [Dt–1(t) + d(t)] (3.6)

Because increasing e(t) has not changed the cash surplus Q(t) or the assets of
the firm A(t), we know from equation 3.6 that the value of the firm V(t) does
not change, and, hence, an increase in e(t) can be “paid for” only by a decline
in Et-1(t). Looking back at equation 3.5, the value of outstanding equity must
decline by an amount exactly equal to the higher dividend. The old sharehold-
ers are thus indifferent to the dividend increase because they pay for it with an
offsetting capital loss resulting from the dilution the new shares cause.

Now suppose the firm decides to try to borrow more to finance a higher
dividend. Once again, the higher dividend does not increase Q(t) or V(t) be-
cause the assets and investments of the firm are the same as before. If the
debt outstanding at time t–1 was riskless, then the new debt will expose the
firm to the risk of default, which will impact the new bond holders and the
existing bond holders. Since the combined value of the securities cannot be
affected by this financing decision, the decline in Dt–1(t) that accompanies
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the issuance of new, risky debt results in an increase in [Et–1(t) + δ(t)]. Issu-
ing new risky debt thus reduces the total market value of the firm’s debt and
increases the value of the firm’s equity by the same amount. The increase in
the value of equity comes first through the higher dividend. Whatever is left
over shows up as a higher value of equity resulting from the new higher risk
of the debt.

“MARKET VALUE” RULE AND NET PRESENT 
VALUE CRITERION

Saying that the value of a firm is independent of its capital structure is not
quite equivalent to saying that the security holders of a firm are unaffected by
all of the firm’s investment financing decisions. The proof of the irrelevance of
dividends shows that although a higher dividend cannot affect the total value
of the firm, it can affect the relative distribution of wealth between equity and
debt claimants.

In this section, we review what the M&M propositions tell us about
when security holders are truly indifferent to a firm’s financing choices. We
then see how this leads us into criteria for maximizing the value of the firm
and for evaluating prospective real investment opportunities. The analysis in
the following sections closely follows Fma (1976).

Maximizing Security Holder Welfare

Suppose that the debt outstanding at a firm at time t – 1 is riskless and that the
firm issues new debt at time t. The new debt will expose the firm to the risk of
default, which will impact the new and existing bond holders just as it did in
the case of dividends. But in this case, there is no increase in dividends to re-
flect the loss of value on the debt. The decline in the market value of existing
debt Dt–1(t) thus results solely in an increase in the current value of the firm’s
residual claims, Et–1(t). Issuing new debt thus reduces the total market value of
the firm’s old debt and raises the value of the firm’s equity by the same amount.

Conversely, suppose the debt outstanding at time t - 1 was already subject
to default risk and that the firm retires a portion of that existing debt at time
t. If the firm subsequently goes bankrupt, the bond holders—assumed to have
equal priority—each receive a pro rata claim on the firm’s remaining assets.
With fewer bond holders at time t after the partial debt retirement, each cred-
itor to the firm would retrieve more in bankruptcy than before, resulting in a
higher value of Dt–1(t). This increase in the value of old debt does not change
the value of the firm and hence must come from old equity holders. So, the
rise in Dt–1(t) is funded by a decline in Et–1(t).

The four M&M assumptions thus guarantee only that the value of the
firm is independent of its financing decisions. To go one step further and say
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that the firm’s financing decisions are truly irrelevant to the holders of both
residual and fixed claims, an additional assumption is required. Specifically,
we must assume that the bonds issued by the firm contain covenants that pre-
serve what Fama and Miller (1972) call “me-first rules.” Such rules require
the firm to assign seniority to existing debt holders so that any new debt is ju-
nior in the securities capital structure. This protects current debt holders. In
addition, any early retirements of debt would begin with the retirement of the
most junior issues and end with the oldest, most senior issues. This protects
equity holders. So, with properly defined priority of securities, the value of the
firm is independent of its financing decisions and its security holders are indif-
ferent to those decisions.3

We also can see that the firm’s management should make its investment
decisions in a manner that maximizes the current value of the firm V(t).
Called the “market value rule,” this investment objective alone guarantees
that combined security holder welfare is maximized.

To see this more clearly, suppose the investment decisions that maximize
the value of the firm result in current investment outlays of I*(t) and a current
firm value of V*(t). But now suppose there is some investment policy I°(t) that
results in firm value V°(t) < V*(t) but that makes equity holders better off
than the optimal policy I*(t). From equation 3.5, we see that this can be pos-
sible only if equity holders are made better off at the expense of debt holders.
And even though equity is better off, the firm’s value V°(t) is less than the
V*(t) that it could be. Under the M&M assumptions, the firm becomes an im-
mediate takeover target. Existing debt holders will be willing to pay V°(t) to
take over the firm and replace its management with a new management that
pursues an optimal policy. The value of the firm will rise to V*(t), and debt
holders will recover their loss.

Alternatively and equivalently, debt holders will be willing to pay off eq-
uity holders an amount equal to V*(t) – V°(t) to persuade them to push man-
agement to the optimal investment policy. Debt will rise in value by this
amount, which will just offset the resulting decline in the value of equity. The
proof works the same way in the event the firm’s managers pursue an invest-
ment strategy aimed at maximizing the value of debt. Consequently, the only
investment policy the firm’s management can pursue that does not make the
firm a takeover target is the optimal investment policy I*(t) that maximizes
the value of the firm V*(t).

Maximizing Security Holder Welfare with the 
Market Value Rule

What is the optimal investment policy? Returning to equation 3.5, we can see
that security holder welfare is maximized when the firm maximizes V(t) +
X(t) – I(t). Let us now rewrite that equation to define the value of the firm as
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the discounted expected gross present value of all expected future cash flows
on the firm’s real assets:

where λt,t+j is the firm’s cost of capital through time j. Subtract aggregate cur-
rent investment expenditures I(t) and add this period’s aggregate cash flows
X(t) arising from prior investment decisions and you have the combined total
of security holder welfare. From equation 3.7, it is easy to see the firm’s crite-
rion for optimal investment decisions. Because X(t) was determined by prior
investment decisions, this means the firm should maximize V(t) – I(t), the ex-
cess of the firm’s market value over the investment expenditures required to
generate that value at any time t.

Suppose that the two last terms in equation 3.7 reflecting aggregate cur-
rent investment spending and the discounted expected present value of aggre-
gate earnings can be split into K separate “projects” as follows:

The term in large parentheses in this equation is called the net present value
(NPV) for any given project k.

The investment criterion by which real investments should be evaluated is
one of the most important considerations facing any firm. The much-vaunted
NPV criterion tells firms to accept only those investments with a nonnegative
NPV and to reject all investments with a negative NPV. The reason this crite-
rion is optimal—at least under M&M—should be obvious from equation 3.8.
Any project with a negative NPV reduces the right-hand side of the equation,
thereby reducing combined security holder welfare. Adhering to the NPV cri-
terion for all new real capital investment projects thus guarantees that the
firm is adhering to the market value rule and thus is maximizing the com-
bined wealth of stock and bond holders.

WHAT DETERMINES A FIRM’S COST OF CAPITAL?

A crucial determinant for evaluating the financing choices of a firm or the
NPV of a project is the firm’s cost of financing investment capital. The cost of
capital is the firm’s cost of investment finance, and it also is used to discount
expected future cash flows on real investment activity. When the M&M as-
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sumptions hold, the cost of capital for a firm is based solely on the “system-
atic risk” of the firm’s assets. In other words, the firm’s securities are like any
other capital asset and subject to the prevailing method by which the market
sets asset prices in equilibrium.

Theory

In an economy free from unexploited arbitrage opportunities populated with
consumers who prefer more to less, the price of any asset—stocks, bonds, fu-
tures, forwards, options, swaps, insurance policies, refrigerators, beer—al-
ready reflects the risk of that asset in equilibrium. In a simple two-period
world, the price of any asset is equal to the discounted net present value of the
cash flows on that asset:

Pt = Et[mt+1Xt+1] (3.9)

where Pt is the current price of a security, Et denotes an expected value condi-
tional on the information investors have at time t, mt+1 is the discount rate
used to discount risky cash flows at time t + 1, and Xt+1 is the risky cash flow
on the asset at time t + 1.

Finance theory guarantees us the existence of some discount rate—
namely, the rate at which individuals are willing to substitute one unit of con-
sumption tomorrow for a unit of edible consumption today.4 In a M&M
world, the unique “stochastic discount factor” is the intertemporal marginal
rate of substitution (IMRS) of a representative investor or consumer.5 Equa-
tion 3.9 also can be written in the form of returns

Et[mt+1Rt+1] = 1 (3.10)

As a matter of pure theory, the cost of equity capital for any firm should
be the expected return that satisfies equation 3.10. Unfortunately, the model
as stated often performs fairly poorly in empirical practice (i.e., just using
consumption data to get the IMRS). Much of the challenge in cost of capital
estimation is the challenge of finding something other than the IMRS to ap-
proximate m in a more estimable and practically useful way.

Perhaps the most common approach is the use of “factor models” to add
structure to the stochastic discount factor, theoretically making it easier to es-
timate using real-world data. Factor models usually express the stochastic dis-
count factor as a linear combination of one or more “risk factors” thought to
influence all capital asset prices in equilibrium.

For N risk factors, the correspondence between the linear factor model
and the stochastic discount factor in equations 3.9 and 3.10 is as follows:
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where a, b1, . . . , bN are parameters to be estimated and where ƒj is the jth sys-
tematic risk factor. As Cochrane (2001) explains: “By and large, the factors
are just selected as plausible proxies for marginal utility: events that describe
whether typical investors are happy or unhappy.”

Capital Asset Pricing Model

Undoubtedly the most common way to estimate the equity cost of capital for
a firm is using the capital asset pricing model (CAPM) in which a single fac-
tor—the excess return on the market portfolio of world wealth—prices all as-
sets in equilibrium. In stochastic discount factor language, the CAPM implies

mt+1 = a + bRt+1,m

where Rt+1,m is the return on the market. In other words, the cost of equity
capital for some firm k is the expected return of that firm as determined in
equilibrium by the CAPM:

E(Rk = Rƒ + βk, m[E(Rm) – Rƒ] (3.12)

where

Once an estimate is obtained, the WACC of the firm can be obtained by sub-
stituting E(Rk) from equation 3.12 into RE in equation 3.1.

Although still probably the method most often used by firms to estimate
their equity costs of capital, the CAPM has been subjected to significant criti-
cism as a poor approximation of the stochastic discount factor in equation
3.9. Fama and French (1992) provide a good survey of the shortcomings of
the CAPM and of why, despite the simplicity of the model, it may not make
sense to use it for true cost of capital estimation.

Multifactor Cost of Capital Models

The basic criticism of the CAPM as an estimate for a firm’s equity cost of cap-
ital is that other risk factors apart from the market are known to provide ex-
planatory power to expected returns. These factors include firm size (Banz
[1981]) and the ratio of a firm’s book-to-market equity (Fama and French
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[1992, 1993, 1995, 1996]), labor income (Jagannathan and Wang [1996]),
industrial production and inflation (Chen, Roll, and Ross [1986]), and invest-
ment growth (Cochrane [1991, 1996]).

That other factors apart from the market explain returns might not be
very palatable in the absence of an alternative. But as equation 3.11 shows,
multiple factors can correspond to the stochastic factor representation. Mer-
ton (1971a,b) recognized this early on in his multifactor Intertemporal CAPM
(I-CAPM) model. It thus may make empirical sense to determine cost of capi-
tal using a multifactor model6:

where βk,j is the factor loading of risk factor j on firm k and where fj is the jth

factor risk premium.
Fama and French (1997) note that three problems complicate any efforts

to extract a meaningful cost of equity from equation 3.13 by running the lin-
ear regression that the equation implies. The first and obvious problem is
which model (i.e., what factors) to use.

A second problem is time variation in the parameter estimates βk,j, even at
the industry level—not to mention the firm level. Movement over time in
these parameter estimates indicates changes in the “loadings” of various risk
factors on expected returns. This makes the practical estimation of these pa-
rameters a real challenge. Fama and French (1997) study, for example, esti-
mates of factor loadings in their own three-factor model consisting of the
market portfolio, size, and book-to-market factors, as described in Fama and
French (1992, 1993). They find that parameter estimates obtained from a full
sample from 1963 to 1994 are no more reliable than estimates obtained from
the last three years of data.

A third problem is imprecision in the statistical estimation of the factors
or factor risk premiums themselves. Taking only the excess return on the mar-
ket as a risk factor, Fama and French (1997) find that the 1963 to 1994 aver-
age excess market return is statistically indistinguishable from any number in
the range from just under 0 percent to just over 10 percent.

So where does this leave today’s corporate treasurer seeking a good esti-
mate of the firm’s cost of capital? Unfortunately, not anywhere particularly
pleasant. Indeed, CAPM estimates of cost of capital are still widely used—not
because graduate business schools have failed to communicate the failings of
the model but rather because there is no good and obvious alternative avail-
able. Indeed, perhaps the main strength of the CAPM approach—and, more
generally, an approach to WACC determination that adheres to the original
M&M model—is its internal consistency with its assumptions. As most of the
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remainder of Part I of this book illustrates, the particular way that violations
of M&M assumptions impact WACC can be so contentiously argued that a
major case for using the CAPM is the very simplicity of its assumptions. In
short, using CAPM and M&M approaches to WACC estimation allow us to
avoid “my assumptions are better than yours” kind of arguments.

The CAPM and M&M framework remain the dominant—and probably
the most tamper-proof—approaches for practical cost of capital estimation.
With those models in hand, Fama and French (1997) rightly conclude, “[W]hat-
ever the formal approach, two of the ubiquitous tools in capital budgeting are a
wing and a prayer, and serendipity is an important force in outcomes.”

NOTES

1. This particular representation of the Modigliani-Miller assumptions is
based on the analysis in Fama (1976).

2. Fama (1976) shows that this assumption can be relaxed if it is replaced
with the assumptions that no firm is a monopolistic supplier of any secu-
rity and firms all maximize their total market value at whatever prices are
given from a perfectly competitive securities market. We will work with the
equal access assumption for simplicity.

3. Fama (1976); Fama and Miller (1972).
4. If and only if there are no arbitrage opportunities, m is positive. If markets

are “complete,” m > 0 is unique. See Cochrane (2001).
5. If u(ct) denotes the twice continuously differentiable concave von Neu-

mann-Morgensten utility function of a representative investor for con-
sumption at time t, then the IMRS can be expressed as mt+1 = βu’(ct+1)/u’(ct)
where u’ denotes the first derivative of the function and where β is the true
rate of time preference of the investor.

6. It is important to recognize that the basic theory underlying the single-fac-
tor CAPM and the I-CAPM is essentially the same. Both are special cases
of the stochastic discount factor representation shown in equations 3.9 and
3.10. We tend to gravitate toward an I-CAPM representation purely be-
cause of the empirical failings of the single-factor CAPM and the nearly
undisputed fact (these days) that the market portfolio of world wealth is
not a sufficient proxy of the stochastic discount factor. Unfortunately,
many I-CAPM representations are also deficient along at least some empir-
ical dimensions. We are thus left with a rather uncomfortable situation: We
know as a matter of pure theory that as long as investors prefer more to
less, a stochastic discount factor exists that prices all assets, but we really
have no undisputed way to measure that stochastic discount factor for
practical applications.
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CHAPTER 4
Benefits and Costs of Debt 

and the “Trade-off Theory”
of Optimal Capital Structure

We already have explained the assumptions under which capital structure
does not matter. In Chapters 4 through 6, we turn to the more practical

and relevant issue of when capital structure can or does matter. These chapters
will pave the way for us to understand later why and when A.R.T. matters.

Two essentially mutually exclusive theories of optimal capital structure
dominate the modern theory of finance.1 The trade-off theory argues that
firms choose some optimal leverage ratio that equates the benefits of debt
(e.g., tax deductibility of interest) to its costs (e.g., higher expected costs of fi-
nancial distress) at the margin. The pecking order theory implies that capital
structure emerges as a response to the net cash flows to the firm from its in-
vestments in real capital. Specifically, when managers have information that
security holders do not, firms issue securities based on a “pecking order”
rather than in pursuit of an optimal leverage ratio.2

Not only are the rationales underlying these two theories different, but
their implications are also different.3 Most notably, the trade-off theory implies
that any increase in the leverage of a firm should be associated with an increase
in the value of the firm, whereas the pecking order theory implies that leverage
is inversely related to the firm’s profitability. Interestingly, both theories suggest
that firms should, all else equal, avoid issuing new equity whenever possible.

Here we explore the trade-off theory and its implications for the types of
claims the firm issues. We address the following specific questions:

■ What is the “static” trade-off theory that trades the tax benefits of debt
off against the increase in financial distress costs associated with leverage?

■ How do “agency costs” change the static analysis by introducing underin-
vestment, overinvestment, and asset substitution problems?

■ What are the empirical implications of the trade-off theory?
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“STATIC” TRADE-OFF THEORY OF OPTIMAL 
CAPITAL STRUCTURE

The basic premise of the trade-off theory of capital structure is that fixed
claims have both costs and benefits to the issuing firm, and companies will
achieve their optimal capital structure by choosing the leverage ratio that
equates those costs and benefits at the margin. The simplest version of the
trade-off theory is the “static” version, in which the only M&M assumption
that is violated is the assumption of perfect capital markets. A more dynamic
version of the theory also allows market participants to have different infor-
mation. Before examining this more complete version of the theory, it will
prove useful to develop the basics of the static theory first.

Benefit of Taxes

The impact of taxes on capital structure has been analyzed by Modigliani and
Miller (1963), Miller (1977), Miller and Scholes (1978), DeAngelo and Ma-
sulis (1980), and many others.4 Because many countries allow firms to deduct
interest payments from their corporate taxes but do not allow a similar de-
duction for retained earnings or dividends paid, there would seem to be a nat-
ural bias, all else equal, toward debt.

Suppose a corporation’s income or earnings are taxed at the rate of τc per
annum. The firm’s tax shield from debt is the present value of the tax savings
generated by making interest payments on debt in lieu of dividend payments
to equity holders or retained earnings. This present value typically is calcu-
lated with a discount rate equal to the firm’s cost of debt capital, with the ar-
gument for this being that the risk associated with the tax shield is equivalent
to the risk of the debt that generates that tax shield.

If all the M&M assumptions hold except for the existence of a corpo-
rate tax on income, the value of the firm at any time t can be redefined 
as follows:

V(t) = VE(t) + T(t) (4.1)

where V(t) is the value of the firm at t, VE(t) is the time t value of an otherwise
identical firm financed only with equity, and T(t) is the present value of the
tax shield at time t.

In the special case of a firm that essentially issues “permanent debt” or
that always has a core amount of debt outstanding, the present value of the
tax shield is equivalent to an annuity. If a firm’s cost of debt capital at time t is
RD, then the present value of a firm’s tax shield from debt is
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Substituting equation 4.2 into equation 4.1 yields

V(t) = VE(t) + τcD(t) (4.3)

which implies that the value of the firm is strictly increasing in the amount
that the firm borrows. In other words, equation 4.3 taken in isolation implies
an optimal capital structure of 100 percent debt.

This analysis, however, is incomplete. A corporation is essentially just a
legal association between numerous parties, ranging from employees to
residual and fixed claimants to customers. A corporation, in other words,
does not have a mind of its own nor a purse of its own. The purse really be-
longs to the claimants on the firm. In this sense, the objective of a corpora-
tion should be to minimize not the corporate taxes it pays but rather the
total taxes paid by bond and stock holders. These taxes include taxes the
claimants pay indirectly through corporate taxes on earnings and personal
taxes paid by claim holders directly on the cash flows generated by the secu-
rities they hold.

As the cash flow constraint of the firm reminds us, a firm with positive
net earnings in a financial reporting and tax period may either retain those
earnings or pay them out to investors in the form of dividends or interest pay-
ments. If profits are retained, they are taxed at the corporate tax rate τc. If
profits are instead fully distributed to debt holders, the profits escape corpora-
tion taxation but are subject to personal taxation as income for holders of the
debt securities. And if profits are paid to equity holders in the form of divi-
dends or capital gains, they are subject to both the corporate tax rate and
again to taxation as personal income of equity holders.

If the equity distribution comes entirely in the form of dividends, then
the personal tax rate is the same whether the income is received as divi-
dends or interest on debt. But if the equity distribution involves capital
gains and there is a tax on such capital gains, then the personal tax rate
paid by stock holders will differ from that paid by bond holders. Accord-
ingly, we denote τp

E and τp
D to be the personal tax rates for equity and debt

claimants, respectively.
Assume that annual net cash earnings Q(t)—that is, X(t) – I(t)—are fully

retained or fully disbursed either to stock or bond holders—Q(t) is not
“split.” Table 4.1 illustrates the tax consequences of these three scenarios.5

If the firm chooses a capital structure to minimize total taxes, the firm
must choose the mixture of debt and equity that maximizes income net of all
taxes. If debt is again assumed to be perpetual, Miller (1977) showed that the
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relative gain to the firm of choosing debt over equity—the gain from lever-
age—can be expressed as follows per dollar of earnings:

Note that M&M is a special case of equation 4.4. When all taxes are
zero, GL(t) = 0. When capital gains taxes do not exist and τpD = τpE, equation
4.4 simplifies to an analog of equation 4.3 when only corporations were
taxed—that is, GL = τcD(t).

Unlike the earlier case with only corporate taxes, different personal tax
rates now imply an “optimal” capital structure that is not 100 percent debt.
Equation 4.4 together with the bottom row of Table 4.1 provide firms with a
guideline for how to determine what that optimal capital structure is.

Miller (1977) argues, however, that this above situation cannot persist in
equilibrium and that the original M&M result of capital structure irrelevance
in fact still holds under taxation—at least when taxes on equity are well below
taxes on debt and all firms face the same marginal corporate tax rate. To
briefly summarize his argument, suppose personal taxes on stocks are zero and
that all bonds are default-risk-free. With perfect capital markets, equilibrium
in the debt market is shown in Exhibit 4.1, where the x-axis shows the aggre-
gate amount of debt outstanding and the y-axis the interest rate on that debt.

The Miller model is based on the simple notion that as firms borrow,
some investors must be encouraged to hold debt rather than equity. In the
model, after all, the personal tax rate for stocks is zero, so the corporate tax
rate prods firms to issue debt. Getting tax-exempt investors to hold debt is no
problem since their personal tax rate is also zero. But eventually firms need to
get taxable investors to hold taxable debt, as well, and this requires an extra
payment to investors to cover their personal tax loss vis-à-vis holding equity.
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TABLE 4.1 Corporate and Personal Taxation of Corporate Income

Q(t) paid as
Q(t) retained by Q(t) paid as interest dividends to
firm as earnings to bondholders stockholders

Corporate Tax Q(t)τc 0 Q(t)τc

Posttax Corporate Q(t)(1 – τc) Q(t) Q(t)(1 – τc)
Income

Personal Tax 0 Q(t)τpD Q(t)(1 – τc)τpE

Income Net of All Q(t)(1 – τc) Q(t)(1 – τpD) Q(t)(1 – τc)(1 – τpE)
Taxes
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As long as the tax loss that must be covered is below the corporate tax rate
that hits profits before they are distributed to stock holders, this makes sense.

We can see Miller’s point more easily by consulting Exhibit 4.1, where the
line from R° to R°/(1 – τα

pD) represents the demand curve for aggregate debt.6

The demand curve intersects the y-axis at the interest rate R°, the equilibrium
rate of interest on tax-exempt bonds (e.g., municipal bonds). The flat portion
of the curve is then the demand for taxable corporate bonds by tax-exempt
investors. And the rising portion of the demand curve is the public demand
for bonds—the demand for taxable bonds by taxable investors as a function
of the marginal tax rate paid by the marginal investor α, or τα

pD. The upward-
sloping part of the demand curve in Exhibit 4.1 represents the tax-exempt
rate R° grossed up by an amount sufficient to cover the tax costs to taxable
investors of holding taxable securities. This is the amount of inducement
these investors require to hold bonds rather than stocks.

Equilibrium in the debt market occurs when D* debt is issued at rate
R°[1/(1 – τc)]. If corporations borrow more than D*, the interest rate would
rise above R°[1/(1 – τc)]. In this case, the inducement that taxable investors
would require to hold taxable debt would exceed the corporate tax rate,
and at least some firms would find issuing debt to be disadvantageous vis-à-
vis issuing equity and just paying the corporate tax rate on dividends. Con-
versely, if aggregate borrowing is below D*, the interest rate would be
below R°[1/(1 – τc)]. In that case, at least some unlevered firms would be dri-
ven to make the payment to bond holders and induce them to borrow so as
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EXHIBIT 4.1 Miller (1977) Debt Market Equilibrium
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to avoid the corporate tax on dividends. D would thus rise until it became
disadvantageous to keep borrowing, which occurs at exactly point D*.

Note that the Miller model is all about aggregates. The quantity D* rep-
resents the optimal aggregate debt issue. This, in turn, implies an optimal
debt/equity ratio for all firms in aggregate. But for any given firm, there is no
optimal debt ratio. In the Miller equilibrium, firms with little or no leverage
would find a market for their bonds in the high tax brackets, and highly lev-
ered firms would issue bonds that would appeal to tax-exempt investors. So,
despite the existence of an optimal leverage ratio in aggregate, equilibrium in
the debt market still guarantees that any given firm’s value is independent of
its capital structure.

Miller (1977) is often criticized as being plausible before the 1986 U.S.
tax reform but less so afterward given the 1996 changes in U.S. tax laws.7

Mackie-Mason (1990) and Graham (1996) find that firms with higher mar-
ginal corporate tax rates are more likely to issue debt. But as Fama and
French (1998) remind us, this need not imply an increase in firm value. Pro-
ponents of Miller’s model typically respond to criticisms by saying that the in-
tuition and economic forces at work in the model still may be generally
correct even if the results do not hold absolutely.

Fama and French (1998) find no evidence that debt produces tax benefits
that result in an increase in firm value. They attribute this to either a
“stretched” support for Miller (1977) or a failure of their approach to control
adequately for the information contained in debt about profitability. (See the
agency cost discussions later in this chapter.) Nevertheless, the result that debt
does not produce an obvious increase in firm value for tax reasons is a strong
one, whatever the explanation.

Costs of Financial Distress

Acting in opposition to any tax benefits of debt in the static trade-off theory is
the expected cost of financial distress, or the costs of financial distress
weighted by the probability the firm will incur such costs.

Financial distress costs can arise for many reasons, ranging from legal
fees to the costs of liquidating assets and redistributing the proceeds. Actual
insolvency (in the sense of the market value of assets falling below liabilities)
need not occur for a firm to incur financial distress costs. Many firms incur
distressed debt costs, for example, when they are nearing bankruptcy and per-
ceived to be in trouble. Market participants’ credit assessments of the firm de-
teriorate, and the firm’s borrowing costs rise.

In some cases, perceptions that a firm is in distress can become self-fulfill-
ing. When an art gallery has a fire, for example, it may be forced to sell un-
damaged paintings to generate enough cash to rebuild. But some people may
not know the paintings for sale are truly undamaged. And even those who do
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know may take advantage of the gallery’s need for fast cash and offer below-
market prices.

Similar “fire sales” at banks can turn simple liquidity problems into sol-
vency problems with frightening speed. A bank may have a balance sheet with
assets more than sufficient to cover liabilities. But it may not have all of its as-
sets in cash. If the bank experiences an unduly large number of redemption
requests on its demand deposit accounts, it may be forced to start liquidating
assets to generate enough cash to cover any deficit. If market participants
know the bank needs to sell assets for cash quickly, the prices the bank will
get on its assets may be well below market prices. In this case, a liquidity cri-
sis can turn into a solvency crisis, forcing the bank to incur extreme financial
distress costs in the form of depressed-value asset sales and extortionate bor-
rowing costs.

The existence of debt in a capital structure does not necessarily increase
the costs of financial distress, but it does affect the probability of distress, thus
raising expected distress costs. Exhibit 4.2 depicts the securities capital struc-
tures for three firms—A, B, and C. The left-hand vertical axis shows how the
value of the firm’s claims varies with A(T), the value of the assets of each firm
on date T, where T is the maturity date for the debt issued by Firms B and C.
Firm A issues only equity, which can be viewed in aggregate as a call on the
firm’s time T assets with a strike price of zero. Firm B issues equity and senior
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EXHIBIT 4.2 Leverage and the Probability of Incurring Financial Distress Costs
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debt with a face value of K1. Firm B’s capital structure thus consists of debt as
a short put on the firm’s assets with strike price K1 and equity as a long call,
also struck at K1. Finally, Firm C issues equity, senior debt with face value K1,
and subordinated debt with face value K2. The claims capital structure of
Firm C thus includes senior debt as a short put on the firm’s assets with strike
price K1, subordinated debt as a short put struck at K1 + K2 plus a long put
struck at K1, and equity as a long call struck at K1 + K2.

Suppose, to keep things easy, that the firm incurs financial distress costs
only when the value of its assets A(T) is less than or equal to the face value of
all its outstanding debt. Firm A thus never incurs such distress costs, whereas
Firms B and C begin to experience distress costs at A(T) ≤ K1 and A(T) ≤ K1 +
K2, respectively.

Now suppose all three firms hold exactly the same assets. The right-hand
vertical axis in Exhibit 4.2 shows the probability associated with a given
value of these assets being realized at time T. This probability density function
is labeled in Exhibit 4.2 as f(A(T)) and can be defined as the f(A(T)) that satis-
fies the following:

for any given K°. In other words, the probability that market value of the
firm’s assets falls below some level K° on date T is the area under the curve
f(A(T)) in Exhibit 4.2 to the left of the point K°.

Under the M&M assumptions, the market values of Firms A, B, and C are
identical because the assets they hold are identical; capital structure alone does
not affect the value of the firms. But if the M&M assumption of perfect capital
markets is violated to allow financial distress costs,8 these firms no longer have
the same value. If the expected value of the firm is the expected value of the
firm’s assets less its expected costs of financial distress, Firm A is more valuable
than Firm B, and Firm B is more valuable than Firm C. Despite the fact that the
firms have identical assets, they have different expected financial distress costs.

If financial distress costs are constant and equal to Ω, the expected cost of
financial distress to each firm is the probability that its assets are less than or
equal to its debt obligation multiplied by the constant distress cost Ω. Clearly,
the expected cost of distress is zero for Firm A because it never encounters
distress. And Firm B clearly has a lower expected cost of distress than Firm
C—that is:
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If the mathematics of equation 4.6 are not clear, then you can still draw
the same conclusion graphically from Exhibit 4.2. The area under curve
f(A(T)) is clearly larger to the left of K1 + K2 than it is to the left of K1. At
point K°, for example, the call belonging to Firm B’s equity holders is in the
money—that is, the value of A(T) is above the option strike price, and the call
has value on date T. In other words, at asset value K° Firm B can repay its
debt holders the full amount K1 and still has K° – K1 left for equity holders.
But at the same point K°, Firm C is insolvent. Because it has borrowed K1 +
K2 > K°, Firm C’s equity is worthless. Its senior creditors receive their entire
loan principal K1, but subordinated debt holders receive only a pro rata claim
on K° – K1.

Static Trade-off Optimal Leverage Ratio

The static trade-off theory of capital structure integrates the taxation benefits
of debt with the costs of financial distress created by leverage. Under the the-
ory, the value of a firm is equal to a modified version of equation 4.1 to add
the financial distress cost dimension:

V(t) = VE(t) + T(t) – Ω(t) (4.7)

where VE(t) is the value of an all-equity firm and T(t) is the present value of
the corporate tax shield, both as in equation 4.1, and Ω(t) is now the present
value of the costs of financial distress.

Exhibit 4.3 illustrates the static trade-off theory of capital structure
graphically, where the vertical axis is the value of the firm on some date t and
the horizontal axis is the ratio of fixed claims (i.e., debt) to total firm capi-
tal—that is, the leverage ratio ξ(t) = D(t)/V(t) as defined in Chapter 1.

The horizontal line in the exhibit at VE(t) is the value of an all-equity firm.
The heavy dashed line at the top of the figure is the value of an all-equity firm
grossed up by the present value of its tax shield for a given level of debt, VE(t)
+ Τ(t). The heavy solid line is then the value of the firm from equation 4.7—
the all-equity value of the firm VE(t) plus the present value of the tax shield
Τ(t) and minus the present value of financial distress costs as a function of the
firm’s leverage ratio.

For small leverage ratios, the financial distress costs facing the firm are
small. In fact, they remain small for a large range of leverage ratios, but past a
certain point those distress costs rise quickly for even small increases in the
firm’s proportion of debt to total capital. The present value of the tax shield,
by contrast, has value to the firm quickly for even small levels of debt. But the
benefit of that tax shield begins to shrink for high levels of debt—at some
point it simply no longer pays to issue debt from a tax standpoint.

The benefit of the tax shield starts to get overwhelmed by the costs of fi-
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nancial distress when the firm’s leverage ratio exceeds ξ*(t). In fact, the value
of the firm is maximized at exactly point ξ*(t), so that is the firm’s optimal
capital structure.

To see why ξ*(t) is an optimum, consider first the leverage ratio ξ°(t). At
that level of debt as a proportion of the value of the firm, the present value of
the tax shield is Τ°(t) and the present value of financial distress costs is Ω°(t).
Now compare these levels to the optimum. At leverage ratio ξ*(t), the pre-
sent value of the tax shield Τ*(t) is about the same as the present value of the
tax shield Τ°(t) at leverage ratio ξ*(t). But the present value of the costs of fi-
nancial distress Ω°(t) are clearly higher with D°(t) debt outstanding than
with D*(t) debt outstanding—Ω°(t) > Ω*(t). A firm that issues D°(t) in debt
thus is worth less than an otherwise identical firm that issues D*(t) in debt
because it faces higher financial distress costs with no offsetting tax benefit
from the debt.

One implication of this theory of capital structure is that new issues of
debt by a firm will be undertaken only if they are value-enhancing. To see
why, just suppose the firm is at leverage ratio ξ°(t) > ξ*(t). As noted, the value
of the firm V*(t) is greater than V°(t), and in order to realize this higher firm
value, the firm must reduce its leverage. If the firm begins at some leverage ra-
tio ξ’(t) < ξ*(t), then V*(t) > V’(t), but the firm can realize this higher value
only by increasing its leverage. So the firm increases its leverage only when its
current capital structure is suboptimally underlevered.
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EXHIBIT 4.3 Static Trade-off Theory of Optimal Capital Structure
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AGENCY COSTS OF EQUITY AND DEBT

The static trade-off model relies only on the violation of the M&M as-
sumption of perfect capital markets. Now let us suppose further that all
market participants are not equally well informed. With imperfect capital
markets, the need for security holder “principals” to monitor their man-
ager “agents” gives rise to costs, the most obvious type of which is the cost
incurred by principals to monitor and measure agent behavior and to con-
trol that behavior through compensation, rules, policies, and the like. If the
actions of agents can be only partially observed by principals, the potential
for agents to pursue their own agendas at the expense of their principal
masters is even greater.

A related agency cost is the cost that agents sometimes incur to demon-
strate that they will not take certain actions adverse to principals’ interests.
Such bonding costs may be incurred either as a substitute for direct monitor-
ing or as a way of paying principals back when the actual behavior of agents
deviates from behavior consistent with the interests of residual claim holders.

A crucial concept in agency cost models is the distinction between inter-
nal and external financing. As noted in Chapter 1, a surplus of current cash
flows over investment expenditures generates free cash flow that can be used
to finance additional investments or that can be retained as earnings, often to
finance future investments. Free cash flows thus are an example of internal fi-
nancing, as is equity issued to managers of the firm, or corporate insiders. Ex-
ternal or outside financing, by contrast, is financing obtained from the
issuance of claims to those who are not managing the firm.

The proportion of internal financing to total funds raised does not neces-
sarily tell us how bad the agency costs of a particular firm may be. As we shall
see, free cash flows sometimes are thought to heighten agency costs when out-
siders hold the firm’s equity. But free cash flows together with inside owner-
ship of equity can reduce agency costs. The impact that the proportion of
internal financing has on the capital structure of the firm often depends on the
specific firm in question.

In the Fama/Jenson taxonomy developed in Chapter 1, agency costs tend
to be more severe in financial mutuals and nonprofits than in corporations be-
cause the costs to any one residual claimant of monitoring the actions of man-
agers may be less than the benefits. Closed corporations usually have the
fewest agency problems because the managers tend also to own residual
claims on the net cash flows of the firm.

Let us now review how agency costs can put pressure on a firm to alter
the optimum capital structure emerging from the static trade-off model. The
result is a more dynamic trade-off model in which the frictional costs and
benefits of debt are taken into consideration along with agency costs and ben-
efits of debt.9
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Agency Costs of Equity

One of the main benefits of debt from an agency cost standpoint is mitigating
agency conflicts that can arise between residual claimants of the firm and
managers of the firm. Debt can be a useful means of addressing these agency
costs of equity, two of which are discussed below.

Perquisite Consumption by Managers and Agency Costs of External Equity
Jensen and Meckling (1976) argue that equity issued to outsiders can give rise
to severe agency costs. The basis of the divergence between the interests of eq-
uity principals and manager agents lies in the ability of managers to divert the
productive resources of the firm in order to accrue nonpecuniary benefits
from employment that outside equity owners cannot enjoy. Such benefits in-
clude the quality of a physical office, the pleasure of collegial interaction, the
development of personal and professional relationships in the office, plush
carpets, and perhaps a corporate jet or two.

If the managers of a firm own 100 percent of the equity, their personal
trade-offs between firm value and nonpecuniary benefits will lead them to
pursue a level of production and pecuniary consumption that is optimal for
them. With a portion of the firm’s equity held by outsiders, however, the
firm’s managers reap all of the benefits of nonpecuniary consumption but do
not bear all the costs. If, say, proportion (1 – α) of the firm’s equity belongs to
outsiders, the managers no longer bear the cost of nonpecuniary expenditures
(e.g., a new coffee maker or plush carpets) dollar for dollar as in the case
where they owned the whole firm. The managers alone benefit from the non-
pecuniary spending, but each dollar spent now results in (1 – α) dollars being
paid by the new equity holders.

The implications of this agency cost of outside equity can best be appreci-
ated by imagining that 100 percent of a firm’s equity is owned by insiders
who then decide to sell a fraction of their equity to outsiders. If the man-
agers/owners tried to sell the equity without also replacing themselves as
managers, they would receive less than the maximum value of the firm. The
new owners will assume, after all, that the old managers will continue to pur-
sue a private optimum in the pursuit of activities in the firm’s benefit and in
their own interests.

The new equity holders of the firm also might decide to engage in the
monitoring required to control the managers’ nonpecuniary consumption
(e.g., auditing, internal controls, policies, procedures, budget restrictions). But
such monitoring is costly when the M&M perfect capital markets assumption
is violated, and those costs tend be greater if new equity holders do not have
the same information as managers about the firm’s investment decision.

In fact, prospective external equity buyers of the (1 – α) of the firm should
be indifferent between purchasing (1 – α) of the firm at a price that assumes
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managers will continue to abuse their privileges and (1 – α) of the firm priced
without management abuses but with the costs of monitoring required to en-
sure that such abuses do not occur. In other words, the value of the firm to its
new owners will be equal to the value of the firm less the costs of monitoring
management whether those costs actually are incurred or not. The net result
is that the value of the firm will be higher if the firm is owned by its manage-
ment and not by external residual claimants.

“Overinvestment”and the Agency Costs of Free Cash Flows
In Jensen and Meckling (1976), the consumption of perquisites by managers
is tied to production. Managers who wish to consume perquisites tend to
overproduce. Jensen (1986) and Stulz (1990) argue that a similar problem
arises over free cash flows, or cash flow in excess of current investment re-
quirements assuming the firm accepted every positive NPV project. Managers
are believed to like free cash flow because it enhances their consumption of
perquisites.

Jensen (1986) and Stulz (1990) argue that a problematic “perquisite”
managers may choose to pursue is the consumption value of making new in-
vestments, even when they may be in questionable projects with declining or
negative NPVs. Whether a genuine mistake or a desire to flex their managerial
muscles, this “overinvestment” in bad projects is a direct consequence of too
much free cash flow and hence a direct agency cost of equity.

Overinvestment does not depend, moreover, on outside equity, as did the
overproduction problem in Jensen and Meckling (1976). Stulz (1990) argues,
for example, that managers always prefer to invest free cash flow rather than
distribute it to shareholders. Jensen (1986) uses the oil industry in the 1970s
to argue the same point. Unchecked, managers are simply presumed to prefer
investing money than leaving it sitting “idle,” even when idle money earns the
risk-free rate and bad investments cost the firm.

Recall from Chapter 1 the cash flow constraint for a firm that issues only
residual claims:

X(t) – I(t) = δ(t) – e(t) (4.8)

where δ(t) denotes dividends paid to equity holders at time t and e(t) is new
equity issued at t. X(t) represents the cash flows accruing to projects associ-
ated with prior investment expenditures and thus is beyond the control of
managers at time t.

To analyze the free cash flow problem, let us denote the current free cash
flow at time t as

Γ(t) = X(t) – I*(t)
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where I*(t) denotes expenditures on zero- or positive-NPV projects. Let I°(t)
denote any manager spending in excess of the optimal level on negative-NPV
growth projects. Assuming the free cash flows are simply retained by the firm,
we can write the value of the firm as:

Et–1(t) + δ(t) = V(t) + Γ(t) = V*(t) + X(t) – I*(t) (4.9)

where V*(t) is the value of the firm that would result if the only investment
expenditures were the I*(t) payouts for positive-NPV projects—that is, V*(t)
is the value of the firm if the market value rule is followed. In this case, the
value of equity is unaffected by the excess cash. The only investment expendi-
tures made are those that result in V*(t), thus guaranteeing that V*(t) – I*(t)
is positive—or, at least, not negative.

Now suppose the managers decide to invest the free cash flows Γ(t) into
new investments that are not associated with positive-NPV projects. Denote
the negative-NPV investment expenditures as I°(t) and let I°(t) exactly equal
Γ(t) so that all the firm’s free cash flows are disgorged into negative-NPV in-
vestments. The value of the firm is now

Et-1(t) + δ(t) = V(t) + Γ(t) – I°(t) = V(t) + X(t) – I*(t) – I°(t) (4.10)

Future cash flows are reflected in V(t), which we can rewrite as

V(t) = V*(t) + V°(t)

Equation 4.10 can be expressed as

Et–1(t) + δ(t) = [V*(t) – I*(t)] + [V°(t) – I°(t)] + X(t) (4.11)

Because I*(t) is associated only with projects whose discounted expected cash
flows meet or exceed this level of investment expenditure, V*(t) – I*(t) thus is
a positive number—or, at worst, zero. V°(t) – I°(t), however, is by definition a
negative number because I°(t) is being invested in negative-NPV projects.

From expression 4.11, it is clear that the value of security holder wealth is
not being maximized by management. Equity is worth V°(t) – I°(t) less than it
would be worth if the firm accepted only positive-NPV projects.

Debt as a Solution to the Agency Costs of External Equity and Free Cash Flows
Issuing fixed claims in the corporate capital structure is one way that firms
can reduce the agency costs of equity, both arising from overproduction and
overinvestment. Returning to equation 4.8, it is clear that free cash flow could
have been used to pay a higher dividend to stock holders or to repurchase
stock instead of being overinvested in bad projects. In this case, the negative-
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NPV project is avoided and the cash is distributed to shareholders. The value
of the firm is thus V*(t) and equity holders’ welfare is maximized. And indeed
in some situations dividends—as well as share repurchases—can work per-
fectly well to solve the free cash flow problem.

When monitoring costs are positive, information asymmetric, and agency
conflicts acute, however, disgorging free cash in the form of dividends and
share repurchases will not necessarily satisfy equity holders. Managers are, af-
ter all, still in control of any future free cash flows. They could announce a
“permanent” dividend increase, but that creates problems of its own because
the decision can later be reversed.

Jensen (1986) suggests a solution to the free cash flow problem that
cannot be reversed by managers—issuing debt. Equation 4.8 then can be
rewritten as

X(t) – I*(t) = Γ(t) = δ(t) – e(t) – d(t) (4.12)

and its value at time t + 1 can be written as

[Et(t + 1) + δ(t + 1)] + [Dt(t + 1) + ρ(t + 1)] 
= V(t + 1) + X(t + 1) – I(t + 1) (4.13)

From equation 4.13, it is clear that future free cash flows will be constrained
by the need to service the debt. Equation 4.8 seems to imply, however, that
debt should be retired rather than issued because d(t) is negative. If the firm
did already have debt outstanding, retiring it early would be no different than
repurchasing equity or paying a dividend. At best, it would be a temporary
solution to a time t cash overage. At worst, it would remove the discipline on
future free cash flows created by the debt service requirement.

In this example, the firm began as all equity and thus has no debt to re-
tire. Equation 4.8 thus tells us that what needs to happen is an exchange offer
of equity for debt, such that Γ(t) = d(t) – e(t), so that

X(t) – I*(t) = Γ(t) = δ(t) – e(t) + d(t) = 0 (4.14)

If equation 4.14 holds, the mission has been accomplished. Debt has replaced
some equity in the capital structure and created a disciplining mechanism for
managers on their future investment decisions as well as the coffee maker pur-
chases. And in the present time period where the cash surplus occurs, debt and
equity have been swapped, thus leaving total security holder welfare unaffected.

Debt and the Firm’s Liquidation Decision
Apart from the use of debt to mitigate the pursuit of managerial perquisites
and overinvestment, Harris and Raviv (1990) also argue that debt has the
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benefit of forcing firms to make better liquidation decisions. If debt exists and
a default occurs, then investors get to decide whether to keep the firm in oper-
ations or liquidate its assets. Without debt, managers make this decision, and
will tend to err on the side of continued operations, even when the assets of
the firm are more valuable if liquidated and placed into alternative use.

Agency Costs of Debt

If debt can help prevent managers from pursuing their own perquisites at the
expense of outside shareholders, overinvesting in questionable projects, and
choosing continued operations when liquidation is the right answer for secu-
rity holders—all of which represent deviations from the market value rule—
then why does the forgoing analysis not imply a firm should be financed with
virtually all debt?

The static trade-off between tax and financial distress has not gone away,
for one thing. Distress costs alone create costs of issuing debt that will prevent
a firm even with severe agency costs from pursuing an all-debt securities capi-
tal structure.

Separate and apart from static trade-off issues, debt also has other costs
associated with it, the most significant of which are discussed below.10

Asset Substitution
Fama and Miller (1972), Fama (1976), and Easterbrook (1984) explain how
asset substitution problems can arise in firms with both fixed and residual
claims in their capital structures. Asset substitution occurs when residual
claimants substitute high-risk investment projects for lower-risk projects at
the expense of fixed claimants. From Chapter 3, we know that the investment
rule that maximizes the value of a firm is the market value rule, or the invest-
ment policy that maximizes total security holder welfare, the left-hand side of

[Et–1(t) + δ(t)] + [Dt–1(t) + ρ(t)] = V(t) + X(t) – I(t) (4.15)

Because X(t) is based on prior investment decisions, the left-hand side of
equation 4.8 is clearly maximized when V(t) – I(t) is maximized. A firm
that does not maximize V(t) – I(t) is thus not maximizing total security
holder welfare.

As argued in Chapter 3, the NPV criterion is one that should be adopted
by both stock holders and bond holders; accepting a negative NPV project,
after all, is bad for all security holders. But the NPV criterion tells us only
whether the risk-adjusted expected value of the project is positive. It does not
tell us about the variance or other aspects of the investment program, and it is
on that subject—how variance can impact the attractiveness of a project—on
which fixed and residual claim holders may disagree.
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Exhibit 4.4 shows the value of equity as a call option written on the mar-
ket value of the firm’s real assets on some presumed debt maturity date T and
struck at FV, the face value of all outstanding fixed claims. The y-axis shows
the value of the equity, and the second y-axis on the right-hand side shows the
probability of a given asset value being realized on date T. Two possible prob-
ability distributions are shown, f1(A(T)) and f2(A(T)). Both distributions are
centered on the face value of the debt, making it essentially equally likely in
both cases that the firm’s assets fall below the face value of its debt and insol-
vency occurs.

The distribution f2 has a higher variance than the distribution f1—that
is, σ2 > σ1. The cumulative probability of a given net asset value being real-
ized is the area under the two curves. You can see that although both distri-
butions have an equal probability of leaving equity holders in the money,
the higher-variance distribution has a higher probability of reaching a high
payoff, such as FV + k for some k. True, the probability they will end up
with FV – k is also higher, but these probabilities do not change the fact that
nothing is still nothing—provided, of course, that we still assume residual
claimants have limited liability.

Equity holders thus will have a strong temptation to deviate from a
simple NPV rule in order to pursue higher-variance projects. This does not
necessarily mean equity holders will pursue negative-NPV projects, as in
the overinvestment case discussed in the last section. Rather, equity prefers
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EXHIBIT 4.4 Relation between Residual Claims and Investment Volatility

Net Assets, A(T) 

E(T) = max[0, A(T)  – FV]

Value of Equity

0

Probability

f1(A(T))

f2(A(T))

FV FV + kFV – k
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positive-NPV projects that are also riskier projects. The benefit to equity
holders of pursuing higher-volatility investments, moreover, rises as the
value of the firm’s assets approaches the face value of debt.

Debt holders have the opposite view of investment prospects, as Exhibit
4.5 illustrates. As writers of put options, debt holders benefit from volatility
reductions. The best-case scenario for debt holders is to receive the face
value of their loans back. If the firm does better, they do not benefit. But if
the firm does worse, they pay the price in the form of a partial—or perhaps
total—loss of principal. Because variance is symmetric, higher variance
means more probability of either a decline to an asset value like FV – k or a
rise in asset values to FV + k. Because rises cannot help debt and declines
only hurt, anything that associates more probability with declines in net as-
set values is bad.

The timing of the investment decision vis-à-vis the financing decision is
critical. If the investment decision is made before securities are issued, both
debt and equity will simply reflect the distribution of the investment decision
actually made. But if bonds can be issued before the investment decision is
made, then equity holders have an opportunity to expropriate debt holders.
Equity can agree to take the lower-variance project, sell bonds on that basis,
and then actually pursue the higher-variance project, thus transferring wealth
from debt to equity.
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EXHIBIT 4.5 Relation Between Fixed Claims and Investment Volatility

Net Assets, A(T)

Value of Debt

0

D(T) = min[FV, A(T) – FV]

Probability
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To see this more clearly, consider another example where the firm has
two investment opportunities. The distributions of the cash flows X on the
projects, denoted f1(X) and f2(X), are shown in Exhibit 4.6. The expected
value of the first project is slightly higher than the expected value of the sec-
ond project—µ1 > µ2. The variance of the first project, however, is lower than
the second—σ1 < σ2.

The value of the firm will be lower if the more volatile project is chosen
because it has a lower expected value. If we denote the value of the firm given
investment project 1 as V(1) and similarly for V(2), then V(1) > V(2). Because
the project with the lower expected value has a higher volatility, however, the
value of equity could be higher if the lower expected value project is chosen.
The net impact is not immediately obvious. The difference in the values of the
firm for the two investment opportunities can be expressed as

V(1) – V(2) = [E(1) – E(2)] + [D(1) – D(2)] (4.16)

where the right-hand side of the equation represents the different market
values of equity and debt, respectively, given the two possible investment
projects.

If the difference in the expected values of projects 1 and 2 is small, then
the difference between V(1) and V(2) is also small in equation 4.16. In this
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EXHIBIT 4.6 Asset Substitution in the Two Investment Project Case

Cash Flow, X

Probability
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case, it is quite possible that the value of the equity will increase. Rearranging
the equation to show the change in the value of equity,

E(2) – E(1) = [D(1) – D(2)] – [V(1) – V(2)] (4.17)

The change in the value of equity thus can be expressed as the sum of the
amount of wealth transferred from bond holders to stock holders D(1) – D(2)
less any reduction in overall firm value V(1) – V(2), because σ1 < σ2, D(1) >
D(2) and because µ1 > µ2, V(1) > V(2). The net impact on equity thus depends
on the relative magnitudes. For two projects with extremely different volatili-
ties and small differences in expected value, equity almost certainly will expe-
rience a net gain, despite the reduction in the value of the firm as a whole.
Debt will lose more value from the increased volatility of the investment than
the firm loses in value from the lower mean, resulting in a residual benefit to
stockholders. Conversely, if the second project has a much lower expected
value and only a trivially higher volatility than the first project, the reduction
in the value of the firm will likely exceed the reduction in the value of its debt,
so that both equity and debt are net losers.

Suppose stock holders control the firm and decide to pursue an invest-
ment strategy that maximizes equity holder welfare. This implies the firm is
maximizing

[Et–1(t) + δ(t)] = V(t) + X(t) – I(t) – [Dt–1(t) + ρ(t)] (4.18)

rather than the left-hand side of equation 4.15. In this situation, the bond
holders will take over the firm. Specifically, bond holders would buy out exist-
ing equity holders for the value that equity would have if the rule to maximize
V(t) – I(t) were being followed. In other words, if the rule to maximize the
shareholder wealth is followed, the firm’s bond holders will buy out the exist-
ing shareholders and adopt a rule to maximize total security holder welfare,
which will raise the value of the firm by exactly the amount the bond holders
paid for the buyout, as discussed in Chapter 3.

If we suppose bond holders control the firm and adopt a rule to maximize
debt holder value instead of total security holder welfare, the same argument
just used can be applied in reverse. The stock holders will buy out the debt
holders, change the investment rule to maximizing V(t) – I(t), and recover the
costs of their buyout from an increase in the value of the firm exactly equal to
the difference between the old and new debt prices.

As Fama (1976) explains, however, the dynamic aspect to this line of rea-
soning cannot be ignored, especially when violations of the M&M assump-
tions of perfect capital markets and symmetric information make monitoring
costly. The market value of the firm at any time t depends on the probability
distribution of V(t + 1) + X(t + 1) – I(t + 1). V(t) thus depends on the invest-
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ment policy followed at time t + 1. Similarly, the value of the firm at time t – 1
depends on the investment policy pursued at time t. This logic can be carried
back to the time 0 on which the firm is first set up. A firm’s announcement at
time 0 that it will pursue an investment policy of maximizing V(0) – I(0) is
equivalent to the firm saying it will maximize security holder welfare in every
period subsequent to 0.

Because of the inherent conflict between stock holders and bond holders,
the value of the firm at any point in time t depends not just on the firm’s com-
mitment to adhere to the maximize V(t) – I(t) rule in all future periods but
also on it’s ability to convince stock holders and bond holders that commit-
ment is credible. Fama (1976, pg. 42) states the problem succinctly:

[T]he essence of the potential problems surrounding conflicting stock-
holder-bondholder interests is that once time 0 passes it will be difficult
for the stockholders to resist the temptation to try to carry out an unex-
pected shift from a rule to maximize V(t) – I(t) to the rule that maximizes
stockholder wealth. . . . To maximize V(0) – I(0), the wealth of its orga-
nizers, the firm must convince the market that it will always follow the in-
vestment strategy maximize V(t) – I(t). The market realizes that the firm
might later try to shift to another strategy and it will take this into ac-
count in setting V(0). To get the market to set V(0) at the value appropri-
ate to the strategy maximize V(t) – I(t), the firm will have to find some
way to guarantee it will stay with this strategy.

The important point is that the onus of providing this guarantee falls
on the firm. In pricing a firm’s securities, a well-functioning market will,
on average, appropriately charge the firm in advance for future depar-
tures from currently declared decision rules. The firm can only avoid
these discounts in the prices of its securities to the extent that it can pro-
vide concrete assurances of its forthrightness.

A variety of mechanisms can be used to provide the market with assur-
ances that expropriations will not occur on an ongoing basis. Covenants can
be added to debt, for example, that commit the firm to an investment policy
that does not expropriate debt holders, as suggested in Jensen and Meckling
(1976) and as discussed and reviewed at length in Smith and Warner (1979).

Even without explicit covenants, reputation considerations alone may
prompt firms to avoid investments that expropriate one class of security hold-
ers at the expense of another. Diamond (1989b) argues that the firm’s reputa-
tion in the debt market affects its borrowing rate, and some firms—especially
older, more established ones—can reduce their borrowing costs by not sys-
tematically choosing higher-risk projects (which presumably would lead to
more defaults). Hirshleifer and Thakor (1989) propose that the reputation of
managers is also an important mitigant of asset substitution problems.11
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Corporate law, moreover, often requires managers to act in the interest of
creditors rather than shareholders when the firm is near insolvency. The cred-
itors of Rhythms NetConnections, Inc., for example, considered the firm to
be in a “zone of insolvency” and thus asked the company to halt its cash
drains and wind up its operations before a default occurred.12 Similar actions
occurred at other telecom firms in mid-2001 as creditors sought to get firms
to pay them off prior to bankruptcy or to change their investment strategies
to lower-risk initiatives.13

Underinvestment and Debt Overhang
We saw earlier that debt (and dividends or stock repurchases) can be a solu-
tion to the overinvestment problems associated with free cash flows. In this
section we explore how the very same debt that mitigates overinvestment can
lead to the opposite problem of underinvestment.

Myers (1977) argues that when a firm has too much debt, a “debt over-
hang” problem can discourage residual claimants from prodding manage-
ment to take positive NPV investments because the benefits of the investments
inure mainly to creditors and not shareholders. According to Myers (1977),
the current value of a firm V(t) can be expressed not just as the current mar-
ket value of its assets—A(t) as we have been calling it up to now—but rather
as the sum of assets already in place and future growth opportunities:

V(t) = VA(t) + VG(t) = E(t) + D(t) (4.19)

where VA(t) and VG(t) denote current assets and growth opportunities, respec-
tively, and where the sum of these two assets must equal the sum of the cur-
rent market values of equity and debt, denoted E(t) and D(t), respectively. The
main factor that separates VA(t) and VG(t) is that the former market value of
current assets depends on investment expenditures that occurred either at
some time before t or contemporaneously at time t.

Growth opportunities involve an investment expenditure in the future.
Because the investment expenditure occurs in the future, the firm may or may
not actually undertake the project on the decision date. Only on that future
date can the project’s NPV be determined. At some time t + k after time t, the
firm will have the opportunity to spend I(t + k) to generate cash flows X(t + k
+ q) where q can be zero, some positive integer, or a vector of several integers.
In other words, a growth opportunity is an opportunity for the firm to make a
subsequent investment in a project that has one or more payoffs either at the
time of the investment expenditure or in any periods after that. Myers called
growth opportunities “real options,” the term that has been adopted into
modern use.14

To see how debt can create costs for a firm with a lot of real options, let
us first return briefly to a firm that is all equity. Suppose this firm has no cur-
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rent assets—VA(t) = 0—and one real option that gives the firm the right at
time t + 1 to invest I(t + l) and obtain an asset worth VG(t + 1, s), where s is the
“state of nature” that occurs at time t + 1. The state of nature can be anything
that determines the value of the investment project and can include several
different variables. A barbecue sauce factory that can be built at time t + 1,
for example, has a NPV at time t + 1 that depends on the known investment
cost I(t + l) and other factors, such as current demand for barbecue sauce, fu-
ture expected sauce demand, the price of tomatoes and sugar as inputs, the
price of sauce sold in foreign currency, the interest rate at which expected
cash flows on the factors after time t + 1 are discounted, and so on. All these
“other factors” are reflected in the state of nature.

If at time t + 1 the firm decides not to accept the project, then the real op-
tion expires worthless. The firm did not have to spend I(t + l), but nor does it
have the asset worth VG(t+1,s). If the firm does accept the project, it invests I(t
+ 1) in one period and receives an asset the same period worth VG(t + 1, s)
given the state of nature s at time t + 1.

With no debt in its capital structure and no new equity issued at time t,
the balance sheet at time t gives the initial market value of the firm and is
shown in Table 4.2.

Now suppose time t + 1 arrives, and the firm must decide whether to
accept the investment opportunity. If no investment is made, the firm ac-
quires no assets and forfeits the real option. The firm and its existing equity
are thus worthless. But if the investment is made, the firm spends I(t + 1)
and ends up with an asset worth VG(t + 1, s). Specifically, the real option
value declines to zero, but the existing asset assumes a value equal to the
value of the asset acquired at t + 1 as the “underlying” of the real option at
time t. New equity must be issued to finance the investment expenditure,
such that e(t + l) = I(t + 1). The time t + 1 balance sheet of the firm is shown
in Table 4.3.

For simplicity, we can follow Myers (1977) and define the value of the
newly acquired asset—and, from Table 4.3, the value of the firm—as an in-
creasing function of our “states of nature.” For s1 < s2, this implies that V(t +
1, s1) < V(t+1, s2).

15 If the new asset is a new chemical and the states of nature
represent the demand for the chemical, we are simply defining demand s1 to
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TABLE 4.2 Balance Sheet of All-Equity Firm at Time t

Assets Liabilities and Equity

Value of Real Option VG(t) 0 Value of debt
Value of Existing Assets 0 E(t) Value of equity

Value of Firm V(t) V(t)
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be lower than demand s2, so that the value of the chemical is correspondingly
higher for demand s2 than demand s1.

Exhibit 4.7 shows the investment decision faced by a Myers-like firm at
time t + 1 graphically. Clearly, the firm invests only if s ≥ s*. Remember that
I(t + 1) and s are known at t + 1. For the firm to invest in this project at s < s*
would make no sense, because VG(t + 1,s) would clearly be negative. At s = s*
the firm just breaks even, and for s > s* the firm acquires an asset with a pos-
itive value.

Exhibit 4.7 is, of course, just a restatement of the NPV criterion pre-
sented in Chapter 3. We see from the figure that the firm invests only if
VG(t+1,s) – I(t + 1) ≥ 0.

Now is time to introduce debt back into the picture and see where the
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TABLE 4.3 Balance Sheet of All-Equity Firm at Time t+1

Assets Liabilities and Equity

Value of Real Option 0 0 Value of debt
Value of Existing Assets VG(t + 1,s) E(t + 1) Value of equity

Value of Firm V(t + 1,s) V(t + 1,s)

EXHIBIT 4.7 All-Equity Firm’s Investment in a Growth Opportunity

State of Nature, sk

Dollars in State s

0

I(t + 1)

s*

VG (t + 1,s)
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problems come up. Because the firm is worthless when the state of nature is
less than s*, the firm cannot issue riskless debt. If the firm issues debt and s <
s*, the firm will be unable to pay the debt holders. But the firm can still issue
risky debt. Let us now assume it does so at time t with a face value of FV and
a maturity date of t + 1. Assume further the debt is used only to help fund the
investment in the new asset at time t + 1—that is, to reduce the amount of
new equity that must be issued to finance I(t + l).

Getting more particular about all the things going on at time t + 1, as-
sume that the debt matures after the state of nature is realized but before the
investment expenditure must be incurred at t + 1. If VG(t + 1,s) – I(t + 1) > FV,
the shareholders of the firm will pay the debtors off. If instead VG(t+1,s) – I(t
+ 1) < FV, the bond holders will take over the firm. If VG(t + 1, s) – I(t + 1) ≥ 0,
the bond holders will spend I(t + 1) and acquire the asset. If not, the firm is
worthless and the bonds default. If the FV is set high enough that FV > VG(t +
1, s) – I(t + l) for all states of nature s, then equity is worthless and D(t) = V(t).

Now suppose that the debt matures at t + 1, before the state of nature is
revealed. In other words, the firm’s shareholders now must consider whether
to pay off the debt before the true NPV of the growth opportunity is
known—that is, while the growth opportunity is still a call option. In this sit-
uation, the time t balance sheet of the firm can be written as in Table 4.4.

If the firm decides not to invest in the project, existing assets are zero and
there are no more growth opportunities. Debt and equity again are worthless,
as is the firm. But if the firm invests I(t + 1) and acquires the new asset, the
balance sheet of the firm at t + 1 then looks like Table 4.5.

Thus table 4.5 shows yet again that debt is an option on the worst of
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TABLE 4.4 Balance Sheet of Levered Firm at Time t

Assets Liabilities and Equity

Value of Real Option VG(t) D(t) Value of debt
Value of Existing Assets 0 E(t) Value of equity

Value of Firm V(t) V(t)

TABLE 4.5 Balance Sheet of Levered Firm at Time t + 1

Assets Liabilities and Equity

Value of Real Option 0 min[VG(t+1, s) , FV] Value of debt
Value of Existing Assets VG(t+1) max[0,VG(t+1, s) – FV] Value of equity

Value of Firm V(t) V(t)
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two assets and equity is a purchased call on the firm’s assets, both with strik-
ing prices equal to the face value of the debt.

The interesting problem arises when we consider the optimal exercise be-
havior for these options. As shown in Table 4.5, the equity call option is in
the money when VG(t+1,s) – FV > 0. But because shareholders must decide
whether to pay off debt holders before the state of nature and the value of the
growth opportunity is revealed, this is not the criterion they use to decide
whether to exercise their option on the asset itself.

From Exhibit 4.8, it is clear that shareholders do not benefit from the in-
vestment project unless VG(t + 1,s) – FV – I(t + l) > 0, or, VG(t+1, s) > FV + I(t
+ 1). If VG(t+1, s) < FV + I(t + 1) and the investment is made at time t + 1, the
investment outlay will exceed the market value of the outstanding equity
shares even if the project has a positive NPV. In other words, shareholders
care about whether VG(t + 1, s) – FV – I(t + 1) > 0 and not whether the pro-
ject has a positive NPV—VG(t + 1, s) – I(t + 1) > 0.

The point at which equity holders agree to undertake the investment
project is shown in Exhibit 4.8 as state of nature s°, such that s° > s*. At
the old break-even state of nature s*, equity is worthless. But at values of 
s > s°, equity makes money on the project and can pay off debt. The size of
the triangle—hence, the value of the firm—depends on the face value of
debt outstanding.
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EXHIBIT 4.8 Levered Firm’s Investment in a Growth Opportunity
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Dollars in State s

0

I(t +1)

s*

VG(t + 1,s)

FV + I(t + 1)

s°
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Exhibit 4.9 shows the optimal capital structure of the firm in Myers
(1977) model. At very low levels of debt, the equity holders’ investment deci-
sion is not affected too significantly by the underinvestment problem, so the
value of the firm V(t) is not dramatically below what its value would be in the
absence of any debt, VE(t)—although it is strictly lower. As the face value of
debt rises, however, the loss in firm value begins to occur more rapidly. Myers
(1977) calls this the debt overhang problem.

Exhibit 4.9 also shows that there is a definite amount that the firm
should borrow, indicated by FV*. At this debt level, the firm is worth V*(t)
and debt achieves its highest value, D*(t). Equity, however, is worth only
E*(t) = V*(t)–D*(t), which is not the maximum market value for equity.
Shareholder value is maximized only when the firm issues no debt—when
FV = 0 and E(t) = V(t). Note that this is also where the combined value of
debt and equity is maximized.

Underinvestment, Cash Flow Volatility, and Liquidity
Froot, Scharfstein, and Stein (1993) extend Myers’s debt overhang story by
arguing that external debt has liquidity costs associated with it that internal
financing does not. These authors suppose the NPV of a firm is
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F(I) = f(I) – I

where I is the investment expenditure and f(I) the subsequent level of produc-
tion output, such that fI > 0 and fII < 0. When external debt has no agency
costs, optimal investment occurs where fI = 1—that is, the marginal product
of the investment equals its marginal cost. This optimal investment expendi-
ture can be denoted I*.

Now suppose, following Froot, Scharfstein, and Stein, that investment
expenditures can be financed from internal funds, denoted w, and external
funds, denoted ι:

I = w + ι

If external financing is subject to agency costs, distress costs, and other costs
in a fixed amount C, bonds issued by the firm earn C/ι over the riskless rate.
Internal financing does not have these costs. So, the firm now chooses I to
maximize F(I) – C(ι), where costs depend on the total amount of external fi-
nancing ι = I – w. The first-order condition for the firm now says that invest-
ment expenditures are optimal when

FI – Cι = fI– 1 – Cι = 0

or when fI – Cι = 1. Because fI(I) > 0 and Cι(ι) = Cι(I – w) > 0, the optimal in-
vestment expenditure I is below the I* that satisfies the normal first-order con-
dition fI = 1. Thus, the firm invests too little because external debt is costly.

Froot, Scharfstein, and Stein go one step further than Myers, however,
and argue that cash liquidity is an important determinant of the size of this
problem. A firm that has low earnings volatility and a stable reserve of inter-
nal cash can avoid the agency costs of debt by relying mainly on internal
funds. High earnings volatility, by contrast, make it more likely that the firm
will have to borrow. In Myers’s model, firms may walk away from positive
NPV projects because the value of debt is so large that equity perceives no
benefit from undertaking the project. But in Froot, Scharfstein, and Stein’s
model, firms also may walk away from positive NPV projects because they lit-
erally do not have the cash to fund them and raising external debt may simply
be too expensive.

FINANCIAL IMPLICATIONS OF THE TRADE-OFF THEORY

Fama and French (2000) document the implications of the dynamic trade-
off theory.16 These implications are summarized in the following para-
graphs, based on Chart 1 and the text of their paper. Note that in all the
implications below save for one, references to leverage are to book lever-
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age—that is, the book value debt, or the amount of outstanding debt under
the firm’s direct control.

1. Firms with higher profitability have more leverage. Because profitability
is inversely related to expected financial distress costs, more profitability
implies a lower probability of encountering financial distress and thus
lower expected distress costs, which lowers the cost of debt.

2. Higher earnings volatility is associated with less leverage. Because earn-
ings volatility is directly associated with the probability of encountering
financial distress, higher volatility means higher expected distress costs
and higher costs for debt. This also implies that small and/or ill-diversi-
fied firms tend toward less debt.

3. Firms with higher profitability and lower earnings volatility have more
leverage. The impact of taxation on a firm’s leverage choice depends on
whether the marginal corporate tax saving is greater or less than the mar-
ginal corporate tax cost. A higher corporate tax rate with interest de-
ductibility pushes the firm toward more leverage, whereas a higher
personal tax rate—or a higher personal tax rate on debt relative to eq-
uity—encourages less leverage. But on net, firms with higher expected tax
rates—that is, firms with higher profitability and lower earnings volatil-
ity—have a greater benefit to debt and thus tend toward more leverage.

4. Firms with more profitable current assets have higher dividend payouts
and greater leverage for a given investment opportunity set. To mitigate
managerial perquisites and overinvestment in low or negative NPV pro-
jects, firms disgorge excess free cash flows by committing a large propor-
tion of their earnings to dividend and interest payments. Given a set of
investment opportunities, this means that more profitable firms with
larger free cash flows can be expected to disgorge more of those cash
flows with higher dividends and larger outstanding debt obligations.

5. Firms with a large number of positive NPV current investment opportu-
nities or growth opportunities have lower dividend payouts and less
leverage for a given level of profitability. More sound investment oppor-
tunities mean that more free cash flow is absorbed in legitimate invest-
ment activities. For a given level of profitability, such firms have less need
to disgorge free cash flows.

6. Firms with higher leverage should have a lower dividend payout ratio; the
converse also is true. In the models of Jensen (1986) and Stulz (1990),
dividends and debt are both viable mechanisms for firms to disgorge their
free cash flows. We thus should expect an inverse relation between the
two. In other words, a firm with a high dividend payout ratio need not
also have a lot of debt to control its free cash flows.

7. Companies with more investment and growth opportunities have less
current leverage and lower dividend payout ratios. Firms with a lot of
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real options, in particular, will tend to keep free cash flows high enough
to finance future profitable investment expenditures without running into
the asset substitution problem (as in Fama and Miller [1972] and Easter-
brook [1984]) or the underinvestment problem (as in Myers [1977] and
Froot, Scharfstein, and Stein [1993]). Firms in this situation that already
have a high dividend payout can be expected to have even less outstand-
ing debt.

NOTES

1. Some authors argue for subdivisions of these two theories as well as for
the inclusion of others. See, for example, Harris and Raviv (1991).

2. Harris and Raviv (1991) survey two other theories for why firms some-
times perceive an optimal capital structure—theories involving relations
between product and input markets and capital structure, and theories of
capital structure and corporate control. These theories are not addressed
here for a mixture of reasons, which include mainly their lack of implica-
tions for the risk transfer and risk financing choices discussed later in this
book. Nevertheless, the theories are well accepted and important. Inter-
ested readers are directed to Harris and Raviv (1991) for further details.

3. In fact, many of the implications of the two theories are the same. But
where they differ, they do so in material ways.

4. For a summary, see Swoboda and Zechner (1995).
5. This analysis is based on the example given in Brealey and Myers (2000).
6. The demand curve is upward sloping because the y-axis shows the inter-

est rate, not the price.
7. See, for example, Swoboda and Zechner (1995).
8. It also may help to imagine that the assumption of “symmetric informa-

tion” is also violated. If information is perfectly symmetric, then a firm’s
creditors should be able to tell the difference between a “liquidity crisis
and fire sale” and a genuine solvency problem. But if creditors do not
have the same information that managers of the firm have, new bond
holders may demand a higher return than old ones to compensate for a
perceived increase in default risk.

9. The use of the term “dynamic” is a little misleading, because it has some
implication of time playing a role. In fact, the dynamic trade-off theory
differs from the static trade-off theory only in its inclusion of agency is-
sues. But agency issues often are referred to as “dynamic” because timing
often plays a role in determining the nature of the agency conflict. An ex-
ample of this is Myers’s (1977) underinvestment problem, explored later
in this section.

10. Depending on the type of debt, various other costs—frictional or
agency—may arise. See, for example, Rajan (1992).
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11. Hirshleifer and Thakor (1989) argue that managers are perceived as ei-
ther “succeeding” or “failing,” and that managers benefit reputationally
from success like fixed claimants and not like residual claimants (i.e., rep-
utation is either “good” or “bad” and there are no “degrees of good”).
Managers thus will choose investments that maximize the probability of
success rather than returns, which discourages asset substitution and re-
duces the agency costs of debt.

12. Pacelle and Young, (2001).
13. See, for example, Davis and Pacelle, (2001).
14. See, for example, Sick (1995) and Trigeorgis (1995, 1996, 1999).
15. There is no economics behind this assumption; we simply are deliberately

ordering states of nature from the “worst” to the “best” in terms of their
impact on the value of the new asset. We also assume the function
VG(t+1,s) is linear in s for simplicity, and again with no loss of generality.

16. See also Harris and Raviv (1991) for the implications of the agency cost-
specific capital structure issues.
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CHAPTER 5
Asymmetric Information, 

Adverse Selection, and the
“Pecking Order Theory” of

Optimal Capital Structure

In the trade-off theory explored in Chapter 4, the firm’s optimal capital
structure emerged as an optimal leverage ratio equating the marginal bene-

fits and costs of debt. In the theory we explore in this chapter—the pecking
order theory of optimal capital structure—there is no optimal leverage ratio
for firms. When the M&M assumption of symmetric information is violated
and a firm’s insiders (e.g., senior managers) have better information about
the true quality of the firm’s real investment decisions than external in-
vestors, however, the firm can suffer from adverse selection problems. The
pecking order capital structure emerges in this world as a response to adverse
selection and as a result of underinvestment and overinvestment as defined in
the last chapter.

Here we review the pecking order model and some of its close cousins,
seeking answers to the following questions:

■ What is adverse selection and how does it relate to the sale of securities?
■ Why does a pecking order in capital structure emerge under the presence

of adverse selection, and what is that pecking order?
■ Can a firm get around the pecking order and reduce its adverse selection

costs by obtaining investment capital mainly from a small number of
highly informed capital suppliers?

■ What are the financial implications of the pecking order model?
■ If the pecking order theory implies that capital structure is a solution to

under- and overinvestment problems arising under adverse selection,
what are the implications for capital structure decisions if we hold a
firm’s investment policy fixed?
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ADVERSE SELECTION, THE MARKET FOR LEMONS, AND
THE MARKET FOR SECURITIES

George Akerlof (1970), a winner of the 2001 Nobel Prize in economics, de-
veloped the notion of adverse selection in his study of the used car market.
When information is asymmetric across car buyers and sellers, sellers know
the true quality of the cars they are selling. Buyers do not.

Because used car buyers cannot ascertain whether they are buying “a
lemon,” they will demand a price discount based on the assumption that at
least some of the used cars being marketed are lemons. This price discount,
however, creates a disincentive for sellers of good used cars to come to the
market. The discounted price buyers are willing to pay believing some cars to
be lemons is below what the good cars are worth. Consequently, the only sell-
ers that show up really do have a lot of lemons.

Buyers know this, too, of course. In what is known as a rational expecta-
tions equilibrium, buyers expect lemons, pay for lemons, and get lemons.

The securities sold by firms also can be perceived as lemons when insiders
like the senior managers of a firm know the true quality of the firm’s real in-
vestment decisions but outsiders do not. Investors will assume that insiders
come to outsiders only when they have lemons to offer. External investors
thus discount the price they are willing to pay for the firm’s securities. In turn,
firms with good information refuse to come to market because the price they
will receive is too low. The result is that, indeed, securities are issued by firms
only when they are lemons. As in the case of cars, securities investors expect
lemons, pay for lemons, and thus get lemons.

But how does this possibly relate to a firm’s capital structure?

ADVERSE SELECTION AND THE PECKING 
ORDER THEORY

Myers (1984) and Myers and Majluf (1984) argue that when managers and
investors have different information, a capital structure emerges that con-
forms to the following pecking order of the securities capital structure1:

1. Firms always prefer internal finance to external finance.
2. Firms have target dividend payout ratios that are adapted to investment

opportunities, but dividends are relatively “sticky”—that is, firms try to
avoid sudden and large changes in their dividend policies.

3. Because of sticky dividend policies and unexpected changes in prof-
itability and investment opportunities, internal cash flows may be
greater or less than required investment outlays. When there is a net
cash flow surplus, firms use the surplus to pay off debt or investment in
liquid securities. When there is a net cash flow deficit, firms draw down
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net cash balances and liquidate their investment portfolios of mar-
ketable securities.

4. If external financing is required, firms issue the lowest-risk security first. In
other words, firms prefer to issue securities in the following order: senior
or low-risk debt, mezzanine and subordinated (i.e., risky) debt, hybrid
debt-equity securities, and equity.

This pecking order implies an optimal capital structure as a result of its
requirements for external financing. Note that the theory does not imply a
“target” debt-equity ratio because equity appears at both the bottom and the
top of the pecking order—inside equity is a preferred source of funds,
whereas outside equity is literally last on the list. Unlike the trade-off theory,
in which capital structure emerges from the costs and benefits of debt, capital
structure in the pecking order theory is based on the firm’s net cash flows
from its real investment decisions.

A Simple Rational Expectations Model

The pecking order theory is sufficiently important that we briefly reproduce
Myers’s (1984) simple model to understand the drivers of this capital struc-
ture model. Suppose a firm faces a positive NPV investment opportunity
whose NPV is denoted Ψ, but that the firm must raise N additional dollars to
undertake this activity. If the investment project is undertaken, the firm will
be worth V° + Ψ and is worth V° otherwise. Finally, suppose all the M&M
assumptions hold except informational symmetry.

Specifically, consider a situation where managers of the firm observe both
Ψ and V°. Managers thus know what the firm will be worth—and, hence,
what the securities issued by the firm should be worth—whether the invest-
ment is undertaken or is forgone. But investors in the firm’s securities do not
observe these two values; they see only a joint distribution of possible out-
comes—say ƒ(Ψ,V°) for some joint density ƒ(•).

If the firm issues stock to raise the N dollars it needs, the benefit to the
firm is clearly that it can undertake the project. So, the benefit is Ψ, or the
NPV of the project that cannot be undertaken if the N dollars are not raised.
But as Myers (1984) explains, issuing stock in the amount of N dollars also
has a cost when information is asymmetric. Namely, the true value of the
stock may differ from the value of the stock sold to the less-informed in-
vestors because of the adverse selection or lemons problem described earlier.
Specifically, let N° denote the value of the company’s stock after investors ac-
quire the same information that managers have—that is, N° reflects the “true
information” about the value of the firm.

Managers seeking to maximize the true value of the firm’s existing shares
will issue the new stock and invest in the project only when
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Ψ ≥ N° – N ≡ ∆N (5.1)

If the manager’s inside information is favorable—that is, ∆N is positive—
then the issued shares may be undervalued. And if ∆N is positive and large
relative to Ψ, the firm may pass up a positive NPV project because its securi-
ties are underpriced.

Conversely, if the manager has information that the project is bad and in-
vestors lack this information, ∆N is negative (i.e., shares issued are over-
priced) and the firm always raises the funds. But because the project has a true
NPV that is negative, managers do not use the N dollars raised for the project
in question. They invest the dollars elsewhere.2

The problem becomes more complicated when we recognize that a new
stock issue sends a “signal” to the market. Specifically, any decision to issue
stock sends a negative signal to both current and new shareholders. To see
this, recognize that the rational expectations equilibrium value of the firm—
the market value from the investors’ perspective, assuming they know that
managers will act based on equation 5.1—is the expected value of the firm
conditional on the signal sent by managers in deciding whether to issue N
dollars worth of new stock:

V = E[V°  Ψ < ∆N] (5.2a)

V’ = E[V° + Ψ + N  Ψ ≥ ∆N] (5.2b)

For both V and V’, the value of the firm is its price per share times the
number of shares outstanding. N is a fixed dollar amount by assumption, but
the number of shares required to raise this amount is endogenous to equation
5.2. In other words, ∆N depends on V’. If the managers decide to issue the
new stock, the price per share for the new stock holders is N/V’. The manager
can then see the true value of the stock upon issue as

Substituting equation 5.3 back into the decision criterion for managers in
equation 5.1 yields
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Because N, V°, and Ψ are given, the greater the price per share of the new is-
sue, the less value is given up to new stock holders. When the market value of
the firm (i.e., the rational expectations expected value of the firm conditional
on the stock issue) is greater than what managers know to be the true value of
the firm, the right-hand side of equation 5.4 is negative and managers will al-
ways issue the new stock. But if the market expectation is below the true
value of the firm, it is possible the firm will not make the stock issue. In other
words, in a rational expectation equilibrium, the lemons problem occurs and
firms may well issue stock only when it is overpriced.

Myers (1984) argues that the immediate implications of this analysis are
twofold. First, the cost of external finance is not purely the cost of issuing se-
curities (e.g., underwriting costs as described in Chapter 2). In addition, ex-
ternal finance can lead to underinvestment of the kind discussed in a different
context in Chapter 4. The obvious way to avoid such underinvestment is to
rely on internal cash balances to fund new investments before considering the
issue of new securities.

Second, if external finance is required, safer securities are preferred to
risky ones—the managers of the firm first prefer to issue riskless or low-risk
debt, then risky debt, then hybrids, and last of all outside equity. If the firm
lacks the internal funds to finance a positive-NPV investment with a present
value of Ψ, equations 5.1 and 5.4 tell us that managers will accept the pro-
ject only if securities can be issued that are overvalued (i.e., ∆N < 0) or that
are undervalued by an amount less than the marginal benefit of taking the
project, Ψ.

The only thing that managers really can influence at the point of security
issue is the size of ∆N. Following Myers’s (1984) example, consider first a sit-
uation where managers have favorable information about a project and are
trying to avoid the underinvestment problem of not forgoing a legitimate (i.e.,
positive-NPV) investment.

Suppose the investment requires $10 million. If the shares the firm must
issue to fund the investment are really worth $12 million, the managers will
undertake the project only if its NPV is more than $2 million. If the project
has a net present value of $1.5 million, for example, the project is rejected.
The value of the firm is $1.5 million less because the positive-NPV project
worth $1.5 million was forgone, but old shareholders are $500,000 better off
than if the project had been accepted.

If managers could somehow reduce the size of ∆N to below the project
NPV of $1.5 million, then the project could be financed without making old
shareholders worse off.3 Securities that are overvalued by only $500,000
upon issue (i.e., worth $10.5 million), for example, would make it possible
for managers to issue the securities, raise the $10 million required to under-
take the project, increase the value of the firm by $1.5 million, and not im-
pose a net loss on old shareholders.
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The best way to finance a new investment project under conditions of ad-
verse selection is to issue securities whose values are least sensitive to the ulti-
mate revelation of information to the market, regardless what that
information is. In other words, the safer the security, the less the price will
change to incorporate the revelation of private information when that infor-
mation is revelead. In the limiting case of riskless debt, the value of the debt
will not change at all based on the revelation to the market of the true value
of the investment project. ∆N is zero, and the firm will never forgo a positive
NPV project.

What if the information managers have is not favorable, so that ∆N is
negative? As equations 5.1 and 5.4 show, the managers will always issue new
securities and always take the cash. They may not use it for its intended pur-
pose, and may instead just put the cash in the bank. But they will undertake
the security issue. The question in light of the preceding analysis is what secu-
rities they will issue.

Logically speaking, managers would seem to want to make ∆N as large as
possible in absolute value terms—to maximize the overvaluation of the issue.
This would lead to the opposite of the prior situation, where managers always
prefer to issue securities whose sensitivity to the information they possess will
be highest—that is, equity. But investors know this, too.

If investors realize that managers will issue equity only when it is over-
priced and will issue debt otherwise, the immediate implication is that ratio-
nal investors will not be willing to buy the equity. The only real situation in
which investors would accept a new equity issue is if the firm has exhausted
its debt capacity—that is, if it simply cannot issue any more debt without in-
curring extreme costs. Consequently, investors will essentially force the firm
to follow the pecking order noted at the beginning of this section—financing
new investments first through low-risk debt, next through subordinated and
mezzanine finance, penultimately through hybrids, and last equity—and only
then, as Fama and French (2000) put it, “under duress.”

Myers (1984) notes that in some situations, firms may maintain a stock
of external debt to keep enough cash in current assets to finance their invest-
ments, but in that case the firm does everything it can to make the debt as low
risk as possible. He postulates that their rationale is both to avoid the costs of
financial distress and to maintain “financial slack” in the form of “reserve
borrowing power.” In other words, issuing debt that is reasonably low risk or
not issuing debt at all keeps the firm’s debt capacity positive, especially for the
subsequent issue of more low-risk debt.

This latter point is the basis for the model of Froot, Scharfstein, and Stein
(1993) that we discussed earlier. Because external borrowing is costly, firms
take actions that allow them to fund their investments internally or by keep-
ing their capacity to issue low-risk debt high. The higher a firm’s net cash flow
volatility, the more it will need to dip into the debt market to cover internal
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funds deficits, and thus the more important it is that firms keep their low-risk
debt capacity high.

Importance of the Information Asymmetry

In the trade-off theory, capital structure is a solution to the costs created by
both underinvestment and overinvestment. In the pecking order model, un-
derinvestment and overinvestment cannot occur at the same time for a given
project. Either the project is positive NPV or it is negative NPV, but it cannot
be both. The driver of the pecking order thus is the net cash flow of the pro-
ject itself together with the assumption that managers of the firm, acting as
agents of the firm’s existing shareholders, know whether the project is positive
or negative NPV, but investors do not.

Importantly, the nature of the information asymmetry dictates the degree
to which the firm’s securities are mispriced in the pecking order model. As
Myers (1984) and Myers and Majluf (1984) argue, any source of external fi-
nance except riskless debt will change in value when the true information is
revealed about the quality of the firm’s investments. Those securities that
change less in value for a given information release are preferred by the firm.

But what if the firm can address this problem by negotiating with certain
classes of security holders?

DELEGATED MONITORING, INFORMED CAPITAL
SOURCES, AND THE PECKING ORDER

That the managers of a firm may be able to reveal the true quality of its in-
vestments to certain creditors is plausible, especially if the creditors are small
in number, have significant interest in incurring some costs to verify the true
quality of a firm’s investments, and have the internal capabilities to make such
an evaluation.

Unsecured senior loans made to corporations by commercial banks have
long been thought to help reduce the costs associated with asymmetric infor-
mation. Commercial banks serve a role as “delegated monitors” of the invest-
ment activities of their borrowers. By providing borrowers with monitoring
and outside discipline, banks encourage their borrowers to undertake only
positive net present value projects.4

To understand delegated monitoring, consider each stage in the commer-
cial lending process. Before extending a loan, a bank carefully evaluates the
creditworthiness of the customer and signals its assessment by extending or
declining the loan. If the loan is later rolled over, the bank then reevaluates
the credit risk of the firm, thus giving the borrower an ongoing incentive to
undertake only positive net present value projects and investments. Other-
wise, the borrower risks the nonrenewal of the loan and the negative signal
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that nonrenewal would send to other investors. And when a loan is rolled
over, the positive signal sent to the capital market tells other creditors to the
firm that they need not undertake the same credit risk evaluations already
conducted by the bank. In particular, the bank’s scrutiny over a company’s in-
vestment decisions abrogates the need for relatively less informed creditors
(e.g., public bond holders) to undertake their own costly monitoring of the
borrower’s investments.

In that manner, “informed” bank funds make other sources of “unin-
formed” funds from public capital markets or venture capitalists viable as ad-
ditional sources of credit.5 Not surprisingly, as discussed by Diamond (1991),
small firms and high-risk start-up ventures in particular build financial market
reputation by first acquiring bank-monitored debt and only later move on to
acquire arm’s-length public or privately placed debt.

A natural question that arises, of course, is the following: Why, if bank
debt is so valuable to firms for delegated monitoring purposes, do firms ever
seek funds from institutions other than banks? The answer is twofold. First,
delegated monitoring is costly. Obtaining bank finance can yield cost sav-
ings to borrowers through reduced agency costs of debt and through lower
costs of nonbank debt finance—the cost of nonbank debt would be higher if
delegated monitoring did not reduce adverse selection costs. Nevertheless,
as described by Diamond (1984, 1989), firms will borrow from banks only
up to the point at which those savings are equal to the marginal costs of del-
egated monitoring.

Second, although banks help ensure that a borrower undertakes only pos-
itive net present value investment projects, the borrower cedes bargaining
power to the bank over ongoing projects in the process of purchasing dele-
gated monitoring. Rajan (1992) argues that this can lead to bank-promul-
gated decisions that are too conservative. A project that originally has a
positive NPV, for example, might be terminated early at the behest of a bank
if the project NPV becomes negative at some point in the life of the project.
To avoid ceding too much control to conservative bank lenders, firms diver-
sify their borrowing sources across nonbanks with less incentive and capacity
to monitor ongoing investment projects. In other words, borrowers often use
less desirable forms of debt simply to avoid giving a bank total control over
investment decisions.

Unfortunately, this analysis does not add much to the pecking order the-
ory. Bank debt, after all, is already senior in capital structure and among the
lowest-risk categories of debt. Indeed, consistent with Diamond (1993), one
reason bank debt is senior and low-risk is because of the mutual desire of
firms and banks to reduce the sensitivity of their claims to the revelation of
private information.

As will be discussed later in this book, one of the more interesting devel-
opments in capital structure today is the replacement of banks as delegated
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monitors with well-informed insurance and reinsurance capital suppliers
whose claims are not senior in capital structure. Despite the fact that many al-
ternative risk transfer solutions may involve the supply of capital that is rela-
tively junior in the securities capital structure, they are highly dependent on
monitoring by the supplier of the capital. Although the junior nature of the
claim makes it more sensitive to the revelation of private information, it also
makes the claim riskier for the capital supplier. This makes (re-)insurers all
the more inclined to gather additional information about borrowers—infor-
mation that convinces the lenders to accept a junior position in the securities
capital structure but that also reduces the sensitivity of the claim to the infor-
mation asymmetry.

FINANCIAL IMPLICATIONS OF THE PECKING 
ORDER THEORY

Just as Fama and French (2000) summarized the practical implications of the
trade-off theory, they do the same for the pecking order theory.6 Again relying
heavily on their work, these implications are as follows.

1. Firms with higher profitability on assets in place for a given set of invest-
ment opportunities have higher dividend payments over the long term
and less leverage (both book and market). Because firms want to maxi-
mize their internal funds for investment purposes, dividends are less at-
tractive for firms with low profitability on current assets, a large amount
of current or anticipated investment spending, and high leverage. All else
being equal, only firms with reasonably high profits have high dividend
payouts.7 And because dividends are a substitute for and hence inversely
rated to leverage, such firms also tend to have less leverage on both a
book and market basis.

2. Firms with a lot of current or planned investments have lower dividend
payouts over the long run, given profitability. For a given level of prof-
itability, firms that utilize their internal cash flows on investment deci-
sions have little left over to fund high long-term dividend payouts.

3. A firm concerned mainly with current borrowing costs will have a stock
of debt that varies in size directly with its investment opportunity set, for
a given level of profitability on current assets. In the what Fama and
French (2000) call the “simple version of the model,” firms are concerned
mainly with keeping current borrowing costs down. When the investment
expenditures of such firms persistently exceed retained earnings, invest-
ments will be financed with larger amounts of debt. Conversely, firms
whose retained earnings exceed their investments should have a declining
stock of external debt.

4. When a firm balances current and expected future borrowing costs, firms
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with more volatile net cash flows have a lower dividend payout rate and
less current leverage. Cash flow volatility increases the risk that firms will
have to issue securities to fund profitable investments. To avoid incurring
these costs, firms with highly volatile cash flows may try to keep internal
cash balances high in order to fund these future investments, which im-
plies a lower dividend payout. Firms also may maintain a stock of low-
risk debt for the same purpose.

5. Because of assumed stickiness in dividend payout ratios, variations in earn-
ings investments are absorbed primarily by changes in the firm’s leverage.

OTHER SIGNALING MODELS

In the pecking order theory, asymmetric information leads to over- and under-
investment problems, and the firm’s capital structure emerges as a means of
addressing the costs associated with these problems. The net cash flows of the
firm thus dictate its capital structure. Other models with asymmetric informa-
tion at their root, by contrast, take the firm’s net cash flows and real invest-
ments as given and then examine how capital structure decisions can be used
to “signal” the quality of the firm’s investments to a less informed capital
market. These signaling theories are complementary to and not substitutes for
the pecking order.

In an early model, Leland and Pyle (1977) consider a single entrepreneur
seeking additional equity financing for a project about which the entrepreneur
is better informed than the would-be investors. Although investors cannot ob-
serve the true value of the project, they can observe the amount of money the
entrepreneur commits to the project. Not surprisingly, investors’ willingness
to pay more for their share of the project rises as the entrepreneur’s invest-
ment in the project rises. The entrepreneur’s insider investment decision thus
sends a “signal” to less informed market participants about the unobservable
investment project.

Miller and Rock (1985) develop a signaling model for dividends in which
the investment expenditures and external financing of a firm are held fixed
and external investors cannot accurately assess current and future expected
operating cash flows of the firm. Recall that under M&M, dividend policy is
irrelevant because, in the absence of surplus operating cash flows, new equity
or debt must be issued to finance the higher dividend, which in turn depresses
the value of outstanding securities by the amount of the increased dividend.
Because operating cash flows cannot be observed by outsiders, the dividend
paid by the firm can help reveal, or “signal.” when a firm truly has a surplus
operating cash flow.

In the Miller and Rock model, a higher-than-expected dividend signals
higher-than-expected net operating cash flows. Conversely, a higher-than-ex-
pected external financing or new security issue signals lower-than-expected
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operating cash flows. In other words, announcements of higher-than-expected
dividends are positive signals that should increase the value of outstanding
residual claims, and announcements of new securities issues are negative sig-
nals that should depress stock prices. The empirical evidence is broadly con-
sistent with these predictions.8

Ross (1977) develops a signaling model in which higher debt levels are a
signal to the market of higher-quality investments. The intuition is simple
enough. Firms with riskier investment projects have higher expected costs of
financial distress than sound firms for any level of debt. Firms with safer in-
vestments can afford to issue more debt to distinguish themselves from bad
firms as long as the increase in the marginal expected cost of financial distress
associated with the higher debt level is more than offset by the adverse selec-
tion costs (i.e., the amount of underpricing of the firm’s securities) that are
avoided by sending an informative signal.9

NOTES

1. This list is adapted directly from Myers (1984).
2. Even investing in riskless Treasuries is a zero NPV project and thus better

than the project at hand.
3. As Myers (1984) warns, the value of ∆N is endogenously determined in a

rational expectations equilibrium, so it is not quite correct to say that ∆N
can be “controlled” by managers. But to a first approximation, the order
of magnitude of ∆N does indeed depend on the risk of the claims issued.

4. See Diamond (1984, 1991).
5. See James (1987).
6. See also Harris and Raviv (1991) for the implications of the agency cost-

specific capital structure issues.
7. Myers (1984) notes, however, that short-term dividends are sticky. He of-

fers no explanation for why. See Fama and French (2000).
8. See, for example, Smith (1986a).
9. A key assumption in Ross’s analysis is that firms’ return distributions are

distinguished by “first order stochastic dominance.” Otherwise, it would
not necessarily be true that better firms have lower expected financial dis-
tress costs at all debt levels.
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CHAPTER 6
Distinguishing between 

Capital Structure Theories

Here we consider how to distinguish between the two dominant theories of
capital structure—the trade-off and pecking order theories. First we discuss

how the theories differ, and then we review the empirical evidence for and
against the theories. We conclude with a discussion of how these theories will
prove useful in later parts of the book.

COMPARISON OF THE THEORIES

The dynamic trade-off theory of capital structure drives firms to choose a secu-
rities capital structure that equates the benefits and costs of debt at the margin.
Taxes, financial distress costs, the agency costs of free cash flows (i.e. overin-
vestment), the agency costs of outside equity, and the agency costs of debt (i.e.,
asset substitution and underinvestment) all pull in different directions to drive
the firm to a capital structure optimum—and a leverage optimum.

In the pecking order theory, by contrast, capital structure is driven by the
net cash flows of the firm and the divergence in beliefs of market participants
from the private information held by managers about those net cash flows. In
the signaling equilibrium that Myers (1984) develops—and that Myers and
Majluf (1984) develop in greater detail—the cost of securities is really an ad-
verse selection cost. Firms will issue equity only when it is overpriced. Investors
know this and force firms to resort to equity financing only as a last resort.

At their core, the theories have many important similarities and deliver
very similar empirical predictions. Nevertheless, there are some important dif-
ferences, especially at the theoretical level.

Stocks versus Flows

One significant feature distinguishing the two theories is the relative impor-
tance of stocks versus flows in each one. The trade-off theory is driven largely
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by stock concepts—the value of debt outstanding, the size of the stock of debt
relative to the total financial capital stock, the total face value on a stock of
debt (in the overhang context), and so on. The pecking order theory, by con-
trast, seems to rely more on flows, such as new securities issued, and, more
important, the timing of those issues.

As noted in Chapter 2, stocks and flows are inherently related. Surpris-
ingly little research has been done, however, relating these two theories at this
level. Barclay and Smith (1999) argue that a practical solution to this problem
is for corporate treasurers and chief financial officers to consider the stock is-
sues first and then the flow issues. This means first carefully identifying the
benefits and costs of different leverage ratios and then developing financial
policies aimed at sustaining those leverage ratios.

For a variety of reasons, firms invariably need to consider new security is-
sues, whether to fine-tune a capital structure target or to address problems
like shortfalls in internal funds that necessitate external financing for subse-
quent investments. Financial professionals should again undertake a judicious
comparison of the benefits and costs of issuing different mixtures of external
claims, including pecking order costs.

Although Barclay and Smith’s recipe is not a theoretical unification of the
stock and flow issues, it does have the merit of forcing financial professionals
to think clearly in two dimensions rather than just stocks or only flows.

Optimality of Investment Decisions in the Two Theories

Underinvestment and overinvestment were potential problems in both the
trade-off and pecking order theories. But the cause and the manifestation of
these problems is subtly different in the two.

Underinvestment in the Two Models
As discussed in Chapter 4, debt can result in underinvestment to the extent
that a debt overhang prompts managers as the agents of shareholders to forgo
positive NPV projects whose benefits will inure mainly to debt holders. This is
just one cost of debt that must be traded off against other benefits of debt.

In the pecking order analysis, when the underpricing of a security issue is
significant because managers know more than investors about the positive as-
pects of a project, the benefits of that project may accrue more to the new in-
vestors in the firm than the existing ones. So far, this seems similar to Myers
(1977). But in the adverse selection model, all securities issued may be under-
priced if managers have favorable private information.

In fact, debt engenders fewer underinvestment problems than equity in
the pecking order model because it is less susceptible to underpricing. All
risky external finance can lead to underinvestment when managers have fa-
vorable information about the firm’s investments that investors lack—hence
the clear prescription is for firms to use internal finance when possible.
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The difference in these theories lies mainly in their underlying assump-
tions. In the debt overhang model, underinvestment would not occur if equity
holders could observe the true value of an investment project before the debt
matures. But in the debt overhang model, both debt and equity do not know
the value of the project until after debt matures. When the debt matures be-
fore the value of the investment project is revealed, equity holders will under-
take a positive NPV project only if the NPV of the project is positive after
debt has been paid off. If the NPV of the project is positive but only covers
the debt repayment, then equity holders may opt to forgo the project since
they will not benefit from it.

Asymmetric information thus is not required in order to have underin-
vestment problems associated with debt overhang. Too much leverage in any
situation will make equity holders question their investment decisions, if only
because equity holders simply do not directly benefit from their investment
decisions. But in the pecking order model, underinvestment can occur because
the shareholders do not reap the gains of a new investment project—but this
time the wealth transfer may be from old shareholders to new shareholders as
well as from old shareholders to new creditors. The driver of the problem in
this model is not the existence of a class of security like debt but rather the
true cash flows on the firm’s investments together with the fact that investors
cannot see that true value.

Overinvestment in the Two Models
Overinvestment is a problem in the trade-off theory because overinvestment
in questionable projects is a decision managers make in their own interests at
the expense of security holders, often as a result of excess free cash flows. The
driver of the overinvestment problem is thus the managers’ desire to invest in
low- or negative-NPV projects to “flex their muscles” and “build their em-
pires” instead of to maximize the value of the firm.

Overinvestment occurs in the pecking order theory only when managers
have unfavorable information about the firm’s investments that results in an
overpricing of the firm’s securities on the open market. In this situation, man-
agers always will opt to issue the securities, because the worst they can do
with the new funds is put them in the bank. No pursuits of perquisites by
managers is required here. The sole driver of the overinvestment is the true
net cash flows to the firm on the investment project together with the unob-
servability of those cash flows to security holders.

EVIDENCE ON THE IMPACT OF CAPITAL 
STRUCTURE CHANGES

The empirical evidence on these two theories is for the most part mixed. In
some cases, the models predict the same things, and on those issues the evidence
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is indeed consistent with both models. But when the theories differ in their pre-
dictions, each has at least one major “black eye” when tested on actual data
(Fama and French [2000]).

Both theories clearly suggest that issuing new equity is not the best means
of obtaining investment capital for open corporations. As is traditional in the
empirical corporate finance literature, the impact of decisions like issuing new
equity typically is examined by studying the abnormal returns of a firm’s
stock just after the announcement of a new security issue. The abnormal re-
turn on Firm Fido’s stock, for example, is the firm-specific component of the
total return on Firm Fido, or that portion of Firm Fido’s stock returns that
does not reflect broad market fluctuations that impact all stocks.1

The announcement of new equity issues tend to be followed by large neg-
ative abnormal returns.2 Announcements of new preferred stock issues also
result in stock price declines, and there is a strong negative effect for low-
rated preferred stock.3 Firms that repurchase their stock, as expected, tend to
have stock price increases following the repurchase announcement.4

Exchange offers also adhere to the expected pattern. Exchanges of debt
for equity yield higher stock prices, whereas exchange offers that increase
outstanding equity yield lower stock prices.5

Evidence also suggests that convertible debt is viewed more as equity than
debt. Consequently, convertible debt issues result in negative stock price re-
sponses,6 with a highly rated convertibles engendering a larger negative reac-
tion than low-rated ones.7

The evidence on increases in leverage is much more controversial and
mixed. For the most part, increases in debt that do not involve reductions in
equity produce weak stock price responses that generally are not distinguish-
able from zero.8 In other words, issuing debt appears to have no real impact
on firms’ stock prices.

Consistent with the pecking order theory, Eckbo and Masulis (1995)
find that commercial banks are a dominant source of external finance in all
major industrialized countries. Smith (1986a) and James (1987) further
find significant and positive stock price responses to the announcement of
new bank loans—virtually the only security type that is viewed as “good”
for firm value. But this is consistent with both models—with the trade-off
theory because bank loans are debt, and with the pecking order theory be-
cause bank loans are the highest form of external finance in the pecking or-
der and with the proper monitoring may not be susceptible to the
information asymmetry that creates adverse selection problems for the is-
suance of public securities.

Apart from the classical event study literature, cross-sectional and time-
series regression analysis has been applied more recently to the capital struc-
ture problem. Fama and French (1998) find, for example, that changes in
leverage and dividend payouts do tend to convey valuable signals about prof-
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itability.9 Rajan and Zingales (1995) and Fama and French (1998) also both
conclude that high leverage and increases in leverage tend to be bad news for
firm value, as the pecking order theory predicts in contrast to the trade-off
theory. Fama and French (1998) also find that the negative relation between
debt and firm value persist even after controlling for earnings, dividends, in-
vestment, and research and development.

But the evidence is hardly uncontroversial. Barclay and Smith (1996), for
example, find that the relations between a firm’s leverage and earnings in-
crease is negative, suggesting that larger earnings increases are associated with
firms that have relatively less debt. Similarly, Fama and French (1999) find
that debt has more benefits for firms when they are mature and have estab-
lished track records. This is consistent with the agency cost stories about debt
in the trade-off theory more than with the pecking order theory.

Finally, Fama and French (2000) test all the “financial implications”
noted for the two theories in Chapters 4 and 5. Consistent with both theories,
firms with higher dividend payouts are firms with fewer investments and
higher profitability. And also consistent with both theories, larger firms are
more leveraged, which is sensible because larger firms tend to have less earn-
ings volatility, which implies higher debt capacity in either model.

Consistent with the pecking order theory and contradicting the trade-off
theory, Fama and French (2000) determine that more profitable firms have
less debt. But at direct odds with the pecking order theory, they find that
small, less-levered, growth firms have the largest new equity issues. These
firms should have high low-risk debt capacity, so this is a troubling result for
the pecking order.

WHAT DO WE DO WITH THESE THEORIES?

The purpose of presenting these theories of capital structure and the evidence
associated with them is not to develop some “test” of the theories themselves.
Rather, these theories provide us with a framework for analyzing the transac-
tions and structures reviewed later in this book.

Many of the ART and innovative financial transactions that have evolved
in recent years are difficult to explain without the backdrop of the theories
presented here. Similarly, a number of transactions make sense in the context
of either the trade-off theory or the pecking order theory, but not both. The
purpose of exploring the theories is to provide plausible explanations for the
transactions. If we can understand the theoretical underpinnings that may be
consistent with certain of these transactions, then we can better understand
the assumptions under which the transactions make sense and, accordingly,
draw inferences for when and why firms might derive value from entering
into these transactions.
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NOTES

1. Thompson (1995) provides a useful survey of these methods.
2. See, for example, Masulis and Korwar (1986), Smith (1986a), and Eckbo

and Masulis (1995).
3. See Linn and Pinegar (1988).
4. See, for example, Vermaelen (1981).
5. See Masulis (1980).
6. See, for example, Smith (1986a).
7. See, for example, Mikkelson and Partch (1986).
8. See, for example, Eckbo (1986), Smith (1986a), and Fama and French

(1998).
9. This is at least one interpretation—and probably the most plausible—of

the results in Fama and French (1998).
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CHAPTER 7
Risk and Signaling Capital

W e have defined a firm’s free cash flows as its cash flows in excess of those re-
quired to fund every positive-NPV project and growth opportunity it faces

and to finance current operating expenses. In a M&M world, firms will be in-
different to whether such free cash flows are retained inside the firm or paid out
through higher dividends. And with me-first rules, security holders will be
equally indifferent to the firm’s distribution policy. But when one or more
M&M assumptions are violated, the firm’s “optimal” free cash flow is dictated
by its optimal capital structure, as is the “optimal” stock of internal funds.

In discussing both the trade-off and pecking order theories of optimal
capital structure, we clearly established that most firms have an incentive to
hold some internal funds when capital markets are imperfect and information
is asymmetric. Two of the reasons for firms to hold cash balances in these the-
ories are for risk mitigation and signaling purposes.

Despite the fact that risk mitigation and signaling are already motives
for holding internal funds, some contend that firms should hold even more
cash for risk and signaling purposes than the level of funds dictated by the
firm’s optimal financial policy. This excess capital required for risk and sig-
naling purposes either needs to be funded from surplus free cash flows—im-
possible in a pecking order world where free cash flow is always used to
build up “unrestricted” internal funds—or raised by issuing new claims to
external investors.

Especially if excess capital is to be obtained from external sources, it can
be extremely costly. In order for an external claims issue to make any sense,
the benefit of excess capital thus needs to be particularly clear and high. The
balance of this chapter thus answers the following questions:

■ What do we mean by “excess capital,” and how does it relate to the man-
agement of reserves?

■ What are the benefits to certain firms of holding excess capital as risk cap-
ital?
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■ What are the benefits to certain firms of holding excess capital as signal-
ing capital?

■ What are the costs of excess paid-in capital obtained from new securi-
ties issues?

■ How can contingent capital facilities be used to help firms manage the
costs of excess capital when such capital is demanded?

■ How much risk capital should a firm hold in the form of contingent capital?

EXCESS CAPITAL AND RESERVE MANAGEMENT

Recall Exhibit 2.1 in Chapter 2, where we previewed the possibility that firms
would want to issue excess financial capital to finance “reserves” consisting
of cash or low-risk marketable securities to be earmarked as risk or signaling
capital. Some of the firm’s investment capital and/or current assets—as op-
posed to its excess capital—already includes internal funds in excess of those
required to finance current operations and every positive NPV project. But
that might not be enough for all firms.

In our discussion relating to Exhibit 2.1, we indicated that the proceeds
obtained from issuing excess financial capital claims likely would be placed
into reserves. As we will demonstrate, the reason is that most excess capital is
raised prior to when it is actually needed. Accordingly, we can think of excess
capital as funds that are placed into segregated company accounts, most
likely in the form of riskless debt or extremely low-risk and highly marketable
and liquid securities.1

When a firm does choose to issue external claims to raise excess capital,
those claims are usually unsecured. Consequently, if an insolvency occurs, the
claims issued to raise excess capital receive the same priority they would have
received had they been issued for investment capital raising purposes. Even if
the excess capital has been placed into special reserve accounts, such accounts
are mainly for management purposes and are not truly segregated, as would
be the case, say, for assets pledged as collateral or customer margin funds un-
der management. Accordingly, whatever assets in which the excess capital has
been invested are part of the firm’s total unsecured assets and thus are avail-
able to pay off all claim holders based on the priority of their claims.

As a final note, not all reserves managed by a firm are excess financial
capital. Some reserves are treated as prefunded losses by firms as an outright
cost of investment.

BENEFITS OF EXCESS CAPITAL HELD AS 
“RISK CAPITAL”

One reason that firms may opt to hold excess capital is to provide an extra
cushion in the face of risk. We discuss the types of risk facing a firm in Chap-
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ter 9, but such a breakdown is not relevant here because of the “bluntness” of
capital as a risk mitigation tool. Holding excess capital, say, to absorb unex-
pectedly large losses usually does not allow the firm to pick the source of
those losses to which its risk capital will be applied. Accordingly, risk capital
as discussed below is held essentially without regard to what is causing the
risk facing the firm.

A distinction that is important, however, is why a firm is holding risk cap-
ital. Specifically, is the risk capital intended to help a firm finance its losses
when they occur, or is the risk capital intended to absorb those losses di-
rectly—that is, is risk capital debt or equity? As long as the firm has retained
rather than transferred a risk, of course, equity holders ultimately will bear
the brunt of any losses that arise from those retained risks. So the question is
more whether the risk capital is intended to absorb losses when they occur or
intended to help smooth those losses over a longer period of time. We will re-
turn to this issue again in Chapter 17 and repeatedly in Part IV.

Reducing Expected Costs of Financial Distress

As discussed in Chapter 4, financial distress can be costly. Risk capital of the
proper form can provide a means by which some firms can reduce their ex-
pected costs of financial distress. Expected distress costs include both the
costs of distress and the probability of encountering distress. When the two
are independent, a firm’s expected distress cost is, in fact, simply the product
of the probability and cost of distress. Risk capital can, in certain circum-
stances, help reduce both.

Care must be taken to distinguish the capital a firm allocates to risks al-
ready versus excess capital. A firm that accepts a project that exposes it for
the first time to the risk of financial distress, for example, should have taken
that risk into consideration as a cost of the project in its NPV calculations.
Accordingly, capital already should have been set aside for those risks in a
type of “loss reserve.” Loss reserves should not be confused with excess capi-
tal and risk reserves. Expected losses are part of the costs of investment, and
firms frequently prefund those losses on their balance sheets by earmarking
specific funds to cover such realized losses.

Nevertheless, in many situations there is indeed justification for the firm
to go over its normal amount of capital for risk control purposes. Exhibit 7.1
shows the distribution of the losses that a firm may incur over a specific pe-
riod of time (e.g., cumulative losses over one quarter), with loss on the x-axis
and the probability of loss on the y-axis. For now, ignore the component risks
that may give rise to these losses and consider only that this distribution re-
flects all losses the firm may incur over the next quarter, either tracing to a
specific group of risks (e.g., interest rate risks) or in aggregate.

The cumulative loss on the x-axis labeled point E[L] in the exhibit 
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represents the expected losses the firm anticipates incurring over the next
quarter. Most firms that are actively involved in risky business lines rou-
tinely define some form of capital reserves to set aside for the purpose of
covering such expected losses. At a trading firm, for example, reserves fre-
quently are defined to cover the following expected losses:

■ Expected losses arising from the firm’s inability to liquidate or hedge
highly illiquid or exotic financial instruments in a timely fashion

■ Expected accounting losses arising from the firm’s purchase and sale of
assets at bid and offer prices but its mark-to-market revaluation of posi-
tions at mid-market prices

■ Expected losses arising from credit defaults by obligors to the firm
■ Expected losses associated with the failure of internal controls, systems,

and personnel (called “operational risk”)
■ Expected legal fees.

Similarly, banks routinely set aside capital for loan-loss reserves. 
In all of these cases, the allocation of capital into a risk reserve to cover

expected losses is a normal cost of doing business. The quantity from the ori-
gin to level E[L] on Exhibit 7.1 thus should be the aggregate capital allocated
by the firm to its expected losses. Assuming the firm did its capital budgeting
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homework correctly, this should be funded from the firm’s investment capital.
There is no role for excess capital in covering expected losses.

Now consider the cumulative loss on Exhibit 7.1 labeled L*. This may be
the point at which the firm’s losses become high enough that it starts to en-
counter financial distress costs. The cumulative loss reflected by the difference
between point L* and point E[L] can be called the firm’s unexpected loss. This
quantity defines the firm’s excess capital demand for the purpose of avoiding
the costs of financial distress.2

Reducing Underinvestment Costs

Recall from Chapters 4 and 5 that in a firm with too little internal funds, un-
derinvestment may occur when the firm is forced to reject positive NPV pro-
jects because funds are unavailable to make the required investment
expenditures. Such problems are most likely to occur if the investment is re-
quired at a bad time for the firm, such as immediately following a large deple-
tion of the firm’s internal funds.3

Excess capital held to mitigate the potential for underivestment can be
viewed as a type of cash flow smoothing device. When cash flows are abnor-
mally high, funds flow into a risk capital reserve to cover losses when cash
flows go into large deficits. When cash flows are too low relative to the invest-
ment opportunity set, the risk reserve can be tapped to replenish internal
sources of funds for investment—somewhat like a firm making a loan to it-
self. Some call this “preloss financing,” because the reserve was funded before
the loss, and when the loss occurs the firm simply borrows from its own re-
serves to smooth its current performance.4

One clear potential benefit of preloss financing is avoiding the heightened
costs of distressed debt financing—that is, issuing securities right after a large
loss is expensive. But the bigger cost comes if the costs of external finance are
so high following a depletion of funds that the firm has to curtail its spending
on projects that it would otherwise certainly pursue.

To illustrate the benefit of a risk reserve in this context, consider a chemi-
cal firm—Firm Spock—that has three possible R&D projects for new chemi-
cal development that cost C= 100 million, C= 200 million, and C= 300 million,
respectively.5 Assume these are mutually exclusive projects that yield riskless
discounted net cash flows of C= 200 million, C= 1,000 million, and C= 450 million,
respectively. The resulting project NPVs are shown in Table 7.1.

From the table, Firm Spock clearly prefers Project 2, where a C= 200 mil-
lion expenditure results in a C= 800 million NPV. Nevertheless, the NPVs of all
three projects are positive, thus suggesting that Spock will undertake all three
projects if it possibly can.

Now suppose that Spock has financed itself with debt and equity and
that its debt is floating rate. Interest rate changes can cause Firm Spock’s debt
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service burden to fluctuate by as much as C= 150 million per annum. If Firm
Spock’s current net income plus depreciation plus retained earnings is C= 250
million, this means that interest rate changes can cause the free cash flows of
the firm to fluctuate from C= 100 million to C= 400 million over the course of a
year. Assume that Spock cannot issue new debt or equity following a rise in
rates and an associated treasury loss.

Table 7.2 shows the net impact of the two interest rate scenarios on
Spock’s capital budget.

From the table, it is clear that the firm will be forced to choose a subopti-
mally low level of investment spending if interest rates rise and free cash flows
fall to C= 100 million. The result is equivalent to the underinvestment problem,
in which the firm essentially forgoes an additional C= 800 million in net present
value terms purely because its free cash flows are too low to fund the project.
A risk reserve would help the firm address this problem by providing a
standby source of internal capital in the event of an unexpected loss due to in-
terest rate increases.

Notice that this manifestation of the underinvestment problem is primar-
ily a cash liquidity problem—a lack of internal funds that forces the market to
reject risky but positive-NPV investments because of the costs of raising new
liquid capital during periods of financial distress. Fluctuations in the firm’s
value or accounting earnings will not give rise to this problem unless also ac-
companied by a hit to internal cash funds.

BENEFITS OF EXCESS CAPITAL HELD AS 
“SIGNALING CAPITAL”

Asymmetric information can make it difficult for investors to distinguish
“good” firms from “bad” ones along a variety of dimensions. As we saw in
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TABLE 7.1 Capital Budget for Firm Spock’s Chemical Production (C= millions)

Investment Expenditure Discounted Cash Flows NPV

Project 1 C= 100 C= 200 C= 100
Project 2 C= 200 C= 1,000 C= 800
Project 3 C= 400 C= 450 C= 50

TABLE 7.2 Firm Spock’s Project Acceptance Decisions (C= millions)

Interest Rates Free Cash Flow Project(s) Investment NPV

Down C= 400 1 and 2 C= 300 C= 900
Flat C= 250 2 C= 200 C= 800
Up C= 100 1 C= 100 C= 100
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Chapter 5, changes in a firm’s capital structure often signal the true quality of
the firm’s investments when managers have information that investors do not
have. In the Miller and Rock (1985) model, for example, higher dividends sig-
nal high-quality investments, whereas any public security issue signals low-
quality investments.

Some argue that holding excess capital is itself a form of signaling. But
care must be taken not to confuse signaling capital with the arguments that
have already been presented for and against just having free cash flows. In ad-
dition, truly to send an informative signal to the capital market, it must be im-
possible for “bad” firms to imitate the signals that “good” firms send.6

Earnings Smoothing

2001 Economics Nobel Prize winner Michael Spence (1973) argues that a sig-
nal can be valuable for its sender when (1) the signaling action has some value
to the firm apart from just the information it conveys, and (2) it is costly for
“bad” firms to imitate “good” firms in sending this signal. Spence developed
these criteria while analyzing job markets in which more talented individuals
cannot easily distinguish themselves from less talented individuals. Talented
workers thus are “pooled” with less talented ones for wage rate determina-
tion, resulting in good people being underpaid and bad people being over-
paid—a “lemons in the labor market” problem.

This sort of a “pooling” equilibrium is what most signals are intended to
break and to replace with a “separating” equilibrium in which each type of
worker is properly paid. As a means of separating themselves from the less
talented part of the workforce, individuals with more talent in the Spence
model can incur the costs of acquiring more education. The higher the cost
imposed on low-quality workers relative to the cost borne by high-quality
workers, the more efficient—and likely the more effective—the signal will be.
So highly talented members of the workforce will tend to acquire education in
areas that are easiest for them and hardest for those with less talent to study.

Holding signaling capital also can help “good” firms separate them-
selves from “bad” ones. One common application of this actually involves
good firms attempting to reverse the effects of incorrect or extremely noisy
signals sent through mechanisms like accounting earnings that result in
their being confused with genuine dogs. This signaling argument frequently
is used as a justification for firms to engage in smoothing accounting infor-
mation by using earnings volatility reserves, hidden reserves, and the like.
Despite frequent criticisms of such reserves, they can make economic sense
when used for this reason.

Consider a French telecommunications firm whose earnings are strongly
influenced by, say, the U.S. dollar/French franc exchange rate. Specifically, the
firm has “translation risk” arising from its need to reexpress its dollar earnings
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in francs on its U.S. operations. Adverse moves in the exchange rate may well
not impose any economic losses on the firm because it has not repatriated dol-
lar-denominated profits—and perhaps never will, using them instead to fund
dollar investments or repay dollar-denominated debt—but the exchange rate
move still will show up as a negative influence on earnings because the firm has
dollar business but denominates its accounts in francs. In other words, the
firm’s earnings have a lot of “noise” in them about the investment activities of
the firm; earnings are sensitive to factors other than the firm’s true investments,
thus making it quite hard for analysts and investors to interpret earnings as a
signal of the firm’s investment policies.

Now suppose the telecommunications sector experiences significant nega-
tive earnings shocks that are highly correlated across firms—as in 2000–2001—
and more than one telecom firm is viewed as approaching financial distress.
Imagine further that the dollar/franc exchange rate has moved against our
French firm during the same period.

If the firm in question has made sound investments but still has high earn-
ings volatility, there is a significant risk that investors will mistakenly include
them in the category of firms whose investments have performed poorly. This
could be costly for the firm in several ways. It could increase the firm’s bor-
rowing costs, cause a deterioration in its credit rating, or perhaps even de-
prive it of the ability to exploit large investment projects. A firm believed to
be performing badly, for example, could have considerable trouble putting to-
gether the financing for a takeover.

Holding signaling capital can help firms attenuate the effects of these
earnings swings that are not a result of an actual decline in profitability. In
other words, our French firm has not taken any economic losses in the report-
ing period, but it has no real way of communicating that to investors. One
possibility is simply for the French telecom to be so well capitalized that in-
vestors could not possibly mistake it for a firm about to encounter financial
distress. Another is for the firm to use its signaling capital to make a dividend
payment that is higher than expected, communicating (à la Miller and Rock)
that its earnings are not revealing the firm’s true financial performance. In ei-
ther case, excess capital held by the firm prevents others from confusing it for
a firm experiencing truly negative performance.

Project Finance

The signals sent by holding extra capital were informative mainly because
“good” firms can send them at a much lower cost than “bad” firms. In this
section, we consider a different type of signal, known as a “money-burning”
signal. Unlike the Spence (1973) model, a money-burning signal is a signal
that is equally costly for firms for all types. In addition, a money-burning sig-
nal has no independent value to the firm apart from the signal it sends.
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Nelson (1970, 1974) argues that advertising is a type of money burning
signal.7 In his model, firms sell two types of products: “search goods” and
“experience goods.” The former is any good whose quality and product at-
tributes can be ascertained by inspection, and the latter is any good that must
be “used” in order to determine its characteristics and true value. Signaling is
not required for the first type of good, but it can make a difference in the sec-
ond case. Because a high-quality product is more likely to attract repeat pur-
chases, an initial sale of an experience good is more valuable to a high-quality
producer. Good firms thus are willing to spend money on advertising with es-
sentially no informational content to separate themselves from bad firms.
Milgrom and Roberts (1986) extend this analysis and show that the price of
an experience good also can be a signal of its quality and that in equilibrium,
firms will opt to signal using both price and advertising expenditures.

Money burning can make sense for firms as a way of addressing adverse
selection problems, but Daniel and Titman (1995) argue convincingly that eq-
uity-financed money burning rarely makes sense. They show that issuing new
equity and burning money is equivalent just to underpricing an equity issue
deliberately—namely, issuing the equity to raise funds, but rebating the funds
to investors instead of burning them.

Consider the case of an initial public offering (IPO).8 Suppose there are
two types of firms—good and bad—and the good type considers burning
money to try to differentiate itself from the bad type. To accomplish this suc-
cessfully, the firm would need to underprice its IPO to a level at or below the
price of the IPO for the bad firm. But the good type also always has the alter-
native of not bothering to differentiate itself. The pooling equilibrium of good
and bad types would result in an IPO price reflecting the average of the good
and bad firms. Because this price would be higher than the price the good firm
would need to set for its IPO to achieve a separating equilibrium, the good
firm will prefer just to tolerate being pooled with bad types.

Welch (1989) considers an IPO done for project financing, in which a
firm that issues equity also must take on a related project. If the project has a
positive NPV for good firms and a negative-NPV for bad firms, a good firm
may then differentiate itself successfully from the bad one by issuing stock.
The bad firm will not mimic the good firm as long as the negative-NPV pro-
ject imposes a cost on the bad firm that is higher than the amount by which
the IPO is overpriced for that bad firm. If the NPV of the project is only
slightly negative, then the bad firm may choose to mimic the good firm and
accept the project, believing it will recover more from the overpricing of eq-
uity in a polling equilibrium than it will lose on the project. But in this case,
the good firm can underprice its IPO—just enough so that the costs to the bad
firm of mimicking the good firm become just higher than the benefits.

Models like the one proposed by Welch (1989) may have some applica-
bility to the incentives for firms to hold excess financial capital for signaling
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purposes. If we assume that firms sometimes want signaling capital associated
with specific investment project opportunities, then the argument for issuing
underpriced securities to raise signaling capital can make sense. Like Welch,
suppose firms that issue securities for this reason also must accept the project
in question, but suppose the project has a negative NPV for “bad” firms.
Good firms may issue underpriced securities to raise capital that is above the
amount required to invest in the project in question but that differentiates
them from bad firms.

Consider an example of Firms Goldfinger and Blowfeld, where Goldfin-
ger is a “good” firm and Blowfeld is a “bad” one. Goldfinger may want to
differentiate itself from Blowfeld for a variety of reasons. The firms might be
competitors, and Goldfinger believes being perceived as good will give it
longer-term customer relationships.

It makes no sense for Goldfinger to try to differentiate itself by burning
money. If Goldfinger issues new securities purely to raise signaling capital,
the market will drop into normal pecking order behavior and assume
Goldfinger has unfavorable private information and that its securities are
overpriced, thus leading to an underpricing. Blowfeld can do the same thing
and generate the same signaling capital, thus perfectly mimicking Goldfinger.
The resulting capital raised thus conveys no useful information to investors
and is expensive.

Now consider a third firm—a large dot-com called Bond. Suppose
Goldfinger can realize substantial economies of scope and cost savings
through the acquisition of Bond that Blowfeld cannot. Taking the cost of the
acquisition into consideration, Goldfinger’s acquisition of Bond is a positive-
NPV project, and Blowfeld’s is not.

Goldfinger has an incentive to acquire Bond anyway because the acquisi-
tion would represent a value-enhancing investment project. But Goldfinger
also can use the acquisition as an opportunity to burn money and differenti-
ate itself from Blowfeld. Money burning in a corporate action is not difficult.
Goldfinger need only pay a lot of investment banking, advertising, public re-
lations, and legal fees to cross over into the money-burning realm at some
point. Blowfeld will not do this, because the acquisition of Bond is negative
NPV. The costs to Blowfeld of imitating Goldfinger are thus too high.

Now consider the problem from an ex ante standpoint. Suppose Goldfin-
ger issues securities to raise excess capital in order to fund as yet unidentified
investment opportunities, like Myers’s real options. Importantly, Goldfinger
deliberately raises more funds than it needs specifically to discourage
Blowfeld from imitating it. And indeed, to the extent that Blowfeld considers
it likely that at least some of the investment projects that are valuable to
Goldfinger will not be valuable to Blowfeld, maintaining a stock of signaling
capital to fund future investments will be too costly for Blowfeld.

Admittedly these examples are fairly stylized. Holding signaling capital
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definitely seems more plausible when the firm in question has lower costs than
its rivals, as in Spence (1973). Nevertheless, it is possible that a firm might de-
liberately issue underpriced securities in order to finance the acquisition of
signaling capital even when the cost is the same to all of its rivals—but only
because the total cost is lower due to the correlation of the firm’s signaling
capital and the pursuit of some future investment project.9

Risk versus Signaling Capital

The information asymmetry that gives rise to the pecking order and to most
signaling problems is between investors and the firm’s managers. But suppose
that the customers of a firm are the less-informed parties. If the concern cus-
tomers have is the creditworthiness of the firm, signaling capital can help
avert such concerns.

Consider, for example, a financial clearinghouse whose primary business
is the clearing and settlement of secondary market securities trades and deriv-
atives transactions. If the clearinghouse acts as a “central counterparty,” then
it essentially guarantees performance on all transactions. Apart from pruden-
tial risk management guidelines to help a clearinghouse reduce the likelihood
of a member’s default, such clearinghouses usually also hold a “default re-
serve” funded by the clearinghouse, its users, or both—and, as we shall see in
Chapters 20 and 21, often protected with financial guarantees.

A clearinghouse could hold default reserves either for risk or for signaling
purposes. To see why, suppose Clearinghouse Kirk maintains a $200 million
default reserve of its own funds and participant contributions to cover losses
that could arise in the event of a user’s failure to honor its trading and clear-
ing obligations. Now suppose Kirk believes that the default of any large par-
ticipant would indeed impose a loss on the clearinghouse of around $200
million. Accordingly, Kirk is considering adding another $100 million to that
amount to bring the fund up to $300 million.

On one hand, the extra $100 million in capital can function as risk capi-
tal for any of the reasons noted earlier. A complete depletion of the fund
could be tantamount to a forced shutdown of the clearinghouse the day after
the loss, so Kirk may wish the additional $100 million to avoid the costs of fi-
nancial distress. Similarly, Kirk might want the $100 million cushion to “buy
time” to replenish the size of the fund gradually without having to incur dis-
tressed financing costs by borrowing new money the day after announcing a
major loss.

On the other hand, the extra $100 million in capital could function as a
signal of the clearinghouse’s integrity to prospective customers. Just because
Kirk’s managers know the largest loss is unlikely to exceed $200 million, cus-
tomers might not know that. Incurring the cost of raising an additional $100
million is a way for Kirk to signal its information to outsiders that it can
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weather a large loss. This $100 million might not ever be needed in a practical
sense, but the fact that Kirk incurred the costs to raise it and allocate it to re-
serves may well give customers the confidence they need to continue clearing
their transactions through Kirk.

Risk and signaling capital thus clearly may be related to one another. As
an operational matter, however, distinguishing between risk and signaling
capital does not much matter. Signaling capital appears on the economic bal-
ance sheet in Exhibit 2.1 in exactly the same way that risk capital does—as in-
ternal funds or external claims on the sources of funds side and as riskless
assets held in reserves on the uses of funds side.

As an economic matter, there are situations where commingling risk and
signaling will not matter. But there are also situations where it does matter.
Specifically, if excess capital is held to signal financial strength but is perceived
as being risk capital, the wrong signal may be sent. If Kirk raises excess capi-
tal in an effort to show its financial integrity to customers but its action is
mistaken for engaging in preloss financing, for example, the value of the sig-
nal may be greatly reduced. Customers who do not know the potential size of
a large loss may simply infer that the exposure of the clearinghouse is now
$300 million.

COSTS OF EXTERNALLY RAISED EXCESS 
PAID-IN CAPITAL

A firm that seeks excess paid-in capital from external sources as either risk
or signaling capital will have to issue new claims to raise cash, use that
cash to acquire riskless bonds, and then lump those bonds into the rest of
the firm’s unsecured assets. Perhaps the firm will make a separate balance
sheet entry declaring the bonds to be risk reserves of some kind, but they
remain unsecured. Especially if the firm has issued low-priority claims like
subdebt or equity, the net result is that the firm has issued highly risky and
costly securities to raise funds that are essentially being parked in a risk-
free investment fund.

As noted previously, one potential drawback of holding excess capital is
avoiding the negative signal that the excess capital itself might send. Just
imagine explaining the above process at a shareholder meeting—that your lat-
est seasoned equity offering had been used solely to fund the acquisition of
riskless debt. A firm in this situation runs the great risk of being confused for
a Jensen (1986) or Jensen and Meckling (1976) overinvester that might be
raising new money only to plow it into negative NPV projects.

Of course, if the benefits discussed in the two prior sections are high
enough, then it makes sense to raise the excess capital—and perhaps hire a
good public relations firm at the same time to handle the investor relations
end of things. But the benefits of excess capital must be more than simply pos-
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itive. They must be high enough to exceed the costs at the margin. Specifically,
if a firm issues new securities at its cost of capital and invests the proceeds
from the security issue in riskless bonds, the marginal benefits of additional
reserves must at a minimum exceed the difference between the firm’s cost of
capital and the risk-free rate.

To examine these two costs of issuing external claims purely to invest in
riskless bonds as a risk or signaling reserve, we consider the case of a debt fi-
nancing and then an equity financing, followed by a brief discussion on com-
binations of the two.

Reserves Financed with New Risky Debt

Suppose first the firm issues new debt to finance the acquisition of riskless
bonds to be placed in an excess capital reserve and that the new debt has the
same priority as the outstanding debt. In this case, we can imagine that the
firm is funding a risk capital reserve as a method of financing its risks over
time. Equity holders eventually bear the risks as before, but issuing new debt
to fund a risk capital reserve can help a firm prefund losses and smooth the
timing of when the loss actually is borne by equity holders.

To avoid the complications of discounting, we compare two different
firms, both on date T on which both firms’ debt matures. Assume both firms
have outstanding unrestricted common stock and risky debt.

Impact on the Value of the Firm
If the firm issues new risky debt to fund the acquisition of riskless debt that
will be worth Z on date T, the firm’s assets are no riskier than before. But
there are more of them—by exactly amount Z raised from the debt issue. At
the same time, however, there is now Z more debt that must be repaid.

Firms Ness and Capone can be presumed to hold identical risky assets.
The material difference in the two firms is that Firm Capone also has issued
extra debt to raise excess capital that has been placed into a risk or signaling
reserve. Specifically, Firm Ness has FV in debt outstanding, whereas Firm
Capone has FV + Z in debt outstanding to reflect the additional Z dollars
Capone has borrowed to finance its excess capital. Capone has invested the
proceeds Z entirely in riskless debt.

Remembering from Chapter 1 that the value of the firm is equal to the
value of a call struck at FV less the value of a put struck at FV plus a riskless
loan of FV, the market value of Firm Ness at time T is

VN(T) = A(T) = C(A(T),FV,T) – P(A(T),FV,T) + FV (7.1)

where C(A(T),FV,T) denotes the time T market value of the firm’s total resid-
ual claims as a function of A(T) given a debt stock of FV and where

Risk and Signaling Capital 145

CCC-Culp 4 (127-182)  2/8/02  4:11 PM  Page 145



P(A(T),FV,T) denotes the time T market value of the firm’s risky debt obliga-
tions with face value FV as a function of A(T).

Firm Capone has FV + Z debt outstanding, but because the proceeds have
been placed into a riskless reserve, Capone also has A(T) + Z in assets. In
other words, because the risky assets of the two firms are the same, Capone
also will have exactly Z dollars more than Ness, no matter what time T assets
are actually worth. The T market value of Firm Capone thus is

VC(T) = A(T) + Z = C(A(T) + Z, FV + Z,T) 
– P(A(T) + Z,FV + Z,T) + FV + Z (7.2)

Comparing equation 7.2 with 7.1, we see that Firm Capone thus has a higher
value than Firm Ness by Z dollars exactly—hardly surprising.

Note the differences between equations 7.2 and 7.1. First, the assets of
Firm Capone are higher by Z to reflect the riskless bonds now held in reserves
on the firm’s balance sheet. Second, the face value of the debt on the right-
hand side of 7.2 is also higher by Z to reflect the fact that those reserves es-
sentially belong to bond holders. Finally, note two changes in the
option-equivalent expressions for equity and debt’s put. The increase in the
face value of the firm’s total debt has increased the strike price of the options
from FV to FV + Z. In addition, the underlying of the options has now
changed. Instead of being written on A(T), as in the case of Firm Ness, the op-
tions representing the financial capital claims of Firm Capone are now written
on A(T) + Z.

Readers can verify the expression for the value of Firm Capone by recog-
nizing that equation 7.2 can be rewritten as

VC(T) = A(T) + Z = max[A(T) + Z – FV – Z , 0] 
+ min[A(T) + Z – FV – Z , 0] + FV + Z

or

VC(T) = A(T) + Z = A(T) + Z

Risk of Claims
Exhibit 7.2 shows the market value of the equity and debt claims issued by
Firms Ness and Capone using the options framework developed in Chapter 1.
The y-axis shows the value of the firm and the value of the two firm’s debt
and equity claims in date T dollars. The x-axis shows the possible value of the
firm’s assets A(T) at time T.

The market value of firm Ness’s equity can be viewed as a long call struck
at FV and its total debt as a short put struck at FV together with a riskless
loan of amount FV. The underlying of Ness’s option claims is the firm’s assets
A(T). For Capone, equity is valued as a long call at FV + Z and debt as a short
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put at FV + Z plus a loan of FV + Z. But the underlying of these options is
now A(T) + Z to reflect the addition of riskless bonds to the firm’s assets.

Some simple geometry allows us to verify that the value of equity for the
two firms is the same. Choose any arbitrary asset value A°(T). At that asset
value, Firm Ness’s equity has a claim on date T on A°(T) in assets less the
debt-servicing obligation of FV. For that same asset value, the equity of Firm
Capone has a claim on A°(T) + Z, which is higher than the assets on which
Firm Ness’s shareholders have a claim. But Capone’s debt-servicing obliga-
tions are also higher—by Z. Because Capone’s assets have risen by exactly the
same amount as its debt, the equity of Firm Capone is worth A°(T) + Z – FV
– Z, or A°(T) – FV. For any A°(T), this relation will be true. Consequently, the
value of total equity issued by Firm Ness is equal to the value of total equity
issued by Firm Capone.

Exhibit 7.3 sheds some light on the market values of the two firms’ debt.
Unlike Exhibit 7.2, the y-axis of Exhibit 7.3 now shows the value of each
claim separately rather than additively. The x-axis is still the terminal value of
the firm’s assets, and the probability associated with that asset value is now
shown on the second y-axis on the right. The graph shows the terminal pay-
offs to the two firms’ debt and equity claims as well as two probability distri-
butions from which A(T) will be drawn.
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Because Ness and Capone hold the same risky assets, the probability dis-
tribution ƒ(A) from which the time T asset value is drawn is the same for both
firms. Specifically, the shape of the distribution is the same, as are its variance,
skewness, and kurtosis. But the mean of the distribution is different. The dis-
tribution from which Capone’s terminal asset value is drawn is to the right of
the Ness asset distribution by exactly Z for every possible A(T)—that is, the
distribution for Capone ƒ(A + Z) is equal to the distribution for Ness ƒ(A)
plus the addition of the riskless Z dollars in assets that the proceeds of the
new debt issue has funded. Note that ƒ(A + Z) = ƒ(A) + Z, so that the distrib-
ution of A + Z is equivalent to adding Z to whatever is drawn from the distri-
bution ƒ(A) because Z is a constant.

To evaluate the risk of the debt of the two firms, consider the probability
of a default. For Firm Ness, the probability of not receiving a full repayment
of the debt is

The probability of default on the debt issued by Capone is given by

Pr[ ( ) ] ( )                       ( . )A T Z FV Z A Z dA
Z

FV Z

+ ≤ + = +
+

∫ f 7 4

Pr[ ( ) ] ( )                                     ( . )A T FV A dA
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EXHIBIT 7.3 Securities Values of Firms Ness and Capone after a New Debt Issue
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Although it should be obvious that adding the same constant to both
sides of the probability distribution function leaves the original result un-
changed, we can show this more formally. Starting with equation 7.3, we do a
change of variables and let y = A + Z. The original interval over which we in-
tegrated was A ∈ [0, FV]. For the new variable y, the new limits of integration
are y ∈ [Z,FV + Z]. Substituting the new limits of integration and trans-
formed variable into 7.3 yields:

which is the same as equation 7.3. So, Ness and Capone debt have identical
default probabilities. This is confirmed graphically on Exhibit 7.3.

Dilution
If the risk of the securities issued by the two firms is identical, the securities’
values will be identical. But the value of Firm Capone is Z dollars higher than
the value of Firm Ness. This extra Z does not mean there is an arbitrage op-
portunity here and that firms can make their security holders better off by is-
suing bonds and loading up on riskless debt. It simply means that the higher
value of Capone had to come from somewhere other than a change in the
value of total debt and equity.

The explanation, of course, is that the extra debt dilutes the debt hold-
ers of Capone. To see this, let us rewrite equations 7.1 and 7.2 using some
new notation:

VN(T) = A(T) = ηNcN – βNpN + βNq (7.6)

VC(T) = A(T) + Z = ηCcC – βCpC + βCq (7.7)

where η is the number of shares of common stock outstanding, c is the price
of the stock per share (i.e., each shareholder’s call on a prorated portion of
the firm’s assets net of debt repayments), β is the number of bondholders, p is
the price of the put component of the debt issue per bond, q is the face value
of a single bond, and the superscripts N and C denote Ness and Capone, re-
spectively. For ease of comparison, we can immediately rewrite 7.6 and 7.7 as

VN(T) = A(T) = ηNcN – βNpN + βNq (7.8)

VC(T) = A(T) + Z = (ηN + e)cC + (βN + d)(q – pC) (7.9)

where we express the number of equity shares and bonds outstanding at Firm
Capone as the number of shares and bonds outstanding at Ness plus a constant

f f f( ) ( ) ( )                         ( . )A dA y dy A Z dA
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for each security type, so that ηC = ηN + e and βC = βN + d, where e and d repre-
sent the number of shares and bonds Capone has issued in excess of Ness.

Capone is different from Ness only by the addition Z in assets and debt
burden. This enables us to recognize that

Z = dq

so that equation 7.9 can be rewritten as

VC(T) = A(T) + dq = (ηN + e)cC + (βN + d)(q – pC) (7.10)

We know that the total value of Capone’s residual claims is equal to the
total value of Ness’s residual claims. Because Capone has no additional shares
outstanding—that is, e = 0—we also know that the per share prices of the two
firms must be identical. Using this fact and equations 7.8 and 7.10, we can
compare the price per bond of debt issued by Capone with debt issued by
Ness:

So the price per bond for debt issued by Ness is worth more than the price per
bond for debt issued by a percentage equal to the proportion of additional
bond holders in Capone. If Capone has 10 percent more bond holders than
Ness, the price per bond for Ness debt will be 10 percent higher than the price
per bond of Capone debt. It is easy to verify that the increased value of
Capone relative to Ness by Z dollars comes entirely from this dilution effect.

Although our example has involved two separate firms, we can generalize
the result to a single firm easily enough. Namely, the increase in the value of
the firm resulting from the increase in assets by Z risklessly is financed en-
tirely by old bond holders. The price paid by the new bond holders will fairly
reflect the new asset value of the firm, but not so for existing bond holders.

Holding risk capital reserves may have benefits for the firm as a whole,
but an issue of debt to finance the funding of these reserves is costly only for
existing debt holders. To the extent those debt holders are not the sole benefi-
ciaries of the excess capital, the funding of the reserve is not any different
than the asset substitution problem discussed in Chapter 4.

Reserves Financed with New Equity

Now let us consider the case in which Firm Ness remains as before and Firm
Capone finances a risk capital reserve with a new equity issue that will be

p p
dN C
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worth Z risklessly on date T. In this case, the firm is simply augmenting the
equity capital available to absorb losses arising from risks retained by the firm
rather than spreading those losses over time through risk financing. The face
value of the debt for Capone in this case is the same as Firm Ness at FV.

Impact on the Value of the Firm
The market value of Firm Ness at time T is still given as

VN(T) = A(T) = C(A(T),FV,T) – P(A(T),FV,T) + FV (7.12)

Firm Capone has FV debt outstanding but now has A(T) + Z in assets. The T
market value of Firm Capone thus is

VC(T) = A(T) + Z = C(A(T) + Z,FV,T) – P(A(T) + Z,FV,T) + FV (7.13)

Again note the difference in equations 7.13 and 7.12. Firm Capone evi-
dently still has a higher asset value than Firm Ness by Z dollars—exactly the
amount of additional assets. On the right-hand side, this is reflected by a
change in the underlying asset on which the claims as options are based
from A(T) to A(T) + Z. But unlike before, this time there is no change in the
size of the riskless loan to debt holders and hence no change in the option
strike prices.

Risk of Claims and Dilution
Exhibit 7.4 shows that without an increase in the firm’s debt obligations, is-
suing equity to fund the acquisition of riskless bonds does not change the
payoff diagrams for either debt or equity. But it does change their risks.
Adding Z to current assets at every possible level of A(T) has the effect of
making the equity call deeper in the money and the equity put deeper out of
the money for A(T) > FV. For A(T) < FV, equity gets less out of the money
or perhaps moves into the money, and conversely for debt. In either case,
both equity and debt are better off than before. (Remember that debt is a
riskless loan plus a written put that becomes more valuable when the under-
lying price rises.)

Subtracting equation 7.12 from 7.13 yields the following difference of
values between Capone and Ness:

VC(T) – VN(T) = Z = [C(A(T) + Z,FV) – C(A(T),FV)]
– [P(A(T) + Z,FV) – P(A(T),FV)] (7.14)

Recognizing in this case that βC= βN, we can rewrite equation 7.14 as

ηC(cC – cN) + ecC – βC(pC – pN) = Z (7.15)
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Unfortunately, there is little else we can say about where the additional Z
comes from. The pure risk component is ambiguous. Although cC > cN and pC

< pN, the relative magnitudes depend on the current market value of the firm’s
assets. Specifically, the more in the money an option, the greater the price dif-
ference will be for a given difference in the underlying asset distribution be-
tween ƒ(A) and ƒ(A + Z).

We can examine the situation in a couple of specific cases. If A(T) is ex-
tremely high, then the equity options are so deep in the money that they be-
have similarly to the underlying. The difference in the total equity value of
Capone relative to Ness thus will be approximately Z, and the debt values of
the two firms will be virtually the same. So

C(A(T) + Z,FV) – C(A(T),FV) ≈Z

and

P(A(T) + Z,FV) – P(A(T),FV) ≈ 0

Because the number of bonds outstanding at the firms are equal, we can fur-
ther see that
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EXHIBIT 7.4 Values of Equity and Debt for Firms Ness and Capone after a New Equity
Issue
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(pC – pN) ≈ 0

so that the equity dilution is given by

So when the firm’s assets are high relative to the face value of its debt, issu-
ing new equity to fund a riskless bond capital reserve will be paid for almost
entirely by equity through a dilution. Specifically, old equity shareholders pay
for the increase in firm value by Z.

If the equity call option is close to at the money, though, then the value
of debt will rise appreciably in response to a riskless stock of bonds being
added to the assets of the firm; debt then has a higher likelihood of not de-
faulting. Equity values also still rise, but not by as much. And the dilution
effect still hits equity. In this situation, debt thus unambiguously gains at
the expense of equity because debt goes up in value with no dilution,
whereas any increase in equity value is tempered by the dilutive effects of
the new issue.

Importance of Me-First Rules

Both a new debt and a new equity issue give rise to the type of asset substitu-
tion problem mentioned in Chapter 4. Even if the benefits of holding excess
capital are high, an all-debt or all-equity issue to finance the acquisition of
that capital will have negative relative wealth effects. The benefits of the ex-
cess capital likely will accrue to both stock- and bond holders, but the dilutive
costs are borne only by one class of claimants in the above examples. Apart
from being impractical, such financing schemes also may well violate other
protections the firm has in place against asset substitution (e.g., covenants). In
addition, this will constitute a clear violation of the market value rule to max-
imize total security holder welfare rather than the oft-touted but nevertheless
incorrect goal of maximizing shareholder welfare.

If the net benefits to the firm of holding excess capital are positive and the
firm considers externally raised paid-in capital to be the best or only means of
funding the acquisition of that capital, the firm should design the security is-
sue to try to minimize the distortionary relative wealth effects discussed
above. Otherwise, deviation from the market value rule will make the firm an
immediate takeover target, as discussed in Chapter 3 and in Fama (1976).
The obvious solution in either case is to establish me-first rules.

Or the firm could choose an alternative to paid-in capital as a source of
its risk and signaling capital.
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MANAGING THE COSTS OF EXCESS CAPITAL 
WITH CONTINGENT CAPITAL FACILITIES

Many firms do indeed utilize excess capital today, especially for the purpose
of maintaining earnings volatility smoothing reserves, loan-loss reserves, liq-
uidity reserves, and the like. Before incurring the significant costs of the for-
mer, firms should ensure that the benefits of holding excess capital are
genuinely higher than the costs of raising it.

One way to tilt the benefit-cost calculus in favor of firms demanding ex-
cess capital is to reduce the costs of issuing new securities by utilizing contin-
gent rather than paid-in capital. As we discussed in Chapter 2, contingent
capital facilities are essentially options on the issuance of paid-in capital
claims. Accordingly, they are likely to be more expensive than just issuing
new securities because the option premium paid for the contingency option
must be added to the cost of capital underlying the facility. But such facilities
may more than pay for themselves by creating cost savings in other areas. We
consider three examples.

Reducing Financial Distress Costs

A major opportunity for achieving cost savings through the use of contingent
capital facilities—as well as for avoiding some of the nasty relative wealth ef-
fects just explored—is created by the presence of “triggers” in such facilities.
Consider, for example, contingent risk capital used to reduce the expected
cost of financial distress. Setting aside what the trigger actually would look
like (see Chapter 21) assume it can be constructed to ensure that the firm re-
ceives a capital infusion early enough to avoid the costs of financial distress
but nevertheless at a time when financial distress is on the horizon.

In this situation a contingent risk capital facility will be most highly val-
ued when both debt and equity viewed as options are nearly at the money. A
contingent risk capital facility would be virtually useless to both claimants if
equity is deeply in the money and debt deeply out of the money. And if the
converse is true, the facility likely will be too late to help. But if the facility
can be drawn when the options comprising the firm’s securities capital struc-
ture are nearly at the money, then both debt and equity will benefit from the
infusion of funds, thereby at least partially mitigating any adverse relative
wealth effects of dilution when the contingent facility becomes a real balance
sheet claim.

The claim underlying the contingent capital facility also may, however,
change the firm’s risk profile. A capital supplier’s commitment to purchase
subordinated debt when a firm is nearing financial distress will likely exac-
erbate problems. If drawn, the net impact will be an increase in the firm’s
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leverage. If the firm has been losing money, the value of its equity has been
declining and the market leverage of the firm (as opposed to book leverage)
already has been increasing. On one hand, this means the contingent capital
will be quite valuable and will come at a time when the firm’s debt capacity
may be limited. But on the other hand, assuming new fixed obligations
could push the firm over the edge, even if the debt is obtained on nondis-
tress terms.

Consider instead an agreement by a capital supplier to purchase preferred
stock from the issuer at a time when the firm is approaching financial distress.
The firm’s total indebtedness will not rise because the dividend on preferred
stock can always be set to zero. Accordingly, the firm will not become riskier.
But then we have the problem again that the major beneficiaries of this are se-
nior debt holders, who then experience no dilution.

A solution is to allocate the premium paid for the contingent capital facil-
ity to the class of security holders the facility benefits most. In the last exam-
ple, a contingent capital facility in which a capital supplier preagrees to
purchase preferred stock from the firm when it is nearing financial distress
will benefit equity holders through reducing financial distress costs and debt
holders from a decreased probability of insolvency. Debt will benefit more,
however, because it is a fixed claim. Consequently, the cost of the option to
purchase preferred stock should be borne by the debt holders who would ben-
efit most from the facility’s subsequent exercise. Equity will pay for the facil-
ity through dilution, and debt will bear the cost of the facility in the event that
it is not needed.

Reducing Underinvestment Costs

As in the financial distress case, paid-in capital may not be required to address
underinvestment costs. Contingent capital whose terms are negotiated prior
to a liquidity crunch can serve the purpose nicely. When a firm lacks the inter-
nal cash flows to exploit a positive NPV investment owing to a liquidity
crunch, the contingent capital can be drawn and used to transfer investment
funds into its capital investment account.

Unlike the scenario in which contingent capital is sought to reduce the ex-
pected costs of financial distress, however, the type of claim underlying the
contingent facility designed to reduce underinvestment costs does not matter
as much. The reason is that underinvestment problems are driven by liquidity
considerations, not value considerations. The firm needs cash because it is
short of cash, and its only alternatives are to sell assets—possibly at below-
market prices—or forgo positive NPV projects. But just because the firm
needs cash does not mean the firm is financially troubled. Consequently, the
type of claim issued may well have little impact on the firm’s risk.
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Signaling Capital

As Spence (1973) reminds us, raising and holding excess capital purely as a
signal makes sense only if the firm’s rivals cannot do the same thing at the
same cost. If a firm seeking to raise capital to smooth earnings is initially in-
distinguishable from its poorly performing rivals, the securities it issues to
raise capital will be underpriced accordingly by virtue of the adverse selection
problems discussed in Chapter 5. But its rivals can issue underpriced securi-
ties on the same terms. So the value of issuing securities purely to raise capital
makes very little sense because all the rivals can imitate the good firm in rais-
ing excess capital by issuing underpriced securities, thus resulting in the signal
being totally uninformative.

Where a firm might be able to distinguish itself is by raising capital from
a capital provider that is less affected by the information asymmetry than
public security holders. If a good firm with volatile earnings that are contami-
nated with a lot of noise can convince a bank or insurance company, for ex-
ample, that its earnings volatility is primarily reflecting factors like exchange
rate translation risk rather than bad investments, then the bank or insurance
company may offer funds to the firm on much better terms than would be
possible from a public securities issue.

If the firm seeking earnings smoothing capital is truly good and its rivals
are truly bad, the rivals will not be able to obtain contingent capital on the
same terms as the good firm. Reducing the amount of asymmetric informa-
tion for the rivals, in fact, would actually expose them to worse financing
terms as the pooling equilibrium collapses into a separating equilibrium. At
least in the case of ignorance, the price paid for their securities will reflect the
pooled good/bad firm assessment. But if a bank or insurer finds out that a bad
firm is truly bad, then the resulting separating equilibrium will force bad firms
to fund at their true risk-adjusted cost of capital.

Ironically, the fact that rivals cannot mimic good firms in this situation
will lead to the same separating equilibrium anyway. If rivals cannot persuade
banks and insurers that they are good, securing a contingent signaling capital
source successfully is itself a differentiating and informative signal for a firm.
The good firm will get contingent capital on good terms, and the bad firms
will be revealed for what they are by their inability to do so. In that case, the
benefits of the signal sent by the good firm in securing contingent capital are
not limited to earnings smoothing. They also include the elimination of ad-
verse selection costs from its subsequent public securities issues.

This view is a bit extreme, of course, as even banks and insurers are im-
perfectly informed. Nevertheless, the signaling capital may be available at a
low enough cost at least to justify its use purely for earnings smoothing pur-
poses, even if a full separating equilibrium does not result. More likely is a
partial separating equilibrium in which some participants view the good firm
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properly as a good firm, but all other firms remain unclassified and pooled as
a mixture of lemons and nonlemons.

The type of claim underlying the contingent facility in the case of earn-
ings smoothing capital depends in part on the signal conveyed. Naturally, for
an insurer or bank to agree to a contingent equity facility sends a stronger
positive signal than if the outside firm agrees only to provide senior debt. But
the cost issues raised earlier must be weighed against this additional benefit to
determine which claim mixture is right for the demander in question.

DETERMINING THE AMOUNT OF CONTINGENT RISK
CAPITAL TO HOLD

Here we consider the contingent risk capital needs of financial firms whose cus-
tomers are also major liability holders. Whether holders of balance-sheet liabili-
ties (e.g., demand deposit holders at commercial banks) or off-balance-sheet
liabilities (e.g., swaps counterparties), customers of financial firms tend to place
a very high value on the creditworthiness of the institutions on which they have
claims. An a A-rated firm may be at a disadvantage to a AAA-rated firm in at-
tracting customers. Risk capital can help mitigate that competitive disadvantage.

The advantage of considering financial firms here is that we can easily
address the possibility that either the assets or the liabilities of the firm may
need to be protected from risk with contingent capital facilities. As we shall
see, the firm’s net assets will be the sole driver of its need for risk capital. A
nonfinancial firm may not need to worry about differences between gross
and net asset values, but we can always consider this a special case of the
analysis that follows.

Asset and Liability Insurance Providers and 
Claim Holders

Merton and Perold (1993), whose model and analysis is followed closely in
this entire section, define the risk capital of a firm as “the smallest amount
that can be invested to insure the value of the firm’s net assets against a loss in
value relative to a risk-free investment.” In this context, the firm’s net assets
are its gross assets minus customer liabilities, assuming the customer liabilities
are default risk-free.

Consider Bank Pascal, a wholly owned subsidiary of a default risk-free
bank hold company. Bank Pascal has one deal—a one-year loan participation
with face value $100 million and a single interest payment of 20 percent. The
bank has no customer liabilities, and its net assets thus consist solely of the
loan. Obviously, funding the loan requires $100 million in investment capital.
But suppose the loan is risky—specifically, it returns the full $120 million in an
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“anticipated” scenario, defaults but has a 50 percent recovery rate in a “disas-
ter” scenario, and defaults with no recovery in a “catastrophic” scenario.

In addition to the $100 million in investment capital, Bank Pascal needs
risk capital to insure that any debt it issues is default risk-free. If the current
risk-free rate is 10 percent, Bank Pascal thus could finance the loan with a
$100 million one-year note issue resulting in a $110 million payment obliga-
tion in a year. The payments on the note can be guaranteed through the pur-
chase of liability or asset insurance, both of which are contingent capital and
both of which give rise to excess capital held by the firm as risk capital.

First suppose Bank Pascal buys asset insurance in the amount of $110
million for a total cost of $5 million. For any decline in the value of the loan
below $110 million, the insurer makes a cash payment to Bank Pascal to
make up the deficiency dollar for dollar. Accordingly, Bank Pascal always has
adequate funds to repay the note holders fully, thus making the debt default
risk-free.

The risk capital held by Bank Pascal as excess capital is equal to $5 mil-
lion, or the price paid for the asset insurance. This insurance purchase is
funded by shareholder equity. The accounting balance sheet of Bank Pascal is
given in Table 7.3. In this example, the economic balance sheet—as shown
earlier in Exhibit 2.1—is the same as the accounting balance sheet.

Table 7.4 shows the various payoffs in the three scenarios for the asset. In
the anticipated scenario, the firm receives $120 million on the loan, $110 mil-
lion of which goes to note holders and $10 million of which goes back to the
parent corporation as the sole equity holder in Bank Pascal. In either the dis-
aster or catastrophic scenario, the asset insurance pays off up to $110 million,
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TABLE 7.3 Accounting Balance Sheet with Asset Insurance 
($ millions)

Assets Liabilities and Shareholder Equity

Loan $100 Note (default free) $100
Asset insurance $5 Shareholder equity $5

TABLE 7.4 Payoffs After One Year ($ millions)

Payoffs to Claimants

Scenario Loan Insurance Insured Loan Note Equity

Anticipated $120 $0 $120 $110 $10
Disaster $60 $50 $110 $110 $0
Catastrophe $0 $110 $110 $110 $0
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in which case note holders are always repaid but equity’s residual claim is
worthless. The risk capital also has been lost. So the insurance company bears
the risk of the asset, and Bank Pascal’s parent corporation as its sole equity
holder bears the risk of loss of the risk capital.

Now suppose that instead of purchasing insurance from a third party for
the loan asset, Bank Pascal instead seeks a parental guarantee for the repay-
ment of its debt—another slightly different form of contingent capital. In this
case, the parent corporation makes no equity investment in the firm. Table
7.5 shows the accounting balance sheet.

In this case, the risk of nonperformance on the asset is borne completely
by the parent. In the disaster scenario, for example, the parent will have to
make a cash infusion of $50 million to enable Bank Pascal to repay note hold-
ers in full. And in the catastrophe scenario, the cash payment from the parent
will be the full $110 million required to pay off debt claimants. The risk capi-
tal thus in this case is an off-balance-sheet guarantee. Because the cash flows
for the parent corporation on the loan guarantee are identical to the cash
flows on the explicit asset insurance contract, the risk capital in this case must
have the same value as in the explicit insurance case—$5 million. The eco-
nomic balance sheet of the firm thus is now shown in Table 7.6.

Now suppose Bank Pascal is willing to issue debt that is subject to de-
fault risk. In this case, a 10 percent note with face value $100 million will
no longer be riskless. To guarantee that the note returns more than the 10
percent riskless rate, the note thus will issue at a discount to par of, say, $δ
million. But this now implies that Bank Pascal raises $100 – δ million in in-
vestment capital, despite needing $100 million to fund the loan. A cash eq-
uity investment by the parent of $δ million is required to make up the
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TABLE 7.5 Accounting Balance Sheet with Parent Guarantee of
Debt ($ millions)

Assets Liabilities and Shareholder Equity

Loan $100 Note (default free) $100
Shareholder equity $0

TABLE 7.6 Economic Balance Sheet with Parent Guarantee of Debt
($ millions)

Assets Liabilities and Shareholder Equity

Loan $100 Note (default free) $100
Parent guarantee $5 Risk capital $5
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investment capital shortfall. Table 7.7 shows the resulting accounting bal-
ance sheet at the beginning of the year.

In all three scenarios, Bank Pascal’s parent has the same cash flows as the
insurer in the asset insurance case and as it would have had in the parental
debt guarantee case. Accordingly, the value of the equity must be $5 million
initially, thus making the debt worth $95 million upon issue with an expected
return of 15.8 percent or $15 million on $95 million.

Merton and Perold (1993) note that the position of risky debt holders can
be viewed as the combination of a riskless loan plus a put on the assets of the
firm. The put is equivalent to a type of asset insurance. The economic balance
sheet of Bank Pascal in this case is now shown in Table 7.8.

Note in Table 7.8 that debt has an economic value of $100 million, as
compared to a book value at the beginning of the period of $95 million. This
additional $5 million arises from the fact that debt is now being shown as de-
fault free, and the default-free debt is equal to the value of the risky note plus
the asset insurance put option value of $5 million. This additional $5 million
shows up as risk capital on the asset side of the economic balance sheet, just
as in Table 7.3 except that the note holders are now the sellers of the asset in-
surance—not a third-party insurance company.

The major point of this analysis is to recognize that the value of the risk
capital in this case is driven solely by the need for risk capital associated with
the asset Bank Pascal holds. This is why nonfinancial corporations holding
risk capital may well not have the same analysis of risk capital; the need to
provide a risk capital–backed asset to customers drives the result, and the
source of the insurance is immaterial.

Risk Capital for Asset Risk

Still following Merton and Perold (1993), now consider more generally a firm
with assets whose current market value is A(t). The firm has two types of lia-
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TABLE 7.7 Accounting Balance Sheet with Risky Debt ($ millions)

Assets Liabilities and Shareholder Equity

Loan $100 Note (risky) $100 – δ
Shareholder equity $δ

TABLE 7.8 Economic Balance Sheet with Risky Debt ($ millions)

Assets Liabilities and Shareholder Equity

Loan $100 Note (default free) $100
Asset insurance $5 Shareholder equity $δ
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bilities outstanding. The first are guaranteed investment contracts (GICs) with
total face value K1 that pay principal and interest to their holders in one pe-
riod. The interest rate on the GICs is R, which is also the risk-free rate.

The firm has financed itself by issuing equity and debt capital, where the
debt is junior in capital structure to the GICs. Suppose the face value of the
firm’s debt is K2 and that the promised interest rate on the debt is R. For sim-
plicity, let K1 = K2 = K.

Now assume that the firm can acquire asset insurance—a type of contin-
gent capital—that allows the firm to finance its risky asset portfolio worth
A(t) for one period. To keep things easy, let us express insurance costs as a
fraction of the face value of the firm’s debt (or, equivalently, GICs because we
have assumed the two are equal). The total cost thus is presumed to be 0.5K.
If the GICs and junior debt each have a face value of $1 billion, for example,
the insurance has a total cost of $500 million.

Suppose it costs 0.2K to obtain some portion of this insurance from an in-
surer (or, if our firm in question is an insurance company, a reinsurer) such that
the insurance covers the first W dollars of losses on the firm’s asset portfolio.
The insurance thus functions like a short vertical spread struck at A(t) – W and
A(t) for a total net premium cost of K. When considered together with the as-
sets of the firm, the payoff at time t + 1 to the firm is shown in Exhibit 7.5.

In the exhibit, note that we have drawn the short vertical spread using a
long call option struck at A(t) and a short call option struck at A(t) – W. We
could have constructed the short vertical spread using puts as we have done in
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EXHIBIT 7.5 Asset Payoffs with Asset Insurance for the First W in Losses
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earlier chapters—a short put struck at A(t) – W and a long put struck at
A(t)—but it is useful to see that calls work just as well.

The resulting payoff on the assets held by the firm is shown by the heavy
gray line, equal to A(t + 1) for values of A(t + 1) > A(t) – W and equal to A(t +
1) + W for values of A(t + 1) ≤ A(t) – W. The insurance thus puts a ceiling on
the value of the firm’s assets at their time t market value. But because the in-
surance is capped to a maximum payout of W, asset values below A(t) – W
continue to decline, albeit with the extra W of protection provided by the in-
surance for asset values between A(t) – W and A(t). Consider time t + 1 asset
value A°(t + 1). Without insurance, this would be the value of the assets,
shown as the corresponding point on the y-axis in Exhibit 7.5. But with asset
insurance, an asset value of A°(t + 1) leads to a liquidation value of the firm’s
assets of A°(t + 1) + W.

Now consider how the firm’s liabilities enter into the picture. Both for the
junior debt and the GICs, the purchase of the asset insurance de facto shifts
the strike prices by W. Instead of defaulting when A(t) < K1(1 + R), GICs
holders now receive a full repayment as long as A(t) – W < K1(1 + R). Simi-
larly, junior debt holders receive a full repayment provided that A(t) > K2(1 +
R) + W as compared to a default point of A(t)=K2(1 + R) before the insurance.
And equity receives the residual claim on A(t) – K1(1 + R) – K2(1 + R) + W.
The payoffs to claim holders are shown in Exhibit 7.6.

If we view each of the claimants on the firm as a provider of asset insur-
ance, we can determine the amount of insurance each claimant supplies by ex-
amining the payoffs in Exhibit 7.6 more closely. These insurance payoffs are
shown as a function of the firm’s time t + 1 asset values in Exhibit 7.7.

The GICs can be viewed as providing a type of “catastrophic” insurance
to the firm because the firm’s total assets must fall below K1(1 + R) – W be-
fore the payment to GIC holders begins to erode. Following Merton and Per-
old (1993), assume the GICs thus trade only at a 1 percent discount to par,
implying that the value of the insurance provided by the GIC holders is
.01K1 or .01K.

The junior notes are much riskier in Bank Pascal’s senior capital struc-
ture. If the value of the loan falls below K1(1 + R) + K2(1 + R) – W, a portion
of the junior debt’s promised interest and principal payment will begin to
erode. The worst case for junior debt occurs if the firm’s assets fall in value to
K1(1 + R) – W, at which point junior debt receives nothing and there is just
enough asset value (plus insurance) to pay off GIC holders. Accordingly, the
K2(1 + R) in insurance provided by junior debt holders will be more expensive
than the K1(1 + R) – W insurance provided by GIC holders. We let the price of
this insurance equal 10 percent of the par value of the debt, or 0.10K.

The total premiums paid in insurance thus far amount to 0.31K (= 0.2K
from external insurance, 0.1K from junior debt, and 0.01K from GICs). The
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EXHIBIT 7.6 Value of Claims with Asset Insurance for the First W in Losses
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EXHIBIT 7.7 Value of Asset Insurance by Insurance Provider and Claimants
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balance of the insurance premiums thus must be provided by equity holders in
the total amount of

0.5K – 0.31K = 0.19K

If the face value of debt is $1 billion, this implies an insurance value for equity
of $190 million.

Table 7.9 shows the accounting balance of the firm. Note that the value
of shareholder equity on the balance sheet is, as usual, defined as the residual
value. So if the par values of debt and the GICs are $1 billion each and the
firm’s current assets are worth $3 billion, for example, then shareholders’ eq-
uity is worth $1.31 billion.

Now consider Table 7.10, in which the economic balance sheet of the
firm is shown. The risk capital of the firm is the 0.5K in total insurance costs.
Because this capital is all contingent capital, the entries on the asset side of the
balance sheet for asset insurance are implied prices reflected in the value of
the firm’s contingent capital sources—in this case, synonymous with the
claimants of the firm plus a single external insurance provider. Note also that
the firm’s financial capital is exactly the amount required to fund the invest-
ment portfolio worth A(t).

Consider the total investment by equity holders, which we see from Table
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TABLE 7.9 Accounting Balance Sheet ($ millions)

Assets Liabilities and Shareholder Equity

Investment portfolio A(t) Junior Debt (par K2) 0.90K2

External insurance 0.20K GICs (par K1) 0.99K1

Shareholder Equity A(t) – 1.69K
TOTAL A(t) + 0.20K TOTAL A(t) + 0.20K

TABLE 7.10 Accounting Balance Sheet ($ millions)

Assets Liabilities and Shareholder Equity

Investment portfolio A(t) Financial Capital:
Asset Insurance: Junior Debt (riskless) K2

External insurance 0.20K GICs (riskless) K1

Equity provided 0.19K Equity (riskless) A(t) – 2K
Debt provided 0.10K Total Financial Capital: A(t)
Customer provided 0.01K
Total Insurance: 0.50K Risk Capital 0.5K

TOTAL A(t) + 0.50K TOTAL A(t) + 0.50K
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7.9 is A(t) – 1.69K. As Merton and Perold (1993) argue, we can think of this
as an investment that serves three separate functions:

1. It provides A(t) – K1 – K2 in investment capital that allows the firm to
raise the cash it needs in excess of the cash raised from issuing debt and
GICs in order to fund an asset portfolio worth A(t).

2. It provides 0.50K of risk capital to the firm to finance its acquisition of
asset insurance.

3. It sells the firm a portion of that asset insurance for 0.19K. The net result
is A(t) – 1.69K.

Three things are noteworthy from this analysis. First, all of the
claimants on the firm are investment capital providers. Second, all of the
claimants are also sellers of asset insurance. Customers provide the least in-
surance, kicking in only at catastrophic levels, whereas mezzanine debt
holders provide a relatively large chunk. Third, notice that risk capital is
provided by equity holders, as in all of the examples in the prior section.
Other claimants will be suppliers of risk capital only if the market value of
the firm’s assets currently is below the value of the liabilities capitalized at
the riskless rate.

These stylized facts lay a crucial foundation for our discussion in Part IV.
Namely, we can see now that a firm’s supply of risk capital is fundamentally
tied to its capital structure. Not surprisingly, most of the risk financing and
risk transfer ART forms we will encounter later thus are really synthetic debt,
equity, or hybrid capital claims.

A comparison of the balance sheets in Tables 7.9 and 7.10 again is in-
structive. Note that the financial capital of the firm is driven entirely by the
firm’s need to raise cash to fund its investment capital acquisitions. Risk capi-
tal, by contrast, is determined by the riskiness of the firm’s net assets.

Risk Capital for Liability Risks

In the preceding examples, the net asset risk was the same as the gross asset
risk. The firm needed risk capital purely to address the risk of its asset portfo-
lio, but its customer liabilities and financial claims had known payoffs. Now
consider the reverse situation where the firm has contingent liabilities.

Suppose in particular that Bank Pascal now has contingent debt obliga-
tions in the form of commodity-indexed debt. Suppose the debt has face value
$100 million and includes an embedded call option struck at the money at the
time of the debt issuance on 100 kilograms of gold. Suppose further that the
price of gold at the time of the debt issue is $350 per gram. If gold has gone
up to $355 per gram when the debt matures, the firm owes $105 million to
debt holders.
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Table 7.11 shows the firm’s accounting balance sheet at the time of the
debt issue. The firm issues $100 million in debt and, in this case, puts the pro-
ceeds of the debt issue into the current asset account for cash. In this case, the
firm’s gross assets are riskless, because it has funded a risk-free risk capital re-
serve. But the net assets are risky. The parent corporation of Bank Pascal is
short a gold option on 100 kilograms of gold struck at $350 per gram (plus
the riskless interest earned on the $100 million in cash), and the value of this
gold option is the firm’s risk capital—the amount of capital required to make
the net assets of the firm riskless.

The firm might have chosen instead to take the cash proceeds from its
debt issue and invest in gold. In this case, the asset entry on the balance
sheet in Table 7.11 would be a $100 million investment in gold. From a
risk standpoint, the firm would be long gold at $350 in assets and short a
gold call option at $350 on the liabilities side. Any increase in gold prices
that would increase the firm’s debt payments would be offset by an increase
in the value of the firm’s assets, but any decrease in the price of gold still
would cause a loss. In this case, the net assets of the firm would be equiva-
lent to a short put on gold—the synthetic equivalent of a long position plus
a short call. The firm’s risk capital thus would be equal to the value of a
short put.

If the firm used the capital raised from its debt issue to buy gold call op-
tions, the firm’s net assets would be invariant to price changes in gold, and the
risk capital of the firm would be zero.

This example illustrates the important fact that the firm’s net assets deter-
mine the amount of risk capital it should hold. Although we have been dis-
cussing this in a contingent capital sense, the same principle would apply if
the firm wished to raise paid-in capital as risk capital as well.

These examples also have ignored the costs of contingent capital. Al-
though contingent capital of the kind we have been discussing avoids the ad-
verse selection costs of raising paid-in capital, adverse selection is still a
problem in external insurance contracts, as will be discussed in Chapter 15.
Accordingly, even a firm that uses contingent capital must seek to ensure that
the benefits of the risk capital exceed its costs at the margin.
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TABLE 7.11 Accounting Balance Sheet with Contingent Liabilities
($ millions)

Assets Liabilities and Shareholder Equity

Cash $100 Commodity-indexed Debt $100
Shareholder Equity $0
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NOTES

1. Merton and Perold (1993).
2. The NPV calculation only admits expected values into the numerator. If a

risk creates some expected cost for the firm, it belongs in the NPV calcula-
tion. But for very low probability events in the tail of a distribution that do
not impact the cost of capital used by the firm to discount its expected cash
flows, the costs associated with these events may not receive adequate
weight from just an expected value and thus may have little if any impact
on the NPV calculation—hence this rationale for holding excess capital.

3. The theoretical argument is advanced especially well by Froot, Scharfstein,
Stein (1993), and an excellent practical version of the same argument can
be found in Lewent and Kearney (1990).

4. See Doherty (2000).
5. This example is based on an analogous one presented in Froot, Scharfstein,

and Stein (1994).
6. The sole exception to this is a “money-burning” signal. See Daniel and Tit-

man (1995).
7. There are, of course, other rationalizations for advertising.
8. Money burning in the IPO process has been explored by Allen and Faul-

haber (1989), Grinblatt and Hwang (1989), and Welch (1989).
9. This rationale is also consistent with the hypothesis of Daniel and Titman

(1995) that money-burning signals can make sense when financed with
project revenues rather than new equity issues. In this case, we are simply
assuming the new equity issues are borrowings against future project rev-
enues. The market must believe this, as well, of course. One or two bad in-
vestments by the firm will certainly end its ability to differentiate itself in
this manner.
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CHAPTER 8
Regulatory Capital

The M&M assumption of perfect capital markets can be violated by the ex-
istence of costly and/or distortionary taxes, subsidies, and regulations.

Among those regulations that may affect the capital structure of a firm are the
capital requirements imposed on certain types of firms by their regulators.

This chapter focuses mainly on capital requirements that affect the major
suppliers of capital today, excluding individual and institutional (e.g., pension
and mutual funds) investors in securities. Included are capital market interme-
diaries like securities broker/dealers and investment banks, over-the-counter
derivatives dealers, and (re-)insurance companies.1 At the end of the chapter
we explore how demanders of capital can be affected by capital requirements
imposed on suppliers of capital. Specifically, we address the following ques-
tions here in the order listed:

■ To what kinds of capital requirements are commercial banks subject?
■ To what kinds of capital requirements are securities broker/dealers

subject?
■ To what kinds of capital requirements and insurance and reinsurance

companies subject?
■ What is the impact of minimum capital requirements on a firm’s value

and its cost of capital?
■ How do regulatory capital requirements on suppliers of capital affect the

demanders of capital?

BANK CAPITAL REQUIREMENTS AND THE 
BASEL ACCORD

The Committee on Bank Supervision of the Bank for International Settle-
ments (BIS) promulgated in 1988 the Basel Capital Accord (hereinafter ac-
cord or Basel I) primarily to strengthen bank safety and soundness and level
the international playing field. Together with its five substantive amendments,
the accord specifies minimum capital requirements for internationally active
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banks in the Group of Ten (G10) industrialized countries. Some other coun-
tries also have adopted the Basel requirements, and, although it is aimed ex-
clusively at internationally active banks, some national banking regulators
have chosen to apply it to all banks in their jurisdiction.

The accord essentially requires that banks hold enough capital at all times
to weather losses related to certain types of risk that they might assume. We
discuss the accord in brief in terms of what risks it covers, how banks can sat-
isfy their capital requirements for those risks, and what changes in the Basel
framework lay on the horizon. Readers desiring a more detailed account of
the Basel Accord should see Matten (2000) or Crouhy, Galai, and Mark
(2001), or should visit the BIS website for a listing of the bank’s own exten-
sive library of resources and reports at www.bis.org.

Scope of Basel I

In its current form, banks must hold enough capital to cover the risks of cer-
tain on- and off-balance-sheet assets and liabilities. Importantly, a bank’s
compliance with its capital requirements is aggregate, so that the bank either
is or is not compliant at any given time. But compliance itself is determined by
adding up the “risk weights” assigned to assets and liabilities with different
risk characteristics.

On-Balance-Sheet Credit Risks
The main body of Basel I applies to the credit risk banks incur from their as-
sets. The capital a bank must hold to cover its credit risk for most balance
sheet assets is determined by multiplying the book value of the asset times by
a predefined risk weight, where risk weights may be 0, 10, 20, 50, or 100 per-
cent of the asset’s value. Table 8.1 gives an example of the assignment of risk
weights by asset type.
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TABLE 8.1 Credit Risk Weights for Major Balance Sheet Assets Under Basel I

Asset Type Risk Weight

• Cash 0%
• Sovereign debt issued by OECDa countries
• Claims on government-sponsored enterprises 10%
• Claims on banks located in OECD countries 20%
• Claims on OECD securities firms with bank-like capital requirements
• Claims on non-OECD banks with less than a year to maturity
• Residential mortgages 50%
• All private nonbank lending 100%
• All claims on non-OECD banks with more than a year to maturity
• All other assets

aOECD = Organization for Economic Cooperation and Development
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On-balance-sheet assets and liabilities sometimes can be netted for the
purpose of calculating capital requirements, provided the netting is backed by
a legal opinion concluding that netting is very likely to be legally enforceable.
In addition, the maturity of the liability (e.g., term deposit) must be no less
than the maturity of the asset (e.g., loan) against which it is netted, and the
positions to be offset have the same currency denomination. Finally, the bank
must manage the “net” position on a consolidated basis.

Off-Balance-Sheet Credit Risks
The credit risk of off-balance-sheet assets are also covered by Basel I. Such as-
sets usually fall into one of two categories: contingent claims or derivatives.
Contingent claims, such as those discussed at the end of Chapter 2, usually
are assigned a risk weight based on their asset-equivalent position. To arrive
at an asset equivalency, the BIS specifies “conversion factors” that amount to
assumptions about how much of the contingent facility is presumed to be
fully drawn. A conversion requirement of 100 percent for a letter of credit,
for example, means that the bank must treat the LOC as if it were an existing
loan. An undrawn standby credit facility made to a firm to support its trading
operations, by contrast, has a 20 percent conversion requirement, which
means that a $1 million contingent facility would be assessed the capital
charge for the underlying loan but only on a $200,000 principal amount.

Table 8.2 summarizes the conversion weights used to transform some of
the most popular contingent claims into asset equivalents.

Derivatives are assigned credit risk capital requirements based on current
exposure of the transaction plus an add-on for potential exposure (reflecting
maturity and type). If the transaction is out of the money, there is no credit
exposure. But if it is in the money, the BIS requires a conversion of the posi-
tion to an asset equivalent by adding the current market value (i.e., current re-
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TABLE 8.2 Conversion Weights for Contingent Claims Under Basel I

Asset Type Conversion

• Guarantees 100%
• Standby facilities and LOCs
• Repurchase agreements
• Forward agreements
• Performance bonds 50%
• Transaction-specific contingencies
• Note issuance facilities
• Documentary credits 20%
• Standby facilities for trading with maturities over one year
• Standby facilities for trading with maturities less than one year that may 0%

be canceled prior to drawdown
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placement cost in the event of a default today) and an add-on. The add-on re-
flects the potential exposure of the deal or the possibility that the asset may
become a bigger asset in default at some point over its remaining life. The
add-on amount is based on the notional size of the transaction and the add-
on factors listed in Table 8.3.

After the asset-equivalent amount has been calculated as current expo-
sure plus the add-on, the normal asset risk factor is used to compute the capi-
tal required on the deal. A six-month interest rate swap with a notional
principal of $200 million and a current exposure of $100,000, for example,
has a zero add-on and an asset-equivalent exposure of $100,000. An other-
wise identical two-year swap is asset equivalent to $1.1 million (i.e.,
$100,000 current exposure plus 0.5% × $200,000,000). If the swap is with a
non-OECD bank, the risk weight of 100 percent is applied the asset-equiva-
lent amount to derive the total capital charge.

Some limited netting is allowed for derivatives following a 1995 amend-
ment to the accord.

Market Risk
Apart from these capital requirements for credit risk, the “market risk
amendments” to the accord of 1996 also require banks to hold additional
capital against the risk of market price fluctuations in the values of certain as-
sets, such as equities or derivatives. Banks can choose among several different
methods to determine these risk weights.

Of particular significance in the market risk amendments was the decision
by the BIS to let banks opt to use their own internal models to calculate their
capital charges for market risk. The BIS still specifies the basic methodology,
but its acknowledgment that internal models could be used for capital require-
ment calculations was a major step forward in modernizing the accord.

Compliance with Basel I

Bank capital is classified into three categories, or “tiers,” by the BIS for the
purpose of assessing capital adequacy. Tier I capital includes mainly fully
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TABLE 8.3 Potential Exposure Add-On Factors for the Credit Risk of Derivatives

≤ 1 year > 1 year and ≤ 5 years > 5 years

Interest rate 0% 0.5% 1.5%
Exchange rate and gold 1% 5% 7.5%
Equity 6% 8% 10%
Precious metals (not gold) 7% 7% 8%
Other commodities 10% 12% 15%
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paid-up and issued equity, noncumulative perpetual preferred stock, disclosed
reserves, and minority equity interests in subsidiaries that are consolidated on
the bank holding company’s balance sheet.2 Tier II capital includes undis-
closed and revaluation reserves, general loan-loss reserves, hybrid securities,
and subordinated debt. Finally, Tier III capital includes debt with original
maturities of at least two years that contains lock-in provisions allowing the
bank to suspend interest and/or principal payments if its total capital falls be-
low its required minimum.

A bank’s total regulatory capital must equal at least 8 percent of the sum
of its risk-weighted assets at all times (i.e., the sum of 8 percent of the values
of the bank’s assets), where risk weights are determined in the manner de-
scribed earlier. At least 50 percent of the ratio of the bank’s total regulatory
capital to the sum of its risk-weighted assets—that is, the total capital ratio—
must be in the form of Tier I capital. In addition, subordinated debt cannot
exceed more than 50 percent of the Tier I capital amount. Tier III capital can
be used only to meet the market risk requirement, and may not exceed 250
percent of the Tier I capital that is allocated to market risk.

Basel II3

International banking regulators announced in 1999 a plan to revise the
accord, often referred to as Basel II. The proposed revision contains three
“pillars,” the first of which is risk-based capital requirements. The planned
revision of the accord is a recognition of several major shortcomings with
the original accord. Among other things, Basel II contemplates tightening
the link between the credit risk of bank assets and the capital regulators re-
quire internationally active banks to hold against those assets. In particu-
lar, the current “standard model” for capital charges does little to
distinguish between differences in credit quality. Capital held against cor-
porate loans, for example, barely depends on the creditworthiness of the
borrower; the distinction between OECD and non-OECD is widely re-
garded as excessively coarse.

Acknowledging the limitations of the accord, the BIS considered three al-
ternative capital adequacy schemes in its concept release. The first, ultimately
favored by the BIS, ties capital requirements when possible to ratings pub-
lished by external credit assessment institutions or bodies like export insur-
ance agencies. Transactions with relatively good credits generally will require
less capital than before, and conversely for high-risk borrowers. Loans to cor-
porations, for example, have a lower capital charge if the borrower is rated
AAA to AA– and a higher charge if the borrower is rated below B–.

The second alternative would link capital charges to banks’ internal
credit ratings. A capital scheme based on banks’ internal ratings would rely
on information that banks themselves collect about borrower credit risk.
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Banks always have been acknowledged to have comparative advantage in the
acquisition and analysis of credit information about their own customers. Be-
cause external ratings tend to lag more than lead firms’ actual financial condi-
tions, an internal ratings approach thus may be preferable for promoting
bank safety and soundness. Relying on internal ratings for capital charge cal-
culations, moreover, would not penalize banks for dealing with firms that
have chosen to remain unrated by external credit assessment institutions.

Internal ratings do not, however, allow banks to take into consideration
portfolio effects arising from multiple credit exposures. Thus the BIS explored
a third alternative that would allow banks to use internal portfolio-based
credit evaluation models for capital measurement in the same spirit as the
1996 market risk amendments. Although only a handful of sophisticated
banks would find this alternative palatable in the short run, those banks could
benefit greatly from an internal model-driven approach.

Basel II also goes well beyond simply making marginal changes to the
capital banks must hold against credit risk. Indeed, Basel II is intended to cre-
ate a “whole capital charge” that reflects all the major risks facing banks, in-
cluding the interest rate risk of the banking book and operational risk as well
as the usual credit and market risk. Operational risk, in particular, has been
contentiously debated—that is, little agreement exists on how the BIS should
require firms to allocate capital to operational risks. Some argue for a “loss
distributions” approach based on actual operational loss data, whereas others
argue for more of a “basic indicators” approach or an “internal rating” ap-
proach. As of this writing, the implementation date for Basel II thus remains
unspecified, having already been postponed once.

The second and third pillars of Basel II—apart from the first pillar of re-
vised risk-based capital requirements—are “supervisory review” and “market
discipline,” respectively. The supervisory review pillar emphasizes the impor-
tance of examiner discretion in assessing a bank’s total capital requirements.
The market discipline pillar emphasizes the importance of enhanced risk dis-
closures and transparency by banks.

CAPITAL REQUIREMENTS FOR 
SECURITIES BROKER/DEALERS

The capital requirements to which international securities firms are subject
are a bit different from the BIS risk-based capital standards for banks. The
Basel Accord is concerned primarily with ensuring that banks have enough
capital to absorb losses and remain in business, in large part to ensure that the
failure of a major bank does not threaten “systemic stability.” Capital re-
quirements imposed on securities participants like broker/dealers take a very
different approach and are intended not to prevent a failure, but rather to
protect customers in the event of a failure. These requirements specify capital
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the firm must hold to ensure that it can be liquidated in an orderly and
nondisruptive manner if the need arises.

Securities and Exchange Commission Net Capital Rule

Capital requirements imposed on securities firms are exemplified by the U.S.
Securities and Exchange Commission “net capital rule” of 1975.4 Under the
net capital rule, firms are required to hold enough regulatory capital so that
they can be liquidated in an orderly manner if they fall below minimum cap-
ital levels. Importantly and quite differently from the capital requirements
imposed on banks, the net capital rule can be satisfied only with liquid capi-
tal, and the required minimum level is thus also aimed only at firms’ liquid
capital assets.

The actual minimum liquid asset requirement imposed on a broker/dealer
depends on many factors—the size of the firm, whether it manages customer
funds and/or issues securities, the other activities of the firm, and the like.

Despite the heterogeneity of the minimum capital requirement, the way
that firms satisfy these requirements is the same across all firms. Specifi-
cally, to calculate minimum capital levels, securities firms take the market
values of their current securities holdings and multiply them by asset-spe-
cific risk factors that are set by the SEC to reflect the credit, market, and
liquidity risk of the securities. The resulting “haircuts” then are subtracted
from the net worth of the institution for comparison to the firm’s minimum
capital level.

“Haircuts”
For equity securities, U.S. firms may choose between the “basic standard”
and “alternative standard” approaches. The former specifies a 30 percent
haircut and a requirement that aggregate indebtedness cannot exceed 15
times net capital. The latter requires firms to hold a capital cushion equal to 2
percent of customer and customer-related receivables and imposes a 15 per-
cent haircut with some added complications. Almost all large firms today opt
for the alternative standard method.

Under the alternative standard method, the net capital rule specifies a
haircut based on the following calculation:

Haircut = 0.15max[L,S] + 0.15max{0, min[L,S] – 0.25max[L,S]}

where L and S denote the market values of the broker’s long and short posi-
tions, respectively. This is confusing, so let us take an example. Suppose a
broker/dealer has long positions in the common stock of Firm Dracula worth
$200,000 and short positions in the same common stock worth $15,000. The
long exposure is the greater of the two, so the haircut is
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Haircut = 0.15($200,000) + 0.15max{0, $15,000 – 0.25($200,000)}

The last term is negative and thus vanishes, so the broker/dealer’s haircut on
its Dracula holdings is

Haircut = 0.15($200,000) = $30,000

Now suppose the long positions of the firm are worth $200,000 and the
short positions worth $250,000. The short positions now represent the maxi-
mum exposure, and the haircut is now

Haircut = 0.15($250,000) + 0.15max{0, $200,000 – 0.25($250,000)}
= $37,500 + 0.15max{0, $200,000 – $62,500} = $37,500 

+ 0.15($137,500)
= $37,500 + $20,625 = $58,125

In other words, if both positions are big enough, both enter the haircut calcu-
lation. The 25 percent multiplier in the last term reflects the fact that netting
is only partially credited in this calculation—but that is still more than in the
basic standard method.

Haircuts on debt securities are based on the credit quality of their issuer and
the maturity of the claim, both of which materially impact the volatility of the
security. Table 8.4 shows the current haircut amounts by issuer and maturity.

Derivatives Policy Group Voluntary Reporting Framework
In March 1995, the six largest U.S. securities participants in over-the-counter
derivatives activity—Goldman Sachs, Crédit Suisse First Boston, Merrill
Lynch, Morgan Stanley, Salomon Brothers, and Lehman Brothers—released a
Framework for Voluntary Oversight intended to provide guidance for capital
allocation to the risks of derivatives. Known as the Derivatives Policy Group
(DPG), these six firms agreed to report their activities in derivatives to the
SEC voluntarily.

In addition, the DPG members agreed to use proprietary statistical mod-
els to measure the capital at risk on their derivatives activities using a mutu-
ally agreed-on reporting framework.5 The DPG participants calculate the
risks of their interest rate, equity, foreign exchange, and commodity swaps,
over-the-counter options, and foreign exchange forwards under two different
scenarios—a large shock of a size to be determined by the member firms and a
shock to several predefined “core risk factors” specified by the SEC.

The DPG participants report these results to the SEC but may not use
these calculations as a substitute for the regular net capital requirements. The
SEC appears to use the information mainly to monitor how a correlated
shock to major risk factors would affect all firms at the same time.
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Internal Models
The SEC has shown much greater reluctance than the BIS in allowing firms to
use their own internal models for capital requirement calculation purposes. In
February 1997 the SEC took its first step in this direction by agreeing to let
broker/dealers calculate the haircut on their listed equity, equity index, and
currency options positions using models.

Broker/dealers must report their positions to a “third-party source” that
maintains generally accepted option pricing models and that is subject to su-
pervision by a Designated Examining Authority. The third party revalues the
broker’s options under 10 specified valuation scenarios. The broker then
downloads the change in option values under these scenarios and applies
these changes to its own proprietary and market maker positions. The maxi-
mum loss at each of the 10 scenarios is the haircut.

The SEC is currently considering an approach more similar to the one
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TABLE 8.4 Haircuts for Debt Instruments Under the SEC Net Capital Rule

Issuer: Governmenta Municipalb High-Grade Others Others
Maturity: Debtc (Liquid)d (Illiquid)e

0–1 months 0% 0%
1–3 months 1/8%
3–6 months 0.50% 1% 1/4% 2%
6–9 months 0.75% 3/8%
9–12 months 1% 1/2%

3/4%
1–2 years 1.50% 2% 3% 30% 40%

1% (15%)f

2–3 years 2% 3% 5%
3–5 years 3% 4% 6%
5–7 years 4% 5% 7%
7–10 years 5.5%
10–15 years 4.50% 6% 7.5%
15–20 years 5% 6.5% 8%
20–25 years 5.50% 7% 8.5%
Over 25 years 6% 9%

aIncludes securities issued or guaranteed by the U.S. government, government-spon-
sored enterprises, or the Canadian government.
bThe second column applies to municipal securities with less than 732 days to matu-
rity at issue, and the first column applies to all other municipal securities.
cThe debt must be nonconvertible and have a rating in one of the top four rating cate-
gories of a recognized rating agency.
dThree or more market makers.
eOne or two market makers.
fAlternate method in parentheses.
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embodied in Basel II, especially with respect to allowing large derivatives par-
ticipants to rely on internal models for the calculation of their haircuts.

International Guidance

Securities regulation can differ quite a lot across international borders. The
International Organisation of Securities Commissions (IOSCO) has at-
tempted to promulgate some cross-border uniformity, and one area of partic-
ular interest to IOSCO has been the harmonization of international minimum
capital requirements on securities broker/dealers. The Technical Committee
of IOSCO worked on a document articulating its views on minimum capital
requirements from July 1987 to June 1989.

The resulting Capital Adequacy Standards for Securities Firms sets forth
a framework that is broadly similar to the SEC’s net capital rule. Firms are ex-
pected to have sufficient liquid assets to meet their obligations given the risks
to which they are subject. The liquid capital of broker/dealers is expected to
exceed the sum of risk-based requirements imposed on assets in a manner
analogous to SEC haircuts.

CAPITAL REQUIREMENTS FOR 
INSURERS AND REINSURERS

The regulation of insurance and reinsurance suppliers is complicated and dis-
parate. Some countries are much more lenient than others, and some coun-
tries—including the United States—leave regulation to individual state
insurance commissions and chartering agents.

Nevertheless, most countries do specify minimum capital requirements
for insurance underwriters and sometimes for reinsurers. Some examples of
these capital requirements are detailed below, but readers should keep in
mind that, unlike the BIS, which applies to all internationally active G10
banks, insurance capital requirements can vary widely by jurisdiction.

Risk-Based Capital Standards for Insurers

Although American states ultimately are allowed a large amount of discretion
in their implementation of minimum capital requirements, the National Asso-
ciation of Insurance Commissioners (NAIC) has developed a set of risk-based
capital (RBC) standards in an effort to promote conformity. The NAIC RBC
standards attempt to require insurers to hold an amount of capital deemed
adequate to cover most of their major risks. Like the Basel Accord, risk
weights are defined for all risky assets, liabilities, and premium writings. The
size of the exposure is adjusted with a risk weighting factor, and the aggregate
weighted risk exposure defines an insurer’s authorized control level (ACL).
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The total adjusted capital (TAC) of insurers is then compared to their
ACLs to determine capital adequacy. Insurers may satisfy their TAC require-
ment with statutory capital, voluntary reserves, and certain premium sur-
pluses. Companies with a TAC-to-ACL ratio of 200 percent or more typically
are left alone. Insurers with a TAC-ACL ratio of between 150 percent and
200 percent often must submit a RBC Plan to their home state regulators
proposing the corrective actions they will take to move their ratio in the right
direction. Table 8.5 summarizes the usual implications for insurance writers
based on their TAC-ACL ratios.

Solvency Margins in the European Union for Insurers

In the European Union (EU), capital requirements for insurance underwriters
usually are based on a solvency margin, defined broadly as the minimum rela-
tion required between capital (called surplus) and premiums written and ei-
ther claims incurred (non-life) or mathematical reserves (life). As early as
1946, for example, the United Kingdom required that the total assets of a
nonlife insurer should exceed total liabilities by 20 percent of the premiums
written.6

Note that we encounter here for the first time an important industry dis-
tinction that will arise repeatedly later in the book—the distinction between
life and nonlife insurance lines. Nonlife may include property and casualty,
professional indemnity, directors and officers, and other types of insurance.
The two types of insurance lines have been separated by historical convention
for many years, because the nature of the liabilities and the actuarial models
required to manage the liabilities are inherently different. Most specifically,
nonlife policies may never result in claims, whereas life policies always will
because everyone dies eventually.

An EU directive sets forth minimum solvency margins based on the gen-
eral type of insurance line. Nonlife lines, for example, must have capital that
is equal to the greater of (1) 18 percent of written premiums, or (2) 26 percent
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TABLE 8.5 NAIC RBC TAC-ACL Minimum Capital Ratio Triggers

Ratio of TAC to ACL Action

≥ 200% No action
≥ 150% and < 200% RBC Plan must be submitted to state proposing specific

corrective actions
≥ 100% and < 150% RBC Plan as above plus regulatory agency-mandated

corrective actions
≥ 70% and < 100% Discretionary seizure of firm allowed

< 70% Closure and seizure of firm required
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of average net claims paid over the prior three to seven years. Adjustments are
allowed in both cases for reinsurance.

Capital Requirements for Reinsurers7

As is the case with insurance companies, capital requirements on reinsurers
can vary widely across countries and legal jurisdictions. Unlike insurers, how-
ever, solvency concerns with reinsurers are widely regarded as less of a “pub-
lic policy” problem for the simple reason that insurers deal directly with
members of the public and reinsurers do not. Accordingly, the solvency of a
reinsurer typically is regarded as a concern only to the extent that it might af-
fect the solvency of an insurer.

Reinsurance capital requirements may target companies’ technical re-
serves and/or solvency margins. In the United States, for example, reinsurers
must maintain the same technical reserves as insurers for similar lines. Other
countries, such as the United Kingdom, rely on surplus margins in excess of
reserves instead of just absolute reserves.

Whether credit is given to primary insurers for reinsurance in the calcula-
tion of their own capital and reserve requirements depends in part on how the
reinsurers are regulated. In the United States and within Lloyd’s, for example,
there is no real distinction between insurers and reinsurers, and any firm pur-
chasing insurance from another firm can deduct that cover from its own capi-
tal requirement. In France, by contrast, no reserve requirement is imposed on
reinsurers, but primary insurers are not allowed to deduct reinsurance from
their own technical reserve requirements. In other words, France enforces a
“gross reserving” environment in which reinsurers are essentially unregu-
lated, but insurers are not allowed to show the benefits of reinsurance in their
own capital regulations.

IMPLICATIONS FOR CAPITAL STRUCTURE AND 
THE COST OF CAPITAL

What practical implication do capital requirements have on the capital struc-
ture and cost of capital of a firm? There are two possibilities. First, capital re-
quirements can reduce a firm’s expected cash flows owing to the costs of the
regulation itself. Such costs can include the costs of compliance and reporting,
the costs of administration (including any new personnel costs arising as a di-
rect result of regulation), and ancillary expenditures (e.g., costs of systems re-
quired to facilitate compliance).

The second avenue—and, as we know from Chapter 3, the only other
means by which the value of the firm can be affected—is a higher cost of cap-
ital. In this context, capital requirements can affect a firm’s cost of capital
both directly and indirectly.
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The direct increase in costs occurs if capital requirements force firms to
hold “too much capital.” The cost associated with forcing a firm to hold ex-
cess capital, however, is probably not that high for several reasons. First, most
of the industries discussed here—especially banking—already hold well above
their minimum required levels. Second, the rationales for holding excess capi-
tal discussed in Chapter 7 may apply to the firms in question, in which case
they might hold excess capital anyway. Nevertheless, for some firms, regula-
tory capital requirements may increase their cost of capital by simply forcing
them to hold “too much” relative to their optimum.

The indirect upward pressure that capital regulations can put on a firm’s
cost of capital occurs not because of the requirements that firms hold a cer-
tain amount of capital but instead because of the specific claims firms often
must use to meet capital requirements. In other words, to the extent that reg-
ulation forces firms to hold a mixture of claims that causes them to depart
from their optimal capital structure, their cost of capital may be increased as
a direct result of the regulatory distortion in the capital structure optimum.

Under the M&M assumptions in which capital structure is irrelevant,
regulations that affect the relative distribution of claims should not impact
the value of the firm. But when one or more M&M assumptions are violated,
even firms with excess capital can experience distortions in their decisions
about optimal capital structure.

By defining regulatory capital in a manner different from how firms de-
fine their own capital, companies may be induced to hold different types of
capital that departs from what they might otherwise define as a private opti-
mum. Recall, for example, that Basel I requires that banks hold at least 50
percent of their required capital in Tier I capital and further requires that of
the remaining amount of Tier II capital, no more than 50 percent of the Tier I
amount can be held as subordinated debt.

Consider a firm that has a required minimum capital level of $100 mil-
lion that it can satisfy solely with external claims. The accord requires that
the firm satisfy this requirement with at least $50 million of equity and,
consequently, no more than $25 million of subordinated debt. The firm in
question, however, might be a pecking order firm and thus prefer to raise
significantly less of this capital with equity. If the firm has excess capital or
retained earnings, there is no problem. But if the firm is forced to meet this
requirement through public security issues, the capital requirements could
force the firm to bear disproportionately higher adverse selection costs than
necessary.

Apart from creating distortionary incentives that can impose costs on a
firm by pulling it away from an optimal capital structure, capital require-
ments also can encourage firms to spend often-significant resources to engage
in regulatory capital “arbitrage.” The benefits of successful regulatory arbi-
trage often are reduced costs of capital or reduced distortions in the relative

180 THE QUEST FOR OPTIMAL CAPITAL STRUCTURE

CCC-Culp 4 (127-182)  2/8/02  4:11 PM  Page 180



capital structure. But at the margin, a firm may spend up to its entire savings
on just getting the arbitrage done.

Matten (2000) describes three types of regulatory capital arbitrage that
occur specifically under the Basel Accord, all of which also can apply to many
insurance regimes, as well. First, the accord may induce cherry picking, in
which firms simply avoid exposures that may be positive NPV projects but
that receive a higher capital charge. Consider, for example, a bank that con-
siders a loan to an OECD bank and a non-OECD bank, and suppose the NPV
of the loan to the latter is slightly higher. But further suppose the higher risk
weight on the non-OECD bank is actually enough to tip the bank away from
its pecking order capital structure optimum. If the costs of deviating from the
pecking order optimum exceed the amount by which the NPV of the non-
OECD loan exceeds the OECD loan, the bank may opt for the lower-NPV
project. Other types of cherry picking are discussed in later chapters—see es-
pecially Chapter 22 on securitization.

The Accord also can prod banks to engage in asset transformation and
risk transfer transactions purely to convert on-balance-sheet assets or liabili-
ties to off-balance-sheet claims. As we shall see in Chapters 13, 14, and 22,
securitized product vehicles, certain ART forms, and some credit derivatives
can be used for this purpose.

Finally, the accord allows banks greater flexibility in assessing the capital
they must hold against assets in their trading portfolio than assets associated
with their traditional commercial banking operations. Specifically, the classi-
cal risk weights approach is required for banking book assets, whereas banks
are already allowed to use the “internal models” approach for many capital
issues arising in the trading book. As a result of banks’ preference for the lat-
ter, transactions like “bistro swaps” and “zigzig securitizations” have arisen
to exploit the regulatory arbitrage opportunity. See Chapter 22 for a more
complete discussion of these types of deals.

CAPITAL REQUIREMENTS AND THE SUPPLY OF CAPITAL

In most cases, the institutions demanding risk management products on
which we focus in this book are nonfinancial corporations and some smaller
financial institutions. Although some small financial institutions may be sub-
ject to minimum capital regulations, most nonfinancial corporations are not.
Nevertheless, this does not mean that capital requirements are irrelevant to
such firms. On the contrary, capital requirements on suppliers of capital can
also adversely affect demanders of capital.

The type of capital regulation to which suppliers of financial capital may
be subject can influence the availability, type, and price of the financial capi-
tal they are willing to supply. An insurance company required to hold capital
against a classical insurance product, for example, may not be required to
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hold capital against an undrawn contingent capital facility, thereby increas-
ing the insurance company’s capacity to write the latter kind of capital prod-
uct lines. Alternatively, a bank that assists a firm by providing a credit
enhancement to an SPV that issues securitized products may face a lower
capital requirement than if it engaged in a credit derivatives transaction of
fundamentally the same nature.

We have not really discussed any of these products yet, nor how some of
them can even be viewed as capital or substitutes for capital. Nevertheless, it
is important to explain the regulatory distortions that can influence the sup-
ply of capital. We will return to particulars as cases warrant later.

NOTES

1. Henceforth we use the term “(re-)insurance” to refer to insurance and
reinsurance companies in the same group.

2. Disclosed reserves must meet certain criteria for their inclusion. In
addition, Tier I capital also requires the deduction by the bank of
“unamortized goodwill,” such as the goodwill capital created for some
U.S. banks during the savings and loan crisis of the 1980s.

3. This section is based largely on Culp (1999).
4. 17 C.F.R. 240.15c3-1 (U.S. Code)
5. The methodology was value at risk with a 99 percent confidence level and

two-week risk horizon. See Chapter 10 for a further discussion of value at
risk, as well as Culp (2001).

6. See Skipper (1998).
7. See Kiln (1991).
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CHAPTER 9
A Vocabulary of Risk

In Part II, we take a closer look at how firms view and manage specific types
of risks and how the management of those risks relates to the concepts about

capital structure that we developed in Part I. A natural starting point—rather,
a requisite beginning—is to establish a clear “vocabulary” of risk. This task is
made more complex by the different risk terminologies adopted in insurance
and capital market circles. Although risk management products may be con-
verging in these worlds, risk management definitions are certainly not. Ac-
cordingly, we address the following questions in this chapter:

■ How do firms distinguish between risk types using a consistent “risk vo-
cabulary”?

■ How should firms differentiate between the risks they are in the business
of bearing from those they are not?

BASIC PRIMER ON THE VOCABULARY OF RISK

Risk can be defined as any source of randomness that may have an adverse
impact on the market value of a corporation’s assets net of liabilities, on its
earnings, and/or on its raw cash flows. Developing a common understanding
of what is meant by the term “risk” at the conceptual level is no trivial task.
Simply listing the ways a firm can lose money actually is not hard—but also is
not helpful. We need instead to make a list of risks in a way that helps the firm
manage those risks.

To begin with, let us set forth some important distinctions between
“risks” that we will address here1:

■ Financial risk: a financial event that can give rise to unexpected reductions
in a firm’s cash flows, value, or earnings, the amount of which is deter-
mined by the movement in one or more financial asset prices

■ Peril: a natural, man-made, or economic situation that may cause a per-
sonal or property loss
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■ Accident: an unexpected loss of resources arising from a peril
■ Hazard: something that increases the probability of a loss arising from a

peril

We discuss each of these concepts in turn.

Financial Risks

A financial risk is a source of potential unexpected losses for a firm that will
arise because of some adverse change in market conditions, the financial con-
dition of an obligor to the firm, or the financial condition of the firm itself. Fi-
nancial risk can impact a company’s cash flows, accounting earnings, and/or
value (i.e., asset and liability market values). Importantly, the amount of
money a firm loses from financial risks that are realized usually depends on
the behavior of one or more “market-determined” prices. Five specific types
of financial risk are discussed below2:

1. Market risk
2. Funding risk
3. Market liquidity risk
4. Credit risk
5. Legal risk

Market Risk
Market risk arises from the event of a change in some market-determined as-
set price, reference rate (e.g., LIBOR), or index, usually classified based on the
asset class whose price changes are impacting the exposure in question. Com-
mon forms of asset class-based market risk include interest rate risk, ex-
change rate risk, commodity price risk (through input purchases or output
sales), and equity price risk.

Apart from the market risk factors that influence the value of an expo-
sure, the market risk of an exposure also can be characterized based on how
those risk factors impact its value. In this context, market risk generally is
classified by using a colorful argot known as “fraternity row” that was re-
viewed in Appendix 1.2. Trade practitioners and academics alike tend to refer
to five types of market risk by using Greek or Greek-sounding letters.

Delta is the risk that the value of an exposure will deteriorate as the
price or value of some underlying risk factor changes, all else being equal. A
bond is affected by changes in interest rates, so the interest rate is the risk
factor. When interest rates rise, bond prices fall. In the bond world, this
delta is called “duration.” Other examples of delta include the sensitivity of
a forward purchase/sale of foreign exchange to a small change in the ex-
change rate, the sensitivity of a commodity delivery contract to the change
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in the underlying commodity price, and the variability of a futures or op-
tions contract on the S&P 500 stock index to a small change in the prices of
any S&P 500 stocks.

Gamma is the risk that delta will change when the value of an underlying
risk factor changes. It is sometimes referred to as “convexity risk” or “rate of
change” risk. Returning to the bond example, bond prices fall as interest rates
rise, but the amount of the price change depends on the level of interest rates.
Large interest rate increases may cause larger bond price declines than small
interest rate increases.

The risk that volatility changes in the underlying risk factor will cause a
change in the value of an exposure goes by many names. Vega, lambda,
kappa, and tau are among them. For purchased options (longs), declines in
volatility pose the risk. Less volatility means there is a smaller chance that the
option held will expire profitably. For options written (short), lower volatility
increases the odds for profits by reducing the opportunities for unprofitable
exercise against the short to occur.

Theta measures the risk to certain exposures due only to the passage of
time. Insurance, for example, is an asset that “decays” or “wastes” over time.
For every day that passes on an unused insurance policy, there is one less day
for the insurance contract to become valuable.

Finally, rho is the risk that the interest rates which are used to discount
future cash flows in present value calculations will change and impose unex-
pected losses on the firm. For many exposures, the discount rate is the bor-
rowing or lending rate that corresponds to the maturity of the contract. For
other contracts, such as swaps, a yield curve is used to discount cash flows,
and hence any shifts in the level of any of several interest rates may affect
cash flows.

Yet another market risk—correlation risk—is the risk of an unexpected
change in the correlation of two factors affecting the value of a contract. We
must be careful here to distinguish between basis risk, or correlation risk
arising from the combination of a derivatives contract with another asset or
portfolio, and correlation risk affecting a single asset held in isolation or in
a portfolio.

Funding Risk
Funding risk occurs in the event that cash inflows and current balances are insuf-
ficient to cover cash outflow requirements, often necessitating costly asset liqui-
dation to generate temporary cash inflows. Most firms, both financial and
nonfinancial, have liquidity plans designed to manage funding risks. The well-
publicized failures of firms like Drexel Burnham Lambert Group, Inc., and MG
Refining & Marketing, Inc. (a subsidiary of the German giant Metallgesellschaft
AG), and SAir Group (parent company of Swissair and Sabena) occurred largely
due to funding problems and have increased corporations’ attention to this risk.

A Vocabulary of Risk 187

CCC-Culp 5 (183-242)  2/8/02  4:14 PM  Page 187



The distinctions between pure funding risk and market risk are subtle, as
the two are clearly related. Market risk can be viewed as the risk of changes
in the value of a bundle of cash flows when adverse market events occur. But
value is just defined as the discounted NPV of future cash flows. Funding risk
is based on the risk of cash flows when they occur in time. For the purpose of
comparing liquidity risk at one time to liquidity risk at another, discounting
to an NPV serves no purpose. On the contrary, all that is relevant is cash bal-
ances per period. Market risk, by contrast, deals with cash flow risks in any
period, because all future cash flows ultimately affect the current NPV of the
asset or liability in question.

Despite the distinction, market price fluctuations almost always charac-
terize the exposure associated with funding risk. Although the “triggering
event” is a cash funding shortfall, the amount of the shortfall itself and the
economic consequences of the shortfall usually are determined by movements
in market prices.

Market Liquidity Risk
Market liquidity risk is the risk that volatile markets will inhibit the liqui-
dation of losing transactions and/or the establishment of new transactions
to hedge existing market risk exposures. Suppose a firm has negotiated an
agreement with a bank to purchase British pounds for Deutsche marks
(Dmark) three months from now. If the British pound experiences a mas-
sive and rapid depreciation vis-à-vis the Dmark—as happened in Septem-
ber 1992 when the European Monetary System’s exchange rate mechanism
imploded on “Black Wednesday”—the currency purchase agreement will
decline rapidly in value.

The firm in this case may attempt to neutralize its original agreement or
enter into an offsetting contract. If the agreement is left unhedged or the
counterparty to any offsetting contract defaults, volatility may be so high that
a new hedge cannot be initiated at a favorable price, even using liquid ex-
change-traded futures on pounds and Dmarks. The firm’s market risk is thus
exacerbated by market liquidity risk.

As in the two prior cases, moreover, the exposure the firm faces—the size
of its potential loss—will be based on the amount of the market-driven
change in the sterling/Dmark rate.

Credit Risk
Credit risk is the risk of the actual or possible nonperformance by an obligor
to the firm. Credit risk usually comes in four forms:

1. Presettlement credit risk arises from the potential for an obligor to de-
fault on a transaction prior to the initiation of the settlement of that
transaction.
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2. Settlement risk is specifically associated with the failure of a firm during
the settlement window, or the time period between the confirmation of a
transaction and the final settlement of that transaction.

3. Migration or downgrade risk is the risk that the increase in the market’s
perception of a default at a firm causes a decline in the value of the claims
issued by that firm.

4. Spread risk is the risk that deteriorations in general corporate credit qual-
ity will affect the claim issued by a given firm.

The distinctions are best illustrated by a simple example. Suppose Wol-
fram owns a lyre and issues a claim that entitles its holder to receive his lyre
one month hence for the prenegotiated price of 10 gold coins. Assume more-
over that at the time the claim is issued, everyone agrees that Wolfram has no
possibility of being unable to deliver his lyre. Suppose the value of this claim
is worth one gold coin today and that the current market price of lyres is 10
gold coins.

Consider now that Tannhäuser buys the claim from Wolfram and that
both payment and delivery are to occur in a month. If Wolfram informs
Tannhäuser that he cannot deliver the lyre one hour before the exchange is
due to occur, Tannhäuser may experience a presettlement loss. Specifically,
suppose the market price of lyres has risen to 15 gold coins, and Wolfram in-
forms Tannhäuser that there is no more lyre and gives Tannhäuser his one
gold coin back. But if Tannhäuser still wants a lyre, he must now enter into a
new lyre purchase agreement at the new and higher price. Tannhäuser thus in-
curs a five gold coin replacement cost presettlement credit loss.

Settlement risk, by contrast, arises after the transaction has entered the
settlement process and one party defaults. Suppose a month has passed and
Tannhäuser pays Wolfram the 10 gold coins, but Wolfram then informs
Tannhäuser that he has no lyre to sell. In that case, Tannhäuser incurs a settle-
ment credit loss of 10 gold coins and has no lyre to show for it.3

Both presettlement and settlement risk as described above involve the ac-
tual default by Wolfram to Tannhäuser. But credit risk also may occur in the
form of migration or downgrade risk arising not from an actual default but
by an increase in the market’s perception of the probability a default will oc-
cur. To continue the example, suppose Tannhäuser no longer wishes a lyre but
that Venus is in need of one. Tannhäuser may sell the claim to Venus. But if
Venus suspects that Wolfram may not be able to deliver the lyre when the full
month passes, she likely will pay Tannhäuser less than he paid Wolfram for
the original claim whose value was based on the market’s original assessment
of Wolfram’s creditworthiness. In other words, Tannhäuser will experience a
capital loss on the claim even though Wolfram has not actually defaulted. The
mere increase in the market’s perception that he might is enough to reduce the
value of the claim.
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Finally, Tannhäuser may receive less for the claim than he paid when he
sells it to Venus if the market’s perception of all corporate credit risks has
gone up. This is sometimes called “spread risk” in reference to the default
credit spread over the risk-free rate at which cash flows on risky corporate
claims must be discounted. Spread risk may be affected by firm-specific credit
concerns (i.e., migration risk) or by more systematic default risk premiums in
the sense of Fama and French (1993).

Legal Risk
Legal risk is the risk that a firm will incur a loss if a contract it thought was
enforceable actually is not. The Global Derivatives Study Group (1993) iden-
tified several sources of legal risk for innovative financial instruments that of-
ten are associated with risk management, including conflicts between oral
contract formation and the statutes of frauds in certain countries and jurisdic-
tions, the capacity of certain entities (e.g., municipalities) to enter into certain
types of transactions, the enforceability of “close-out netting,” and the legal-
ity of financial instruments. In addition, unexpected changes in laws and reg-
ulations can expose firms to potential losses as well.

Legal risk is classified here as a financial risk because this particular incar-
nation of risk results in losses that usually are driven in size and economic im-
portance by changes in market prices. A netting agreement that is
unenforceable in insolvency, for example, could lead to cherry-picking losses
whose total amounts are based on market price movements. Suppose, for ex-
ample, that Firm Wotan has an agreement with Firm Siegfried to swap a fixed
cash flow of $10,000 quarterly in exchange for receiving from Siegfried a pay-
ment equal to the total interest that Siegfried, in turn, receives on a loan port-
folio—currently equal to, say, $10,000. With a netting agreement in place, if
Firm Siegfried fails, no cash flow occurs on the agreement. If a netting agree-
ment is in place and is held to be unenforceable, Firm Siegfried may try to
cherry pick Firm Wotan by demanding the $10,000 Wotan owes Siegfried
while simultaneously refusing to pay the $10,000 Siegfried owes Wotan.

The amount of risk borne by Firm Wotan in this example depends on the
value of Siegfried’s own loan portfolio. If Siegfried’s loans are floating rate
and the interest rate rises, Seigfried may then owe Wotan $15,000. But with-
out a binding netting agreement, Wotan might never see that money.

Perils, Accidents, and Hazards

A peril is a natural, man-made, or economic “situation” that can cause an un-
expected loss for a firm, the size of which is usually not based on the realiza-
tion of one or more financial variables. A peril thus is essentially a
nonfinancial risk. An accident is a specific negative event arising from a peril
that gives rise to a loss and is usually considered “unintentional.” A hazard is
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something that increases the probability of a peril-related loss occurring,
whether intentional or not.

The distinctions between these three concepts are perhaps best under-
stood by way of an example. Consider the peril to a firm of having its em-
ployees sustain on-the-job injuries. A related accident would be the
unintended opening of a valve on some storage tank at a firm. A hazard could
be alcohol or drugs that make an employee more likely to open the value, the
presence of corrosive chemicals in the tank that dissolve the valve seals, and
the like.

Different types of perils that firms typically face in their business opera-
tions include the following4:

■ Production—unexpected changes in the demand for products sold, in-
creases in input costs, failures of marketing

■ Operational—failures in processes, people, or systems
■ Social—adverse changes in social policy (e.g., political incorrectness of a

product sold), strained labor relations, changes in fashions and tastes, etc.
■ Political—unexpected changes in government, nationalization of re-

sources, war, etc.
■ Legal—tort and product liability and other liabilities whose exposures

are not driven by financial variables
■ Physical—destruction or theft of assets in place, impairment of asset

functionality, equipment or mechanical failure, chemical-related perils,
energy-related perils

■ Environmental—flood, fire, windstorm, hailstorm, earthquake, cyclone,
etc.

Outreville (1998) provides some examples of hazards that increase the
probability of loss for different perils:

■ Human—fatigue, ingnorance, carelessness, smoking
■ Environmental—weather, noise
■ Mechanical—weight, stability, speed
■ Energy—electrical, radiation
■ Chemical—toxicity, flammability, combustability

It is impossible to list and classify all the different perils and related acci-
dents or hazards that may face all firms. Nevertheless, some are significant
enough that they warrant further discussion.

Production Perils
Production-related perils cover any perils that threaten a firm’s ability to
carry out its normal business activities as expected, usually resulting from
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changes to the supply or demand for the firm’s product or to the physical
production process. Shocks to a firm’s cost or demand functions, for exam-
ple, can precipitate a loss of value owing to production risks. Three other
production-related perils include customer loss risk, supply chain risk, and
reputation risk.

At the core of risks facing a business is the risk that the business loses its
customers, either because a competitor attracts them away or because they no
longer demand the products and services the firm is selling at the prices it is
quoting. Customer loss risk thus encompasses pricing risk, or the risk that
firms misestimate either the level or the structure of prices for their customers.

The importance of customer retention has been vividly illustrated by the
recent boom in Internet commerce. To a start-up Web company, its ability to
accurately assess customer value is everything. Only when those values can be
compared accurately to the cost of customer acquisition can the business truly
be valued. For this reason, attention to customer loss risk and customer valu-
ation has perhaps never been higher.

Nevertheless, customer loss risk is just as important—perhaps the real
core risk of operating a profitable business—for all types of firms. An airline
must worry about customer loss just as much as an online bookstore. And a
consulting firm must be as attentive as an airline. If either the demand curve
shifts inward for exogenous reasons or available substitutes for the good or
service being sold become relatively more attractive, the business is in trouble.

Many nonfinancial firms also face risks from adverse events that may oc-
cur at any point along a physical “supply chain” (the chain that connects in-
puts to the firm’s production process to its outputs). Problems may arise at
any juncture. Consider, for example, a firm that grows wheat, mills it into
flour, and exports the flour to bread makers around the world. Problems
could arise at origination from disease, bad weather, insects, vandalism, or
any number of other factors that prevent the crop from being grown and
brought in according to schedule (both time and quantity). At the transforma-
tion stage, equipment breakdowns could occur, contamination of the grain is
a possibility, and losses of product during transportation are a consideration.
And so on. In short, the firm faces some form of inventory or product risk at
every stage here.

A third major production-related peril faced by virtually all firms is the
risk of a loss to their brand name capital or reputation that can translate into
reduced revenues, increased expenses, and fewer customers—hence its classifi-
cation as a type of production peril. Reputation risk can arise when a firm
acts negligently or is simply perceived to act negligently—as Exxon was per-
ceived following the Valdez, Alaska, oil disaster.

Reputation risk also can arise from poor public relations management of
external crises, whether or not the crises are the direct fault of the company. A
plane crash due to bad weather, for example, can still impose major adverse
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reputation effects on both the airline and the aircraft manufacturer if the pub-
lic relations dimension of the disaster is not handled properly.

Finally, reputation risk can arise when a firm simply fails to honor its
commitments. An insurance company that regularly tries to avoid paying out
claims even when the claims are unambiguous and legitimate, for example,
will quickly find itself short of customers.

Operational Perils
Operational risk has been defined by the International Swaps and Derivatives
Association, British Bankers’ Association, and Risk Management Association
as “the risk of loss resulting from inadequate or failed internal processes, peo-
ple, and systems or from external events.”5 Examples of losses that can be at-
tributed to operational risk include failed securities trades, settlement errors
in funds transfers, stolen or damaged physical assets, damages awarded in
court proceedings against the firm, penalties and fines assessed by member as-
sociations or regulators, irrecoverable or erroneous funds and asset transfers,
unbudgeted personnel costs, and negligence or fraud.6

Operational perils also can sometimes be considered as a type of financial
risk if the operational losses are driven by market, credit, or liquidity risks.
The failure of Barings to catch the huge position buildup by rogue trader
Nick Leeson was in some sense an operational risk management failure. It
was a failure of processes (internal audit and control), people (Leeson was de-
frauding the firm and others), and systems (a consolidated global position-
keeping system would have revealed Leeson’s rogue positions). But in the end,
Barings went bust because Leeson’s positions went underwater as a result of
their market risk. Operational risk management may have failed to catch the
process, personnel, and systems problem, but market risk sank the firm.

CORE VERSUS NONCORE RISKS

The core risks facing a firm may be defined as those risks that the firm is in
business to bear and manage so that it can earn returns in excess of the risk-
free rate. Noncore risks, by contrast, are risks to which a firm’s primary busi-
ness exposes it but that the firm does not necessarily need to retain in order to
engage in its primary business line. The firm may well be exposed to noncore
risks, but it may not wish to remain exposed to those risks. Core risks, by
contrast, are those risks the firm is literally in business not to get rid of.

What Risks Is a Firm in Business to Bear?

Core and noncore risks are sometimes today called “business” and “finan-
cial” risks, respectively. An even earlier distinction was proposed by Frank
Knight (1921). Knight defined noncore risks as “risks,” or situations in which

A Vocabulary of Risk 193

CCC-Culp 5 (183-242)  2/8/02  4:14 PM  Page 193



the randomness facing a firm can be expressed in terms of specific, numerical
probabilities. These probabilities may be objective (as in a lottery) or subjec-
tive (as in a horse race), but they must be quantifiable. Because they can be
quantified, they can be managed.

Unlike risk, Knight defined “uncertainty” as situations when a firm faces
some randomness that cannot be expressed in terms of the probabilities of al-
ternative outcomes. This was “core risk” in Knight’s eyes, or the risks about
which only the firm in question had some perceived special insight. To Knight,
uncertainty was the source of all major profits and losses to businesses. Lord
J. M. Keynes agreed, choosing the term “animal spirits” to describe essentially
the same phenomenon.

A major distinction between core and noncore risk—Knightian uncer-
tainty and risk—is driven purely by information. Those factors about which a
firm perceives itself as having some comparative informational advantage will
be those factors on which the business concentrates for its core business cash
flows. Risks about which the firm has comparatively less information will be
those risks more likely to be hedged, diversified away, insured, or controlled
in some other fashion.

The distinction between core and noncore risk clearly rests on a slippery
slope. Not only does it vary from one firm to the next, but it also depends
not on the quality of information the firm actually has but rather on the
firm’s perceived comparative advantage in digesting that information. Per-
ceptions, of course, can be wrong. Businesses fail, after all, with an almost
comforting degree of regularity. Without business failures, one might tend
to suspect the market is not working quite right. Accordingly, the prepon-
derance of actual business failures clearly means that some firms thought
they had a better handle on information than they did, whether that infor-
mation concerns market demand for their products, their competitors, or
their costs.

Slippery though the slope may be, it must be traversed. As we shall see in
Chapter 10, a major distinction between risk management products and risk
capital is that the former can be tailored to specific types of risk whereas the
latter cannot. But the ability to tailor specific products to specific risks is re-
ally meaningful only when the firm can distinguish those specific risks it is in
business to retain versus those that might be cheaper to avoid.

When to Manage Core Risks

Every firm should identify the risks to which it is subject and then classify
those risks as core or noncore. And this classification will differ firm by
firm. Indeed, sometimes the same type of firm may classify the same risk in
different ways. Not all airlines hedge their jet fuel price risk, for example.
This is a tacit indication that those airlines that do hedge believe their core
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risks to include flying planes without crashing them, selling as many seats as
possible, and the like. Nevertheless, other airlines that do not hedge their
core risks clearly seem to believe that part of their business means bearing
jet fuel price risks.

Although there is no one correct way to draw this distinction, several im-
portant variables do need to be taken into consideration by a firm’s man-
agers when defining risk as core or noncore. Some of the most important of
these considerations include shareholder preferences and expected costs of fi-
nancial distress.

Shareholder Preferences
Perhaps the most important thing for a company to ascertain in classifying its
core and noncore risks is what its residual claimants have to say on the sub-
ject. To illustrate very clearly the importance of shareholder preferences, it is
worth returning to Chapter 3 for a moment and assuming the M&M assump-
tions hold. Under the same four assumptions that guarantee independence be-
tween the value of the firm and its capital structure, the value of the firm is
also independent of any deliberate actions taken by management to control
risks through hedging or insurance purchasing. The reason is simple: Share-
holders can and do manage risks themselves.

Consider the historical classic of a big corporate farm whose business is
selling corn to grain elevators and millers. Residual claimants that own the
farm will find that the value of their cash flows and the value of the farm’s as-
sets are strongly and directly related to corn prices. When the price of corn
rises, the farm’s revenues rise, all else being equal. The converse is also true.

Under the M&M assumption of symmetric information, shareholders
know the impact of corn price risk on their pro rata claim on the farm just as
well as the farm’s managers do. And under the M&M assumption of equal
access, any individual shareholders can engage in financial transactions on the
same terms as the farm itself—terms that include zero transaction costs under
the perfect capital markets assumption.

The final M&M assumption was that investment decisions are taken as
given. So shareholders look at the firm’s investment decisions and its prod-
uct market exposure to corn prices and then determine on their own
whether they want to bear corn price risk as a part of their investment port-
folios. If not, shareholders can neutralize their corn price risk exposure
quite easily by buying shares in a grain elevator or mill. Otherwise, they do
nothing and diversify away their idiosyncratic risks as they normally would.
In either case, the decision as to whether to manage the corn price risk was
made by the shareholder.

Note that the M&M assumptions do not imply that the shareholders
should be indifferent to bearing corn price risk. All the M&M assumptions
say is that shareholders should be indifferent to whether corn price risk is
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managed by the farm’s managers in the form of hedging or on their own in
the form of do-it-yourself hedging (i.e., diversification).

For these reasons, a corporation cannot meaningfully classify the risks to
which it is exposed as core or noncore without knowing how shareholders
draw that distinction. And the answer may differ based on the shareholders in
question, even for remarkably similar firms.

Tufano (1996) conducted a very thoughtful survey of risk management
practices in the gold mining industry by studying about 50 firms whose core
business was clearly viewed as being the sale of gold. Financial contracts that
allow companies and individual investors alike to hedge their gold price risk,
moreover, abound. Nevertheless, there is really no way ex ante to predict
which firms will decide to classify gold price risk as part of their core business
risks and which ones will classify gold price risk as noncore and hence ripe to
be hedged.

Indeed, Tufano found a remarkable disparity across these otherwise simi-
lar firms. Somewhat surprisingly, over 85 percent of the firms he studied used
some form of gold price risk management tools between 1990 and 1993. In
addition, he argued that “firms have adopted very different risk management
approaches, ranging from Homestake Mining, which sold all of its produc-
tion at spot prices and made vigorous pronouncements against gold price
management, to American Barrick, which featured its successful hedging pro-
gram on the cover of its annual report.”

In the end, each company must decide on its own what business it is in,
and what risks that means the company is in business to bear—what risks
the firm’s shareholders do not want it to hedge away. Answering this ques-
tion is not always easy, but it is critical for determining whether bearing
any given source of risk should be considered part of the firm’s core busi-
ness or not.

Expected Costs of Financial Distress
In some situations, a firm may define a risk as a core risk it is in the business
of bearing it most of the time but not all of the time. An electric utility, for ex-
ample, may conclude that bearing power price risk is core to its business and
thus not routinely neutralize the impact of electricity price changes on its
value, cash flows, and earnings. Nevertheless, even a firm like this might be
unprepared for events like the summer of 1998 in the United States, when
prices in the Midwest for power rose from an average of about $35 per
megawatt hour to a bid of nearly $7,500 per megawatt hour. Even a utility in
the business of bearing power price risk may want to try to avoid the impact
of that scenario.

Note that if a utility concludes that it is routinely exposed to high distress
costs from being unhedged against power price risks—more so than its com-
petitors and more so than its shareholders would like to bear—that fact
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strongly suggests the utility’s core business is in generating power, maintain-
ing lines and poles, running customer bills, and the like but may not include
bearing power price risk. If the utility considers power price risk a core risk,
then examples like the one above should occur extremely rarely, only in cata-
strophic situations, and should only involve a short duration for the hedge. In
other words, firms hedge their core risks mainly for market timing reasons
and not outright exposure management reasons.

RETAINED VERSUS TRANSFERRED RISKS

A major purpose of distinguishing between risk—especially core versus non-
core risks—is to help a firm make its retention decision. The retained risk or
retention of a firm is the agglomeration of risks—core and noncore—to
which the firm is naturally exposed in the conduct of its business that the
firm decides to bear rather than to shift to another market participant.
Transferred risk, by contrast, is any risk to which a firm is exposed that a
firm decides it is not in the business of bearing and decides to transfer to an-
other market participant.

The decision whether to retain or transfer a given risk is essentially a
determination by the firm’s shareholders of whether they want to absorb
any realized losses arising from the risk in question or whether they would
prefer to have the equity holders of another firm absorb those losses. A core
factor to firms in making this determination will, of course, be the
benefit/cost trade-off—whether the benefit of transferring the risk is above
the cost at the margin. The cost of risk transfer can include both the oppor-
tunity cost of forgone profits or positive returns, the pure transaction costs
of the risk transfer, and/or the price that the firm may have to pay to induce
the equity holders of another corporation to assume the risk the firm is try-
ing to transfer away.

Issues that can affect a firm’s retention decision are discussed in the re-
mainder of Part II. In addition, we shall return to the retention decision in
Chapter 17, where we reconsider the risk transfer decision and explore the
need for firms to finance the risks that they do choose to retain.

NOTES

1. See Outreville (1998).
2. Our categorization of financial risk is based on the Global Derivatives

Study Group (1993). See also Culp (2001).
3. Settlement risk is sometimes called “Herstatt risk,” so named from the fail-

ure of Bankhaus Herstatt in Germany in 1974. The convention in most
foreign currency markets is for settlement two days after a spot transaction
is consummated or a forward contract matures. A number of New York
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banks had initiated payments to Herstatt on their side of a group of spot
and forward currency trades, and Herstatt failed after those payments
were initiated from New York but before any reciprocal payments were
initiated from Germany. The New York banks suffered considerable princi-
pal losses.

4. This list is a hybrid from several sources, but mainly Outreville (1998) and
Doherty (2000).

5. ISDA / BBA/ RMA (1999).
6. These examples are based on the sample data entry form for the British

Bankers’ Association operational risk and loss database.
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CHAPTER 10
Risk Management as a Process

R isk management is the process by which organizations try to ensure that
the risks to which they are exposed are the risks to which they think they

are and need to be exposed to operate their primary business. Risk manage-
ment is thus the process by which firms identify their risks and then take any
ex ante or ex post actions required to control deviations of actual risk expo-
sures from predefined tolerances to those risks.

Culp (2001) explored the risk management process in terms of both strat-
egy (i.e., when risk management can add value to a business) and tactics (i.e.,
how actually to do risk management). Accordingly, the focus of this book is
not on risk management as a process but rather on relations between capital
structure and one specific part of the risk management process—risk control.
Nevertheless, some introduction to risk management as a process is required
to understand where risk control fits into the bigger picture of capital struc-
ture and risk. Accordingly, this chapter addresses the following questions1:

■ What are the components of risk management as an organized business
process?

■ What different kinds of “risk cultures” describe how firms utilize their in-
ternal risk management process?

■ What are the primary business processes that a firm must modify to im-
plement its chosen risk culture?

RISK MANAGEMENT AS A BUSINESS PROCESS

The objective of risk management need not be the elimination of risk. Every
time a man crosses the street, he faces the risk of being struck by car. To elimi-
nate that risk completely would require that he never cross the street. Most
people opt instead to find more palatable risk management solutions, such as
looking both ways before crossing.

Corporations following the market value rule are not fundamentally dif-
ferent from the man crossing the street. Corporations, after all, are in business
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to take risks, without which their shareholders would simply earn the risk-
free rate on capital invested.

Risk management as an organizational process can be separated into five
general activities, depicted in Exhibit 10.1:

1. Identify risks and determine tolerances.
2. Measure risks.
3. Monitor and report risks.
4. Control risks
5. Oversee, audit, tune, and realign the risk management process.

Some firms structure this process with more formality and centralization than
others, but all firms manage risk in this five-step process—whether they real-
ize it or not.

Identify Core and Noncore Risks and 
Determine Tolerances

Risk identification is the process by which a company recognizes and, in some
cases, detects the different financial risks to which it is exposed through the
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normal course of conducting its business. Almost by definition, the risks that
are most insidious for a company are those risks to which it is exposed that
have not been identified.

Risks can be left unidentified for reasons ranging from poor internal con-
trols that allow the unnoticed booking of risky financial transactions to basic
oversight of fundamental exposures. The process by which members of a
company review, analyze, and discuss their risk profiles is an indispensable
means by which risks can be identified and hence managed.

Companies whose risk profiles do not change very frequently often feel
that risk identification is not a crucial component of the risk management
process. Nevertheless, numerous examples provide strong evidence to the
contrary. Had Barings properly identified the huge long position on Japanese
equities accumulated in Singapore by rogue trader Nick Leeson, the firm
might not have gone bust. Had Procter & Gamble identified the massive in-
terest rate risk affecting its treasury through a naked swap contract, the com-
pany might have avoided several hundred million dollars in losses.2

To take a simple example of the importance of risk identification, con-
sider a hypothetical company called Airline FlyMe that transports passengers
from the United States to Switzerland and back. The obvious core risks faced
by the company include the risk of plane crashes, maintenance-related delays,
equipment damage from fire, and a loss of customers. Less obvious but per-
haps equally significant are risks such as rising jet fuel prices or fluctuations in
the franc/dollar exchange rate. As noted in Chapter 9, without a systematic
process to categorize these different risk exposures as core or noncore, Airline
FlyMe’s shareholders may never realize fully the different avenues through
which the value of their capital can be adversely affected.

Given the risks a company has identified, senior managers and direc-
tors must agree on tolerable levels of those risks required for the operation
of the firm’s primary business. This determination should be made explic-
itly by the firm’s key shareholders as well as senior managers and some-
times major creditors.

Enterprise-wide Absolute Risk Tolerance
A firm can express its tolerance for different risks in either absolute or rela-
tive terms. Firms that take the absolute approach may define risk across all
exposures of the firm in terms of maximum loss amounts and frequencies of
their occurrence. A firm might not wish its aggregate financial losses arising
from noncore risks, for example, to exceed $10 million in more than five of
the next 100 months. This $10 million loss tolerance is the firm’s aggregate
value at risk (VaR). Similar measures like earnings at risk (EaR) and cash
flows at risk (CfaR) are also sometimes used with earnings and cash flow loss
targets, respectively.3

For an enterprise-wide absolute risk tolerance to make sense, however,
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the company must be capable of measuring its actual exposure at any given
time relative to that tolerance level, as the next section explains. Many firms
find this intractable because all of the firm’s exposures cannot be reliably ag-
gregated. Most nonfinancial corporations, in particular, characterize their risk
tolerances in relative terms instead.

Natural Risk Exposure-based Tolerances
A key concept in the definition of relative risk tolerance is the notion of a
firm’s “natural risk exposure,” or the risk that the firm must take in order to
meet its primary business (e.g., production) goals. Just because the risk is pro-
duction-related does not mean it is a noncore production peril. On the con-
trary, we are discussing here by deliberate design risks that are not core,
despite the fact they may still be entwined with the production process.

The determination of how much of a certain type of noncore risk is “too
much” can be made relative to the corresponding natural risk exposure. In or-
der for Airline FlyMe to meet its expected customer transit obligations, for
example, the expected jet fuel requirement can be approximated, thereby
defining a quantitative estimate of the natural jet fuel exposure the firm must
incur in order to fly its planes. If its annual jet fuel requirement is X gallons
per year, the airline may choose to be exposed to the risk of rising prices on
no more than 50 percent of those X gallons. The firm then must use risk con-
trol mechanisms and risk management products to reduce its natural expo-
sure to rising jet fuel prices in a manner discussed later.

How a firm decides the degree to which it wants to bear the risks of its nat-
ural business exposure is a decision that should rest with shareholders. At the
same time Airline FlyMe determines that .5X gallons of fuel per year is its maxi-
mum tolerable exposure to rising jet fuel prices, shareholders of Airline BlueSky
might quite rationally decide to hedge none of its natural exposure of, say, 100X
gallons per year. The answer will differ for each firm, thus again underscoring
the importance of involvement by key stakeholders in this determination.

Relative Exposure Tolerances
For some risks, the concept of a natural exposure is not well defined, in which
case the company’s relative risk tolerance must be compared to other yard-
sticks. Interest rate risk provides a good example. The degree to which a firm
is subject to interest rate risk depends crucially on the firm’s capital structure
of the firm—the amount of debt the firm issues and the maturities of those
debt instruments. If the firm has an optimal capital structure in the trade-off
theory context, for example, the amount of debt the firm must issue—and,
hence, its natural interest rate risk—will be based on the optimal leverage ra-
tio that emerges from that capital structure model.

When natural exposure cannot be easily defined, other candidates for ex-
pressing the firm’s risk tolerance are usually available. In the case of interest
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rate risk, for example, the firm may choose to define its tolerance by requiring
its interest rate exposure to be no greater than the exposure on its issued debt
instruments at any given time. That tolerance says nothing about what the
outstanding level of debt should be, but it does preclude additional interest
rate risk taking, as in the bet on interest rates made in the early 1990s by
Procter & Gamble’s treasury.4

Measure Risks

Risk measurement involves the quantification of certain risk exposures for the
purpose of comparison to company-defined risk tolerances. The process by
which different risks are quantified is a critical component in an organiza-
tion’s broad risk management program. Without a good measure of risk, a
determination can be hard to reach about whether the company is taking
“too much” of some types of risks or, conversely, “not enough” of another.

The proper tools for measuring financial risk depend both on the risk in
question and the nature of the tolerable level of risk expressed by the com-
pany. In the cases of the two airlines, risk tolerances were expressed as the
number of gallons to which the company is exposed on jet fuel price fluctua-
tions. Measuring this is easy enough. But this risk tolerance says nothing
about the potential losses the firm could incur on those gallons purchased at
fluctuating market prices.

Market risks thus are most often quantified using measures such as VaR
that reflect losses in terms of dollars and associate those losses with probabil-
ities they will occur. Although harder to put in that framework, credit and op-
erational risks are being increasingly measured in that fashion as well. Culp
(2001) provides a summary of alternative methods for measuring market,
credit, liquidity, and operational risks.

Monitor and Report Risk

A third component of the risk management process is risk monitoring and
reporting. The risks to which a firm is subject can change for two reasons.
The first is a change in the composition of a company’s assets or liabilities.
To monitor changes in risk arising for this reason, firms generally rely on
simple tools, such as open position reports, statements of current payables
and receivables, and the like. But the risks affecting a firm also may change
simply because the factors affecting the cash flows on its assets or liabilities
(or the discount rates for those cash flows) fluctuate. In Airline FlyMe’s
case, for example, the jet fuel risk profile could change either because addi-
tional fuel must be purchased above the company’s baseline natural risk ex-
posure estimate or because rising prices increase the cost of existing
purchase requirements.
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The frequency with which a firm monitors its current risk profile depends
on the nature of the risks to which the firm is subject as well as the firm’s abil-
ity to fine-tune its risk-taking activities. A trading firm in the business of sell-
ing options, for example, may monitor its market risk as often as intraday
using tools like VaR to recalculate potential losses. Airline FlyMe, however,
may monitor its jet fuel risks significantly less often. Not only does the risk
profile of the airline change more slowly, but the firm may not be willing to
incur the costs to control its risks more often than, say, monthly or quarterly.

Control Risks

Closely related to risk monitoring is risk control, or the actions a firm takes to
keep its actual risk profile at or below its risk tolerance. Sound risk control
decisions are possible only when the measurement and risk monitoring/re-
porting parts of the process are working properly. In other words, unless a
firm can compare its actual risks to its risk tolerances, the firm cannot deter-
mine whether actions should be taken to reduce those risks except on a purely
ad hoc basis.

Risk control is the part of the risk management process in which a firm
determines whether to retain or transfer one or more of the risks to which it is
naturally exposed. In some cases, a company’s risk control response to a di-
vergence between actual and desired risk exposures is to take no action. If the
cost of closing the gap is larger than the gap, for example, hedging would end
up costing shareholders, and retention will be the right decision. Conse-
quently, a well-functioning risk management process does not always yield
actions that change the risk profile of the company. But if the company’s risk
profile can be changed in a manner by which the marginal benefit of the
change in exposure is equal to its marginal cost, risk transfer products—both
traditional (see Part III) and alternative (see Part IV)—are means by which
this is possible.

Risk control can be undertaken ex ante or ex post. The former usually in-
volves internal controls on risk-taking activities that prevent actions from be-
ing taken ex ante that would increase the risk of a company beyond its
tolerance. Internal controls may include market and credit risk limits and may
require, for example, that traders seek advance approval before executing a
contemplated deal that would push the firm’s actual risks above its tolerance
level. Risk management products such as position-keeping and monitoring
systems are often essential support systems for a sound system of internal
controls on financial risk.

Risk transfer or risk transformation products are also key components of
the risk control process and can be used both ex ante and ex post. Such prod-
ucts may include traditional products such as insurance, reinsurance, and de-
rivatives, and certain activities such as securitization (see Part III) and
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alternative risk transfer products (see Part IV). Risk transformation products
are typically classified either as risk transfer or risk financing products. The
former are used to change the risk profile of a firm, whereas the latter are
more commonly associated with changing the firm’s cash flow or funding pro-
file without necessarily making a major change to the company’s fundamental
risk exposures. The relation between risk transfer versus risk finance and a
firm’s risk retention decision will be explored again in Chapter 17.

Oversee, Audit, Tune, and Realign

The final component of a properly functioning risk management process is
risk audit and oversight and the fine-tuning of the risk management process
itself. This component includes everything from external audits of risk man-
agement policies and procedures to internal reviews of quantitative exposure
measurement models. In essence, risk audit and oversight is the process by
which the firm addresses whether its risk management process is working
properly and efficiently.

This final step in the risk management process, as Exhibit 10.1 demon-
strates, feeds back into the first step of risk identification and determination
of risk tolerances. In other words, the risk management process is a dynamic
one, with each repeated iteration involving the incorporation of information
obtained in previous implementation of the process.

The passage of time throughout the evolution of the risk management
process is not instantaneous and can create significant differences between the
expectations of senior managers and the actual implementation of the risk
management process. Especially if the risk management process is time-con-
suming to implement initially, this stage of the process provides the critical
opportunity for managers and directors to realign their goals and try to en-
sure that the design of the risk management process matches the current needs
of the corporation.

RISK MANAGEMENT AND “RISK CULTURE”

The lens through which managers and directors of a company view its finan-
cial and business risks and organizationally manage those risks define the
firm’s “risk culture.” In conventional corporate risk cultures, risk manage-
ment is perceived as a cost center whose primary purpose is the reduction of
financial risks that are seen to be undesirable virtually a priori. Risk reduction
usually is achieved with the aid of expensive analytical systems and costly risk
transformation products provided by swap dealers, insurance companies, ex-
changes, and clearinghouses. These products often appear to have little or no
value to shareholders aside from helping companies avert catastrophic losses.
In other words, the classical view of risk management is as a necessary evil.
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Alternative risk cultures are increasingly observed in which firms lever-
age their internal risk management processes into potentially significant ef-
ficiency gains and new product development opportunities. In this new risk
culture, financial risk is not a “problem” to be solved but rather a vital
component of business and a critical source of innovation and growth.
With proper attention to the business processes of governance, product
management, customer management, and knowledge management, a well-
designed risk management process thus can be viewed not as a cost center
but as a business.

Corporations can utilize their internal risk management processes in at
least three different ways, each of which leads to a different risk culture for
the firm. As noted, many firms still rely on their risk management process
solely for the purpose of internal risk control and policy compliance. Others
leverage their own internal risk management expertise into the supply of
risk management products that are demanded by their customers for risk
control purposes. And still other firms utilize the risk management process
to help identify and achieve efficiency gains in other business processes.
Firms tend to evolve over time from one category to the next, as illustrated
in Exhibit 10.2.
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Risk Controllers

Risk controllers are those firms that allocate resources to a risk management
process exclusively in order to avoid losses in excess of the firms’ predefined
risk tolerances. Firms of this type do not view risk management as a business
at all. Instead, it is a cost center deemed necessary for the prevention of unde-
sired losses in excess of stakeholder risk preferences.

For firms’ whose business model is risk control, gaps between actual risk
exposures and target risk exposures often must be closed with risk transfor-
mation products, such as those discussed in Part III. In addition, the internal
risk management process at such firms usually emphasizes such concepts as
VaR, EaR, CfaR, and downside risk calculations; policy and procedures re-
views; evaluations of the effectiveness of hedging strategies; hedge ratio calcu-
lation and rebalancing; credit risk management and monitoring; collateral
management; and cash management.

Efficiency Enhancers

Firms that leverage their risk management process into efficiency enhance-
ments in other, non–risk-related business lines are, like firms that utilize risk
management for pure risk control, concerned primarily with managing risk
for their own internal purposes and not with providing risk management
products to other firms in the marketplace. But the focus of firms with an effi-
ciency enhancement business model is on the strategy of risk management
rather than on the tactical implementation issues raised by firms with a risk
control business model.

Firms adopting the efficiency enhancement model seek to use risk control
tools not just for classical risk control but rather to operate their businesses
more effectively. Firms that demand risk management services for efficiency
enhancement purposes, moreover, often utilize risk management products
that are quite distinct from those used by firms in the risk control category. Of
paramount importance are strategic consulting services rather than precanned
software solutions and overused policy and procedure templates.

In addition, specific systems tools also can prove useful for firms in this
segment of the market, especially to the extent those tools facilitate enter-
prise-wide, efficiency-oriented risk calculations such as risk-adjusted return
on capital, risk-adjusted capital budgeting, and earnings scenario analyses.

As an example, a common efficiency enhancement goal of companies is to
enhance their utilization of capital and to analyze business opportunities with
tools like capital budgeting and economic value added (EVATM) analysis. With
the aid of analytical tools that calculate risk-adjusted return on capital as well
as EVATM, firms can leverage the solutions adopted for risk control purposes
into efficiency gains in other business lines. Traditional capital budgeting deci-
sions, for example, can be augmented with “real options” valuation models
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that will better ration the investment of scarce capital. Alternatively, EVATM-
type analyses can be augmented with a value-at-risk calculation to implement
risk-adjusted return on capital (RAROC) calculations and allocation mecha-
nisms.5 Both of these types of calculations can, in principle, be done using the
same basic analytical tools as are required in the pure risk control model, al-
though the application of these calculations is fundamentally different.

Risk Transformers

Companies that pursue a risk transformation business model tend to view
risk management primarily as a business opportunity. The design of new fi-
nancial products was once largely the domain of investment and merchant
banks, swap dealers, and insurance companies. An interesting feature of
this market segment, however, is that it is increasingly being served by
firms that have evolved from being demanders of risk management prod-
ucts for efficiency enhancement purposes into suppliers of financial innova-
tions. Nonfinancial firms like ABB, Siemens, The Andre Group, Roche, and
DaimlerChrysler are providing more traditional financial intermediaries
with serious competition as they offer their clients more integrated, cus-
tomer-driven risk management products and solutions. The other interest-
ing feature of the market for the supply of risk transformation products is
the theme of this book.

Although firms with this business model have moved away from using
risk management purely for internal purposes, they also still need risk trans-
formation products—perhaps to help offset any risks created by their en-
trance into “financial R&D.”

Some firms supply risk transformation solutions as their core business.
Swap dealers and insurance companies are obvious examples. But for non-
financial firms that have migrated from the risk control and efficiency 
enhancement models to the risk transformation business model, an alterna-
tive implementation strategy may be required. Specifically, new risk man-
agement businesses often are set up on the periphery of a firm’s existing
business, challenging both the conventional business model and the status
quo corporate culture. Accordingly, most new businesses should be set up
as “incubators” outside the traditional business model and yet still under
the control of the designer.

IMPLEMENTING THE APPROPRIATE RISK CULTURE

The position of any given firm in Exhibit 10.2 may well change over time.
Firms like Siemens and ABB, for example, once focused more on risk control
and efficiency enhancement than financial R&D and the provision of risk
transformation products and services. Conversely, firms like Bank~Austria
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once actively supplied nontraditional risk transformation products like ART
solutions but have increasingly backed away from such product offerings in
favor of more traditional banking product offerings.

Where a company lies in this “cycle” and the degree to which a firm can
utilize and leverage that risk management process to exploit commercial busi-
ness opportunities depends on several key factors. One of the most important
is the relative cost of providing capital and/or financial intermediation ser-
vices. If a firm cannot provide risk transformation products at a lower cost
than at least some of its competitors, for example, making the jump from effi-
ciency enhancer to risk transformer does not make a lot of sense. Fundamen-
tally, the choice of a firm’s risk culture thus is a problem of corporate strategy
and comparative advantage.

Once a firm has determined the risk culture appropriate to its business
strategy, the risk culture must be implemented. This requires attention to four
key factors or generalized business processes:

1. Governance
2. Product management
3. Customer management
4. Knowledge management.

The interaction between these generalized business processes and a firm’s in-
ternal risk management process characterizes the company’s risk culture.

Governance

The business process of governance is critical at each stage of the internal risk
management process. Sound internal risk management requires independence
of risk management decisions from risk-taking activities to preserve the in-
tegrity of the risk management process. Apart from the role of governance in
the risk management process, however, governance as a more general business
process also helps characterizes the relation between that internal risk man-
agement process and new business opportunities.

A sound governance process for a corporation should provide the proper
organizational support for the design, implementation, evaluation, and tuning
of a company’s risk management strategy. For those firms wishing to limit
their risk management activities to internal risk management, the key success
factors for a sound governance process will include the following: indepen-
dence between risk-taking and risk-controlling areas of the firm; clear deter-
minations of risk tolerances by senior managers and directors; regular outside
reviews of the process, and much more.

A firm that wishes to mobilize its internal risk management expertise into
externally offered products, by contrast, faces some additional governance
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issues. First, the firm must ensure that the risks of supplying risk transfor-
mation products is managed in the internal risk management process. Sec-
ond, governance processes should ensure consistency between the
definition and treatment of risk internally and in externally supplied prod-
ucts. Finally, a critical role for governance is ensuring the separation of
management responsibilities for the supply of risk management products
and the implementation of the internal risk management process.

Whether a firm is restricting its attention to risk control issues or is lever-
aging its risk management process into efficiency gains and product develop-
ment, sound governance also should try to ensure that resources are allocated
to the risk management process in a responsible fashion—in a fashion that at-
tempts to equate the benefits of risk management to its costs. For firms fo-
cused on risk control, governance often means avoiding the temptation to
believe that the company has taken all the steps it needs for “due diligence”
by investing a fortune in a piece of risk management software. And con-
versely. The functionality of the software purchased to assist internal risk
managers should be adequate and yet not include too many redundant fea-
tures, and sound governance processes are necessary to help organizations
draw that distinction.

Product Management

Companies that wish to transform internal risk management processes, tools,
and expertise into customer-vended products must be extremely attentive to
their customer product mix. This mix may include a combination of risk
transformation vehicles such as insurance solutions, risk advisory services,
and systems-based risk management customer solutions.

Financial risk management products come in essentially three varieties.
The first is the risk transformation product, or any financial product that
allows a firm to alter its financial risk profile. Risk transformation products
include trading and clearing products (e.g., securities, futures, and listed
options), over-the-counter derivatives (e.g., forwards and swaps), and 
insurance contracts. Such products are especially important to firms in 
the risk control component of the risk management process shown in Ex-
hibit 10.1.

A second type of risk management product is advisory services. Advi-
sory services include consulting services provided concerning any aspect of a
risk management process as well as transaction structuring advisory services
that may play a role in selecting any risk transformation products acquired
by a company.

Finally, risk management products include decision-support systems that
can have a wide range of applications to the risk management process.
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Designing Products for Customers
Rarely is the design and marketing of financial products viewed as the same
type of problem as the design and marketing of, say, chemicals or razor
blades, in which customer demand dictates the nature of the product mix.
When the product innovation principles that apply to physical products are
utilized in the financial engineering process, the outcome is tailored customer
financial products and services delivered at a reasonable cost that help the of-
fering firm secure wider market coverage and higher customer retention rates.

One principle of product design often overlooked in the marketing of fi-
nancial products is the customer’s risk profile and how much the customer is
willing to pay for that risk profile. In certain competitive markets, the product
mix is essentially given, thus precluding risk-based pricing. Consequently,
nonprice mechanisms must be used to try to manage the risks of providing
such products.

Companies can leverage their internal risk management expertise into
new products by developing new customer-oriented products that allow those
customers to price their own risk. When competitive forces dictate the pricing
of the basic product, the company must use its own insights into the risk man-
agement process to provide new products that essentially price risk indirectly
through the differences in the product mix, rather than observed differences
in the pricing of the same product.

Customer Management

A key factor that drives firms away from using risk management processes
solely for risk control is customer relationship management. “Economies of
scope” are realized when the same input—such as information—can be used
multiple times by a firm to reduce total costs. As noted in Chapter 2, banks,
for example, have always been thought to enjoy economies of scope from
their collection and analysis of information about their customers’ credit
risks.6 Once information has been collected for a loan, that same information
then reduces the bank’s costs of providing the same customer with other ser-
vices, such as capital markets intermediation or insurance solutions.

Increasingly, nonfinancial corporations face similar economies of scope
and are enjoying the same informational advantage as banks through their
multiproduct dealings with customers. As an example, consider a trade fi-
nance provider whose principal business is lending to customers to finance
exports and imports. Through knowledge of its customers’ total business
portfolios, these firms are well positioned to leverage that customer infor-
mation into the provision of risk management products and services. The
trade financier might provide, for example, outsourced risk measurement to
its trade finance clients, thereby both serving its clients’ needs and helping
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ensure that its customers do not default or fail to hedge the collateral of
their trade credits.

Banks can provide that sort of service as well and have done so for many
years with little competition. But unlike a bank, trade financiers are also ac-
tive in the physical markets in which its customers are operating. Accordingly,
they have the same information about their customers as banks and the added
knowledge of expertise in the specific product markets in which their clients
are active. Not surprisingly, firms like Cargill Investor Services, Cargill Finan-
cial Services, and DaimlerChrysler Services have been extremely successful in
making the leap from the efficiency enhancement model to the risk transfor-
mation model, at the expense of their classical bank and investment bank
competitors.

Balancing Strategy with Operations
Utilizing risk management processes to serve customers requires a balanced
alignment of corporate strategy, operations, and culture. On the strategic
side, a company must address the following questions:

■ To whom do we sell risk management products and services?
■ What specific risk management products and services do we sell?
■ With whom do we compete?
■ How do we win?

Clearly and positively answering these strategic questions, however, is not
enough. Equally important is a customer-focused organization and culture.
For firms whose past experience with risk management is purely the risk con-
trol model, some shift in the corporate culture will be essential to leverage the
internal risk management process to an external set of products and services.
This shift requires the firm to organize itself for success, drive attitudes and
behaviors within the firm toward a new strategic customer-centric vision, and
fill any critical skill gaps.

Aside from aligning strategic goals with corporate culture, operational
excellence in the risk management process is probably the key ingredient to
sound customer management. To ensure excellence in this process, the firm
should know those risk management activities in which it excels, how it inter-
acts with customers, and how it leverages its risk technology, systems, and
processes for competitive advantage.

Knowledge Management

A final business process that plays a critical role in determining how well a
company can leverage its internal risk management process into efficiency
gains and externally supplied risk transformation products is knowledge
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management. Many of the risk management tools, systems, and models used
by a firm in its internal risk management can be used to develop financial
products, as well as supply advisory services and systems solutions to cus-
tomers. But doing this requires careful attention to the management of infor-
mation and knowledge between the various parts of the company.

Returning to our trade finance company, the firm’s internal risk manage-
ment process will include models used for evaluating customer credit risk as
well as models used to determine the effectiveness of customer hedging strate-
gies. No matter how sound the models used by the internal risk managers for
these purposes, they are only as good as the degree to which they are under-
stood and utilized by line credit officers and account managers. The ability of
credit officers to achieve maximum productivity gains from models and other
tools, moreover, depends not just on the models themselves but also on the
extent to which knowledge and information are being effectively communi-
cated by the division of the company that maintains the models to the line
credit officers.

A significant part of the challenge in optimizing the personnel-to-tools
trade-off is ensuring that business line account managers and the risk man-
agement division are achieving the appropriate level of knowledge sharing.
The ideal credit scoring model, for example, will be of limited use if business
line managers do not understand its uses and applications. Similarly, a credit
scoring model developed by an internal risk manager with no input from
business line managers may lack many of the features that would enable the
line approval process to become more standardized and automated.

In order to optimize the knowledge management issues related to risk
management, a firm must address four dimensions simultaneously:

1. Content
2. Process
3. Culture
4. Infrastructure

Content
Any approach to enhancing knowledge management must start by asking
which knowledge is relevant for strategy and ongoing operations. Which
knowledge will be needed for the firm’s activities in three to five years’ time?
In what form must lessons learned be documented in order to make an impact
on future projects? The goal of knowledge management is not to create an en-
cyclopedia but to determine the critical knowledge requirements for achieving
strategic goals and improving operational efficiency. For our trade finance
firm, the content might include the relevant models but also experiences
about the different ways of applying those models and the lessons learned by
line officers while using the models.
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In many cases the existing sources of knowledge and experience do not
provide the quality required in terms of content or form. Then the processes
that deliver knowledge (e.g., the risk evaluation processes) have to be consid-
ered. Do they really ask the right questions to obtain findings that ultimately
will lead to significant and sustainable improvement of the credit approval
process? If not, how can they be changed accordingly?

Process
Knowledge management must be institutionalized. Processes like defining and
redefining objectives, creating and updating knowledge, storing and dissemi-
nating knowledge, and applying knowledge thus must become part of the
standard operating procedures of the organization. Knowledge management
tasks and responsibilities also must be assigned, and, if necessary, new roles in
the organization must be defined (e.g., knowledge sponsor, knowledge inte-
grator or steward, knowledge base architect and knowledge base administra-
tor). Recruitment and training for these new roles must be defined.

Culture
The definition and design of a knowledge base in terms of content and tech-
nology is often the easiest part in enhancing knowledge management. But
how can a company ensure that the corporate culture supports the creation
and exchange of knowledge? The barriers that oppose the exchange of
knowledge in a company must be assessed, especially in the context of a
firm’s past experience. The corporate culture then must be evaluated and
possibly reframed to ensure that the proposed exchange of knowledge can
be supported.

In moving from a risk control business model to an efficiency enhance-
ment or risk transformation business model, adopting a risk culture at the
corporate level is arguably the most important key success factor for the firm.
As noted earlier, the conventional interpretation of a risk culture is a focus on
risk avoidance and risk reduction. An essential outcome of the knowledge
management process at firms adopting the efficiency enhancement or risk
transformation business models must be to ensure that different parties in the
firm recognize this conventional interpretation is not the appropriate view of
risk. Knowledge management must ingrain into the firm’s culture the belief
that risk is vital for business, innovation, and growth and that risk manage-
ment is a source of opportunity as well as a means of maintaining the re-
quired internal controls.

Infrastructure
To facilitate easy access to knowledge, the appropriate media must be cho-
sen, and this choice can differ radically across different companies and dif-
ferent company types. The overall purpose, the intended use, and the
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contents of the knowledge base define the requirements for the information
technology (IT) infrastructure, and the integration of the knowledge manage-
ment tools in the existing IT infrastructure is crucial. One of the goals of this
step thus should be an assessment of the existing IT landscape and of the dif-
ferent technological options for the development of adequate knowledge
management applications.

As noted in our discussion of governance, firms should exercise caution
when identifying IT packages for support of the risk management process.
When the firm is operating in the risk control model, the temptation to
overspend on systems with a high degree of functionality is high. But over-
investment in the wrong system can have adverse consequences down the
line if the firm finds that the high degree of functionality is not aimed at its
particular business. An expensive VaR system, for example, may be func-
tional for a swap dealer with a portfolio of exotic options, but, despite the
price, it may lack basic tools, such as industry cost of capital calculations,
that would be required for use by a nonfinancial corporation. While the ex-
pensive and sleek solution may appear better, it often is ill suited to the ac-
tual corporate strategy and thus makes little sense—especially when
evaluated on a benefit/cost basis.

Differences across Firms

Depending on the type of firm in question and its business objectives, the four
business processes will interact with the firm’s internal risk management
process to yield very different risk cultures. How a nonfinancial corporation
leverages its risk management process, for example, may differ from how a fi-
nancial intermediary views risk management as a business.

Consider first a nonfinancial corporation—say, a wholesale manufactur-
ing firm that sells large machines to commercial customers. Exhibit 10.3 gives
some examples of how the four business processes interact with internal risk
management if the company’s objective is to leverage its risk management ex-
pertise by turning the treasury function in a type of nonbank bank for exter-
nal customers.

As the examples of the outcomes of each business process illustrate, a key
challenge for a corporate treasury that wishes to provide financial manage-
ment products and services to both internal business lines and external cus-
tomers is establishing the risk control parameters for how much risk the
treasury will take. The role of governance in this case thus is to ensure that by
offering a wider range of products and services, the treasury does not assume
interest rate risks that the company is unprepared to bear.

At the same time, attention to knowledge, customer, and product man-
agement is necessary if the treasury is to exploit its knowledge and systems in
the risk management area to serve customers through enhanced relationship
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management and product offerings. In knowledge management, a key issue
will be communication between treasury and both internal business line
clients and external customers concerning the range of risk management
products and services that are available and how those products and services
can better help them accomplish their business goals. This is complemented
by customer management, in which the treasury must learn enough about
customers (e.g., the purchasers of the firm’s machines) to provide the services
they might need. And product management in turn requires the treasury to al-
ter the financial services provided to commercial clients in a manner that ex-
ploits the firm’s comparative advantage in risk and financial management by
offering products that are tailored to the businesses in which the firm’s cus-
tomers are operating.

Now consider a different example of a financial agent. Although banks
and insurance companies usually are considered the prototypical financial
agents, consider instead our commodities trade financier from earlier that of-
fers letters of credit and other structures to help customers finance their im-
ports or exports. Exhibit 10.4 illustrates examples of the outcomes from
interactions between business processes and internal risk management for
such a financial agent.

Unlike the case in Exhibit 10.3 in which the nonfinancial corporate was
setting up a nonbank bank, a firm mainly interested in trade finance and re-
lated services will have a governance process focus on policies like a clearly
articulated credit policy. A knowledge management issue in this case, in turn,
will involve how the firm manages information flows between line credit ap-
proval officers and the centralized credit risk management function. Cus-
tomer management will likely focus on areas in which the firm can offer its
customers new services that exploit economies of scope, such as the offering
of cash management services to trade finance borrowers. And product man-
agement will involve the careful analysis by the trade financier of opportuni-
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ties to expand its product mix to include products such as guarantees of per-
formance in the supply chain.

The examples shown in Exhibits 10.3 and 10.4 illustrate how different
the interactions between the four business processes and a firm’s internal risk
management process may be, depending on the business objectives of the firm
and its relative sophistication in internal risk management.

NOTES

1. Most of this chapter is based on Culp and Planchat (2000) and Chapter 10
of Culp (2001). Although some of the language has been modified to suit
the objectives of this book, readers familiar with either work may skip this
chapter.

2. The social costs of these and other so-called derivatives disasters are dis-
cussed in Miller (1997).

3. For a discussion of these market risk measures, their uses, and their abuses,
see Culp, Miller, and Neves (1998) and Culp (2001).

4. See Culp, Miller, and Neves (1998) and Culp, Hanke, and Neves (1999).
5. See Culp (2000, 2001).
6. See Culp and Neves (1998 a,b).
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CHAPTER 11
Risk Management and 

Capital Structure

W e now turn to see how the risk management process is related to a firm’s
capital structure decisions. In this chapter, we will see that many risk

transformation products are actually substitutes for debt or equity. And even
in the few cases when they are not, risk management products—as well as
well-developed processes as discussed in Chapter 10—can still increase the
value of a firm and affect its capital structure indirectly. Enterprise-wide risk
management, for example, can help firms optimize their demand for raising
costly risk capital.

In this chapter we answer the following questions:

■ When one or more of the M&M assumptions are violated, how can risk
management enable firms to increase the welfare of their security holders?

■ How can risk management processes and products be used to increase a
firm’s expected cash flows?

■ How can risk management processes and products be used to decrease a
firm’s cost of capital?

■ What are the important distinctions between ordinary financial capital
and risk transformation products?

■ How can we formulate a more comprehensive perspective of a firm’s
“risk-based capital structure” that integrates traditional capital structure
concepts with risk transformation products?

RISK MANAGEMENT AND THE M&M 
IRRELEVANCE PROPOSITIONS

Under the same four assumptions that guarantee independence between the
value of the firm and its capital structure, the value of the firm is also inde-
pendent of any deliberate actions taken by management to control risks
through hedging or insurance purchasing. The reason is simple: Shareholders
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can manage risks themselves. In order for risk management—either as a busi-
ness process or as a set of risk transformation products—to add value to a
firm, one or more of the M&M assumptions must be violated.

Irrelevance of Risk Management under M&M

Before considering the circumstances in which risk management can increase
a firm’s market value, let us first consider when it cannot. Assume the four
M&M assumptions in Chapter 3—perfect markets, symmetric information,
equal access, and given investment strategies—hold and that the firm’s man-
agers follow the market value rule and make decisions to maximize combined
security holder welfare. In this situation, corporations should be indifferent to
the active management of their risks. An example rather than a formal proof
will suffice to get the point across.

Consider a corporate farm whose business is selling corn to grain eleva-
tors and millers. Residual claimants that own the farm will find that the value
of their cash flows and the value of the farm’s assets are strongly and directly
related to corn prices. When the price of corn rises, the farm’s revenues rise,
all else being equal; the converse is also true.

Under the M&M assumption of symmetric information, shareholders
know the impact of corn price risk on their pro rata claim on the farm just as
well as the farm’s managers do. And under the M&M assumption of equal
access, any individual shareholders can engage in financial transactions on the
same terms as the farm itself—terms that include zero transaction costs under
the perfect capital markets assumption.

The final M&M assumption was that investment decisions are taken as
given. So shareholders look at the firm’s investment decisions and its prod-
uct market exposure to corn prices and then determine on their own
whether they want to bear corn price risk as a part of their investment port-
folios. If not, shareholders can neutralize their corn price risk exposure
quite easily by buying shares in a grain elevator or mill. Otherwise, they do
nothing and diversify away their idiosyncratic risks as they normally would.
In either case, the decision as to whether to manage the corn price risk was
made by the shareholder.

Opportunities for Risk Management to Add Firm Value

When the parties whose mutual contractual interrelationships define “the
firm” do not take actions that maximize the firm’s value, under the M&M as-
sumptions the firm will be taken over and replaced by decision makers who
will maximize the value of the firm.1 From Chapter 3, we know that the in-
vestment rule that maximizes the value of a firm is one that maximizes total
security holder welfare, or the left-hand side of
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[Et–1(t) + δ(t)] + [Dt–1(t) + ρ(t)] = V(t) + X(t) – I(t) (11.1)

Maximizing security holder welfare is commensurate with maximizing the
value of the firm—the market value rule. When this does not happen, the firm
becomes a takeover target.

So the name of the game is maximizing the value of the firm in a M&M
world, and the way to win the game is by maximizing the value of combined
security holder welfare. Risk management, to the extent that it can be value
enhancing for a firm, thus must somehow help the firm to play this game.

All opportunities for risk management to increase firm value require the
violation of one or more M&M assumptions. But even when those assump-
tions are violated, a firm whose managers adhere to the market value rule can
benefit from risk management only in certain circumstances, all of which
come back to the V(t) in equation 11.1, which can be expanded as:

where the firm’s cost of capital is λ. In order for risk management to add value,
either it must reduce the firm’s cost of capital or it must increase its expected
future net cash flows.2 The next two sections explore these possibilities.

INCREASING EXPECTED NET CASH FLOWS

Risk management as a process and the use of risk transformation products, in
particular, can be a means of increasing the firm’s expected net cash flows ei-
ther because they reduce the firm’s expected or actual costs or because they
actually increase the firm’s revenues. We discuss a number of possible reasons
that risk management can lead to this result in the subsections that follow.

Reducing Expected Corporate Taxes

One reason the M&M assumption of perfect capital markets may not hold is
the presence of taxes. When a firm faces a convex corporate tax schedule,
managing risk through the use of risk transformation products can reduce ex-
pected tax liabilities and thus increase the firm’s expected net cash flows.

A convex tax schedule is one in which a firm’s average tax rate rises as
pretax income rises. Shown in Exhibit 11.1, panel a, a firm’s tax schedule is
convex if its tax liability rises at an increasing rate as the firm’s earnings rise.
This can occur because of progressivity in the corporate tax rate, the impact
of the alternative minimum tax, tax carry-forwards and tax credits, and other
tax shields that defer taxation.
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Panel b of Exhibit 11.1 shows how the posttax value of the firm
(shown on the y-axis) can be higher when risk transformation products are
used to reduce fluctuations in the firm’s pretax earnings.3 Suppose that in
the absence of a risk management strategy, a firm’s earnings is susceptible
to the impact of interest rate fluctuations that can lead to either a decrease
in pretax earnings to X1 or an increase in earnings to X2, and suppose these
occur with equal probability. At those levels of pretax income or earnings,
the firm faces tax liabilities T1 and T2, respectively, as shown in panel a of
the exhibit.

If the firm does not take any risk management actions, the expected pre-
tax earnings of the firm is shown in the exhibit as

E[X] = 1/2X1 + 1/2X2

at which point the firm’s expected tax liability is

E[T] = 1/2T1 + 1/2T2
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EXHIBIT 11.1 Value Added from Risk Management with Convex Corporation
Taxation
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The expected posttax value of the firm can be found as the value on the y-axis
that corresponds to the firm’s expected earnings less its expected tax liability,
which is the y-value corresponding to the x-value that occurs at the bisection
point of a straight line drawn from the firm’s posttax value function between
earnings levels X1 and X2.

4 The expected posttax value of the firm without
hedging thus is E[V] – E[T].

Now suppose the firm constructs a perfect hedge of its interest rate risk,
so that the pretax earnings of the firm is locked in at XH. Notice that this pre-
tax earnings level is slightly below E[V] – E[T], which we presume reflects the
costs of hedging. At this value of the firm, the tax liability is known and indi-
cated on the upper panel of Exhibit 11.1 as TH. The posttax value of the firm
is then also known and locked in as VH – TH.

As the exhibit shows, the posttax known value of the firm is higher than
the posttax expected value of the firm. Although the probabilities of high and
low earnings are equal, the high earnings value results in a more than propor-
tional increase in taxes than the liability associated with the low earnings
state. The firm thus will be willing to incur the costs of hedging in order to (all
else being equal) avoid this high-earnings state. Indeed, the firm will be will-
ing to spend up to C on the hedge. As Exhibit 11.1 shows, the posttax value
of the firm at E[X] – C if the firm hedges is the same as the posttax expected
value of the firm at E[X] if the firm does not hedge.

Reducing Expected Financial Distress Costs

Perhaps the most intuitive reason for firms to manage risk is to avoid the costs
of financial distress that we explored in Chapters 4 and 5. In an M&M world,
this would not matter; with perfect capital markets, bankruptcy merely re-
sults in the prorated redistribution of assets to the firm’s claimants. But with
costly financial distress, risk management can increase the firm’s expected
cash flows by reducing expected financial distress costs.

Suppose a corporation incurs costs of bankruptcy that are proportional
to the shortfall of assets below liabilities. These costs are zero until 
the market value of the firm’s assets falls below the face value of its debt,
but then they begin to rise at an increasing rate the larger the net asset
shortfall is.

Exhibit 11.2 shows the value of the firm on the y-axis, where the dashed
line is the value of the firm before distress costs and where the solid line is the
value of the firm after distress costs. The x-axis shows the market value of the
firm’s assets, and the second y-axis gives the probability of a given asset value
being realized on the date the debt matures.

The distribution labeled ƒU shows the distribution from which the firm’s
assets will be drawn if the firm does not hedge. The expected value of the firm
is its expected asset value less its expected costs of financial distress, which
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can be denoted Ω(A) for any given asset value A. The expected value of the
unhedged firm thus is

Now suppose that by using risk management products, the firm can re-
duce the variance of its asset value so that the terminal asset value is now
drawn from distribution ƒH. The hedge is costly, and it does not completely
eliminate the asset risk of the firm, so the expected value of ƒH is less than the
expected value of ƒU as shown in Exhibit 11.2.

Importantly, the risk management program has shrunk the support of the
distribution of ƒH. The possible values of the firm’s assets without hedging
were anywhere in the A ∈[0,∞) interval, whereas hedging has now compacted
the support of the distribution into [FV,A°] for some A°. In other words, the
probability that the firm’s assets will fall in value below FV is now zero. The

E V A A dAU U[ ] ( )                                        ( . )=
∞

∫ f
0

11 3
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EXHIBIT 11.2 Reducing Expected Financial Distress Costs Through Hedging
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expected cost of financial distress thus is now zero, yielding the following ex-
pected value of the firm

Examining Exhibit 11.2 again will show more clearly what has been
done. By hedging, the firm paid a small cost and reduced the expected value
of its assets below what they would have been without the hedge, but it has in
turn eliminated the risk of financial distress. The firm also has deprived itself
of the large increases in asset value—in other words, asset values in the inter-
val A ∈ [A°,∞) are now zero-probability events.

Nevertheless, the firm may be willing to tolerate a smaller expected asset
value and the elimination of large potential asset gains in order to avoid the
costs of financial distress. Especially on an expected value basis, the hedged
expected value of the firm given in equation 11.4 will almost certainly be
greater than the unhedged expected value in equation 11.3; the reduction in
expected asset value (see Exhibit 11.2) is small, but the expected distress costs
that have been eliminated are large.

This analysis assumes that the trigger for financial distress is the value of
the firm’s assets. We could just as easily, of course, relabel the graph and re-
peat this analysis for risk management solutions aimed at reducing the volatil-
ity of a firm’s pretax earnings instead of the market value of its assets.

Reducing Underinvestment

One major area in which risk management and the judicious use of risk trans-
formation products can increase the firm’s value by increasing its expected
cash flows is by helping firms manage underinvestment problems. If a positive
NPV project is rejected by the firm in the absence of a risk management pro-
gram but accepted otherwise, then the benefit of risk management is fairly
clear. Opportunities for risk management to add value in this manner come
from several different possible sources.

Reducing Debt Overhang
We saw in Chapter 4 that a major cost of too much debt for a firm can be un-
derinvestment arising from a “debt overhang.” When the benefits of a posi-
tive NPV project accrue mainly to debt holders and the firm’s managers act on
behalf of shareholders, valuable investment opportunities can be forgone sim-
ply because too many of the benefits accrue to debt holders while leaving eq-
uity holders with all the risks.

Risk management can help solve this problem by increasing the debt ca-

E V A A dAH H

FV

A

[ ] ( )                                  ( . )=
°

∫ f 11 4

224 CAPITAL STRUCTURE AND RISK MANAGEMENT

CCC-Culp 5 (183-242)  2/8/02  4:14 PM  Page 224



pacity of a firm in the context of the trade-off theory of optimal capital struc-
ture. All else being equal, a higher stock of outstanding debt increases the
probability that the firm will encounter financial distress. But as we have seen
earlier, risk management products can be used to reduce the probability that
the firm’s assets fall below its debt servicing obligations and thus can reduce
the probability that the firm encounters distress. When debt and risk manage-
ment programs are properly combined, risk management can increase the
firm’s capacity to issue new debt without appreciably increasing its financial
distress costs.

Reducing the Volatility of Cash Flows and Maintaining Adequate Internal Funds
We saw in Chapters 4 and 5 and again in Chapter 7 that underinvestment
costs also can be incurred when a firm’s cash flows are depleted below a
certain level. If this occurs at a time when a firm is facing a positive NPV
investment project, the depletion in cash either will force the firm to incur
the costs of issuing new securities to finance the new project or may lead to
the firm forgoing the project. In either case, the cost of a cash flow deple-
tion is costly.

This led Froot, Scharfstein, and Stein (1993, 1994) to recommend cash
flow–based hedging as a way to reduce a firm’s expected underinvestment
costs and thus raise firm value. The intuition behind this model is best seen
from the example offered by Froot, Scharfstein, and Stein (1994), a similar
version of which was presented in Chapter 7. To keep with their example and
reproduce it as is, however, we now consider a hypothetical pharmaceutical
company called Omega Pharmaceutical whose revenues are at risk from sales
in Japan and Germany—specifically, from fluctuations in the mark/dollar and
yen/dollar exchange rates. Omega is dollar-based and expects its net cash
flows to be worth about $200 million per annum. Exchange rate swings,
however, could change the dollar value of these revenues to either $100 mil-
lion or $300 million per annum with equal likelihood.

As a pharmaceutical firm, the company’s investment expenditures are
heavily weighted toward R&D. As part of its normal capital budgeting exer-
cises, Omega has forecast cash flows associated with different investment lev-
els in new drugs. These investment expenditures, cost-of-capital-discounted
cash flows, and NPVs are shown in Table 11.1. The firm’s R&D budget was
$180 million last year and will be $200 million next year assuming the firm
chooses its R&D spending to maximize its project NPV.

Now suppose Omega does not have the ability to borrow funds to fi-
nance its R&D program and is unwilling to issue equity to do so. Internal
cash funding thus is its only option. In this situation, Omega is quite vulnera-
ble to exchange rate changes that can impact its net cash flows. If the dollar
appreciates and Omega’s net revenues decline in value to $100 million, only
$100 million can be spent on new investment and R&D. By contrast, a dollar
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depreciation would leave Omega with an extra $100 million above its
planned $200 million spending level.

If Omega were to hedge its cash flows against exchange rate risk per-
fectly, the net revenue from its drug sales would be locked in at $200 million
per annum. If the dollar appreciates and the dollar value of foreign sales de-
clines from $200 million to $100 million, this means that the hedge will gen-
erate a cash inflow of $100 million. Conversely, a depreciation of the dollar
that increases the dollar value of foreign sales by $100 million is offset with a
$100 million loss on the hedge.

Ignoring the cost of the hedge, Table 11.2 shows the impact of the hedge
on the available funds for R&D as compared to the no-hedging alternative.
For a depreciating dollar, the hedge does not change anything because the
cash outflow on the hedge just offsets the cash inflow on the foreign cur-
rency–denominated sales. But with an appreciating dollar, the cash inflow on
the hedge that offsets the $100 million decline in foreign currency–denomi-
nated sales is just enough to finance the additional $100 million in investment
that the firm decided to make. The increased investment expenditure from
$100 million to $200 million increases future expected cash flows by $130
million. Because the $130 million gain exceeds the $100 million loss in a NPV
sense, Omega Pharmaceutical can increase the value of the firm from hedging.

The Froot, Scharfstein, Stein story is all about using risk management to
match the demand for internal funds with the supply of internal funds to
avoid the presumed costs of issuing new debt to finance future investment
projects. The demand/supply calculus is illustrated in Exhibit 11.3. The de-
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TABLE 11.1 Omega Pharmaceutical’s Capital Budget ($ millions)

R&D Expenditure Discounted Cash Flows NPV

100 160 60
200 290 90
300 360 60

TABLE 11.2 The Impact of Hedging on Omega Pharmaceutical’s Investments 
($ millions)

R&D Additional
without Cash Flows R&D with Value from

Dollar Internal Funds Hedging on Hedge Hedging Hedging

Appreciates: 100 100 +100 100 +130
Stable: 200 200 0 0 0
Depreciates: 300 200 –100 0 –100
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mand for R&D spending is shown at $200 million, the presumed target level.
The supply of internal funds is represented by a 45° line that changes in value
dollar for dollar with appreciations or depreciations in the dollar price of yen
and Deutsche marks. The two are equalized at the point where the hedge per-
fectly locks in the current dollar value of foreign sales. The gain from hedg-
ing, in general, is indicated as anything that tilts the supply of internal funds
curve close to the demand for those funds.

In this example, the demand for internal funds is presumed to be perfectly
elastic with respect to exchange rate changes. In other words, the exchange
rate ultimately may affect how the investment expenditure is financed, but the
exchange rate does not affect the demand for the investment.

Froot, Scharfstein, and Stein (1994) offer another example to illustrate
what happens when the investment itself depends on the value of a diversifi-
able risk, such as exchange rates. They describe a new company called Omega
Oil whose supply of internal funds is clearly affected by oil prices. When
prices rise, revenues rise—and conversely. But the authors then assume the de-
mand for investments also is related to the price of oil. When prices are low,
they posit that the demand for exploration and new reserves declines; the con-
versely also is true. Unlike revenues, which clearly depend on the price of oil
in a one-for-one manner, however, investments are a bit less sensitive to oil
price changes. Prices could, after all, recover before oil is pumped from the
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EXHIBIT 11.3 Using Hedging to Match the Demand for and Supply of Internal Funds
at Omega Pharmaceutical
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ground. Although the demand for and supply of internal funds both are af-
fected by oil prices, they are not exactly matched. Exhibit 11.4 illustrates.

Comparing Figures 11.3 and 11.4 shows that the gains from hedging are
higher for Omega Pharmaceutical than for Omega Oil. In the latter case, the
firm’s “natural exposure” to oil prices exists both in its investments and its
sales, thereby providing a bit of a natural hedge. Nevertheless, as Exhibit 11.4
shows, there is still some room for the firm to protect its investment opportu-
nities by hedging to ensure that cash flows always are adequate to fund new
investment opportunities.

So the Froot, Scharfstein, and Stein model tells us that whenever the mar-
ginal cost of external finance is increasing in the amount of funds required
and the marginal cost of internal finance is not, it makes sense for firms to re-
duce the volatility of their cash flows. Note that this is not the same as saying
that firms should hedge their cash flows when external finance is “more ex-
pensive” than internal finance. If the rate a firm pays to bond holders is al-
ways 50 basil points (bps) higher than its shadow price of internal funds, then
this model collapses. In that case the firm can always issue debt to finance in-
vestments, albeit at a cost of 50 bps.
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EXHIBIT 11.4 Hedging to Match the Demand for and Supply of Internal Funds at
Omega Oil
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Froot, Sharfstein, and Stein’s argument for risk management really kicks
in when the marginal cost of external finance is not a constant but the mar-
ginal cost of internal finance is. In this case, more funds required mean pro-
portionally increasing costs of external funding vis-à-vis internal funding.
Aside from firms near bankruptcy that encounter distressed debt problems as
they lever up, external marginal financing costs also can increase with the
level of debt if the pecking order world holds and the nature of the asymmetry
dictates a disproportionately increasing adverse selection cost. When the cap-
ital market simply cannot perceive the quality of the firm’s investment oppor-
tunities, investors may observe the increase in leverage and mistake it for a
distressed debt situation, thus leading to a nonlinear increase in the cost of ex-
ternal funding.

Reducing Overinvestment

At odds with Froot, Sharfstein, and Stein’s model is the possibility that too
much internal cash will give rise to overinvestment costs, as in Jensen and
Meckling (1976) and Jensen (1986). Suppose shareholders force managers to
issue more debt to control free cash flows. This solves the free cash flow prob-
lem, but it creates other problems, such as a higher risk of incurring financial
distress costs. These are precisely the sorts of benefits and costs of debt that
led to the trade-off theory of optimal capital structure.

Risk management can be used in conjunction with the issuance of debt to
reduce free cash flows while simultaneously helping ensure that the firm is not
exposed to bankruptcy costs. In other words, utilizing selective risk manage-
ment processes and risk transformation products can increase a firm’s debt ca-
pacity. This, in turn, may enable the firm to achieve a new optimal leverage
ratio by allowing the firm to exploit the benefits of debt without necessarily
incurring higher financial distress costs.

Reducing Asset Substitution Monitoring Costs

If managers of the firm respond to shareholder incentives and costly monitor-
ing mechanisms such as bond covenants are not used, managers may choose
excessively risky projects to try to maximize the value of equity’s call option
on the firm’s assets at the expense of fixed claimants. If the firm can utilize
risk management products to reduce the volatility of net cash flows on pro-
jects with positive NPVs but with high risks, managers may be discouraged
from taking on excessively risky projects.

Risk management could help creditors and shareholders address their as-
set substitution concerns by essentially eliminating most of the noncore risk
of the investment project itself. Creditors, for example, might not agree to
provide required bridge financing unless the hotel company agrees to hedge or

Risk Management and Capital Structure 229

CCC-Culp 5 (183-242)  2/8/02  4:14 PM  Page 229



insure all of the risks of operating the theme parks. In that case, the project’s
NPV becomes easier to observe and, if it is positive, easier to exploit by avoid-
ing unnecessary risk taking along dimensions that the hotelier is not well
qualified to control. In short, risk management can be used to eliminate the
influence of variables that the hotel company knows little or nothing about in
order to convince shareholders and creditors that the investment is genuinely
a positive NPV expenditure.

Reducing the Costs of Managerial Risk Aversion5

In general, when too much of a manager’s wealth is tied up in her compensa-
tion package, her expected utility starts to depend on the value of the firm
where she works. If the manager faces capital market imperfections or does
not have equal access to the market, she may not be able to diversify away
enough of these risks.

As discussed in Chapter 3, any firm is subject to both systematic and idio-
syncratic risk. Risk-averse managers with too much of their wealth tied to the
value of the firm may have the incentive to hedge to reduce the idiosyncratic
risks to which the firm is disproportionately exposed. Even then the managers
may end up bearing too much systematic risk that they cannot eliminate
through risk management programs; in this case the firm likely will lose man-
agers without some adjustment to their compensation packages.

The nature of the risk management solution that is appropriate for the
managers to pursue in this case depends on two variables: how the manager’s
own expected utility of wealth is linked to the value of the firm and how the
manager is paid. Smith and Stulz (1985) explore this issue and ascertain that
if a manager’s expected utility of wealth is a concave function of the value of
the firm, the manager’s optimal solution is to hedge the firm completely. Un-
less the manager is compensated with higher expected income when the firm
bears risk, she will choose not to bear risk.

Smith and Stulz (1985) explain that this situation is no longer true if the
manager’s expected utility is a concave function of her wealth but her wealth
is a convex function of firm value. In this case, the manager’s expected income
is higher if the firm does not hedge because wealth is convex function of firm
value. But because her utility is a concave function of wealth, she prefers cer-
tainty to uncertainty. In this situation, the manager is likely to hedge some but
not all of the risks facing the firm. The trade-off between higher expected in-
come from being unhedged and lower volatility from hedging leaves the man-
ager somewhat in the middle.

Finally, if the manager’s expected utility is a convex function of the
value of the firm, the manager acts like a “risk lover” and opts not to hedge
at all.

The important insight from the Smith and Stulz model is that the man-
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ager’s compensation package can dictate her preference for bearing certain
types of risk, and her preferences may or may not correspond to the risk tol-
erances of the firm’s shareholders. By controlling whether the manager’s ex-
pected utility is a concave or convex function of the value of the firm, the
firm’s security holders can determine its hedging policy. Many such compen-
sation packages do not attempt to achieve uniformity across all firm values,
moreover, but instead seek to achieve selective risk management—the man-
agement of noncore risks about which the firm has relatively no comparative
informational advantages.

Recognize, however, that making a manager’s expected utility a convex
function of the value of the firm can have unintended consequences on the
other side. Managers may be tempted to overhedge or reverse hedge in order
to increase the risks faced by the company. Security holders might not benefit
from this, even if they benefit from preventing the manager from hedging.

As an intermediate solution, many firms attempt to tie their managers’
compensation packages to the value of the firm explicitly through the use of
options. This alone is considered beneficial because it forces managers to fo-
cus only on those idiosyncratic risks that are priced into the firm’s share value.
Especially if we introduce asymmetric information and assume security hold-
ers cannot observe the distinction between systematic and idiosyncractic risk,
this is the right way to go; you want managers to focus on idiosyncratic risks
and ignore systematic risk.

If the firm successfully makes the manager’s compensation a slightly con-
cave function of firm value, then overhedging is discouraged but hedging is
encouraged. As noted, managers will prefer less risky projects, other things
being equal. Managers thus may tend to reject positive-NPV projects solely
on the grounds that they create volatility. And this, in turn, can lead to the un-
derinvestment problems we explored in Chapters 4 and 5. In this situation, it
may make sense to allow managers to hedge in order to manage the volatility
of their investments and prevent them from rejecting positive-NPV but high-
variance projects.

Another important issue for the firm’s security holders is to ensure that
the manager’s compensation package is tied to the appropriate decision
variable. Many firms tie management compensation to accounting earnings
rather than the value of the firm. But suppose the manager’s expected util-
ity of wealth is a concave function of accounting earnings and a convex
function of firm value. Left alone, the manager would become a risk lover,
because her wages and her long-term employment security depend not on
market but on book values. But if the manager is paid based on accounting
earnings, she will respond differently and choose to hedge accounting earn-
ings. As explained in Culp (2001), a hedge that reduces volatility in ac-
counting earnings may increase the volatility of the firm’s value, thus
making security holders worse off.
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The main point of this section is to recognize that when monitoring
managers is costly for security holders, managers may take risk management
decisions designed to maximize their own expected utility—sometimes at the
expense of security holders’ welfare. The combination of an appropriately
designed compensation package and an appropriate risk management pro-
gram can prod managers to take actions that are consistent with security
holders’ wishes.

If managers have better information about the firm than security holders,
the need for a carefully constructed compensation-cum-hedging policy be-
comes even more critical. Consider a firm that is owned by a collection of
risk-neutral shareholders that appoint a risk-averse manager to make the fi-
nancial and investment decisions on behalf of security holders. Managers can
tell the difference between idiosyncratic risk and systematic risk, but share-
holders cannot. In other words, shareholders can observe only the total
volatility of the firm’s value, not its various component risks.

In this situation, Diamond and Verrechia (1982) argue that it makes
sense for managers to pursue a risk management policy. Specifically, if
given the opportunity to hedge, managers will engage in the management
of those risks that are under their control and within the purview of their
own information. Managers will leave alone those risks about which they
are as ill informed as shareholders. But by reducing risks that are under
managers’ control, the temptation for them to walk away from risky pro-
jects is reduced.

DECREASING THE FIRM’S COST OF CAPITAL

Risk management as a process and the use of risk management products also
can increase firm value by decreasing its cost of capital. All of the situations in
which companies may use risk management processes and products to in-
crease security holder welfare share a common theme: Risk management
processes and products can help reduce the firm’s cost of capital because these
processes and products are themselves capital structure products.

In some cases, risk transformation products are direct substitutes for tra-
ditional financial capital claims like debt or equity. In other cases, risk man-
agement processes and risk control products can change the firm’s risk in a
manner that also gives rise to a de facto change in its economic balance sheet,
as shown in Table 7.1. In both cases, the firm’s economic capital structure is
affected by risk management decisions.

Risk Financing Products as Synthetic Debt

Risk transformation products come in essentially two forms—risk transfer
and risk finance products. In the former, a firm actually offloads its risk to an-

232 CAPITAL STRUCTURE AND RISK MANAGEMENT

CCC-Culp 5 (183-242)  2/8/02  4:14 PM  Page 232



other participant in the capital market, whereas in the latter, the firm is using
a risk management product to obtain pre- or postloss financing for its re-
tained exposures.

Most risk financing products function as synthetic debt. Specific types of
such products will be discussed in Chapters 12, 18, and 19 and include tradi-
tional banking products, formally funded self-insurance structures like cap-
tives and protected cell companies, and finite risk products as well as some
types of derivatives.

In all risk finance products, the component of risk transfer is small rela-
tive to the component of risk finance. In other words, a risk financing instru-
ment is typically a source of preloss or postloss funding for a firm but does
not change the fact the company’s equity holders eventually bear the cost of
adverse realizations of risks to which the firm is exposed. In this sense, risk
finance products are fixed rather than residual claims and present firms with
an alternative source of borrowing to the traditional debt instruments dis-
cussed in Chapter 2. Some exceptions to this generalization are explored in
Chapter 19.

Relations between the capital structure decisions of a firm and risk fi-
nancing products can be identified at this point. An important feature of risk
finance products, for example, is that they can be designed to help a firm
smooth its cash flows, especially when used as a source of pre- or postloss
funds. This can help the firm reduce underinvestment problems associated
with excessive cash flow volatility (in the sense of Froot, Scharfstein, and
Stein). A smoother cash flow profile also can increase a firm’s ability to man-
age its internal funds and ensure an adequate degree of financial slack to
avoid the pecking order problems of issuing new securities to finance invest-
ment capital spending. By smoothing cash flows, risk financing products also
can facilitate earnings management and dividend signaling by increasing the
ease of managing reserves allocated for those purposes.

Risk Transfer Products as Synthetic Equity

Risk transformation products such as futures, forwards, options, swaps, and
classical insurance and reinsurance structures are risk transfer products. A
firm entering into a risk transfer product literally pushes certain risks to
which it is exposed out the door and into a new institution. The equity hold-
ers of the counterparty to a risk transfer transaction then become a type of
residual claimant on the firm, bearing the costs and benefits of adverse real-
izations of risk.

Because risk transfer products can be used to reduce the risk exposure
of a firm’s net assets, cash flows, and/or earnings, risk transfer products can
be viewed as a type of synthetic equity for a company (excluding, of
course, governance and control issues). Reducing the risk of a firm through
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hedging, for example, can increase a firm’s debt capacity. In other words,
because the equity holders of the counterparty in a risk transfer product
are now bearing certain risks that were facing the firm before, the firm’s ex-
pected financial distress costs are usually lower after a risk transfer product
is put into place. This in turn means that the firm can reduce its effective
leverage or hold its old leverage ratio at a lower risk. Alternatively, if a firm
wishes to increase its leverage, risk transfer products enable it to have a
higher leverage ratio without experiencing heightened expected financial
distress costs.

By allowing the firm to control and fine-tune its risk exposure, risk trans-
fer products thus can help a firm mitigate the costs associated with debt over-
hang and reduce the expected costs of financial distress—both of which are
functions that equity also plays in the securities capital structure. In addition,
embedding risk transfer products into specific investment projects or portfolio
management strategies can help firms mitigate the costs of risk-averse man-
agement as well as reduce the temptation for one class of security holder to
try to prod management to engage in asset substitution.

Synthetic Diversification

As discussed in Chapter 3, a firm’s cost of equity capital is determined in equi-
librium by the expected return on the firm’s equity, which in turn is driven by
the systematic risk factors to which the firm is subject. In order for risk man-
agement to reduce an open corporation’s equity cost of capital, the risk man-
agement program would have to somehow change the way that returns on the
firm covary with systematic risk factors. This is highly unlikely. Virtually all
of the risks discussed in Chapter 9 are diversifiable by open corporations,
which means they do not matter anyway in determining the firm’s equity cost
of capital.

At a closed corporation whose owners are not be well diversified, how-
ever, shareholders may be incapable of holding diversified portfolios because
so much of their wealth is tied up in their own firm. In this case, a risk man-
agement program adopted by the firm could reduce the impact of idiosyn-
cratic risk on the firm’s manager/owners—a reduction that cannot be
accomplished in the private market given the nontradeability of the firm’s
shares and the proportion of managerial wealth tied up in the firm. Risk man-
agement thus can reduce the cost of capital for a firm by helping its managers
“synthetically diversify” the risks that they cannot get rid of with their own
portfolio management decisions.

Some obvious parallels can be seen in our discussion between the capital
structure issues raised in Part I and the risk management processes and prod-
ucts reviewed in Chapters 9 and 10. This is not an accident. In fact, risk man-
agement is almost always a capital structure decision in disguise.
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Risk Management as a Substitute for Risk Capital

Risk transformation products often can provide a cheaper source of risk capi-
tal to firms than can the traditional financial instruments explored in Part I of
the book. To the extent this is possible, raising funds through risk transforma-
tion products rather than through the issuance of external claims simply
might be cheaper for the firm.

We saw in Chapter 7 that the use of paid-up capital to finance risk capital
reserves was both expensive and potentially dilutive. At the end of that chap-
ter, we examined the implicit price of contingent capital provided by an exter-
nal insurance company and claimants on the firm in the form of asset
insurance. Importantly, we saw that the firm’s net asset risk dictates its need
for risk capital and the cost of that risk capital.

Risk transformation products can help reduce the demand by firms for
costly risk capital. The risk capital required by a firm that issues gold-indexed
bonds and invests the proceeds in cash is significantly greater than the risk
capital required by a firm that takes some of the proceeds from issuing gold-
indexed bonds and purchases call options on gold.

Even without acquiring new financial instruments, a sound enterprise-
wide risk management process also can help firms reduce their need for risk
capital by increasing “natural hedges” on the firm’s economic balance sheet.
Culp (2001) provides an explanation, for example, of how firms can identify
“real-option” exposures that may well provide a natural risk mitigant to their
net asset position. A petrochemical company, for example, may own oil in the
ground and also may produce carpets using petroleum-based dyes. Recogniz-
ing that the oil in the ground is a type of call option on oil and that the firm’s
oil purchase requirements for carpet dyes is a natural short can go a long way
to helping the firm recognize a lower demand for risk capital than it might
otherwise have thought.

Reducing Adverse Selection Costs

As noted in Chapters 5 and 7, the adverse selection costs of raising paid-up
capital are determined by the nature of the information asymmetry between
the firm’s managers and external investors. To the degree that a provider of
external capital can be informed about the true quality of a firm’s investment
decisions, the cost of capital may be lower than that available in the public se-
curities market.

Risk management can be used to help communicate information to exter-
nal capital providers, and to help the firm’s “bond” managers to take actions
that will not adversely impact the ability of the firm to repay contingent debt
obligations or to expropriate contingent equity investors. Consider a firm, for
example, in the business of operating hotels that knows relatively little about
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amusement parks. Public investors in a pecking order world might impose a
relatively high adverse selection penalty on the hotel company if it tried to
raise funds to finance the acquisition of a theme park. A well-informed group
of private capital suppliers, by contrast, might be willing to supply the firm
with lower-cost funds provided that the firm agreed to use interest rate deriv-
atives for the purpose of hedging its future debt servicing costs.

IMPORTANT DISTINCTIONS BETWEEN RISK
TRANSFORMATION PRODUCTS AND CAPITAL

When risk management as a process or risk transformation products are un-
dertaken as a capital structure decision, some important differences should be
emphasized vis-à-vis traditional approaches to changing capital structure—
issuing securities, changing a firm’s dividend policy, and holding risk or sig-
naling capital.

Benefits and Costs of Precision

Capital structure decisions tend to be “blunt” instruments whereas risk trans-
formation products are more “surgical.” A firm always can weather more
losses simply by holding more equity and forcing those equity holders to bear
the risk of greater losses. But in that case, the additional equity will absorb
any losses, no matter what the source of risk causing them—core or noncore.

A risk transformation product, however, can allow the firm to manage its
risk exposure profile selectively. Risk transformation products thus make it
easier for firms to manage noncore risks, while still leaving core risks to be
borne by equity holders. But this added precision of risk transformation prod-
ucts has costs vis-à-vis traditional capital structure products as well. Namely,
if a risk transformation product is used on a risk that ex post ends up being of
little problem for the firm, then the produce will be of limited use ex post.
Simply holding more equity, by contrast, allows the firm to manage even risks
it does not anticipate.

For the most part, capital structure decisions can be viewed as strategic
risk management and corporate financing decisions, whereas the use of risk
transformation products is tactical in nature.

Trading One Risk for Others

Issuing claims that result in immediate inflows of paid-in capital gives the firm
cash today. Most risk transformation products, by contrast, are off-balance-
sheet contingent capital sources, or options on paid-in capital. Consequently,
a firm relying on risk transformation products as capital structure substitutes
bears credit risk that firms holding paid-in capital do not. If the supplier of
contingent capital is not financially viable at the time a firm wishes to draw
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on the facility, for example, the firm may be deprived of capital it could other-
wise have raised by issuing new claims—perhaps at a particularly inconve-
nient time, moreover.

Apart from credit risk, some risk transformation products are subject to
operational and/or legal risks, depending on the interpretation of the docu-
mentation and legal framework underlying the transaction—specifically with
regard to when it can be used.

Consider the example of Metallgesellschaft AG (MG AG) and MG Refin-
ing and Marketing, Inc. (MGRM). In 1993 MGRM entered into contracts
with their customers for the delivery of oil and refined oil products up to 10
years into the future. It hedged its primary exposure—the risk of changes in
spot oil prices—by using futures contracts.6 When oil prices plummeted in
1993, the margin calls on MGRM’s futures hedge became significant, and the
supervisory board of MG AG removed the management board and took over
MGRM, liquidating first the futures hedge en masse and later the customer
contracts. Culp and Miller (1995a) estimate that at the time the plug was
pulled, the customer contracts were worth about $900 million.

MGRM let itself get into this situation in part because it believed it had a
contingent capital facility designed to provide cash funds when required in an
amount up to $1.3 billion in the event of a liquidity crisis. The bank-provided
“guarantee” was designed to provide an infusion of capital in exchange for
revolving senior debt—that is, synthetic debt—the proceeds of which would
be used by MGRM to buy puts on oil futures. This would have converted
MGRM’s futures hedge into synthetic calls and completely terminated the
huge margin outflows required to keep the hedge in place as oil prices fell.

The total cost of the puts that would have been required to totally halt
the cash drain would have been about $126 million—a far cry from the $1.3
billion in the facility, and clearly worth it to preserve the $900 million of
value locked up in the customer contracts. Unfortunately, the only person au-
thorized to draw on the facility was the chairman of the MG AG management
board, Heinz Schimmelbusch, who was removed by the MG AG supervisory
board before he had the chance to invoke the facility.7 The facility thus was
not drawn, the margin calls continued unabated, and the forced liquidation of
the program ultimately cost the shareholders of MG $1.3 billion—ironically
the same amount as the contingent debt facility that sat idly by.

RISK-BASED CAPITAL STRUCTURE

Now that the relations between risk management and capital structure are
clearer, we can reframe a corporation’s capital structure in terms of the rela-
tion between financial capital claims and the risks facing the firm. In a capital
budgetary context, Shimpi (2001) refers to this as his “insurative” model of
capital structure.
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Three-Dimensional View of Capital Structure

The risk-based capital structure of a firm—Shimpi’s 2001 insurative model—
is shown with three important dimensions in Exhibit 11.5.8 The first dimen-
sion is the type of financial capital shown. As the arrows across the top
indicate, capital is distinguished here based on whether it is paid-in (i.e., on
balance sheet) or contingent. The latter may include risk finance products as
well as classical risk transfer products like derivatives and insurance.9

The second dimension shown in the exhibit is the firm’s risk retention. As
in the traditional case explored in Chapter 2, securities like debt and equity
represent retained risks, or risks the firm bears that have a direct impact on
the value of its financial capital claims as shown here. But now we also allow
for the possibility that the firm may choose to transfer certain types of risks.
In order for a financial capital source to qualify as a form of risk transferral,
any losses specified in the contract must be incurred by the holders of such
capital claims and not by the firm’s equity holders. Notice that this includes
both risk transfer products and contingent liabilities, such as the gold-indexed
bonds we explored in Chapter 7. Contingent capital and risk financing prod-
ucts, however, represent retained risks for the firm; these products provide
funds to the firm but do not change the fact that ultimately risk-related losses
are still borne by the firm’s residual claimants.

Finally, the third dimension shown is the risk exposure of each claim,
shown in increasing order moving from top to bottom. For our traditional
paid-in capital securities, risk exposure here is analogous to the concept of
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priority that we developed for the securities capital structure in Chapter 2. If
the market value of a firm’s assets falls below its liabilities, the capital
providers that appear toward the top of the diagram are paid off first.

For those capital suppliers whose positions in the figure cut across all risk
exposures, any concept of “priority” will be defined in a manner specific to
the claim. In addition, priority may be defined within the class of claims. Ex-
hibit 11.6, for example, shows one possible way to see some additional detail
within the risk transfer portion of the risk-based capital structure. In this fig-
ure, the specific types of risks the firm may be interested in transferring are
listed along the horizontal axis. Note that funding risk does not appear here,
as it presumably would be managed through risk financing and contingent
capital products rather than risk transfer products.

As in Exhibit 11.5, the y-axis shows exposure to risk, increasing from the
top to the bottom of the diagram. Contracts close to the bottom of the dia-
gram are “near the money” and thus represent risk transfer products that
compensate the firm for the first dollar loss owing to the specific risk shown.
The height of the bar shown in each case then corresponds to the total expo-
sure transferred for each risk type, with the top portion of the figure indicat-
ing “catastrophic” loss levels. Because these risk exposures are much farther
out of the money than the first dollar loss, claims in this portion of the figure
understandably have a lower risk. The bars as shown, moreover, indicate to-
tal coverage, but that coverage may well be provided by more than one type
of contract and more than one risk transformation product supplier.

Consider in Exhibit 11.6 the specific example of the layer labeled “Prop-
erty” appearing toward the top of the figure as an operational risk transfer
device. Suppose this represents a classical insurance contract taken out by the
firm in question. Specifically, this insurance contract will reimburse the firm
for those property losses included in the policy up to loss level $B, but only
for those losses in excess of $A. This is commonly called an excess-of-loss
policy because it covers only those losses in excess of $A and only up to level
$B. If $A is $1 million and $B is $5 million, we would say that this policy is a
property insurance excess-of-loss policy for “$4 xs $1.” Property losses below
the $1 million mark are retained, as are losses in excess of $5 million. But the
insurance company has agreed to absorb the $4 million of losses that may oc-
cur in between those “attachment points.” We will discuss the mechanics of
these and other typical insurance products again in Chapters 15 and 16.

Cost of Capital in the Risk-based Model

Shimpi (2001) suggests a framework for analyzing a firm’s cost of capital
when some of the capital is obtained through risk transfer and risk finance
products. His concept ties closely into the concept of an economic balance
sheet that we have already articulated, in which the economic value of the
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firm is equal to the value of its assets, in turn equal to the value of the firm’s
claims. Now taking into consideration all of the firm’s possible claims, we can
write the value of the firm as follows:

V(t) = A(t) = [Et–1(t) + e(t)] + [Dt–1(t) + d(t)] + [CCt–1(t) + cc(t)] (11.5)

where CCt–1(t) is the time t market value of the contingent capital sources
committed to the firm at time t – 1 and cc(t) is any new commitments of con-
tingent capital.

In equation 11.5, the values of the contingent capital facilities are the val-
ues of options on the claims underlying those facilities. In other words, they
are presumed not to be drawn as of date t. Once drawn, the contingent capi-
tal shows up as either debt or equity, but until then it has only optionlike fea-
tures.

Note also that despite our very broad use of the term “contingent capi-
tal,” this category can include almost any off-balance-sheet capital that is
supplied to the firm either on demand or on the occurrence of some triggering
event(s). Sources of contingent capital may include derivatives, classical insur-
ance, ART products, and the like.

Equation 11.5 can be rewritten more simply as follows:

V(t) = A(t) = Φ(t) + φ(t) (11.6)

where the uppercase Φ(t) denotes the market value of the firm’s paid-in capi-
tal at time t and where the lowercase φ(t) denotes the market value of the
firm’s options on paid-in capital (i.e., contingent capital) at time t.
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Taking all the firm’s sources of investment, risk, and signaling capital into
consideration, we can now rewrite the firm’s WACC—first seen in equation
3.1—as follows:

where D(t) = Dt–1(t) + d(t) = market value of debt at t
E(t) = Et–1(t) + e(t) = market value of equity at t
φ(t) = CCt–1(t) + cc(t) = market value of contingent claims at t
V(t) = A(t) = D(t) + E(t) + φ(t)

RD(t) = cost of debt capital
RE(t) = cost of equity capital
Rφ(t) = cost of contingent capital

The cost of contingent capital is the price paid for the contingent capi-
tal resource—for example, the premium paid for insurance or purchased
options, arrangement fees paid for risk financing products and facilities
like standby LOCs, up-front costs fronted for off-market derivatives, and
the like.

We explored how to determine the market value of a contingent capital
claim at the end of Chapter 7 when we reviewed the model of Merton and
Perold (1993). For the many contingent capital sources that can be viewed as
options on paid-in capital, the theoretical value of these capital sources can be
estimated using appropriate option pricing models when observable market
prices are not available.

A major problem with the above analysis, however, is forward-based de-
rivatives. Fairly priced and “at-market” forward-based derivatives positions
can be established at zero cost. At their inception, moreover, such transac-
tions usually have a zero value as well. Inevitably, equation 11.7 thus will
prove useful for certain options and insurance applications but will collapse
when firms turn toward derivatives and certain ART forms.

NOTES

1. The firm can be viewed as a “nexus of contracts” among claimants, man-
agers, employees, contractors, suppliers, customers, and the like. See
Jensen and Meckling (1976) and Culp (2001).

2. Part I of Culp (2001) provides a more detailed discussion.
3. This figure and many of the subsequent figures in this chapter are based on

Smith and Stulz (1985).
4. We can use this trick because we assumed the two earnings levels would

occur with equal probability.
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5. This section is drawn largely from Chapter 5 of Culp (2001).
6. The “basis risk” of the hedge and its consistency with the overall business

strategy of MGRM is reviewed in Culp and Miller (1995c). The MGRM
debacle and the ensuing debate are reviewed in the essays contained in
Culp and Miller (2000).

7. Some reasons why this happened are explored in Culp and Miller (1995b,
2000).

8. See Figure 3.4 in Shimpi (2001).
9. Note that Shimpi (2001) has a different and more specific definition of

“contingent capital,” which for him is actually a risk financing tool and a
source of retained risk for the firm. In this book, we refer to essentially any
sources of capital that are not paid-up as contingent.
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CHAPTER 12
Commercial Banking Products

A s we have discussed elsewhere, risk transformation products can be classi-
fied as either risk financing or risk transfer products. In Part III we briefly

review the basic types of traditional rather than alternative risk transforma-
tion products.

Here we concentrate specifically on risk finance products that are typically
considered “banking products.” Apart from reviewing the basic products that
banks regularly supply as capital structure and risk transformation products,
we also consider the importance of banks in facilitating flows of funds.

The banking products considered in this chapter should not be confused
with the capital market products often supplied by banks, which are addressed
in Chapter 13. Our focus here is on those products truly unique to commercial
banks. Specifically, we answer the following questions in this chapter:

■ What is a “commercial bank,” and how are “commercial banks” distin-
guished from one another and from “investment” or “merchant banks”?

■ What types of products are offered by banks, and what is the relation be-
tween those products and the bank’s assets and liabilities?

■ What is the role played by commercial banks in the provision of payment
and settlement services for funds transfers?

WHAT IS A BANK?

“Banks” have been historically considered somewhat unique and special insti-
tutions because they offer transaction accounts, serve as liquidity providers of
last resort, act as transmission mechanisms for monetary policy, and serve as
“delegated monitors” of the credit risk of their customers.1 A bank was simply
any institution that did all of these things.

With the modernization of the global financial system and the disintermedi-
ation of the retail financial services sector, however, no longer are any of these
roles unique to banks. Nonbank clearing organizations participate in transac-
tion intermediation, payments, and settlement. Backup liquidity is provided
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routinely through nonbank entities like GE Capital Corp. Monetary policy is
regularly implemented through nonbank primary government securities dealers
and transmitted through nonbank avenues such as money market mutual fund
accounts. Delegated monitoring is now performed by insurance companies and
nonfinancial corporates. Clearly we need another definition of a bank.

Commercial versus Investment or Merchant Banks

For many years, the banking regulatory system in the United States was re-
sponsible for a highly artificial but very strong distinction between “commer-
cial” and “investment” or “merchant” banks. Commercial banks are
traditionally institutions that take deposits and make loans, whereas invest-
ment and merchant banks tend to focus instead on the intermediation of cap-
ital markets transactions and the supply of securities.

In countries like Germany, Switzerland, and Japan, which have long prac-
ticed universal banking, these functions are provided by the same institutions.
Even before the recent deregulatory initiatives in the United States, however,
the lines between these types of firms blurred. J.P. Morgan, for example, was
a commercial bank despite taking no retail deposits and making no retail
loans, whereas Merrill Lynch was an investment bank that routinely provided
depository and lending services through its money market mutual fund and
collateralized borrowing programs.

No doubt regulation has contributed much to the distinctions drawn be-
tween banks and other financial institutions. And in the end, regulation is an
important driving factor of the financial landscape. Either a company has a
banking charter or it does not. Even in countries like Germany, which do not
differentiate between types of banks, a nonfinancial corporation cannot offer a
banking product like a letter of credit without a banking charter. As discussed
in Chapter 8, for example, banks are subject to BIS capital requirements and
national bank supervision and regulation, whereas nonbanks are not.

Pedagogically simplistic though it may seem, we define a bank as any in-
stitution that happens to hold a banking charter. Here we focus on products
and services that, although no longer unique, tend to be supplied primarily by
institutions that would be considered commercial banks. Chapter 13 reviews
capital market products often supplied by commercial as well as investment
and merchant banks. When we use the term “bank,” we include all types of
banks; if we want to be specific, we use “commercial” versus “investment”
banking for clarity’s sake.

Retail-Funded versus Wholesale-Funded 
Commercial Banks

Commercial banks often are distinguished from one another based on the na-
ture of the liabilities they incur to raise funds. Retail-funded banks rely princi-
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pally on retail sources of funds raised from customers. Wholesale-funded
banks, by contrast, rely more heavily on funds from other banks obtained
from interbank markets.

The rate at which the liabilities of a commercial bank roll over is called
the repricing speed of the bank’s customer liabilities. A bank funding itself
mainly with three-month retail liabilities, for example, has a three-month
repricing speed on its customer liabilities. But for retail-funded banks with a
large amount of liabilities redeemable by customers on demand, the repricing
speed depends on depositor withdrawal behavior. Such banks typically esti-
mate their repricing speeds by defining a level of core deposits that represent a
stable supply of funds and then determine how frequently the holders of those
deposits roll over their products (i.e., make withdrawals and new deposits).
Repricing speeds of retail-funded banks’ core deposits in the United States can
range from a few months to many years, depending on the interest elasticity
of demand and liquidity constraints facing the banks’ depositors.

Relations between Commercial Banks

Another feature often used to differentiate among commercial banks is their
role in the global bank product marketplace. In this sense, three types of com-
mercial banks can be identified: money center banks, correspondent banks,
and regional banks.

A money center bank (e.g., JP Morgan-Chase) is a multinational bank
whose revenues depend as much or more on wholesale product lines (e.g.,
trade credit, trading, securities underwriting in Section 20 subsidiaries, securi-
tized products, commodity lending) as retail product lines (e.g., deposit-tak-
ing). Such banks typically create and manage retail relations indirectly
through correspondent banks. Universal banks in Europe, such as Deutsche
Bank, UBS, and Crédit Suisse, are virtually always money center banks.

Correspondent banks are smaller but often “superregional” banks that
maintain ties with money center banks. Their extensive business with local or
regional banks ranges from providing complex transaction services to those
banks (e.g., settlements) to assisting local banks in marketing and client devel-
opment. They also do extensive business with money center banks, usually re-
lating to some ultimate service provided for the local banks. In turn,
regional/local banks are banks that rely almost entirely on retail product ser-
vices, such as small-customer demand-deposit-taking and mortgage lending.

Correspondent banks are the “link” between money center banks and lo-
cal banks. The correspondent banks develop strong ties to local institutions, so
the local institutions turn to them as “lead banks” for almost any services they
demand that they cannot themselves provide. These local-bank services either
can represent services they provide to their customers or services they them-
selves demand. In turn, the money center banks rely on the correspondent
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banks for referrals concerning even more complex transactions or services.
Correspondent banks, moreover, look to money center banks as “lead banks”
for structuring, securitization, and syndicated operations. As will be explained
later, perhaps the most important linkage among these three types of banks is
the role correspondent banks play in intermediating reserve account balances
between local banks and money center banks.

Typical correspondent banks include Wachovia and First Union in the
United States, Raffeisenbank in Austria, and Abbey National in the United King-
dom. Local banks include banks like Hyde Park Bank and Oakbrook Bank in
the American state of Illinois and most of the Kantonalbanks in Switzerland.

COMMERCIAL BANKING PRODUCTS

As noted in Chapter 7, commercial banks and other financial institutions
are different from nonfinancial corporations in large part because their 
assets and liabilities are often customer products. Whereas most nonfinan-
cial corporations borrow in order to raise investment capital, commercial
banks borrow mainly in order to lend. With a positively sloped yield curve,
the old adage of generating net interest income by “borrowing short 
and lending long” still tends to explain a lot of commercial bank busi-
ness strategies.

The classical banking products discussed here are all risk-financing prod-
ucts. They do not involve a transfer of any material risk from a bank’s cus-
tomer to the bank, but they do represent an extension of credit by the bank
that firms can, in some cases, use for risk financing. Banking products of this
kind appear on both sides of a bank’s balance sheet.

Commercial Bank Liabilities

Commercial banks generally have three sources of funds available: deposits,
borrowings, and financial capital. The financial capital claims that banks may
issue are no different from those of other firms and have been discussed ear-
lier. Both deposits and borrowings can fall into wholesale and retail funds cat-
egories. Some of the more important types of deposits and borrowings are
discussed below.

Deposits
Although numerous types of bank deposits exists, they generally fall into six
categories:

1. Demand deposit accounts (DDAs)
2. Savings deposits
3. Nonnegotiable time deposits
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4. Negotiable certificates of deposit (CDs)
5. Treasury tax and loan (TT&L) deposits
6. Eurodollar deposits.

Eurodollar deposits and some types of CDs are wholesale; the other instru-
ments are primarily retail.

DDAs play a central role in financial intermediation as the primary retail
product offered by almost all banks. A DDA is a deposit that can be with-
drawn or transferred to a third party at any time with no notice. DDAs thus
are not term deposits. Both retail-funded and wholesale-funded money center
banks accept DDAs, as do correspondent and regional banks.

Certificates of deposit are term deposits that characteristically have larger
denominations than funds deposited in a DDA. Their tenors usually range
from 30 days to 180 days. As term deposits, moreover, they are fungible and
traded in a secondary market. Banks may offer CDs either with fixed term
rates or variable rates that are readjusted periodically. CDs, moreover, accrue
interest and do not return a payment to their holders until maturity. Virtually
all correspondent and money center banks actively participate in the primary
and secondary CD markets.

Eurodeposits are large-size, wholesale, term, interbank certificates of de-
posit. Eurodeposits can be negotiated in any currency, however, making the
term “Eurodeposit” somewhat misleading. The market remains dollar-driven.
Eurodollar deposits originated to avoid a U.S. regulation on U.S.-based, dol-
lar-denominated deposit rates.

Eurodeposits may be offered on fixed- or floating-rate terms. The most
common Eurodeposit now is a fixed-rate CD negotiated between two banks.
The fixed rate on those instruments is the Eurodeposit interbank rate, such as
the London Interbank Offered Rate (LIBOR) for Eurodollar loans.

Eurodeposits are a primary source of funds for wholesale banks, and all
money center banks (both retail- and wholesale-funded) actively participate
in Eurodeposit markets by borrowing and lending. Maturities on Eurode-
posits range from 24 hours to 360 days.

Borrowings
Apart from issuing financial capital claims such as commercial paper and
bonds, commercial banks can borrow in three additional ways: through the
central bank funds markets, through repurchase agreements, and from the
central bank directly.

Central bank funds markets are markets in which banks can borrow
and lend central bank reserves to one another. In the United States, Federal
funds (Fed funds) are commercial bank balances at the Federal Reserve that
banks lend to one another. Term Fed funds loans are any Fed funds loans of
greater than one day to maturity, usually not longer than a year. Intraday or
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overnight Fed funds borrowings are not considered term borrowings, al-
though such borrowings are extremely common, especially between money
center banks.

Contrary to a widely held misconception, the Fed funds rate is not set by
the Federal Reserve. The rate is a freely determined market rate for the most
part but is quite sensitive to Federal Reserve open market operations for rea-
sons to be explained later.

As in other countries with analogous markets for trading central bank re-
serves, the Fed funds market in the United States represents a primary link be-
tween money center banks and local banks via their common associations
with correspondent banks. Money center banks usually are net buyers of Fed
funds balances, whereas local banks usually are net sellers of Fed funds. Cor-
respondent banks act as “brokers” of Fed funds balances, buying them from
local banks and selling them to money center banks. Money center banks of-
ten buy Fed funds even when they do not need to do so, just to maintain rela-
tions with the local banks.

A second type of commercial bank borrowing is a repurchase agree-
ment (repo). A repo is a type of colleralized securities lending. A borrower
might engage in a repo to convert relatively illiquid securities held as assets
into liquid funds. In such a repo, the borrower sells the securities and
agrees to repurchase them later at a price fixed at the inception of the con-
tract. In return, the borrower receives a money loan or bond over the life of
the repo.

Repos are extremely popular with wholesale-funded banks. Small whole-
sale-funded banks, in fact, usually repo all their illiquid securities as soon as
they are purchased as a matter of practice. Because repos are de facto collater-
alized loans (usually with high-quality and liquid government securities), the
repo rate generally is below the rate at which funds can be borrowed in the
central bank reserve funds market—for example, the repo rate on U.S. gov-
ernment securities repos is usually below the Fed funds rate. Money center
banks are natural borrowers in the repo market because they usually have a
surplus of government securities.

Two types of repos can be negotiated by banks: “classic” or “U.S.-
style” repos and “buy/sell-back” repos. In a classic repo, formal documen-
tation is executed that transfers the actual ownership of the repoed security
to the lender for the term of the repo. Such transactions are commonly used
as a pure substitute for securities lending or to transfer custody of an asset
to a party for a specific term. In a “buy/sell-back” repo, the transaction in-
volves a simultaneous purchase and forward sale of the security to the
lender. Such transactions usually are not documented as secured lending, so
ownership of the security remains with the original asset holder that repos
the instrument out.
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A third type of borrowing in which commercial banks can engage in most
countries is borrowing from the central bank. U.S. commercial banks have
the unique privilege of borrowing at a low interest rate from the Federal Re-
serve’s discount window. Such loans are intended to provide “adjustment
credit” or “extension credit,” both of which pertain to situations in which liq-
uidity is not available from another source at a reasonable cost.

Regulations on discount window borrowing are extreme, so commercial
banks try to avoid too much discount window borrowing. The discount rate,
moreover, is determined by the Federal Reserve. Situations in which significant
discount window borrowing is observed, in fact, are times when the discount
rate is at a substantial discount to the Fed funds rate. As noted earlier, the Fed-
eral Reserve does not control the Fed funds rate. Because the Fed does control
the discount rate, however, arbitrage between the discount window and the
Fed funds market keeps the Fed funds rate generally at a small premium over
the discount rate except in extreme situations where all liquidity is scant.

Commercial Bank Assets

Banks typically use the funds raised from issuing liabilities to extend credit,
either retail or wholesale. Wholesale banks often provide credit instruments
to other wholesale banks seeking sources of funds. Accordingly, all of the
wholesale liabilities discussed in the prior section frequently appear as whole-
sale assets. Wholesale bank assets may include, for example, time deposits
and CDs, Eurodeposits, and Fed funds loans placed at other banks. In addi-
tion, a repo at one bank constitutes a reverse repo at another bank. Money
center banks also use reverse repos (or “reverses”) to obtain specific securities
they want to sell short in exchange for a cash loan.

Loans extended by banks to the nonbank sector usually are classified by
the type of borrower and/or the type of security underlying the loan, if indeed
it is a loan for which the bank has demanded collateral. Typical loan assets in-
clude mortgage and residential real estate loans, commercial real estate loans,
commercial and industrial (C&I) loans, consumer loans, small business loans,
and mezzanine and venture financing loans.

Banks also often extend credit for specific purposes. Project finance
loans, for example, are loans extended by banks to facilitate large capital
expenditures, usually on a well-defined infrastructure project (e.g., building
a new factory, developing an oil pipeline, etc.). The project itself often
serves as collateral for the loan. Trade finance credit also may be extended
by banks to exporters, importers, or other physical commodity market par-
ticipants. A bank may loan a cocoa producer funds, for example, to finance
the export of its cocoa beans from the Ivory Coast to Europe where Nestlé
has agreed to buy the beans. In this case, the cocoa itself is the collateral for
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the loan. Because cocoa prices may fluctuate as the cocoa moves through the
supply chain, banks are likely to require the cocoa producer to hedge the co-
coa in order to preserve the value of the collateral as the beans make their
way across the ocean.

Other specialized types of loans that are secured include accounts receiv-
able financing and inventory loans. In the former, the bank extends credit to a
firm awaiting collection on its accounts receivable, in return for which it re-
ceives a lien on the accounts receivable—and usually also receives recourse to
the borrower in the event of a default by both the borrower and the obligors
on the receivables. Similarly, banks may extend credit to firms against inven-
tories it holds of physical goods.

Short-term loans and contingent capital facilities are popular sources of
risk finance, many of which (e.g., LOCs) have been mentioned already. In ad-
dition, firms can obtain committed or uncommitted lines of credit from banks
as short-term funding sources. An uncommitted line of credit is a short-term
unsecured loan a bank offers to firms up to a prespecified limit that can be
drawn essentially on demand. Uncommitted lines of credit are informal
arrangements between banks and their customers, whereas committed lines
are formal legal arrangements. The main difference is that firms tend to pay
more for the former when the line is drawn but do not have to pay an up-
front fee, whereas the latter have a lower rate when drawn but involve the
payment of a commitment fee to the bank to secure the availability of the
funds. In other words, an uncommitted line of credit is essentially a service
provided by a bank to its customers, whereas a committed line is an option on
loanable funds written by the bank to its customers.

Lines of credit—especially uncommitted lines—often involve require-
ments set by banks that customers maintain “compensating balances” with
the bank. A compensating balance is a deposit a borrower must keep with the
bank, usually in a low- or zero-interest account, during the time the credit line
is active. Compensating balances usually must be 5 percent to 10 percent of
the amount of the total credit line.

Closely related to lines of credit are revolving lines of credit (or “re-
volvers”). Whereas traditional letters and lines of credit are for terms of a
year or less and are subject to review upon request for renewal, revolvers au-
tomatically renew unless the firm experiences a material adverse change in its
financial condition, as described in Chapter 2.

Yet another source of short-term financial capital supplied by banks is a
banker’s acceptance. Like letters and lines of credit, this is a contingent capital
facility in which the bank agrees to remit payment to some other bank on be-
half of the customer. If a corporation buys apple juice, for example, it can pre-
sent the bill directly to the bank, and the bank will pay it. In this manner,
companies can conserve their internal funds and better manage operating
cash flows by passing vendor bills directly to their bankers.
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PAYMENTS AND SETTLEMENT SERVICES2

Perhaps the only “unique” role left for banks—and only in certain coun-
tries—is their direct access to central banks. In most countries, only banks are
allowed (or required) to hold reserves with the central bank, and this gives
rise to several activities in which only banks can engage. Two such activities
include banks borrowing from and lending to one another using central bank
reserve funds markets and borrowing directly from the central bank. Quite
apart from borrowing activities, however, the direct access of commercial
banks to central bank money also secures for them a unique role in funds pay-
ments and settlement.

The intermediation of funds transfers between nonbanks is a major
“product line” provided by commercial banks to their customers. In this
sense, virtually any risk finance or risk transformation product that involves
a flow of funds likely will involve a bank. As we will see in Part IV, the fail-
ure to include a bank in certain risk financing and risk transfer products of-
ten causes significant delays in the drawdown of contingent capital facilities
in particular.

Mechanics of a Funds Transfer

Any funds transfer contains two components—the transfer of information
and the final transfer of funds between two banks. The funds transfer process
is initiated when one bank issues a payment order or instruction to the other
bank. The transmission of a payment order essentially amounts to an elec-
tronic request for payment. The bank that sends the initiating payment re-
quest message is called the payee, and the bank receiving the request for
payment is the payer.

Most modern payment systems are credit transfer systems. This means
that both the payment messages and the funds move from the payer to the
payee. After the initial request for payment from the payee, all messages thus
are sent by the payer and received by the payee. These messages are typically
electronic and consist of verifications of the transaction, identification authen-
tications, reconciliations of payment instructions, and so forth.

The information exchange between two banks pertains only to the in-
structions for the funds transfer. The funds transfer itself usually is accom-
plished electronically and is independent of the information exchanges.
Specifically, a funds transfer is said to have achieved final settlement when
two conditions are met: the funds transfer is irrevocable, and the funds trans-
fer is final. Revocability concerns the capacity of the payer or, in some cases, a
third party to rescind payment after a payment instruction has been issued.
Any funds transfer that can be rescinded is known as a revocable transfer,
whereas irrevocable transfers are irreversible by any party once initiated.
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In general, finality in a funds transfer is achieved only when central bank
money has been transferred from the payer to the payee. Commercial banks
in virtually all countries around the world maintain balances with the central
bank. These balances are held in “nostro” accounts, meaning that the funds
are on deposit with the central bank but still belong to the commercial bank.
Finality in funds transfers usually is achieved through debits and credits to
banks’ nostro accounts with the central bank. Specifically, a funds transfer is
final when the nostro account of the payer with the central bank has been
debited and the nostro account of the payee with the central bank has been
credited.3 So, finality in a funds transfer occurs when central bank money has
been used to settle the transaction.

Role of Commercial Banks in Payment Systems

Virtually all modern payment systems around the world are “bank-centric”—
nonbanks usually must settle their funds transfers through banks, which, in
turn, can usually only achieve payments finality through the local central
bank. The hierarchy of the payments system thus has been referred to as an
inverted pyramid, as depicted in Exhibit 12.1.4 At the top of the inverted
pyramid are the nonbanks that use the payments services of commercial
banks. Whether financial or nonfinancial corporations, nonprofits, or even
households, all nonbanks have payment obligations and rely on banks to ef-
fect the settlement of those obligations.

The second level of the pyramid consists of commercial banks themselves.
Commercial banks engage in numerous activities relating to funds transfers.
On this level, funds settlements occur between banks, through a payments
clearinghouse, or through the central bank directly. Interbank funds can be
transferred in essentially four ways:

1. Transfers of central bank money
2. Bilateral transfers between banks
3. Transfers of correspondent bank balances
4. Large-value transfer systems and clearinghouses

Transfers of Central Bank Money
Funds can be transferred between banks by the transfer of central bank liabil-
ities to banks—that is, banks’ reserve balances in nostro accounts with the
central bank. As noted, in most countries this is the only way to truly estab-
lish finality in a funds transfer. As will become clear shortly, other types of
funds transfers represent debits and credits to banks’ balance sheets. All of
these balance sheet transfers eventually can become final transfers of central
bank money, but they themselves do not represent final flows of funds.

Finality achieved through the transfer of central bank money is usually
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important only when some risk is perceived that one of the counterparties to
a transaction will fail. If central bank money has been used to settle a funds
transfer, the failure of the payee would not affect the payer. With other meth-
ods of funds transfers, complications can arise—a payee may end up with a
claim on the failed payer rather than with hard cash. Nevertheless, finality
achieved through central bank money transfers is not always a necessary in-
gredient to funds transfers. Indeed, because many central banks do not pay
interest on reserve deposits, banks often do not maintain enough funds with
the central bank to discharge all their payment obligations through central
bank money transfers. Even though debits and credits to banks’ nostro ac-
counts at the central bank are the only means by which finality can be assured
in a funds transfer, other means of funds transfers are routinely used, as de-
scribed below.
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Bilateral Transfers between Banks’ Nostro and Vostro Accounts
When a bank maintains a deposit with another bank in a nostro account,
the depositing bank is called the nostro bank. From the perspective of the
bank accepting the deposit, the funds on deposit are held in what is called a
vostro account and the bank taking the deposit is the vostro bank. If Bank
A deposits funds at Bank B, Bank A is the nostro bank and Bank B is the
vostro bank. The deposit is a nostro deposit for Bank A and a vostro de-
posit for Bank B.5 Nostro and vostro deposits may arise either from transac-
tions between the banks (e.g., money market transactions) or from
transactions by banks on behalf of nonbank customers (e.g., the settlement
of securities transactions).

We have already explained that funds transfers can be effected by banks
through transfers between their nostro accounts with the central bank. In
that case, the central bank is the only relevant vostro bank. In addition,
funds transfers can be effected by direct debits and credits to banks’ nostro
and vostro accounts arising from bilateral interbank funds transfer obliga-
tions. Suppose, for example, that Bank N maintains a nostro account with
Bank V with a current balance of $100. Then suppose that a nonbank cus-
tomer of Bank V instructs Bank V to transfer $50 to Bank N—say, to settle a
security purchase made by a broker who maintains a settlement account at
Bank N. Rather than transferring central bank balances, the banks may sim-
ply agree that Bank V will credit the vostro account held for Bank N with
$50. To Bank N, the value of its nostro account has risen by $50, and this
represents a tangible balance sheet asset. If Bank N wishes to withdraw those
funds permanently, a central bank balance transfer still will be required, but
banks often are quite willing just to settle their transactions only using these
sorts of book-entry debits and credits to nostro and vostro accounts with one
another for operational simplicity, especially when the payer is a creditwor-
thy institution.

Transfers of Correspondent Bank Balances
Not every bank has a nostro and/or vostro relationship with every other
bank. Yet virtually all banks do maintain relationships with correspondent
banks, or third-party banks whose primary services include the intermedia-
tion of interbank funds transfers. Suppose, to take an example, Bank A and
Bank B both have nostro deposits at Correspondent Bank C with current bal-
ances of $100 and $500, respectively. Now imagine that two brokers engage
in a securities transaction obligating one broker to deliver a share of stock in
Company XYZ and the other broker to pay $100. Assume the selling broker
has an account at Bank A and the purchasing broker has an account at Bank
B. The securities sale will give rise to an obligation for the purchasing broker
to pay the selling broker $100, and this obligation will be discharged through
the banks of the two brokers.
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If Bank A and Bank B do not have deposits with one another and do not
wish to settle the transaction using their central bank reserve balances, they
can settle the funds transfer through their common correspondent bank.6

Bank B will issue a payment order to Correspondent Bank C instructing Bank
C to debit $100 from Bank B’s nostro account held by Bank C and then to
credit Bank A with $100. To effect the transfer, Bank C will debit its vostro
account held for Bank B by $100 and credit its vostro account held for Bank
A by the same amount.

Large-Value Transfer Systems and Clearinghouses
In Exhibit 12.1, banks not only have relationships with one another and with
the central bank, but they also often have relationships with clearinghouse or-
ganizations. Most countries have two types of funds transfer systems: large-
value transfer systems (LVTSs) and retail transfer systems.

LVTSs support all interbank payments and thus comprise the backbone
of any national payments system.7 All major funds transfers occur through
LVTS in the industrialized countries of the world. In essence, an LVTS acts as
a funds clearinghouse, or a central counterparty standing in between individ-
ual banks and the central bank. Members settle their transactions with one
another through the LVTS, and the LVTS then “links” these individual settle-
ments with final settlements discharged in central bank money. Quite often
LVTSs are provided and maintained by the central bank itself to facilitate
transfers in nostro account balances of their members. For this reason, how-
ever, participation in LVTSs usually is restricted to institutions that do indeed
maintain reserve balances with the central bank—that is, to banks.

Characteristics of Large-Value Transfer Systems

LVTSs are distinguished from one another by three primary features:

1. The manner in which multiple funds transfer instructions are “aggre-
gated” over a specific period of time

2. The frequency and timing of funds transfers
3. The extension of intraday credit by the central bank

Net versus Gross Settlement
When a bank engages in a funds transfer on behalf of a customer, that bank
is said to be operating as a settlement bank for that customer. Between set-
tlement banking and their own interbank activities, commercial banks tend
to have numerous single-currency transactions with one another through
the course of a day. Clearance and settlement in national payments systems
can occur on either a net or a gross basis to address those multiple funds
transfer instructions.
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In a gross settlement LVT system, all funds transfers are settled separately
and independently. In a net settlement LVT system, by contrast, funds trans-
fers are based on the net payables and receivables of a bank—either to other
banks or to the central bank. A bilateral net settlement system involves sepa-
rate debits and credits of a bank’s nostro account with the central bank for
each bank with which the original bank has transacted. If Bank A has 50
transfers with Bank B resulting in a $10 net debit to Bank B, and has 13 trans-
fers with Bank C resulting in a net credit with Bank C of $5, in a bilateral net-
ting system the debit with Bank A would be settled with a $10 debit to Bank
A’s nostro account at the central bank and a $10 credit to Bank B’s nostro ac-
count, and the credit with Bank C would be settled by a $5 debit to Bank C’s
nostro account and a $5 credit to Bank A’s nostro account.

In a multilateral net settlement system, the central bank or LVTS com-
putes the net-net obligation of each bank—the net debit or credit of each
bank to the central bank based on the net of all its net debits and net credits
to other banks. In the above example, Bank A’s transactions with both Bank B
and Bank C would result in a net debit to Bank A’s nostro account at the cen-
tral bank—only one funds transfer, as compared to two in the case of bilateral
netting.8 Virtually all net settlement LVTS operating in industrialized coun-
tries rely on multilateral net settlement with the central bank.

Batched versus Continuous Settlement
LVTSs are either batched or continuous, depending on the frequency and tim-
ing of final funds transfers in the system. Batched settlement systems are
LVTSs in which funds transfers occur only at designated times during the day.
An end-of-day funds settlement system, for example, is a batched settlement
system in which all funds transfers are processed in some predefined order at
the end of the processing day. In such systems, like the Bank of England’s sys-
tem, payment messages may be transmitted throughout the day and on a
transaction-by-transaction basis, but final settlement is achieved only at dis-
crete settlement intervals. A continuous settlement system, by contrast, is a
payments mechanism that can achieve the finality of funds transfers in real
time throughout the day.

In practice, batched settlement systems may be either gross or net settle-
ment systems. When considering both netting and the timing of settlement,
four possible payment systems thus emerge: batched gross settlement, batched
net settlement, Real Time Gross Settlement (RTGS), and Continuous Net Set-
tlement (CNS).9

Daylight Overdrafts
An intraday loan is an extension of credit to a bank with a duration of a few
hours—perhaps even just a few minutes. The extension of intraday credit by
the central bank in a payments system can occur when a bank does not have
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adequate funds in its nostro account with the central bank to honor a pay-
ment order when that order is confirmed. In that case, the payer may incur a
“daylight overdraft,” or a payment obligation in excess of available funds
constituting a loan from the payment system provider (i.e., the central bank)
to the payer bank. Suppose, for example, that Bank A instructs the central
bank to remit a $1 million payment to Bank B by debiting its nostro account
and crediting the $1 million to the nostro account of Bank B. Suppose further
that Bank A only has $600,000 on deposit with the central bank at the time
the payment instruction is issued. In some systems, the central bank will allow
the payment to occur by effectively extending Bank A a $400,000 loan to
cover its overdraft.

In LVTSs for which intraday credit is extended by the central bank, the
expectation is that any daylight overdrafts will be rectified by the end of the
processing day. If not, LVTS providers typically impose heavy penalties on
banks with net overnight debit positions in their nostro accounts with the
central bank. When intraday credit is extended to banks in RTGS systems, in
particular, the central bank usually charges interest on daylight overdrafts, at
rates that often are subsidized.

Three Examples of Large-Value Transfer Systems

In this section, we provide three examples of actual LVTSs to illustrate the op-
eration of various payment systems around the world.10 The first two exam-
ples operate in the United States and together settle the vast majority of
interbank funds transfers. The third example, in Switzerland, is offered as the
“classic” example of a pure RTGS system with no intraday credit.

Fedwire
Fedwire is the payments system in the United States through which virtually
all dollar interbank funds transfers are processed.11 Fedwire is a RTGS large-
value transfer system maintained by the Federal Reserve that settles large-
value dollar-denominated transfers by debiting and crediting the nostro
accounts maintained by Fedwire participants with the Federal Reserve. Debits
and credits are accrued and settled in real time, and all funds transfers
through Fedwire are irrevocable and final when a payment order is accepted
for processing by Fedwire. Participants in Fedwire are subject to multilateral
net debit limits (i.e., net-net limits) derived from self-assessments by partici-
pants of their capital adequacy. Members are not permitted to exceed the
amount designated as the debit limit or cap.

Subject to participants’ caps, however, the Federal Reserve does extend
intraday credit by allowing daylight overdrafts in Fedwire. Suppose, for ex-
ample, that a bank’s Fedwire cap is $10 million. If that bank submits a pay-
ment order for $5 million but does not have $5 million on deposit with the
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Fed, the payment order still will be processed. The result is an extension of in-
traday credit from the Fed to the bank in the amount of $5 million less what-
ever the bank has on deposit. The Fed began charging interest on such
daylight overdrafts effective in April 1994. The expectation is that the over-
draft will be rectified by the end of the processing day.12 Daylight overdrafts
are limited, however, by participants’ net debit caps. If a payment order re-
sults in an overdraft in excess of the net debit cap, the payment instruction ei-
ther is rejected or is booked as “pending” until the Fed receives adequate
funds from the payer.

Because settlement is irrevocable and final in Fedwire when payment or-
ders are processed, the extension of intraday credit by the Fed is also a form
of “payment guarantee” to the payee on the other side of the $10 million
transfer. If the bank fails during the day, the funds transfer has already oc-
curred and the Fed assumes the loss, not the payee.13

Clearing House Interbank Payments System
The Clearing House Interbank Payments System (CHIPS) is an LVTS oper-
ated by the New York Clearing House that settles primarily the dollar side of
multicurrency funds transfers. Unlike Fedwire, CHIPS is a batched net settle-
ment system that settles only at the end of the day. The reason for this is that
CHIPS is a private settlement system and thus cannot guarantee finality in
funds transfers. Because finality really can be achieved in the United States
only through transfers of balances between banks’ nostro accounts at the Fed,
finality in CHIPS transactions must be achieved at the end of the day through
corresponding settlements on the Fedwire.

Because CHIPS is a batched net settlement system, no central bank
credit is extended to participants during the processing day. Similarly, the
batching of CHIPS instructions through the day implies that performance
on intraday funds transfers are not guaranteed, as they are in Fedwire. For
this reason, CHIPS imposes two types of limits on participants. First, all
CHIPS participants must define bilateral net debit caps with respect to all
other participants. These limits reflect the maximum net amount that can
be payable from one participant to another during the processing day. In
addition, CHIPS enforces total net debit caps that prevent any one partici-
pant from running a net debit in excess of 5 percent of the sum of all its bi-
lateral net debit caps.

Swiss Interbank Clearing System
The Swiss Interbank Clearing system (SIC) is an RTGS large-value transfer
system for interbank funds transfers in Switzerland denominated in either
Swiss francs or Euros. Only banks can maintain accounts with the Swiss Na-
tional Bank (SNB) for final settlements in central bank money (CHF) through
the SIC. If the funds transfer is denominated in Euros, the bank may maintain
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an account at the Swiss Euro Clearing Bank (SECB) that settles through Eu-
roSIC in a similar manner.

SIC is often considered unusual for three reasons. First, it achieves final-
ity through transfers of central bank funds but does not involve any exten-
sions of intraday credit by the SNB or SECB. The SIC thus is strictly a
no-daylight-overdraft payment system. If funds are not available in the
payee’s SNB nostro account at the time a payment instruction is issued, the
payment does not occur.

A second largely unique feature of the SIC is that it operates virtually
continuously. If a funds transfer is originated on date T, the corresponding
operating hours of the SIC begin at 6:00 P.M. Zurich time on date T and end
at 4:15 P.M. Zurich time on date T+1. Payment orders can be originated at
any time during this period. As long as the originating bank has funds in its
SNB account to cover the transfer, the payment order immediately results in
a debit of the payer’s nostro account at the SNB and a credit of the payee’s
nostro account. If the payee does not have adequate funds on deposit with
SNB when the payment order is submitted, the order is queued until the
funds are on deposit. The payment order is left in that pending category until
the end of the operating day—at 4:15 P.M. on the day after the order was
submitted. If funds are still not on deposit at the SNB at that time, the pay-
ment order is canceled.

Banks that use the SIC typically engage in some intraday liquidity man-
agement by “managing the queue” of unprocessed payment orders. Payment
orders may be canceled and may be assigned a priority of execution. Specifi-
cally, when funds are deposited by a bank with pending payment orders, the
queued payment orders are processed first by priority level and second based
on a first-in, first-out rule. Suppose, for example, that a Swiss bank with no
funds on deposit at the SNB submits two high-priority payment orders—one
for CHF10 million at noon and one for CHF7 million at 1:00 P.M. If the
bank subsequently deposits CHF15 million with the SNB, only the first
transaction for CHF10 million will settle because it was the “first in” among
two equal-priority payment orders. If the bank wishes to process the CHF7
million transaction first, it must cancel the CHF10 million high-priority pay-
ment order.

Participants in SIC can monitor electronically all payment messages in
real time. The payee on a given funds transfer receives two messages—one no-
tifying it of a pending payment and one notifying it when payment has
reached final settlement. At any time, a participant in the SIC can check on
the status of all its pending payments by institution.

A third interesting feature of the Swiss payment system is virtually
“straight-through” processing for capital market transactions. In countries
such as the United States, securities and derivatives clearinghouses like the Op-
tions Clearing Corporation and Chicago Mercantile Exchange cannot directly

Commercial Banking Products 261

CCC-Culp 6 (243-293)  2/8/02  4:19 PM  Page 261



access the national LVTS because they are not chartered as banks. But in the
Swiss system, the securities clearinghouse SegaInterSettle (SIS), for example, is
itself a bank, thereby enabling participants to avoid additional transactions be-
tween settlement banks and the securities exchange.

NOTES

1. See, for example, Corrigan (1982), Diamond (1984, 1991), and Fama
(1985).

2. Most of this section is excerpted with minor modifications from Culp and
Neves (1999).

3. See Blommenstein and Summers (1994) and Van den Bergh (1994).
4. See Corrigan (1990).
5. This rather difficult terminology is explained in more detail and illus-

trated in Blommenstein and Summers (1994).
6. Even if the banks have different correspondent banks, the two correspon-

dent banks can settle with one another using any of the available inter-
bank funds transfer options.

7. For a thorough discussion of LVTSs, see Horii and Summers (1994).
8. Note that the net-net balance for Banks B and C still works out. Bank A

has had its nostro account debited by $5. Assuming Banks B and C have
no other funds transfers, the central bank would still debit Bank C’s ac-
count by $5. The net debit from Bank A of $5 and the debit from Bank C
of $5 would exactly offset the required credit to Bank B’s nostro account.

9. See Bank for International Settlements (1993, 1997).
10. These examples draw heavily from Horii and Summers (1994).
11. In practice, Fedwire operates as essentially two settlement systems—an

LVTS and a securities settlement system—often called the cash Fedwire
and securities Fedwire, respectively. All references in this section to “Fed-
wire” are to the cash Fedwire.

12. See Board of Governors of the Federal Reserve System (1995).
13. For more detailed discussions of Fedwire and its operations, see Board of

Governors of the Federal Reserve System (1993, 1995) and Federal Re-
serve Bank of New York (1987).
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CHAPTER 13
Derivatives

In this and the next chapter, we concentrate on risk finance and transfer
products that are typically considered “capital market” products. Although

certainly part of the global capital market, traditional securities such as those
discussed in Chapter 2 are used mainly for capital formation purposes and
not for risk transfer purposes. We thus do not discuss traditional securities
again here. In this chapter, we focus our attention on financial contracts
known as derivatives.

Just as most of the banking products discussed in Chapter 12 are used
principally for risk finance, derivatives are used primarily for risk transfer.
Perhaps more importantly, derivatives can be used to fine-tune the risk trans-
fer process so that specific risks can be targeted for disposition by the firm.
Most commonly associated with managing market risks like forex, interest
rate, equity, and commodity price risk, the nearly $400 trillion in derivatives
outstanding at year-end 2000 is a great testimonial to the effectiveness of
these instruments.

This chapter is not intended to be an exhaustive introduction to these risk
transfer instruments; plenty of entire books are dedicated to that subject.1 In-
stead, our goal here is merely to introduce the basic kinds of derivatives and
explore how they are supplied to customers. Specifically, we address the fol-
lowing questions:

■ What kinds of firms participate in derivatives activity, and how?
■ What types of risk transfer instruments fall under the term “derivatives”?
■ What are the basic building blocks and types of popular derivatives con-

tracts, and how can they be used by firms to manage market risk?
■ What are the major types of derivatives used by hedgers to transfer credit

risks to other market participants?
■ How do derivatives based on risks like operational risk function?
■ When can derivatives be used for risk finance rather than risk transfer?
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WHAT ARE DERIVATIVES?2

The standard definition of a derivatives transaction is a bilateral contract
whose value is derived from the value of some underlying asset, reference
rate, or index.3 This definition, however, is generally a bit too broad to 
be of much practical use. We have already seen, after all, that a share of
common stock can be viewed as an option on the assets underlying the
firm—a derivative.

In an effort to be a bit more formal, we might define a derivatives con-
tract as a zero net supply, bilateral contract that derives most of its value from
some underlying asset, reference rate, or index. This definition contains three
distinct characteristics: zero net supply, based on some “underlying,” and bi-
lateral. “Zero net supply” simply means that for every “purchaser” of a de-
rivatives contract, there is a “seller.” If we view a purchaser of an asset as
having a long position in the asset and a seller as having a short position, we
can restate the zero net supply criterion as follows: For every long, there is a
corresponding short.

An asset that exists in zero net supply is essentially created by the agree-
ment of parties to establish corresponding long and short positions in the
market. Prior to the agreement of buyer and seller to exchange the asset in the
future, the contract defining the terms of future exchange for that asset did
not exist. Derivatives, moreover, are not the only type of zero net supply as-
set. A more familiar example is a bank loan, which is literally created by
agreement of a lender to transfer a cash balance temporarily to a borrower.

Derivatives contracts also must be based on at least one “underlying.” An
underlying is the asset price, reference rate, or index level from which a deriv-
atives transaction inherits its principal source of value. In practice, derivatives
cover a diverse spectrum of underlyings, including physical assets, exchange
rates, interest rates, commodity prices, equity prices, and indexes. Practically
nothing limits the assets, reference rates, or indexes that can serve as the un-
derlying for a derivatives contract. Some derivatives, moreover, can cover
more than one underlying.

Finally, derivatives are bilateral contracts. They represent an obligation
by one party to the other party in the contract, and vice versa. The value of a
bilateral contract thus depends not only on the value of its underlying but
also on the performance of the two parties to the contract. The value of a
contract in which one party sells a shoe to another party, for example, de-
pends not just on the value of the shoe but also on the ability and intention of
the seller actually to deliver the shoe to the buyer.

Even this seemingly detailed three-part definition of derivatives still has
some serious drawbacks. Most of the problem comes from the term “underly-
ing.” Because a bond is just a fungible loan, debt securities could satisfy our
definition of a derivatives contract.
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In the end, although other definitions of derivatives exist, “definition by
example” seems to be the most popular. People tend to define derivatives
much as U.S. Justice Potter Stewart once defined pornography, quipping that
he had no idea how to define it but would know it when he saw it. Accord-
ingly, we tend to agree that futures, forwards, options, swaps, and combina-
tions thereof are derivatives. We tend to agree that the securities discussed in
Chapter 2 are not derivatives. And we tend to agree that mixtures of the two
(e.g., structured notes) can basically be anything we want them to be.

As we have said several times before, what we call it is not as important
as that we understand it.

PARTICIPANTS IN DERIVATIVES ACTIVITY

The broadest way to categorize derivatives activity is to distinguish between
those transactions privately negotiated in an opaque, off-exchange environ-
ment and those conducted on organized financial exchanges. Exhibit 13.1
shows the explosive growth in privately negotiated derivatives activity over
the last decade. At year-end 1999, for example, $58.3 trillion was outstand-
ing in the world’s major privately negotiated derivatives contracts.

Despite experiencing slower growth over the last decade, exchange-traded
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EXHIBIT 13.1 Outstanding Amounts of Privately Negotiated Derivatives
Source: International Swaps and Derivatives Association
Note: Outstanding derivatives for 2000 reported as of June 2000.
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derivatives are also hugely popular. At year-end 1999, $317.7 trillion was out-
standing in global interest rate, currency, and equity products.4 Between the
two markets, the global securities markets pale in size by comparison.5

Participants in Privately Negotiated Derivatives

There are two types of participants in privately negotiated derivatives:
dealers and end users. Dealers act as agents for a variety of end-user princi-
pals in privately negotiated derivatives transactions, generally standing
ready to accept both sides of a transaction (e.g., long or short) depending
on which is demanded at the time. These dealers generally run close to a
matched book, in which the cash flows on numerous transactions on both
sides of a market net (it is hoped) to a relatively small risk exposure on one
side of the market. When exact matching is not feasible, dealers typically
lay off the residual risk of their dealing portfolio by using other (often 
exchange-traded) derivatives.

Because dealers act as financial intermediaries in privately negotiated de-
rivatives, they typically must have a relatively strong credit standing, large rel-
ative capitalization, good access to information about a variety of end users,
and relatively low costs of managing the residual risks of an unmatched port-
folio of customer transactions. Firms already active as financial intermediaries
are natural candidates to be dealers. Most dealers, in fact, are commercial
banks, investment banks, and other financial enterprises, such as insurance
company affiliates. The most active dealers in 2000 included ABN Amro,
Bank of America, Barclays, Canadian Imperial Bank of Commerce, Citi-
group, Crédit Suisse First Boston, Deutsche Bank, Dresdner Kleinwort
Wasserstein, Goldman Sachs, HSBC, JP Morgan Chase, Royal Bank of Scot-
land, Lehman Brothers, Morgan Stanley, Société Générale, UBS Warburg, and
Westdeustche Landesbank.

End users of privately negotiated derivatives are those institutions that
engage in derivatives transactions as principals or for a purpose other than
generating fee income, such as risk management. End users usually do not
take both sides of a contract but instead enter into derivatives either as a long
or a short to obtain or modify a particular risk exposure. End users of deriva-
tives include commercial banks, investment banks, thrifts, insurance compa-
nies, manufacturing and other nonfinancial corporations, institutional funds
(e.g., pension and mutual funds), and government-sponsored enterprises (e.g.,
Federal Home Loan Banks).

Dealers may use derivatives in an end-user capacity when they have
their own demand for principal derivatives exposure. Bank dealers, for 
example, often have a portfolio of interest rate swaps separate from 
their dealing portfolio to manage the interest rate risk they incur in tradi-
tional banking.
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Participants in Exchange-Traded Derivatives

The primary distinction between exchange-traded and privately negotiated
derivatives is, not surprisingly, exchange trading. From an economic stand-
point, in fact, exchange-traded derivatives such as futures and options on
futures are essentially just standardized versions of privately negotiated de-
rivatives for which the role of organized exchanges is of central impor-
tance. In fact, the role of all other participants in exchange-traded
derivatives usually can be explained in terms of their relationship with 
an exchange.

Exchanges
There are two primary types of organized financial exchanges in the United
States—securities exchanges and futures exchanges, with the distinction en-
tirely due to regulation. The Commodity Exchange Act requires that futures
contracts and options on futures contracts trade only on designated contract
markets, which amounts to futures exchanges like the Chicago Board of
Trade (CBOT) and the Chicago Mercantile Exchange (CME). Securities ex-
changes, such as the Chicago Board Options Exchange, Philadelphia Stock
Exchange, and American Stock Exchange list for trading products such as op-
tions on individual stocks, options on cash equity indexes, and options on
foreign currency. Futures exchanges are regulated by the Commodity Futures
Trading Commission (CFTC), and securities exchanges are regulated by the
Securities and Exchange Commission.

Clearinghouses
Two elements of credit risk are of potential concern to participants in for-
ward-based derivatives: the probability of counterparty default and credit ex-
posure (i.e., how much the company will lose if the counterparty does
default). An important distinction between exchange-traded and privately ne-
gotiated derivatives is the means by which such credit risk is mitigated.

Credit risk in futures is addressed by exchanges in five ways.

1. After a futures trade is negotiated between a long and a short, the clear-
inghouse of the exchange on which the transaction occurred inserts itself
as the central counterparty to both transactions. If Buyer Fig and Seller
Grape consummate a transaction at a particular price, for example, the
trade immediately becomes two legally enforceable contracts: a contract
obligating Fig to buy from the clearinghouse at the negotiated price and a
contract obligating Grape to sell to the clearinghouse at the negotiated
price. Individual traders thus never have to engage in credit risk evalua-
tion of other traders. All futures traders face the same credit risk—the
risk of a clearinghouse default.
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2. Clearinghouses engage in the netting of cash flows. “Bilateral netting” is
the process by which the gross cash flows of all contracts between two par-
ties (e.g., a trader and the clearinghouse) are netted to a single cash flow.
Suppose at the end of a mark-to-market period Trader Erie owes $100 to
the clearinghouse on one trading account, owes $25 to the clearinghouse
on a second trading account, and is due $200 from the clearinghouse on a
third account. Without bilateral netting, three gross cash flows occur. The
trader bears credit risk from the clearinghouse on the $200 she is owed,
and the clearinghouse bears credit risk from the trader for a total of the
$125 it is owed. If Trader Erie and the clearinghouse bilaterally net their
cash flows, the three gross cash flows are reduced to a single net cash flow
of $75 by the clearinghouse to the trader (i.e., $200 less $100 less $25).
The clearinghouse thus faces no credit risk, and Trader Erie’s credit expo-
sure to the clearinghouse is reduced by $125. Multilateral netting occurs
when a futures clearinghouse bilaterally nets its obligations with all futures
traders and then nets again all the gains and losses across traders, thereby
further reducing the total cash flow credit exposure of the clearinghouse.

3. The distribution of daily profits and losses to futures traders ensures that
the length of any relevant credit exposure is never longer than the time
between mark to market times.

4. Futures clearinghouses typically specify stringent capital requirements for
their members as well as conservative loss-sharing rules should a clearing-
house default occur.

5. Clearinghouses require all traders to post margin or performance bonds
with the clearinghouse before trading, and the level of such initial de-
posits is generally set high enough to cover any loss that might reasonably
occur before the next marking to market.

For privately negotiated derivatives, credit exposure and the probability
of default often are managed separately. Part of the reason for this is that
swaps and other privately negotiated derivatives can be very credit-sensititive
instruments due to the often long-dated tenors of the transactions. Whereas
daily marking to market limits the credit exposure on futures to the time be-
tween mark to markets, the credit exposure on a 10-year swap lasts 10 years.

To manage the credit exposure on a given transaction, companies typi-
cally set limits on their exposure to any one counterparty and try to ensure
adequate capital is on hand to absorb a default if it occurs. To ensure that
counterparty credit limits are not exceeded, participants must continually
monitor the market value of their positions with each counterparty. In addi-
tion, cash flows on notional swaps negotiated with a single counterparty for
the same product (e.g., interest rates) are virtually always bilaterally netted.
Cross-product bilateral netting also is becoming more common as a means of
reducing aggregate counterparty credit exposure.
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The terms of the swap contract can be used to reduce the credit exposure
of the transaction.  Swap participants often use standard-form contracts
called “master agreements,” for example, to minimize risks such as the po-
tential for ill-specified contract terms to inhibit netting if one of the parties
goes bankrupt. “Credit enhancements” also are often required in swaps to
reduce the exposure of the transactions. Collateral, for example, may be de-
manded by one or both swap counterparties at the inception of the transac-
tion and/or after an adverse credit event, such as counterparty downgrade by
a rating agency. Alternatively, some financial institutions act as credit sup-
port providers by guaranteeing all or part of the performance on a transac-
tion in which they are not directly involved, thereby creating a third-party
credit support.

Beyond just reducing credit exposures, some institutions mitigate credit
risk by attempting to reduce the probability of a default. The simplest and
most widely employed way to manage such default risk is to establish a cutoff
level for credit quality below which the company will not do business. Many
users of swaps, for example, deal only with AAA-rated counterparties. Firms
that do not themselves have a AAA credit rating often set up separately capi-
talized affiliates with adequate capital and risk management systems to re-
ceive a AAA rating, thereby facilitating their ability to engage in swaps and
other credit-sensitive derivatives.

Exchange Participants
Trading on exchanges is limited to exchange participants. To become an au-
thorized trading participant, a firm or individual usually must meet certain
criteria set forth by the exchange, such as minimum financial reporting re-
quirements.

Exchange participants may trade for their own account, for the account
of another participant, or for the account of an outside customer. Futures ex-
change participants that are primarily in business to act as agents, executing
or clearing transactions for non-member customers, are called futures com-
mission merchants. In securities markets, these participants are called bro-
ker/dealers. Unlike futures exchanges, however, securities exchanges often
also have a specific designation for professional suppliers of liquidity, called
market makers or specialists. One or several market makers on a securities
exchange are obliged by exchange rules to buy or sell the listed contract at
any time for a fair price, given demand for transactions by other members.
Market makers can benefit from this privilege by earning profits on the bid-
ask spread, but they in turn are generally expected to sell into a rising market
and buy in a declining one.

All nonmember customer trades on securities exchanges go through a
broker/dealer agent with an exchange membership, which in turn executes its
trades on behalf of the customer through a market maker.
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TRANSFERRING MARKET RISK USING DERIVATIVES

One reason for the tremendous success and popularity of derivatives over
the last several decades is that they allow firms to tailor their risk profiles
by facilitating the transfer of specific risk types. Most derivatives are aimed
at helping firms manage market risk, but recently derivatives aimed at facil-
itating the transfer of credit, operational, and funding risks by firms have
been developed.

The parallels between derivatives and the ART products discussed in Part
IV of the book are sometimes striking. Derivatives and ART forms are in
some instances nearly pure substitutes for one another. But perhaps more
common is the use of derivatives by banks and (re-)insurers in the financial
engineering process to create an ART structure. In that sense, derivatives and
ART can be highly complementary products.

All derivatives are either constructed with or are one of two simple and
fundamental financial building blocks: forwards and options.6 A forward con-
tract obligates one counterparty to buy and the other to sell an asset or its cash
equivalent in the future for an agreed-upon price. In return for the payment of
a premium, an option contract gives the buyer the right but not the obligation
to buy or sell an asset in the future at an agreed-upon price. Smithson (1987)
refers to these two building blocks as the LEGOS® with which all derivatives
contracts are built. Once these building blocks are defined, the cash flows on
virtually any derivatives transaction can be viewed as the net cash flows on a
portfolio comprised of some combination of these building blocks.

For the remainder of this section, we focus on the applications of deriva-
tives for transferring market risk. The building blocks discussed below are the
same ones that are used in derivatives aimed at credit or other risks.

Forward and Forwardlike Contracts

The most basic type of derivatives contract is a forward contract. A forward
contract is a bilateral contract negotiated for the delivery of a physical asset
(e.g., oil or gold) or its cash equivalent at a certain time in the future for a cer-
tain price fixed at the inception of the contract. No actual transfer of owner-
ship occurs in the underlying asset when the contract is initiated. Instead,
there is simply an agreement to transfer ownership of the underlying asset at
some future delivery date. From the perspective of the buyer (seller), a for-
ward transaction is thus actually the establishment of a long (short) position
in the underlying commodity.

Forward Delivery Contracts
A simple forward delivery contract might specify the exchange of 100 troy
ounces of gold one year in the future for a price agreed upon today, say $400
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per ounce. If the discounted expected future price of gold in the future is
equal to $400 per ounce today, the forward contract has no value to either
party ex ante and thus involves no cash payments at inception. If the price of
gold rises to $450 per ounce one year from now, the purchaser of this con-
tract makes a profit equal to $450 minus $400 times 100, or $5,000, due en-
tirely to the increase in the price of gold above its initial discounted expected
present value. Suppose instead the price of gold in a year happened to be
$350 per ounce. Then the purchaser of the forward contract loses $5,000,
and she would prefer to have bought the gold at the lower spot price at the
maturity date.

Algebraically, the payoff at maturity date T on a long forward contract
based on one unit of some underlying is

S(T) – K

where K is the delivery price fixed at the contract’s inception ($400 per ounce
in our example) and S(T) is the spot price of the underlying (in this case gold)
on the delivery date. For the long, every dollar increase in the price of gold
above the price at which the contract is negotiated yields a $1 per ounce in-
crease in the contract’s maturity value, and every dollar decrease in the price
of gold yields a $1 per ounce decrease in the contract’s value at maturity. If
the price of gold at maturity is exactly $400 per ounce, the forward purchaser
is no better or worse off than if the contract had not been entered.7

The cash flow at maturity date T on a short position in a forward con-
tract on one unit of the underlying asset is

K – S(T)

For the short, every dollar increase in the price of gold above the price at
which the contract is negotiated causes a $1 per ounce loss on the contract at
maturity. Every dollar decline in the price of gold yields a $1 per ounce in-
crease in the contract’s value at maturity. If the price of gold at maturity is ex-
actly $400 per ounce, the forward seller is no better or worse off than if the
contract had not been entered.

Combining the payoffs to the long and short on the forward contract
also confirms that the transaction is zero net supply. Because (S(T) – K) +
(K – S(T)) equals zero exactly, the creation of the forward contract by 
the agreement of the long and short has left the supply of the underlying
asset unchanged and, all else being equal, has not affected any other 
market participants except the two that engaged in the forward transac-
tion. This fact and the terminal payoffs of the two forwards are shown in
Exhibit 13.2.

Forward contracts on foreign exchange and physical commodities are
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commonly observed, and both involve physical settlement at maturity. A con-
tract to purchase Japanese yen for Swiss francs three months hence, for exam-
ple, involves a physical transfer of francs from the buyer to the seller, in return
for which the buyer receives yen from the seller at the negotiated exchange
rate. Many forward contracts, however, are cash settled rather than physically
settled. At the maturity of such contracts, the long receives (makes) a cash
payment if the spot price on the underlying prevailing at the maturity date of
the contract is above (below) the prearranged fixed purchase price.

An especially popular cash-settled forward contract is the forward rate
agreement, or FRA. An FRA is a cash-settled forward contract based on the
LIBOR, or the rate on large-dollar, interbank term Eurodeposits. In a typical
FRA, Firm Wells may agree to pay one year hence to Firm La Salle the then-
prevailing three-month LIBOR based on an assumed principal value of $1
million, less a fixed interest rate of, say, 6 percent of the $1 million principal
amount. If the three-month LIBOR one year hence turns out to be above 6
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percent, Firm La Salle receives a net cash payment from Firm Wells. Firm La
Salle thus gains at the expense of Firm Wells. If the three-month LIBOR is be-
low 6 percent in a year, the opposite is true. Because the principal amount
used to calculate the net cash flow is not actually exchanged, it is referred to
as notional.

Forward contracts are sometimes “settled in arrears,” meaning that the
value date of the transaction (i.e., the date on which the value of the final pay-
ment is known) is prior to the settlement date (i.e., the date on which funds
and/or assets are exchanged). A settled-in-arrears FRA is type of settled-in-ar-
rears forward contract that pays the following to the long:

where Z is the notional principal amount of the transaction, K is a fixed rate,
and RT+m, T+m+d is an annualized d-day interest rate paid on the Eurodeposit
referenced by the FRA.

In the settled-in-arrears FRA, the trade, value, and settlement dates all
can be spaced quite distantly in calendar time. The fixed-rate K is set on trade
date T. The value of the FRA is not known to the short and the long, however,
until the reference rate RT+m, T+m+d is set on date T + m. This rate is the rate
paid on a CD placed at time T + m with a maturity date of T + m + d. Because
the FRA is settled in arrears, the settlement date on the FRA is the same as the
settlement date for the underlying CD—that is, date T + m + d.

Futures Contracts
Forward contracts are important not only because they play an important
role as financial instruments in their own right but also because many other fi-
nancial instruments embodying complex features can be decomposed into
various combinations of long and short forward positions. Derivatives are
“forward-based” if the contract can be decomposed into a forward contract
or a portfolio of forward contracts.

Perhaps the most common forward-based derivatives contract is a futures
contract, or a forward contract that is traded on an organized financial ex-
change such as the CME. Like forwards, futures can be based on a variety of
underlyings and can be settled either physically or with cash. A popular cash-
settled futures contract is the CME’s Eurodollar futures contract, which has a
value at expiration equal to 100 minus the then-prevailing three-month LI-
BOR. Eurodollar futures currently are listed with quarterly expiration dates
and up to 10 years to maturity. The 10-year contract, for example, has an un-
derlying of the three-month LIBOR prevailing 10 years hence.

Although exchange trading is the principal economic distinction between
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futures and forwards, that implies a lot.8 A necessary condition for exchange
trading, for example, is at least some degree of standardization in contract
terms, such as the amount of the underlying on which the contract is based. In
turn, standardization facilitates “offsetting,” the process by which a long
(short) position on an organized exchange may be neutralized or reversed
when a trader takes a short (long) position in the same contract. Standardiza-
tion and the ability to offset exchange-traded contracts usually results in rela-
tively deeper liquidity for exchange-traded contract markets than in
customized, off-exchange contracting.

Another feature typically associated with futures is the daily recognition
of gains and losses. At least daily, futures exchanges mark the value of all fu-
tures accounts to current market-determined futures prices. Any gains in
value from the previous mark-to-market period can be withdrawn by the win-
ners, and those gains are financed by the losses of the losers over that period.
The zero net supply feature of derivatives ensures that total gains will exactly
offset total losses on any given day.

Swaps
A second popular forward-based derivative is the swap contract. Swaps are
privately negotiated agreements between two parties to exchange (or swap)
cash flows or assets at specified times in the future according to some specified
payment formula. Interest rate swaps and currency swaps are the most widely
used, although in principle swaps can be based on any underlying asset, refer-
ence rate, or index.

The basic building blocks underlying a swap are no different from those
underlying forward delivery contracts. The cash flows on a simple swap con-
tract, in fact, can always be decomposed into the cash flows on a portfolio of
forward contracts. Equivalently, a forward contract is just a one-period swap
with a single settlement date.

An interest rate swap obligates the counterparties to exchange interest
payments periodically for a specified period of time. In the most common
form of interest rate swap, called the “plain-vanilla” fixed-for-floating swap,
one payment is based on a floating rate of interest that resets periodically
(e.g., three-month LIBOR) and the other on a rate fixed at the inception of the
contract. The actual amounts exchanged are calculated based on a notional
principal amount. Like FRAs, the notional principal of interest rate swaps is
not exchanged.

Currency swaps are similar to interest rate swaps in that one party
makes a series of fixed or floating-rate payments to its counterparty in ex-
change for a series of fixed or floating receipts. In a currency swap, though,
the payments and receipts are in different currencies, and the principal
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amounts of each currency are exchanged at the beginning of the swap and
returned at its conclusion. The principal of a currency swap is therefore 
not notional.

To illustrate how the cash flows on a swap can be viewed as the cash
flows on a portfolio of forward contracts, consider the following example.
Suppose Firm La Salle enters into an interest rate swap with Firm Wells with a
notional principal value of $10 million. La Salle may agree to pay a fixed 6
percent of the notional amount underlying the contract to Firm Wells semian-
nually for one year, in exchange for which Firm Wells will pay La Salle an
amount equal to the six-month LIBOR percentage of the notional amount on
the same dates. Firm La Salle thus has swapped a 6 percent fixed interest pay-
ment for the floating six-month LIBOR.

Now suppose that instead of entering into the interest rate swap, Firm La
Salle had entered into a six-month FRA with a notional principal of $10 mil-
lion that entitled it to receive the six-month LIBOR prevailing six months
hence in exchange for paying 6 percent fixed. If Firm La Salle also entered a
second FRA maturing in 12 months obligating it to exchange 6 percent fixed
for the six-month LIBOR prevailing 12 months hence, the net cash flows on
the portfolio of two FRAs would be exactly the same as the net cash flows on
the single interest rate swap.

In addition to plain-vanilla interest rate swaps, many other types of
swaps can be found, most of which are distinguished by differences in the
key underlying economic terms of the swap. Even in fixed-for-floating 
interest rate swaps, numerous terms of the swap contract can be cus-
tomized, including:

■ The notional amount
■ Whether the notional amount is subject to an amortization schedule, and

if so what that schedule is
■ Who pays and who receives fixed-rate payments
■ The currency in which the interest and/or principal payments are to be

made
■ The holiday convention governing payments schedules
■ The length of time the swap will be in effect (i.e., the swap’s tenor)
■ The level of the fixed rate
■ The index to which the floating rate resets (e.g., six-month LIBOR)
■ The spread (if any) to be added to the floating-rate index, reflecting con-

siderations such as credit risk
■ The frequency of cash flows
■ The day-count convention for each payment stream
■ The frequency and timing of the floating-rate reset
■ Any terms affecting the credit risk of the settlements
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Derivatives based on more than one underlying are also quite common.
One of the most popular multifactor derivatives is a “basis” or “diff” swap in
which both legs of the interest rate swap are floating. Like an ordinary inter-
est rate swap, the transaction will have a notional principal amount used for
calculating interest payments and will have scheduled payment and settlement
dates that occur periodically over the life of the swap. But unlike a plain-
vanilla swap in which one party always pays a rate fixed at the inception of
the transaction, both parties in a basis swap pay an amount determined by a
floating reference rate.

To see how such instruments can be used for risk transfer purposes,
suppose a firm issued debt that pays quarterly interest equal to three-
month LIBOR plus 75 basis points. Suppose further that the firm is con-
cerned about excessive volatility in the LIBOR market arising from
liquidity shocks and that it would prefer to pay a rate with lower variabil-
ity. The firm might approach a swap dealer and enter into a LIBOR-for-
Prime swap, in which the firm receives LIBOR from the swap dealer and
pays the swap dealer the prime rate plus or minus a spread. If the dates,
amounts, and reference rates are all chosen judiciously, the income on the
swap will exactly offset the firm’s interest obligations on its debt, and the
firm has effectively swapped a LIBOR floating-rate obligation for a less-
volatile prime-rate liability.

Options and Option-Based Derivatives

The basic payoff diagrams for European calls and puts and several combi-
nations thereof were presented in Appendix 2 of Chapter 1, and the same
chapter demonstrated how the securities issued by a corporation are them-
selves types of options. In this section, we briefly summarize several other
types of options.

Barrier Options
A “knock-in” option is one that does not exist until the price of the underly-
ing has crossed some barrier, whereas a “knock-out” option ceases to exist
when some barrier is reached. A down-and-out call, for example, is a tradi-
tional call plus the additional feature that if prices ever fall below some “out-
strike,” the option disappears. If the outstrike is never reached, the terminal
payoff on the option is the same as if the call were a traditional European
option. But if the outstrike is reached, the option goes away. Similarly, if the
instrike on a “down-and-in” put is X and the strike is K, the option pays
nothing for X < S(T) < K, but when S(T) < X, the intrinsic value of the put is
K – S(T).

The outstrike on a barrier option does not affect the intrinsic value of the
option, which still is determined solely by the relation between the terminal
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price of the underlying and the option’s regular strike price. The outstrike is
important, however, because it determines when the option is “live” or
“dead.” In this sense, the outstrike functions like a trigger mechanism. Until
the trigger on a knock-in option is reached, the option may not be exercised,
no matter how high its intrinsic value. Conversely, when the trigger on a
knock-out option is reached, the option dies, again irrespective of its value to
the long if exercised.

Binary or Digital Options
A binary or digital option is an option whose payoff upon exercise does not
depend on how deep in the money the option is. The following is an example
of a binary call option with strike price K:

C(T) = max[0, S° – K]

where S° is a fixed amount. The buyer either gets zero or S° – K, and the latter
amount does not vary with the degree to which the option is in the money. The
payoff of this option at maturity (net of premium paid) is shown in Exhibit
13.3 and is contrasted with the payoff at maturity on a regular European call
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EXHIBIT 13.3 Long European Call versus Long Digital Call at Maturity
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with the same strike price. It is evident that the binary option gives the long
more money for any spot price S(T) < S° but penalizes the holder relative to a
European call for S(T) > S°.

Note that the underlying price still affects the welfare of the option buyer
by defining when the option is in the money. The option’s value to its buyer
thus is not entirely independent of the price of the underlying at maturity or
upon exercise. Only the payoff is independent of this price and is dependent
instead on the parameter S°.

Quanto Options
Usually found in equity markets, a quanto option typically is an option on a
foreign equity denominated in the local currency, where the currency conver-
sion rate is fixed and embedded in the option payoff formula. At some matu-
rity date T, the exercise value of a quanto option with strike price K
(denominated in a foreign currency) on some underlying stock whose foreign
currency-denominated value is denoted S(T) is

C(T) = max[0, XS(T) – XK]

where X is a fixed exchange conversion factor from the foreign currency into
the local currency. The payoff formula thus can be rewritten as follows:

C(T) = Xmax[0, S(T) – K]

so that the quanto is simply a traditional call with a fixed exchange rate con-
version. The fixed exchange conversion factor X is a type of indexing parame-
ter that, together with the traditional definition of intrinsic value, defines the
payoff of the option upon exercise or at maturity.

Average Price and Average Strike Options
“Path-dependent” options are nontraditional options—usually over the
counter—whose payoff upon exercise or at maturity depends not just on the
underlying asset price at the time of exercise/maturity but rather on the path
of underlying prices realized over some dates during the life of the option—
perhaps back to the trade date. One popular type of path-dependent option is
called an Asian or average price/strike option. For an Asian call option with
maturity date T, the exercise value is

C(T) = max[0 , A(τ1,τ2) – K]

where K is the fixed strike price (as usual) and where A(τ1,τ2) is the average
price of the asset underlying the option from date τ1 through date τ2. The av-
eraging period from τ1 through τ2 may include the trade date through the ma-
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turity date or anything in between, and the average itself may be geometric or
arithmetic. Puts work the other way around, with the terminal payoff equal
to the maximum of zero or the strike less the average price.

A similar type of Asian option is an average strike option. For a call with
maturity date T, the payoff at expiration on an average strike call is

C(T) = max[0 , S(T) – A(τ1,τ2)]

where S(T) is the terminal price of the underlying and A(τ1,τ2) is the average
value of that underlying price over the period from τ1 to τ2.

Asian options tend to be quite popular for corporations wishing to
smooth cash flows or earnings over relatively long periods of time. When the
objective is to avoid spikes in cash flows or earnings, Asian options can be
useful mechanisms for distributing the impact of such spikes over the chosen
averaging period. At the same time, because the averaging effect in the pay-
offs of Asian options reduces the likelihood of extreme price movements, the
probability of a large in-the-money move is lower with an Asian option than
a traditional call or put. Consequently, Asian options tend to be cheaper—of-
ten significantly—than otherwise identical, traditional European calls and
puts.

Lookback Options
Another popular type of path-dependent option is an option on an extremum,
or a lookback option. At maturity or upon exercise, a lookback option gives
its buyer the right to choose a strike price based on any price the underlying
has realized either over its life or over some defined interval. A lookback call
thus is equivalent to a call whose strike price is the minimum realized price
over the indicated interval, whereas a lookback put is an option with a maxi-
mum price as strike. Payoffs of lookback calls and puts at maturity are shown
below, respectively:

C(T) = max[0, S(T) – Smin]
P(T) = max[0, Smax – S(T)]

Ladder Options
A ladder option has a strike price that automatically changes when the under-
lying price moves through some predefined barrier. The buyer and seller can
agree on multiple such “rungs” and a “ladder” of corresponding strike prices.
Ladder options are popularly used to lock in some degree of in-the-money-
ness of an option so that subsequent reversals before exercise or maturity do
not deprive the holder of those gains.

A European ladder call option has the following payoff at maturity
date T:
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C(T) = max{0, S(T) – K, max[0, Lk – K]}

where Lk is the kth rung in the ladder of strike prices specified. The payoffs on
a ladder call are shown for three different price paths in Exhibit 13.4 from
Smithson (1998). Price path 1 generates a payoff equivalent to a traditional
call because the terminal asset price S(T) is above both ladder rungs. But for
price path 2, the price path crossed ladder rungs L1 and L2, but the terminal
price reversed and ended up below L2. The ladder payoff thus is L2 – S(T)
larger than it would have been for a traditional call. And for price path 3, the
path crosses the first rung of the ladder and then slides downward so that S(T)
is well below L1. Because the option is a ladder, the early appreciation in the
underlying price above L1, however, is locked in.

Shout Options
A shout option is a call or a put where the buyer can “shout” to the seller and
define a ladder rung—just as in a ladder option—at one or more times over
the life of the option. Usually the buyer can shout only once. In other words,
a shout option is a ladder option where the rung is determined over the life of
the option rather than in advance. When the buyer shouts to the seller, the in-
trinsic value of the option is locked in as a minimum terminal payoff. But if
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only one shout is allowed, the buyer may forgo other potentially more prof-
itable shouting opportunities.

The payoff of European shout calls and puts on maturity date T are de-
fined as follows for some buyer-chosen shout level K°:

C(T) = max{0, S(T) – K, K° – K]}
P(T) = max{0, K – S(T), K – K°}

Exhibit 13.5 shows price path 2 from Exhibit 13.4 and the predefined ladder
rungs L1 and L2. If the buyer of the shout option shouts when prices reach
ladder level L2, the buyer of the shout option receives the same payoff as the
buyer of the ladder option. If instead the buyer presciently shouts at Shout 1,
the payoff is higher; if the option purchaser shorts at Shout 2, the terminal
value of the call is less. The better a shout option buyer is at identifying trends
and reversals, the more a shout option will resemble a lookback option.

Compound Options
A compound option is an option on an option. Upon exercise, the buyer re-
ceives another option rather than an actual physical asset, cash-equivalent, or
forward-based derivatives contract. Examples include options on caps, collars,
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floors, and a portfolio of options. Compound options can be calls or puts and
can be written on calls or puts, leading to at least four combinations: a call on
a call, a call on a put, a put on a call, and a put on a put.

Exchange, Rainbow, and Basket Options
Another type of option where the underlying is not a simple, single asset is an
exchange asset, or an option to exchange one asset for another. A European
exchange option has the following value at maturity

max[S1(T) – S2(T), 0]

where S1(T) is the terminal price of asset 1 and S2(T) is the terminal price of
asset 2.

Exchange options commonly are combined with a position in one of the
two assets. When this is done, the net result is an option that allows the buyer
to obtain the better or worse of two assets. An option that entitles its holder
to obtain the better of two assets has a terminal payoff of

max[S1(T), S2(T)] = S1(T) – max[S1(T) – S2(T), 0]

and an option that entitles its holder to obtain the worse of two assets has a
terminal payoff of

min[S1(T), S2(T)] = S2(T) + max[S1(T) – S2(T), 0]

The value of the debt issued by a corporation is an option on the worse of
two assets—riskless debt equal to the face value of the debt plus a put struck
at the face value of the debt.

The exchange option also is sometimes called a relative spread option or
a rainbow option. Rainbow options can include two or more assets, and the
assets may represent a basket of other assets.

Combinations of Derivatives

Forward and forward-based derivatives often are bundled together with
explicit or embedded options or option-based derivatives to form combina-
tion derivatives. As a simple example, consider a putable swap in which
one or both counterparties to a simple interest rate swap may terminate the
swap early for a specified cash value if the underlying interest rate moves
more than a specified amount. A fixed-rate payer, for example, may be al-
lowed to terminate her pay fixed/receive floating swap if the underlying
floating rate falls more than 200 basis points below the fixed swap rate.
The cash flows on such a putable swap to the fixed-rate payor are the 
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same as the cash flows on a portfolio comprised of a plain-vanilla swap
and a floor.

What at first may seem like simple forward-based contracts are often
combination derivatives due to the presence of embedded options, some of
which may not be immediately obvious. Consider, for example, a forward
contract requiring one party to sell 5,000 bushels of wheat to the forward
purchaser in 90 days at a fixed price. Suppose also that the contract allows
the seller to deliver either No. 2 Dark Northern Spring wheat or No. 1 North-
ern Spring wheat, one of which is likely to be cheaper than the other 90 days
hence. The seller possesses a valuable option (written implicitly by the for-
ward purchaser) to sell the cheapest of the two wheat grades. Such cheapest-
to-deliver options are commonly embedded in commodity and some financial
futures contracts.

Other popular combination derivatives include the following:

■ A forward-start swap, or a swap contract whose terms are negotiated in
advance of the period in which settlements occur—that is, a forward con-
tract with a swap as its underlying

■ A swaption, or an option on a swap
■ A fraption, or an option on a FRA
■ A futures option, or an option on a futures contract
■ An index amortizing swap, or a swap whose notional principal value

amortizes over time according to some schedule, often indexed to some
reference rate like LIBOR; although viewed as a single product, many in-
dex amortizing swaps simply are combinations of caps or floors coupled
with plain-vanilla interest rate swaps.

The process by which new financial contracts are built from the elemental for-
ward and option building blocks is often referred to as financial engineering.

Structured Notes

Given the definition of derivatives set forth earlier, a structured note can be
defined as a debt security whose cash flows can be decomposed into the cash
flows on a traditional, straight debt security (e.g., a level-coupon or zero-
coupon bond) and a derivatives contract. For that reason, structured notes
also are sometimes called derivative securities.

Structured notes can contain embedded forward-based or option-based
derivatives. Perhaps the simplest type of forward-based structured note is a
floating rate note (FRN), or a note whose coupon payments are indexed to a
floating interest rate such as LIBOR. The cash flows on a FRN can be decom-
posed into the cash flows on a straight fixed-rate, level-coupon bond and a
fixed-for-floating interest rate swap whose notional principal is the same as
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the face value of the bond and whose settlement dates correspond to the
bond’s coupon dates.

The commodity-indexed debt discussed in Chapter 7 as an example of a
contingent liability is also a type of structured note.

TRANSFERRING CREDIT RISK USING DERIVATIVES

As noted, all the options and forwardlike derivatives already discussed are
used by firms to help fine-tune and tailor their exposures to market risk. But
when the underlying is changed to capture some risk apart from market risk,
derivatives of the types just discussed also may be used to manage nonmarket
risks. The growth over the last decade in derivatives whose cash flows are
based on credit events, in particular, has been staggering. In 1996, notional
amounts outstanding in credit derivatives was reportedly around $40 billion.
By 1997, some estimates put the market at $100 billion. And by year-end
2000, Goldman Sachs estimated the market’s size at over $1 trillion.9

Among the types of credit risk discussed in Chapter 9 were default (settle-
ment and presettlement) risk, migration/downgrade risk, and spread risk. De-
fault risk is the risk of not getting a payment or asset when it was promised.
Migration or downgrade risk arises from changes in market participants’ per-
ceptions about the probability of an actual default that cause a decline in the
market value of the obligation. And spread risk is the risk that the excess yield
on an asset over the riskless rate fluctuates, due either to migration risk or to
fluctuations in the aggregate default premium. Popular credit derivatives exist
for managing all three of these risks.

Transferring Default Risk with Credit Default Swaps 
and Options

A credit default swap is a contract whose payoff is based on default-related
losses in the event of an adverse credit occurrence. In a credit default struc-
ture, the end user pays a fee to the counterparty and the counterparty agrees
in turn to make a contingent payment to the end user in the event of a default
on the underlying “reference asset.” The reference asset is the asset whose de-
fault triggers a payment on the swap and may be an asset owned by the end
user or not. A credit default swap based on a corporate bond held by the
swap end user, for example, might guarantee a repayment of principal on that
bond to the end user by the swap counterparty should the original bond is-
suer default. Or a credit default swap based on a loan portfolio held by the
swap end user would ensure a payment equal to the default-related losses on
the loan portfolio by the swap counterparty in the event the end user’s origi-
nal borrowers do not repay their loans.

As we saw in Chapter 7 and will see again in Chapter 15, credit default
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swaps function just like asset insurance. The concerned party pays premium
to a swap dealer in exchange for asset protection. A typical credit default
swap structure is shown in Exhibit 13.6. As shown, the reference asset—say,
a bond or loan—is owned by the end user. In the absence of a default, inter-
est and principal is paid to the end user, which pays a premium of xxx basis
points for the credit default swap but never receives income on the swap.
But if a default on the reference asset occurs, the default swap is triggered
and the “contingent payment” will be equal to or close to the interest and
principal forgone on the bond after the default. In some cases when the
buyer of asset protection in the swap also owns the reference asset, the
“contingent payment” actually may involve the transfer of the reference as-
set to the swap counterparty in exchange for a cash payment equal to the
par value of the asset.

Like many derivatives, credit default swaps are called “swaps” in large
part because of the benefits associated with documenting the transaction un-
der a master netting agreement, known broadly as a swap under the U.S.
Bankruptcy Code. Interest rate options like caps, collars, and floors are often
called swaps for the same reason, and the term “swap dealer” is synonymous
with “derivatives dealer.” In addition, many credit default swaps require the
party seeking asset protection to pay the premium periodically over the life of
the transaction. To assist firms in managing the funding risk dimension of
their asset portfolios, moreover, a LIBOR leg may be added to both sides of
the transaction, so that the asset protection buyer pays LIBOR plus xxx basis
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points and receives LIBOR plus the contingent payment in the event of a de-
fault on the reference asset. These features clearly make an otherwise option-
like product a bit more “swaplike.”

A close cousin to the credit default swap structure is called a “first-to-de-
fault” structure. These derivatives have more than one reference asset and in-
volve a payment by the swap dealer to the end user in the event of a first
default on any of the assets. Suppose a small regional bank makes three com-
mercial real estate loans and is concerned about the impact of a default on its
net interest income and earnings. One possibility would be for the bank to en-
ter a credit default swap on all three loans, so that any default would trigger
at least a partial repayment of the loss by the swap dealer. But this is likely to
be expensive.

Suppose further that the bank in question believes only one in three of its
loans is likely to default. If it knew which one, it could use a traditional credit
default swap to purchase asset protection for the loan in question. But if the
bank knows only that one in three loans is likely to default and does not
know which one will be the culprit, then a first-to-default structure makes
sense. The payments of such a structure are shown in Exhibit 13.7. In this
case, the bank pays a premium of yyy to the swap dealer for protection
against losses arising from the first default of any of the three loans in the ref-
erence portfolio. If a default occurs on any of the three assets, the contingent
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EXHIBIT 13.7 First-to-Default Default Swap
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payment is triggered in the swap, but if there is another subsequent default,
the bank is on its own.

A traditional credit default swap on a single loan will be cheaper than a
first-to-default swap on a three-loan portfolio, and the first-to-default swap
will be cheaper than a credit default swap covering all three loans. The one-
loan swap has a lower probability of expiring in the money than a three-loan
swap that includes the first loan unless the other nine loans are riskless. Thus,
the former is cheaper than the latter. But because the first-to-default swap has
a payout limited to the first default on a portfolio of three loans and the three-
loan credit default swap potentially must pay out on all three loans if all three
default, the latter will be more expensive.

Transferring Default and Migration Risk Using Total
Return Swaps

As discussed in Chapter 9, credit risk can have several dimensions, only one
of which is default risk. In fact, a major source of credit losses comes not
from actual defaults but rather from changes in market perceptions of the
probability a default will occur that result in larger discount rates and lower
prices of claims. Especially for bonds, even the hint of a rating downgrade can
precipitate a decrease in price. Recall that this type of credit risk is called mi-
gration or downgrade risk.

Classic credit default structures like those discussed in the previous sec-
tion are in the money only when an actual event of default occurs. The docu-
mentation for these transactions usually spells out with great care what
constitutes an event of default, such as the failure of an issuer to make a prin-
cipal or interest payment on its claims. But because credit default swaps have
“triggers” that allow payouts to end users only in the event of a default, these
structures do not protect firms against downgrade risk.

A total return swap allows a firm to enter into an agreement with a swap
dealer or some other counterparty and periodically receive LIBOR plus some
spread in exchange for paying an income stream based directly on the perfor-
mance of the reference asset. Importantly, a total return swap is much more of
a swap than an option inasmuch as regular payments always should occur on
the swap. An example will help illustrate.

Returning to our bank in the last section, suppose the bank has three
loans in a loan portfolio and wants to get out of the business of bearing credit
risk and focus on the fees it can earn from originating and servicing the loans.
Each period—say, quarterly—the bank receives total interest R on the loan
portfolio, which is equal to the interest due on all three loans less any de-
faulted interest payments. In the total return swap structure—shown in Ex-
hibit 13.8—the bank agrees to pay the swap dealer LIBOR plus R each
period. In other words, the bank passes on all interest it collects on the three
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loans, including situations where interest collected is below interest due be-
cause of coupon defaults.

In addition, the swap dealer and the bank agree at the beginning of the
swap transaction on a method for calculating the market price of the three-
loan portfolio. This price may be calculated by a third-party calculation
agent, by quoted prices of similar syndicated loans, or just about any other
way provided the two firms agree to the calculation method ex ante. The
bank then agrees to include in its periodic payment to the swap dealer an
amount reflecting the change in value of the loan portfolio over the last pe-
riod. If one of the borrowers is a gold mine and discovers a huge new mine,
the perceived creditworthiness of that firm will rise and the value of the loan
portfolio, ∆V, will be positive. In this case, the bank owes the swap dealer a
larger payment to reflect the increase in the market value of the loan portfo-
lio. But if the gold mine instead announces that its latest mine contains noth-
ing but pyrite, this could cause a deterioration in the firm’s ability to make
remaining interest and principal payments, thus causing a decline in ∆V and a
reduced payment by the bank to the swap dealer.

In exchange for making payments of LIBOR plus R plus ∆V to the swap
dealer, the bank end user receives periodic payments from the dealer equal to
LIBOR plus k, where k is a fixed spread over the life of the swap. From the
bank’s perspective, it has exchanged its credit risk on the loan portfolio for
the credit risk that the swap dealer will not make its required fixed payment
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EXHIBIT 13.8 Total Return Swap
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of k. In other words, the credit risk of the loan portfolio is now borne entirely
by the swap dealer.

Transferring Spread Risk with Credit Spread Swaps 
and Options

As noted in Chapter 9, the excess yield on a risky asset above the riskless rate
can fluctuate either because of migration risk endemic to the asset itself or be-
cause the aggregate default premium affecting the issuer’s sector or industry
fluctuates. The spread on BBB paper over AAA paper, for example, is counter-
cyclical because more highly levered and less capitalized firms tend to get
squeezed more in recessions. Accordingly, the spread risk on a BBB-rated
bond may fluctuate even when the market’s specific perceptions about that
firm have not really changed; the deterioration in the class of BBB credits as a
whole may simply take all such issues along for the ride.

When a firm wants to eliminate its spread risk without eliminating its re-
alized default risk, credit spread swaps and options can be used. The swap
functions like a classical interest rate swap in which periodic payments occur
on both legs of the swap whose values are based on some notional principal
amount and day-count convention. The net cash flows of the derivatives
transaction are based on one or more credit spreads on one or more reference
asset(s) that may or may not be owned by parties to the swap.

In a single-factor credit spread swap, the firm wishing to transfer away its
spread risk on a specific asset or group of assets can exchange that risk for a
fixed payment. Exhibit 13.9 illustrates the basic mechanics of such a transaction.
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In this transaction, periodic payments are made by the swap dealer to the end
user in the fixed amount K times the notional on the swap, where K is some
fixed spread. In return, the end user pays YABC – YB, where YABC is the yield on
some reference asset or portfolio of assets called ABC and where YB is the yield
on a benchmark asset. The benchmark may be a Treasury or interbank rate, or
it may be the yield on another risky asset. The documentation of the transac-
tion must define carefully the method by which the yield is calculated for set-
tlement purposes.

Exhibit 13.10 shows an alternative structure for a credit default swap in
which the swap dealer and end user literally swap their spread risks. In such a
multifactor credit spread swap, an end user pays the spread over a benchmark
on some asset or portfolio ABC in return for receiving the spread over a
benchmark on a different asset or portfolio XYZ. The benchmark is generally
but not always the same on both legs of the swap.

Using a credit spread swap enables end users to transfer credit migra-
tion and spread risks—the former is a special case of the latter, after all—
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EXHIBIT 13.10 Multifactor Credit Spread Swap
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without eliminating their exposure to the risk of an actual default if they
own the reference asset. Credit spread options can be used to accomplish
the same ends in a directional and limited liability manner. A credit spread
call allows an end user to pay a premium in exchange for the right to “buy a
spread” and thus participate in any reductions of the spread on a reference
asset below some strike level. A credit spread put, by contrast, gives its
owner the right to sell a credit spread when it rises above a strike rate. Note
that the terms are reversed with respect to their normal meanings; a call
(put) is essentially an option to go long (short) the credit risk of a firm by
going short (long) its spread.

DERIVATIVES AND THE TRANSFER OF OTHER RISKS

In the wonderful world of derivatives, if you can document it, you can do it.
In other words, a swap contract or other privately negotiated derivatives
transaction can be constructed to pay off based on just about any kind of
“triggering” event. Not surprisingly, swaps are being used increasingly to
manage risks other than just market and credit risk.

As discussed in Chapter 8, Basel II places significant importance on the
measurement and management of operational risk by internationally active
banking institutions. Accordingly, the use of derivatives to try to address op-
erational risks has become more common in the last few years. Operational
risk derivatives have a form substantively similar to credit default swaps with
payoffs like those shown in Exhibit 13.5. An end user pays a premium for op-
erational risk protection to a swap dealer, in return for which the dealer
agrees to make a contingent payment to the end user upon the occurrence of a
triggering event. In this case, though, the triggering event is not a default on
some reference asset but rather an operational risk–related loss.

Some swap structures of this sort arose around Y2K. If the Millennium
Bug had caused operational failures and associated losses, a few swap dealers
were prepared to bear this risk using operational swap structures. As we shall
see in Part IV, however, such structures have been much more prevalent when
offered under the banner of ART products by (re-)insurers.

DERIVATIVES, FUNDING RISK, AND RISK FINANCE

Despite the widespread popularity of derivatives for fine-tuning the risk pro-
file of a firm—that is, for risk transfer purposes—some derivatives also can be
used for risk financing purposes. In such cases, the end user is not really trans-
ferring the bulk of its market risk to a swap counterparty. Instead, often the
firm is transferring the timing risk, or the risk that the cash flows on some
asset portfolio it owns will not arrive exactly when they are needed. For the
end user, an erratic cash flow pattern on its assets could cause all kinds of
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problems. It may be perfectly prepared to bear the risk of holding its assets,
but it may not be prepared to deal with excessively volatile cash flows.

A popular derivatives transaction used for risk financing purposes is an
asset swap. A plain-vanilla asset swap is usually just a simple interest rate
swap whose cash flows are tied to a very specific asset rather than a general
reference rate. Consider an investor who wants to own the bonds of Firm
Tangerine. For his own cash flow or interest rate risk management purposes,
however, the investor wants floating-rate exposure to Firm Tangerine at a
time when Firm Tangerine has only fixed-rate debt outstanding. As a solution,
the investor can buy the fixed-rate debt of Firm Tangerine and enter into an
asset swap with a dealer to pay the fixed coupons on Firm Tangerine in ex-
change for receiving a floating-rate cash flow with a credit quality equivalent
to Firm Tangerine’s.

A typical asset swap is actually a risk transfer product and indeed is often
considered a type of credit derivatives transaction. But a special type of asset
swap—sometimes called an income swap—is a risk finance version of the
classic asset swap. Consider a firm that is holding a portfolio of foreign bonds
issued by numerous governments around the world. Suppose these bonds are
all low risk and are being held as collateral on a secured liability—to guaran-
tee the interest and principal on a claim the firm has issued. Suppose further
that the claim being guaranteed by these foreign bonds has interest payable
quarterly, but the foreign bonds pay interest semiannually and annually—and
on different dates.

In this case, the firm could enter into an income swap with a swap dealer
in which it pays all the income on its foreign bond portfolio to the dealer as it
receives that income, in return for which the firm receives a stable and pre-
dictable payment each quarter on the swap of LIBOR plus a spread. The end
user still bears all the risk of the asset portfolio, and the swap will no doubt
contain covenants that guarantee as much. The purpose of the transaction is
purely to allow the firm to borrow against the bond portfolio to smooth its
cash flows and facilitate its timely interest payments on its secured liabilities.

Income swaps used for risk financing purposes are extremely common in
securitized product structures of the kind we explore in Chapters 14 and 22.

NOTES

1. See, for example, Hull (2000).
2. Much of this section is adapted from Culp (1995a) and Culp and Overdahl

(1996).
3. Global Derivatives Study Group (1993).
4. See the Bank for International Settlement’s derivatives statistics reported in

the statistical annex of the BIS Quarterly Review.
5. Some care must be used in interpreting these statistics. The principal un-
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derlying most derivatives—both privately negotiated and exchange-
traded—is used for calculation purposes but is never actually exchanged.
The amounts reported in the text thus may be good indicators of the size
and growth of the market, but they are not necessarily good measures of
the capital at risk in these markets.

6. The “building block” approach was pioneered by Smithson (1987).
7. That a terminal price equal to the fixed price set at the contract’s inception

leaves both the long and short no better or worse off than if they had not
entered the transaction is true by definition. The fixed price for future de-
livery is set precisely to ensure that both parties expect no gain or loss on
the contract ex ante.

8. The legal distinctions between futures and forwards are much more com-
plex and are not discussed here. See Culp (1995b).

9. See Kramer (2001).
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CHAPTER 14
Asset Disposition and 
Securitized Products

In this chapter, we consider a second type of capital market product that has
been used for the last several decades to facilitate both risk finance and risk

transfer. The products in question are called securitized products, created by
the process of securitization. Sometimes called synthetic asset divestiture, se-
curitization is the process of unbundling the cash flows of balance-sheet assets
and rebundling them into securities that can be placed with capital market
participants.

Before getting into the basics of securitization and securitized products,
however, we first need to understand the issues involved when an institution
decides to transfer its risk by actually disposing of assets. Securitization, after
all, is really just a particular means by which an asset disposition can be ac-
complished. This chapter addresses the following questions:

■ What variables may impact the asset divestiture decision of a firm?
■ How can derivatives be used to engage in “synthetic” asset divestitures?
■ What are the mechanics of a typical asset disposition accomplished

through a securitization conduit?
■ What are some examples of common securitized products, and how do

different structures involve differing roles for participating institutions?

ASSET DIVESTITURE1

If a company wishes to transfer the risk associated with a specific asset, one
rather blunt way to accomplish this is through the sale of the asset. A Swiss
chemical firm that funds a new production plant in Mexico, for example, is
exposed to a wide variety of risks, including the interest rate risk on any
project finance required, the operational risk of project-related problems,
the core risks that the project itself will suffer production-related problems,
the risk of fluctuations in the peso/franc exchange rate, and the like. If one
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or more of these risks exceeds the firm’s risk tolerance, the project can sim-
ply be sold.

Asset divestiture gets rid of all the risks of an asset or project, but this
may not reflect the company’s problem. If the Swiss chemical firm is con-
cerned only with the peso/franc exchange rate risk of the project, for example,
then selling the whole factory project may be overkill. As discussed in Chap-
ter 13, a much better solution may be to use transactions like derivatives to
hedge the risk exposure that is causing the firm concern.

Asset Divestiture or “Abandonment” Option

The decision to abandon a project can be viewed as a type of option. Some-
times called a real option because it cannot be explicitly traded and represents
more of a “strategic alternative” for the firm than a traded instrument, the
option to abandon a current asset or project is the option to terminate all pro-
duction and operations and sell the current asset for its market value, bearing
in mind that the asset’s market value represents what others are willing to pay
for it—a value that may well be different from the value of the asset as it has
been deployed in the selling firm’s current project.

The abandonment decision is a permanent one. If a company divests itself
of a balance sheet asset and subsequently regrets that decision, its only re-
course is to repurchase the asset at then-prevailing market prices from the
new owner. For highly specific capital assets, this can be tricky business. Ac-
cordingly, for capital-intensive projects in particular, the benefits of abandon-
ment must be weighed carefully against its costs.

In capital-intensive industries, such as transportation and financial ser-
vices, the capital intensity of investments is sufficiently high that even small
declines in demand for the end product may imply a higher liquidation value
of investments and assets than they would have if left in development or ac-
tive production. Even excluding risk from the picture, abandonment thus can
be attractive when fundamental shifts in costs or demand call into question
the viability of the product that the project is intended to produce.

At the same time and as noted earlier, the value of an asset already com-
mitted to a project may differ widely across firms. To see how this can affect a
firm’s decision, consult Exhibit 14.1, which shows the value of the abandon-
ment option for the Swiss chemical production facility in Mexico graphically.
Suppose the figure includes all the assets in the production facility that is, say,
half complete, and these assets include the machines in a factory, the factory
building and real estate, the information technology support infrastructure,
and the like. Of course the firm could unbundled these and sell the assets sep-
arately to the extent possible, but suppose for now the firm bundles the whole
package of assets together.

The abandonment option is tied very specifically to the alternative use of
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the assets in the project. If the Swiss chemical facility in Mexico is designed to
produce chemicals that are sold primarily by its parent corporation—say, in-
dustrial dyes—it may be possible for the assets at the facility to be adapted to
another firm’s production needs for a different product line, but the adapt-
ability depends on how similar that product line is to the intended dye pro-
duction. Adapting a dye production facility that is half complete to a factory
that will produce paint, for example, might not be too difficult. Suppose a dif-
ferent chemical firm is willing to pay K2 for the project as a whole, where K2 is
the expected discounted net present value of cash flows on these assets if de-
ployed into paint production. This NPV includes the additional investment
costs the firm will have to incur to redeploy the dye production assets into
paint production. The total NPV of the project for the acquiring firm thus is
exactly zero—it will be willing to spend K2 and no more to acquire a project
whose NPV is just equal to K2.

Now suppose in addition that a second firm also is willing to acquire the
whole project from the Swiss chemical firm, but this second firm intends to re-
deploy the assets into the production of explosives. This is quite a long way
from dyes and paints, so this potential acquirer will have to incur significant
new investment expenditures to convert the facility into one suitable for its
own purposes. Even if the gross present value of future expected revenues is
the same for the explosives manufacturer as it is for the paint producer, the
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EXHIBIT 14.1 Option for a Swiss Chemical Producer to Abandon a Mexican Dye
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higher investment costs required for the former company means it will be
willing to pay only K1 < K2 for the Swiss dye producer’s Mexican project.

The x-axis shows the expected net present value of the Mexican produc-
tion facility for the Swiss firm when it is due to be completed. This value es-
sentially represents the discounted expected future cash flows from the
factory assuming it goes into production less any additional investment ex-
penditures required to bring the factory on line. The current expected NPV of
the operation is shown in the exhibit as the point labeled V.

The two sales opportunities represent two put options for the Swiss firm.
If the plant is kept and remains in operation, it will be worth V. If the only
opportunity the firm has to sell the project is to the explosives producer for
K1, the abandonment option thus is out of the money at V and the Swiss firm
is better off finishing the factory and putting it into use. But if the paint man-
ufacturer offers K2 to the Swiss firm for its Mexican facility, that abandon-
ment option is in the money at V, so it pays for the Swiss firm to divest itself
of the project.

Note that if the current NPV of the project is V° instead of V, both
abandonment options are out of the money and the firm is better off keep-
ing the assets.

Other Real Options

Most firms in capital-intensive industries know the core production risks fac-
ing them when they undertake large capital projects. Accordingly, they often
make capital budgeting and design decisions in a manner that maximizes their
flexibility about what to do if the facility’s terminal NPV ends up being called
into question. In other words, knowing how costly abandonment is and how
much it depends on the value of the assets in an alternative use, corporations
undertaking large capital investment and infrastructure projects frequently try
to increase the other real options to which they have access. Some examples
of these are discussed below.

“Deferment” Option
The deferment option is an option to defer an investment expenditure to a
later date. The underlying of this option is the gross present value of the
project, and the strike price is the investment spending required. The op-
tion is more valuable for higher gross present values of project revenues,
lower investment costs, more volatile project revenues (i.e., more chances
for the project to pay off), and more time during which the investment can
be delayed.

The deferment option is essentially an American call option on the under-
lying project, very similar to the growth opportunity encountered in Chapter
4. Exercising the option means spending I(t) and getting a project or asset
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worth A(t), where A(t) is the discounted gross present value of cash flows ex-
pected on that asset. Not exercising the option means waiting to invest and
possibly ultimately deciding not to invest if the option is out of the money.2

The option’s value derives in large part from the possibility that waiting
to invest will provide the firm with more information about whether the in-
vestment is positive NPV. The demand for dyes, for example, may be cyclical,
but in the middle of a recession it may be difficult to tell whether demand will
rise by enough in the next expansion to warrant the new production facility.
Waiting until the business cycle turns can help a firm make a more informed
decision about whether the project’s expected NPV is positive.3

Another important factor that gives the deferment option value is the
time value of the option—how long the firm can wait before it has to make
the investment decision. Normally, American calls on non–dividend-paying
assets should not be exercised early because it is always more valuable to sell
the call than exercise it. And indeed, the option to abandon the project—sell
the call—may be the correct solution. But situations may arise when the early
exercise of the deferment option is sensible despite the project’s American
call–like features. Specifically, the time value of the deferment option is deter-
mined in large part by competitive considerations, or the degree to which
competing firms also may be contemplating expanding dye production.

A “rivalous” real option is an option whose value to one firm depends
on the behavior of other firms, whereas a “nonrivalrous” option can be exer-
cised by multiple firms. Although the deferment of capital spending to build
a dye factory is a decision that all dye producers can make, the value of the
option clearly is driven in part by the timing of those decisions. If our Swiss
firm waits too long and a German competitor builds a similar dye factory in
Costa Rica, the gross present value of the Mexican subsidiary of the Swiss
firm may be negatively affected through a shift outward in the industry sup-
ply curve. That also might affect the value of the abandonment option. Con-
sequently, there are situations where a firm can wait too long to undertake a
new project.

“Time to Build” Option
The time-to-build option combines the deferment option with the abandon-
ment option by staging capital investment expenditures over time. Suppose
the Swiss chemical firm can split the investment spending into two chunks, I(j)
and I(m), where j and m > j denote the timing of the investment expenditures.
The end result if both investment expenditures are made is a finished dye fac-
tory, expected to be completed on date T and yielding a discounted gross pre-
sent value from date T through the end of the expected life of the factory of
A(T). The value of the factory prior to date T—say, on date m—is denoted
A(m), although that still reflects the expected discounted gross present value
of the factory assuming it is on-line from date T onward.
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By staging investment expenditures, the total project can be viewed as a
compound option, or a call option on a call option. The first call option has
strike price I(j) and an expiration date of j. If exercised, the firm ends up with
another call option. The second call option is the deferment option, with
strike price I(m) and expiration date m. If the firm decides not to spend I(j) on
or before j and to let the first option expire worthless, the whole project is for-
feit. But spending I(j) on or before date j allows the firm to wait and make its
final investment decision up to date m. If the second call is in the money on
(or for reasons of rivalry before) date m, the firm spends I(m) and ends up
with the project. But at time m, the firm still can decide not to make the sec-
ond expenditure and to forgo the project.

Terminating a project midway through its development, moreover, does
not just result in the assets vanishing into thin air. On date m, the firm already
has incurred investment costs I(j) and thus presumably has something to show
for it. The firm thus has an abandonment option. Specifically, suppose the as-
sets can be sold to another firm and redeployed into an alternative use worth
K(m). At date m, the value of the project to the firm is

max[K(m), A(m) – I(m)] = K(m) – max[K(m) – A(m) + I(m), 0]

which we recognize from Chapter 13 as an option on the better of two assets
or an “outperformance” option. The first option then can be viewed as a call
option on the above outperformance option with strike price I(j):

max{max[K(m), A(m) – I(m)] – I(j), 0}

The time-to-build option is more valuable when the assets acquired
through staged investment decisions can be resold, but the option has value
even if this is not the case. If K(m) = 0, then the payoff to the second option is
just a regular call rather than an outperformance option.

Staging investment expenditures in a time-to-build framework allows
firms to get more information before irrevocably committing to a project. The
more volatile the cash flows from the project are anticipated to be, the more
value the option has. The deferment option gives its holders value for the
same reason, but the difference is that it takes time to build—hence the name
of this second option. If a project takes one year to complete, the deferment
option alone gives companies the valuable option to wait before incurring any
investment costs but in turn creates delays in the opening of the facility
should it go forward. The incremental expenditures incurred in the time-to-
build option, by contrast, allow the firm to pay a little bit for the option not
to come in behind schedule. If the project is junked, the company has lost sig-
nificantly less than its full investment outlay. But if it goes forward, it will go
forward on time.

Asset Disposition and Securitized Products 299

CCC-Culp 7 (294-348)  2/8/02  4:27 PM  Page 299



Option to Alter Operating Scale
Sometimes the abandonment or divestiture of an asset or project is a bit ex-
treme, even if a contraction in demand for the product produced by an in-
vestment-intensive production process suggests a smaller scale from what
was initially thought. Temporary shutdown decisions can make sense in
this situation.

Conversely, suppose demand for the product being produced is much
higher than expected. In that case, you might wish to incur additional in-
vestment expenditures in order to expand capacity and meet this newly ar-
rived demand.

The option to expand or contract (including temporary shutdown and
restart decisions) is known as the option to alter operating scale. Suppose our
Swiss chemical producer can spend I(t) to build the Mexican dye factory
worth A(t), where A(t) is the discounted expected net present value of cash
flows on the new factory assuming it produces 1 million cubic liters of dye per
annum for the rest of the life of the factory at a cost of C(q) per liter q. The
I(t) is a fixed and sunk cost, whereas the cost C(q) subtracted from future ex-
pected revenues and discounted to get V(t) is a variable cost.

If p(q) denotes the demand curve for dyes, the Mexican factory reaches
its productive optimum when ∂p/∂q = ∂C(q)/∂q—the usual optimality condi-
tion that marginal revenue equals marginal cost. Suppose the production opti-
mum at time t is q*, so the firm undertakes the project if

where λ is the firm’s cost of capital as usual. In other words, the firm spends
I(t) to undertake the project if the discounted expected net revenues from the
project are at least as high as the investment spending required assuming opti-
mal production.

Once the firm has incurred cost I(t), that cost is sunk, and the factory is
under way or in production. At that point, if the demand curve or the cost
curve shift, q* may no longer represent the condition for optimal production.
The option to be able to expand or contract operating scale and meet the op-
timality conditions for production is a valuable one.

Switching Option
The option to “switch” can refer either to switching inputs or outputs in a
production process. Input switching is common in industries where produc-
tion inputs are flexible, such as electric power and rotated-crop farming. In
the former case, for example, power can be generated using natural gas tur-
bines, hydroelectric and pump storage facilities, fossil fuels, nuclear fuels, and
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the like. If the price of natural gas rises significantly with respect to the price
of fossil fuels like coal, the ability to switch generation from gas turbines to
coal-fired plants is a valuable option.

Output switching is valuable and common in industries whose outputs
are characterized by volatile demand. Rather than sell the Mexican plant to a
German chemical concern that will use the dye facility to make explosives, the
Swiss firm simply has the option of switching to explosives production itself.
Just as in the case of abandonment, the output switching option has a payoff
that is equivalent to an option on the better of two assets. In the abandon-
ment case, the price the company could get for selling its assets to an explo-
sives producer was K2, presumed equal to the discounted expected future
explosives revenues less the cost of converting the assets for a different use.
The option to switch output from dye to explosives has exactly the same pay-
off as the abandonment option shown in Exhibit 14.1; switching outputs is
equivalent to the abandonment of the factory to a new buyer, where this time
the new buyer is just another (or possibly even the same) business unit of the
Swiss firm.

Importance of Risk

We began this discussion by explaining how a firm could abandon a project
or divest itself of assets in order to control its risks. We then reviewed several
intermediate and less draconian ways to make the capital budgeting process
more resilient to external factors so as to avoid the need of a full divestiture.
In all of our subsequent discussion, however, we have paid little attention to
the risk of the projects.

Discounting the expected future cash flows on a project at the firm’s
weighted average cost of capital already provides one “risk correction” in the
above calculations. In other words, the value of the project itself will depend
on the risk of that project in the firm’s portfolio of exposures. If the project
subjects the firm to any additional risks such as expected financial distress
costs, those costs also must be subtracted in the NPV calculation. In other
words, risk can be as strong a determinant of the abandonment and time to
build and other real options discussed in the prior section as are shifts in costs
or demand for the product.

“SYNTHETIC” ASSET DISPOSITION WITH DERIVATIVES

If the sole reason that a firm decides that the abandonment option is the one
that makes the most sense, actually selling the asset(s) can be time consuming
and expensive. Fortunately, derivatives sometimes can be used not just to
transfer some of the risks of an asset, as we saw in Chapter 13, but to trans-
fer all of the risks—and returns—of an asset to another party in the capital
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market. In this manner, derivatives can in some instances be used to facilitate
“synthetic” asset divestitures.

Importantly, when a derivatives transaction is used to completely transfer
the risk and return of an asset from the asset’s owner to another firm, the
ownership of the asset does not change. The asset remains on the accounting
balance sheet of the original owner, even if the firm’s risk or economic balance
sheet is neutral with respect to the asset. But ownership can be important. If
the firm is required to hold capital against a balance sheet asset and is not
given a capital charge credit for an off-balance-sheet risk transfer contract,
for example, then synthetic divestitures of assets can end up being more ex-
pensive than actual asset sales.

Synthetic asset divestitures tend to make sense for firms in lieu of actual
asset sales in two situations: when the firm is more interested in a synthetic re-
purchase agreement than an actual sale and when the synthetic divestiture is
simply cheaper than the alternatives.

Reversible Divestitures and Synthetic Asset Repos

If a company’s desire to get rid of an asset is temporary, then the firm actu-
ally is best served by trying to engage in a synthetic asset repurchase agree-
ment. In a traditional repo, as explained in Chapter 12, a firm sells a bond
to a counterparty and simultaneously agrees to buy it back, usually a short
time later. The firm thus “loans” the bond to a counterparty in exchange
for cash. A repo of this sort is thus essentially a very short-term bond swap
agreement.

Derivatives such as asset swaps and commodity swaps can be used to
achieve the same effect as bond repos. As distinct from permanent asset di-
vestiture or abandonment, derivatives can be used to divest synthetically an
asset or project with an understanding that when the derivatives transaction
matures or expires, the asset will revert to its original owner. We call this a
“synthetic” divestiture because the asset itself has not moved. It is still in the
same physical location and on the original firm’s balance sheet. But the risks
and return from that asset have been transferred temporarily to another firm.

Consider an example of a power company that has more than enough
generation assets to meet both its normal (i.e., “baseload”) demand and any
reasonable demand during peak-load periods. In other words, the company
has excess capacity in generation assets. Suppose, in particular, the utility
owns a hydroelectric facility. All the fixed costs in the dam are sunk, and the
variable cost of generating power is $K per megawatt hour. As power prices
rise, the dam could be turned on to generate power for a net profit margin of
S(t) – K per megawatt hour, where S(t) is the time t spot price. The payoff to
power generation in that case is identical to the payoff on a call option on
power struck at K.
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By assumption, demand is not adequate in the utility’s own area to re-
quire the dam. The power company thus can sell the dam and recover at least
some of the costs tied up in an otherwise wasting asset. But doing so also
would deprive the power company of the dam in all future periods. If the firm
believes baseload and peaking demand are on the rise, then keeping the dam
would make sense in order to avoid having to build new generation assets at
some point.

The firm can synthetically divest itself of the dam for the interim period
of time during which the dam is not needed by entering into a swap transac-
tion with another power supplier whose generation assets are not adequate to
cover its demand. Suppose specifically that the cost of transmitting power
generated by the hydrofacility to the other demand area is $T per megawatt
hour. The power company that owns the dam could presell the power from
the dam for $(K + T) per megawatt hour using a swap in which a firm com-
mitment to deliver power is reached (say, for delivery during peak weekday
periods). The combination of this short electricity sale at K + T plus the long
call struck at K plus the transmission costs of T would result in the original
utility being long a put on power at K + T.

Alternatively, the power company could sell calls, either to a specific
counterparty or in the marketplace to a generic buyer (e.g., using options on
electricity futures). The power company’s other generation assets are being
used to cover baseload and peaking demand, but because the dam is excess
capacity and can be viewed as a call, any exercises of the options the firm
writes can be honored by opening the dam’s floodgates.

Note that the generator can be synthetically disposed of with a call sale or
a swap in a relatively riskless manner only when the utility has excess capac-
ity. Otherwise, the generator will be needed to meet peaking or baseload de-
mand. And if a call has been sold against the generator in that case, the utility
will have to go into the market and buy the excess power it needs—possibly
at very high prices. Selling a call against a generation asset thus makes sense
for a utility if its own demand area is covered.

The main advantage to the firm of this strategy over a sale of the dam is
that the derivatives used to synthetically sell the dam expire after a certain
amount of time, at which point the right to use the excess generating capacity
reverts to the original firm. If the firm is genuinely convinced it will need the
dam eventually, this strategy is far less costly than selling the generator and
then either buying it back or building a new one.

Synthetic Divestitures Using Credit Derivatives

Just as asset or commodity swaps and options can be used to transfer synthet-
ically the risk and return on a physical asset to another firm, total return
swaps—as discussed in Chapter 13—can be used to transfer synthetically the
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risks and returns on a financial asset to another firm. Total return swaps are
sometimes called “replication” products because they allow firms to replicate
the risks and returns of asset ownership without actually owning the asset.4

Like the synthetic repurchase agreements just discussed, the synthetic di-
vestiture of an asset using a total return swap is reversible. Total return swaps
tend to have reasonably long tenors, however, and often can have maturity dates
that match the maturity of the asset whose risk and returns are being swapped
away. Synthetic divestitures accomplished with swaps thus are not always in-
tended to be repurchaselike; rather they are intended to provide firms with a
means of permanently divesting themselves of an asset without selling it.

Commercial banks have found total return swaps extremely popular for
facilitating a shift away from credit risk–based income toward fee-based in-
come. A bank may sell or syndicate a loan, but that means giving up its ser-
vicing role as well as its risk retention role. Many banks prefer to retain the
fees associated with loan servicing without necessarily retaining all the credit
risk of the transactions. Accordingly, they use total return swaps to transfer
some or all of their credit exposure without taking themselves out of the ser-
vicing loop.

MECHANICS OF A TYPICAL SECURITIZATION

Securitization is the process by which the cash flows on an asset are repack-
aged and used as the basis for the creation of securities like those discussed in
Chapter 2. Securitization is a type of asset divestiture decision, but it does not
have quite the same draconian implications of a pure divestiture. Importantly,
the firm divesting itself of the asset can choose to sell only part of the asset
and even can choose the risk attributes of the part(s) to be sold to investors.

Assets that can be (and have been) securitized include virtually any form
of loan (mortgages, home equity, auto, commercial and industrial, real estate,
student, etc.), most forms of receivables (credit card receivables, computer
leases, aircraft and marine leases, equipment leases), variable annuity fees,
delinquent tax liens, utility stranded costs, and the like. More recently, credit
and insurance risks have both become popular targets of securitization initia-
tives, although we will wait to discuss those until Chapter 22.

A typical securitization—say, of the trade receivables of a nonfinancial
corporation—begins with one or more firms that have assets on their books
that they wish to divest. A firm may accomplish this through a “conduit.”
Such conduits can take the form of single-seller or multiseller conduits. 
In a single-seller conduit, a single firm sells the assets it wishes to divest to
a special-purpose vehicle (SPV), special-purpose entity (SPE), or special-
purpose trust.

In the securitization context, an SPV is an entity created for the sole purpose
of purchasing the assets to be securitized from their owner and issuing securities
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using those acquired assets as collateral. The owner of the SPV is usually not the
original asset owner; otherwise, the SPV could potentially be consolidated up on
the original owner’s balance sheet, negating the asset disposition. Instead, the in-
vestment bank, a third party, or some other firm usually owns the SPV. Even
then, “ownership” often consists of only a very nominal capital investment (e.g.,
one dollar) and extremely limited control rights.

Once the assets to be sold are conveyed to the SPV, it is responsible for
the management of the collateral and the administration of cash receivables
and payables. As part of those responsibilities, the SPV is responsible for the
design of the asset-backed securities to be issued—that is, the manner in
which the cash inflows on the new assets will be transformed into new assets
in the form of securities. The principal and interest on the securities issued by
the SPV are based on the principal and interest on the original assets (e.g., re-
ceivables). The securities themselves usually are issued to an investment bank,
which then distributes them to end investors.

In a multiseller conduit like the one depicted in Exhibit 14.2, multiple
sellers—Companies ABC and XYZ in the exhibit—convey their selected as-
sets to a single SPV.5 The cash flows on the multiple pools of assets then are
combined as aggregate collateral for the securities issued by the SPV. In some
cases, the SPV may issue different classes of securities whose collateral is
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EXHIBIT 14.2 Typical Multiseller Securitization Conduit
Source: Kavanagh, Bohemio, and Edwards (1992).
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based on the repackaged cash flows of the underlying asset pools. Mortgage-
backed securities, for example, are issued based on pools of mortgage assets
whose cash flows have been arranged into “tranches” based on prepayment
speeds. The lower-risk securities issued by the SPV in that case would be
backed by the tranche of mortgages that prepay earliest, whereas the riskier
securities would be based on the principal and interest arriving last.

A major issue of concern to investors in many securitized products is the
credit quality of the paper issued by the SPV. To enhance this credit quality,
many securitizations involve at least two levels of credit enhancements. The
initial credit enhancement is provided by the company conveying the assets
and generally is the difference between the face value of the assets and the
(discounted) price paid by the SPV to acquire those assets. Usually known as
the holdback or overcollateralization of the assets, this amount usually is de-
fined as a multiple of historical losses on the underlying asset pool and the re-
lation between the credit quality of the asset pool and the rating the SPV
desires on the paper it ultimately issues.

Usually a second layer of credit support provision is necessary both to
make the new securities attractive to their holders and to stimulate trading in
those securities. The SPV often engages a credit support provider for this pur-
pose. In return for a fee, the credit support provider may provide a letter of
credit, guarantee, senior subordinated debt, a pledged reserve account, or
simply may sell puts on the conveyed assets and commit to purchase those as-
sets at a specified price.

Closely related to the role of the credit support provider(s) is the liquidity
support provider(s). Whereas credit support providers commit to making up
any shortfall on the assets of the SPV below its liabilities, liquidity support
providers commit instead to providing short-term financing for the servicing
of the newly issued securities. Liquidity support is provided to ensure that
mistimings in cash flows do not trigger defaults on the new securities. Liquid-
ity support also can be provided—usually in the form of an income swap as
discussed in Chapter 13—to smooth cash flows on any securities held as col-
lateral to guarantee full or partial principal repayment on the securities issued
by the SPV.

Finally, as Exhibit 14.2 illustrates, a typical conduit involves some partic-
ipation by an advising institution. This institution may advise in the structur-
ing of the conduit and also act as the sourcing or referral agent to identify the
companies whose assets will be conveyed to the conduit.

COMMON SECURITIZED PRODUCTS AND THE ROLE 
OF PARTICIPATING INSTITUTIONS6

Depending on the type of securitized product issued by the SPV and the pur-
pose of the conduit, different institutions may play different roles in the secu-
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ritization process. The means by which cash flows are repackaged to form se-
curities also depends on the type of product and structure. In this section, we
discuss four common types of securitized products, leaving three others—
credit-linked notes, collateralized debt obligations, and insurance-linked
notes—for Chapter 18.

Mortgage-Backed Securities

Securitizations first began with the issuance of securities backed by mortgages
in 1970 when the Government National Mortgage Association (GNMA) first
issued mortgage-backed “pass-through” securities. The Federal Home Loan
Mortgage Corporation (FHLMC or Freddie Mac) issued mortgage pass-
through securities just a year later, and the Federal National Mortgage Asso-
ciation (FNMA or Fannie Mae) followed with a pass-through issue in 1981.
In the mortgage-backed securities programs of three of these government-
sponsored enterprises (GSEs), the GSE itself plays the role of the SPV, buying
or sometimes originating mortgage loans and then pooling those loans to ser-
vice the interest and principal payments on the pass-through securities they is-
sue to investors.7

All three GSEs also act as credit enhancers to the securities they issue.
GNMA pass-throughs are guaranteed directly by the U.S. Treasury, whereas
Freddie Mac and Fannie Mae securities are agency securities and guaranteed
only by the balance sheets of the GSEs. It is widely believed, however, that
Freddie Mac and Fannie Mae would not be allowed to default and thus carry
the implicit backing of the U.S. Treasury. Partly because of the already high
quality the government and agency guarantees bring, pass-throughs generally
do not involve any liquidity enhancement.

Collateralized Mortgage Obligations and Real Estate
Mortgage Investment Conduits

Collateralized mortgage obligations (CMOs) and real estate mortgage invest-
ment conduits (REMICs) were developed as mortgage-based securitized prod-
ucts in which the prepayment risk can be separated so that the securitized
products issued are affected in different ways by prepayments. A group of
bonds issued in a CMO deal is called a tranche, and the collateral for these
tranches may include original mortgage loans, mortgage-backed securities, or
other CMOs and REMICs. Cash flows generated by the assets conveyed to
the CMO issuer are used to pay first interest and then principal on the securi-
tized products issued.

Mortgage-backed securities are called pass-throughs mainly because the
cash flows on the underlying pool(s) of mortgages are used to fund the inter-
est and principal payments on the securities on essentially a pro rata basis.
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Consequently, prepayments on the underlying mortgage assets can strongly
affect the timing and value of cash flows on the pass-through securities. For
CMOs and CMO-like structures, tranches are distinguished by their principal
prepayment risk. In a traditional “sequential” CMO, the tranches are as-
signed priority, and principal payments are made sequentially in that order of
priority. In this manner, the bonds issued through a CMO structure have in-
terest rate risk, prepayment risk, and effective maturities that vary by tranche,
thus allowing investors a greater ability to pick and choose between risk/re-
turn profiles.

Credit enhancements are generally not used for CMO structures that rely
primarily on agency mortgage-backed securities. For whole-loan-backed
CMOs, the SPV issuer usually holds a reserve fund—equivalent to overcollat-
eralization—to absorb some proportion of default-related losses before affect-
ing cash distributions to investors. In addition, holders of the securities issued
by the CMO often are given recourse to the underlying collateral. If the issuer
of the securities defaults, the collateral reverts to the bond holders, thereby
making the issuer’s credit quality largely unimportant.

Liquidity enhancements are often accomplished either with a reserve fund
similar to the credit default reserve fund or with an income swap. In either
case, the liquidity enhancement usually is designed to convert the often-
volatile income on the underlying mortgage asset pool(s) into a smooth (i.e.,
quarterly or semiannual) cash flow available for interest payments on the
bonds the CMO has issued.

A variety of additional variations on this structure exist for CMO struc-
tures, including minimum sinking fund provisions, accrual or Z bonds, very
accurately defined maturity (VADM) tranches, planned amortization class
(PAC) bonds, strips, floaters, and the like. All such variations can change the
risk/return features of the securities issued by the CMO structure by rearrang-
ing the type and order of application of cash income on the mortgage assets to
the issued bonds, but the basic mechanical structure of the conduit remains
largely the same in each case.

Nonmortgage Asset-Backed Securities

Mortgage-backed securities and CMOs are types of asset-backed securities.
In addition to being collateralized by mortgage loans, asset-backed securities
(ABSs) may also be collateralized by nonmortgage assets. The first such secu-
ritized product was issued in 1985 by First Boston and was a single-seller
conduit whose securities were collateralized by computer leases originated
by Sperry. ABSs are commonly based on leases or receivables, such as credit
card receivables.

In a typical ABS structure, the single or multiple sellers convey a specific
pool or pools of assets to the SPV that in turn issues securities based on the
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original asset pool(s). When the pool of assets either defaults or is fully re-
paid, the securities issued by the SPV are fully paid off and the SPV winds
down. In other words, most ABS structures are “self-terminating” and have a
finite life that depends on the life of the original assets conveyed. The matu-
rity of most ABSs usually runs from two to five years.

The structure in Exhibit 14.2 is broadly representative of a traditional
ABS conduit. In many ABS structures, the advising institution is also the firm
selling the assets to be securitized. This means that the credit and liquidity
support providers usually must be nonrelated third parties to ensure that, un-
der accounting rules, the transaction can be treated by the seller/advisor as a
legitimate asset disposition.

Asset-Backed Commercial Paper Programs

In the early 1980s, banks became concerned that they were increasingly un-
able to offer competitive financing to their corporate customers. As men-
tioned in Chapter 8, the Basel Accord also requires banks to allocate capital
to balance sheet loans, and banks in the 1980s were concerned about pushing
their regulatory capital utilization. As a solution, the banking community de-
veloped asset-backed commercial paper (ABCP) programs. These programs
were conduits for banks’ corporate clients to convert their receivables into
short-term financing at highly competitive rates, but because the actual is-
suance of securities was through a conduit, banks could assist and participate
in their corporate customers’ capital formation process without inflating their
balance sheets with new loans.

The structure of a typical multiseller ABCP conduit is well represented in
Exhibit 14.2, as in our other examples. Some important differences between
ABS and ABCP structures, however, can be illustrated using the diagram for
assistance. First, the paper issued in an ABCP program by the SPV and
through an investment bank to end investors is short-term commercial paper.
Unlike ABSs, ABCP issues do not trade in an active secondary market; nor do
they have long maturities. Instead, typically the paper is held to maturity by
end investors for holding of often only a few months.

The short maturities of ABCP issues also imply a second difference be-
tween ABCP and ABS conduits. As noted, ABS conduits usually involve a
one-time conveyance of assets to the SPV, and the SPV winds down after the
receivables are repaid and the securities are fully paid off. In a typical ABCP
program, by contrast, the SPV continually purchases new assets or receivables
and rolls over outstanding commercial paper issues.

A third important distinction between ABS and ABCP programs is the role
of the advising institution. In an ABS conduit, the banking institution is usu-
ally advisor and originator of the assets conveyed to the SPV, with third parties
providing credit and liquidity support. In an ABCP program, by contrast, the
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advising bank is usually responsible for identifying and structuring the asset
conveyance to the SPV, but the assets are owned by the customers of the bank
and not the bank. Because the advising bank is not the original owner of the
assets, however, it can and often does materially participate in the conduit also
as a credit and/or liquidity support provider.

NOTES

1. Some parts of this discussion are similar to Chapter 14 in Culp (2001), al-
though the presentation here is sufficiently different to warrant a review
even by readers familiar with the other text.

2. See Ingersoll and Ross (1992).
3. Remember that the expectation in a typical NPV calculation is a condi-

tional expectation. The conditional expected NPV of a project thus can
change as new information arrives in the marketplace. This does not re-
quire, moreover, the assumption of asymmetric information. Everyone may
well be equally ignorant and then become gradually more informed at the
same rate as time passes.

4. See, for example, Das (1998).
5. Figure 14.2 is based on Kavanagh, Bohemio, and Edwards (1992).
6. This section draws from Kavanagh, Bohemio, and Edwards (1992).
7. Some of the distinctions between the pass-through securities issued by

these government-sponsored enterprises are explored in Hayre, Mohebbi,
and Zimmerman (1995).
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CHAPTER 15
Insurance

We turn now to consider one of the oldest and most commonly used
forms of risk transfer, insurance. Numerous parallels will quickly be-

come obvious between insurance contracts and the risk transfer methods al-
ready examined—especially derivatives. Nevertheless, classical insurance
and derivatives are indeed different forms of contracts. They often involve
different types of risks, are regulated differently, and are supplied by differ-
ent types of firms. As we shall see, moreover, insurance and derivatives also
are separated by the important distinction between an insurable interest and
an optionable interest.

When an insurance company buys insurance, the product used to accom-
plish a transfer of risk is called reinsurance. Some fundamental differences ex-
ist between primary insurance and reinsurance, however; we leave discussion
of the latter to the Chapter 16. In this chapter, we focus on answering the fol-
lowing questions:

■ What are the mechanics of a risk transfer accomplished using a classical
insurance contract?

■ When information is asymmetric between the insurance provider and pur-
chaser, how does the insurance provider alter the design of insurance con-
tracts to mitigate moral hazard and adverse selection problems?

■ How are insurance contracts distinguished by market or business line?
■ How are insurance companies organized?
■ How do insurance companies manage their liabilities using capital and

reserves?

MECHANICS OF CLASSICAL INSURANCE

A typical insurance contract is a risk transfer mechanism enabling a firm to
transfer the loss arising from some specific risk(s), peril(s), or hazard(s)
from the equity holders of the insurance purchaser to the equity holders of
the insurance provider. Insurance contracts can best be understood by first
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examining their distinguishing characteristics and then their mechanics, in-
cluding the risks they are designed to cover.

Features of Insurance Contracts

Traditional insurance contracts are characterized by four important features1:

1. The purchaser of insurance must have an insurable interest.
2. Risk must exist at the inception of the contract.
3. The insurance contract must transfer some portion of the risk from the

purchaser of the insurance to the provider or seller, in return for which
some consideration (i.e., premium) must be conveyed to the seller by the
purchaser.

4. The contract is “of utmost good faith.”

The first three criteria differentiate the insurance contract from a gam-
bling contract and often are required for the contract to be considered insur-
ance for tax and accounting purposes. Of particular importance is the
concept of an insurable interest, which also distinguishes insurance for other-
wise similar nongambling capital market products. Having an insurable in-
terest means that the purchaser of the insurance contract must be at risk to
sustain some economic loss in order to receive compensation. A firm that has
an insurable interest in property, for example, could sustain direct and mate-
rial damage by the loss or degradation of the property asset. Or a firm with
an insurable interest in professional liability must be capable of sustaining
direct and material damage from the professional misconduct or negligence
of its agents.

Insurable interest is required for a contract to be considered classical in-
surance as opposed to, say, a derivatives contract.2 A derivatives transaction
involves an optionable interest rather than an insurable interest. This means
that the risks transferred in a derivatives contract need not be risks to which
the derivatives counterparties are naturally exposed. In a typical pay fixed/re-
ceive LIBOR interest rate swap, for example, the end user need not have a
natural exposure to rising LIBOR as a precondition of doing the swap. If LI-
BOR rises relative to the fixed swap rate, the fixed-rate payer is entitled to a
net payment from the swap counterparty regardless of whether the fixed-rate
payer has sustained any economic damage from the interest rate increase.
This would impossible in a traditional insurance contract.

Another important feature of insurance contracts is that they are gov-
erned by the principle of utmost good faith. This means that the standard of
honesty applied to an insurance contract is higher than the standard applied
to ordinary commercial or capital market transactions. One important appli-
cation of the utmost good faith principle concerns representations made by
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the party seeking insurance. If a material representation is made and turns out
to be false, this is generally considered grounds for the insurance company to
walk away from the contract.

The materiality of a representation, moreover, need not be tied to any ac-
tual damage incurred by the insurance purchaser. In order for the insurer to
nullify the contract, it need be true only that the misrepresentation affects the
risk of the contract to the insurer. Even if there is no ex post damage arising
from the mispresentation, any representation that would have affected the in-
surer’s risk assessment of the contract ex ante is considered material. To ap-
preciate this distinction, suppose an auto insurer asks a customer if anyone in
the family under the age of 25 is driving the car and the customer answers no.
Then suppose one of the listed over-25 drivers has an accident. A subsequent
determination during the accident investigation that there was an under-25
driver may void the auto insurance policy even though the under-25 driver
was not behind the wheel when the accident occurred.

Utmost good faith also applies on the other side to warranties included
by the insurance carrier. Although a misrepresentation must have a material
impact on the risk to the insurer of underwriting the policy, a warranty in-
cluded by the insurer creates a condition for the policy to be voided even if
the condition is not material to the risk underlying the policy. If an insurer
warrants that the policy shall not be effective if the triggering event occurs
while it is raining, for example, then the insurer will not honor any claim
made based on a triggering event that occurred on a rainy day. Common war-
ranties often involve the exclusion of payments associated with acts of God,
terrorism, seizure or capture, coup d’états, and the like.

Mechanics of Insurance

An insurance contract specifies very clearly the nature of the risk, hazard, or
peril that can give rise to the contingent payment promised by the insurance
company to the insurance purchaser. This is known as the trigger of the con-
tract. Some insurance is highly specific to a certain enumerated risk, hazard,
or peril. Examples include property damage insurance triggered by fire or
flood, health insurance linked to particular medical problems (e.g., dental or
opthomological coverage), or casualty insurance linked to injuries sustained
in auto accidents. Other insurance structures may be more comprehensive in
nature, such as a general homeowner’s policy protecting property for essen-
tially any damage not willfully imposed by the policy holder or general med-
ical coverage applying to any treatments not arising from preinsurance
health problems.

In some cases, a single risk is insured by more than one insurance com-
pany. Historically, the lead or primary insurance company would put its name
at the top of a “slip” and then solicit other insurance companies to join in
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sharing the risk to be assumed. These firms would place their names under-
neath the lead insurer on the slip. The process by which an insurance com-
pany assumes risk thus came to be known as underwriting, and the lead
insurer was called the lead underwriter.

In addition, an insurance contract will specify clearly the nature of the in-
surer’s contingent liability payable to the insured party—sometimes called the
benefit amount—in the event the triggering event occurs. Whether the benefit
amount is fixed or variable depends on whether the insurance contract is a
contract of value or a contract of indemnity.

A valued contract is an insurance contract that pays a fixed amount if the
triggering event occurs. A regular life insurance contract, for example, pays a
fixed amount following the triggering event of the death of the insured. A
contract of indemnity, by contrast, has a contingent payment that is propor-
tional to the economic loss incurred by the insured party. A small loss thus re-
sults in a small payment, whereas a large loss results in a large payment,
subject to the important constraint that the insured cannot recover more on
the insurance contract than the actual economic damage sustained. A full in-
demnity contract is one that restores the insurance purchaser to exactly the
same condition as before the adverse triggering event.

Consider an example in which the insurance purchaser is a homeowner,
the insurable interest is the value of the owner’s house, and the insurance is
tied to the specific triggering event of a fire. Suppose the value of the house is
currently K. The homeowner can buy two insurance contracts. In the first—a
valued contract—the insurance purchaser pays premium pv for the right to re-
ceive Z in the event of a fire, where Z is a fixed amount. The second con-
tract—an indemnity contract—pays the homeowner an amount equal to the
damage sustained from the fire relative to the current price of the house K in
return for receiving premium pi. Exhibit 15.1 shows the payoffs to the value
and indemnity contracts in the event of a fire.

Consider first the valued contract. If there is no fire, the value of the con-
tract to the homeowner is –pv, or the premium paid. In the event there is a
fire, however, the homeowner receives Z from the insurer for a net gain of Z –
pv. As long as the damage caused by the fire does not cause the value of the
house to fall below V°, the owner of the value contract actually receives more
than the sustained damage. But for a decline in the value of the house to, say,
level V°°, the net gain of Z – pv is not sufficient to compensate the owner for
the damage sustained.

Now consider the indemnity contract. In the case of no fire, the home-
owner is out the premium paid of pi. But in the event of a fire, the value of the
indemnity contract is exactly equal to the decline in the value of the house, K
– V. Whether the house declines in value to V° or V°°, the homeowner re-
ceives the difference in that value and the initial price of the house K less the
premium paid. If the value of the house declines by less than K – V°, the
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homeowner would have been better off with the valued contract. But for de-
clines in the property value below V°—say, to V°°—the indemnity contract
provides better protection.

The value K in Exhibit 15.1 is called the attachment point of the insur-
ance, and in the example it is equal to the value of the house. But this need
not be the case. The fire insurance policy states that it will compensate the
homeowner for a decline in the value of the house from its then-current mar-
ket value, and this may be greater or less than the value of the house when the
insurance contract was executed. Alternatively, some types of insurance spec-
ify that damages will paid relative to some predefined amount, such as K. In
the former case, the insurance contract always compensates the homeowner
with a payment equal to actual, current losses. In the latter case, whether the
payment is adequate depends on whether the house has fallen in value relative
to the attachment point at the time of the fire. In an indemnity contract, the
converse—receiving more than the damage sustained—is not permitted, al-
though practical problems of measuring losses may sometimes allow this to
occur inadvertently.

Note in Exhibit 15.1 that the valued contract is equivalent to a binary put
option on the house, as discussed in Chapter 13, whereas the indemnity con-
tract is equivalent to a traditional put option on the property struck at K.
Two important differences, however, separate the options discussed earlier and
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these insurance contracts. The first is the existence of an insurable interest; the
insurance purchaser had to own the house and be at risk of sustaining actual
damage from a fire in order to purchase either insurance contract shown in
Exhibit 15.1. The second is that the exercise value of these options does not
just depend on their intrinsic value but also on the occurrence of the trigger-
ing event. A decline in the value of the house arising from, say, a flood would
send these options into the money, but in a nonexploitable way. In order for
the insurance contracts to be “exercised,” they must be in the money and a
fire must have occurred.

MORAL HAZARD, ADVERSE SELECTION, 
AND INSURANCE CONTRACT DESIGN

An important practical consequence of the distinction between insurable and
optionable interests is that insurance contracts, based on the former, tend to
be associated with firm-specific risks, hazards, or perils. Indemnity contracts,
moreover, have contingent payments based on firm-specific economic losses
incurred. Because the purchaser of insurance must be at risk to suffer direct
economic damage before engaging in an insurance transaction, insurance thus
poses two potential problems to a classical insurer that are not found in mar-
kets for risk transfers involving optionable interests, such as derivatives.

These problems are called moral hazard and adverse selection. Both of
these classical insurance problems are a result of asymmetric information be-
tween the insurer and insured. Moral hazard problems arise because insurers
cannot perfectly observe the actions taken by insured parties to control (and
sometimes to increase) their insurance risks and loss exposures. Adverse selec-
tion, by contrast, occurs when insurers cannot distinguish inherently “good”
risks from “bad” ones. Moral hazard is sometimes called “hidden action,”
and adverse selection, “hidden risk.”

Moral Hazard

When the purchaser of insurance can take actions that impact either the prob-
ability of incurring an insurable loss or the size of that loss and asymmetric
information prevents the insurer form perfectly observing those actions of the
insured, the problem of moral hazard can arise. Without fire insurance, for
example, an individual may spend more on fire prevention. But with fire in-
surance coverage, the homeowner may not pay as much attention to fire pre-
vention issues. Similarly, a corporation that insures the full value of a
shipment of cargo crossing the ocean may be less inclined to invest in the
safest ship around, knowing that the insurer will be there to pick up the loss.

In the extreme, full insurance with asymmetric information actually can
create perverse incentives, such as the incentive of a fully insured homeowner
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to set fire to her own house. Or a fully insured owner of an auto that might be
worth more insured than if resold might leave the keys in the car and then
park the car in a bad part of town.

Insurers include several common features in their contracts to mitigate
moral hazard problems. Moral hazard tends to be more problematic in con-
tracts of indemnity than in valued contracts. For that reason, the following
four features are most commonly observed in indemnity contracts:

1. Deductibles
2. Copayment provisions
3. Policy limits
4. Subrogation

Deductibles
The first mitigant against moral hazard used by insurers and included in most
indemnity contracts is a deductible, or a requirement that some portion of
any damages arising from the insured risk be paid by the insured before the
insurance company makes a payment. To see how this works, return to the
homeowner buying fire insurance as in Exhibit 15.1, and suppose the indem-
nity contract is chosen. We assumed before that the current value of the house
was K and that the policy payoff was calculated relative to that amount. The
policy thus paid K – V for any postfire value of the house V, and that amount
was exactly equal to the loss of value sustained by the insured party.

Now suppose the current value of the house is V* and that the policy has
a deductible of V* – K, shown on Exhibit 15.2, which now shows the value of
an insurance contract excluding the cost of premium paid. For any postfire
value of the house V, the policy still pays K – V. But because the current value
of the house is V*, the loss of value sustained is V* – V. The first V* – K dol-
lars of loss thus are absorbed by the homeowner. We refer to this first V* – K
amount of loss exposure for the homeowner as a retained exposure. The pol-
icy still can be viewed as a put option on the value of the house, but one that
is struck V* – K dollars out of the money at its inception.

With a large enough deductible, the insured party has some incentive to
engage in protective actions, such as buying smoke detectors, fire extinguish-
ers, and the like. In addition, the deductible lowers any return to arson on the
part of the insured.

The above is an example of what is called a straight deductible—a flat
amount applied on a per-loss basis. Other types of deductibles also may be in-
cluded in insurance policies. Especially in liability policies, aggregate de-
ductibles often are more common that straight deductibles. Aggregate
deductibles are similar to straight deductibles in that they force the insurance
purchaser to retain a fixed amount of a loss. But they differ by defining the
loss and deductible cumulatively—usually over the course of a calendar year
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or the policy life—rather than per risk or per occurrence. A professional in-
demnity policy, for example, may require a firm to absorb the first $100,000
in losses, even if these losses are spread across several different claims.3

A disappearing deductible is yet another type of deductible that becomes
smaller as the economic damage sustained becomes larger. Such a deductible
results in the following contingent liability for the insurer following an occur-
rence of the triggering event underlying the policy:

(L – D)(1 + ζ )

where L is the aggregate economic loss or damage sustained, D is a fixed de-
ductible amount, and ζ is a “recapture factor” that turns the fixed deductible
into a disappearing one. Consider, for example, a fixed deductible D of
$10,000 and a recapture factor ζ of 10 percent. Suppose the aggregate loss is
only $15,000. The insurance company then owes $5,500 (= ($15,000 –
$10,000)(1.10)). The insurer retains the remaining $9,500 as a deductible.
But for a much larger loss of $100,000, the insurance company then owes
$99,000 (= ($100,000 – $10,000)(1.10)), which is almost the full amount.

Finally, a franchise deductible—which may be either a fixed or percent-
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EXHIBIT 15.2 Deductibles and Copay Provisions in a Property Insurance Indemnity
Contract
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age number—specifies a minimum threshold for losses before any payments
are made. When payments are made, however, the entire loss is payable by
the insurer.

Return to our homeowner’s example, and suppose the current value of
the house is again K. Now suppose the franchise deductible is defined as F,
shown in Exhibit 15.2. If the fire causes less than F dollars in damage to the
house, the policy pays nothing. But if the fire causes the house to decline in
value to any V < K – F, the policy holder receives K – V as payment—not K –
F, but K – V. In the vocabulary of Chapter 13, the fire insurance policy with a
franchise deductible of F is equivalent to a down-and-in barrier put with a
strike price of K and an instrike of K – F.

Copayment Provisions
A second way that insurers give policyholders an incentive to avoid moral
hazard problems and take actions commensurate with risk reduction is by in-
cluding copayment or coinsurance provisions in policies. A coinsurance pro-
vision requires an insurer to pay only some fraction of the total insured loss
and leaves the remainder of the loss to be paid by the insured party. Indeed,
coinsurance provisions often require that this uninsured portion of the expo-
sure be retained to prevent the insured party from seeking cover for the coin-
sured amount under another policy from another insurance provider. The
retention thus forces the policyholder to engage in some prudential risk man-
agement and discourages fraudulent or malicious claims.

Again consulting Exhibit 15.2, the heavy dashed line shows a fire indem-
nity policy with a deductible of V* – K and a copay provision of (1 – α)per-
cent. For every dollar of damage sustained to the house in excess of V* – K
dollars, the insurance company pays the homeowner only α dollars. If the
value of the house declines to V°°, for example, the full insurance with de-
ductible will yield a payment to the homeowner net of premium of K – V°° –
pi to be applied to the V* – V°° in damage sustained. The insurance with a (1
– α) percent copay provision yields α(K – V°°) – pi payment. The latter thus is
equivalent to α put options on the value of the home struck at K and initially
out of the money by V* – K.

Policy Limits
A third way to discourage moral hazard is for an insurer to limit its total lia-
bility to the insured party. Valued contracts are inherently limited by the fixed
payment nature of the contract, and policy limits can be included in indem-
nity contracts for this purpose. It is rare to find an insurance contract without
a policy limit of some kind.

Continuing with our fire insurance example, suppose the insurance com-
pany specifies a deductible of V* – K and sets a policy limit of Y. Exhibit 15.3
shows the payoff net of premium to the homeowner in this case. Under this
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policy, the homeowner’s net retention is the first V* – K dollars of loss and
any losses above Y.

Exhibit 15.3 should be familiar to readers as a short vertical spread in op-
tion parlance. In other words, a policy with a deductible of V* – K and a limit
of Y written on a house currently valued at V* is equivalent to a long put op-
tion struck at K and a short put option struck at Y, both of which have a ma-
turity date equal to the policy term and an underlying defined as the postfire
value of the house.

Subrogation
Insurance contracts also often include the right of subrogation for the insurer.
Subrogation means that any right of recovery the insurance purchaser has to a
third party for damage sustained is transferred to the insurer. Subrogation
helps enforce the principle of indemnity that prevents the insured party from
collecting more than one payment on a single economic loss.

Suppose, for example, that a homeowner purchases fire insurance as
above and then experiences a major loss from a fire that is determined to be
arson. Subrogation gives the insurer rather than the homeowner the exclusive
right to pursue a claim on the arsonist for a recovery—at least up to the
amount paid by the insurer on the claim.

In the absence of a subrogation right, it might be possible for the home-
owner to collect twice on the fire—once from the insurer and once through a
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EXHIBIT 15.3 Policy Limits in a Property Insurance Indemnity Contract
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legal claim on the arsonist. This ability, in turn, can create a moral hazard,
whereby the homeowner agrees to pay a large sum to the arsonist to torch her
house—or simply agrees not to pursue the arsonist with a claim. Especially if
the insured value of the house is above its market value at the time of the fire,
then both the arsonist and the homeowner can make a substantial gain on
such an arrangement in the absence of clearly defined subrogation rights for
the insurance provider.

Adverse Selection

Informational asymmetries between parties seeking insurance and those pro-
viding it can give risk to adverse selection problems. In the insurance context,
adverse selection occurs when the insurer cannot differentiate between good
and bad insurance risks and thus inadvertently attracts more of the latter than
the former. Specifically, when an insurer cannot distinguish between a good
insurance risk and a “lemon,” the premium assessed by insurers will be based
on the assumption that it encounters both types of customers. But this pooled
price will be too high for good risks and thus will guarantee that only bad
risks want to buy insurance. The goal for the insurer is to develop a contract
design or pricing mechanism that helps it to distinguish good from bad insur-
ance risks, preferably by getting people to reveal their own types. A contract-
ing or negotiation solution that induces insurance customers to reveal their
true types to the insurance company is called a revelation mechanism.

More formally, consider health insurance and imagine two types of peo-
ple—“sick” and “healthy.” The insurer is presumed to know the true propor-
tion of sick people in the market, but not whether any particular customer is
sick or healthy. The premium the insurer will quote thus reflects the expected
health quality of the people to be insured. As in Akerlof (1970), however, the
higher the price of insurance, the fewer healthy people will want insurance.
As the price approaches the true price that should be charged only to the sick,
only sick people will buy insurance in the resulting equilibrium—hence the
term “adverse selection.”

To clarify the nature of the adverse selection problem, consider first a
simple insurance model with no adverse selection. Suppose there are a large
number of potential flood insurance purchasers and that these purchasers are
risk-averse individuals with utility functions that are increasing and concave
in wealth in the sense of Chapter 2. People are identical and have the same
probability π of experiencing a loss L from flood damage. Assume all these in-
dividuals start with a wealth endowment W.

Exhibit 15.4 depicts equilibrium in the insurance market. The x-axis is
wealth in the state of the world in which a flood does not occur, and the y-
axis is wealth in the state of the world in which a flood does occur. The point
marked O represents the base “no insurance” case. At this point, individual
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wealth is W if no flood occurs and W – L in the event of a flood. The 45° line
is the “full insurance” line in which the wealth of the individuals is the same
regardless of whether a flood occurs or not.

The isolutility curve shown in Exhibit 15.4 indicates the trade-off the in-
dividual is willing to make between wealth in the no-flood state and wealth in
the flood state. The slope of the indifference curve shown is negative and de-
creasing in wealth. The more wealth the person has, the less valuable a trans-
fer of wealth from the no-flood state to the flood state. Conversely, people
with relatively less wealth to begin with are presumed to suffer more severely
from the flood damage in expected utility terms.4

An insurance policy is considered actuarially fair or fairly priced when
the premium per unit of coverage equals the probability of a loss. With no
transaction costs, the insurer thus breaks even at this price. The line in Ex-
hibit 15.5 from endowment point O running through point A on the full in-
surance line is called the “fair odds” line. The slope of the line is (1 – π)/π, or
the ratio of the probability of no flood to the probability of a flood. Points
along this line represent all states where the trade-off between wealth in the
no-flood and flood states is equal to the ratio of the probabilities of the no-
flood and flood states. All insurance contracts offered along this fair odds line
thus are actuarially fair or fairly priced and allow the insurer to break even on
its policy offerings (ignoring transaction and administration costs).
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EXHIBIT 15.4 Full Insurance with Actuarially Fair Prices and Homogenous Consumers
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Now suppose an insurance company sets a single price of insurance Q = π
and lets each consumer choose his own level of coverage z at that price. When
a flood does not occur, the utility of the individual will be U(W – Qz), where z
is the amount of coverage purchased, Qz is the total cost of insurance, and U
is the utility function. If a flood occurs, the individual realizes utility of U(W –
L – Qz + z)—that is, his endowment minus his loss less the price paid for in-
surance coverage z plus the coverage level z. The consumer chooses z to max-
imize his expected utility of wealth:

maxz [(1 – π)U(W – Qz) + πU(W – Qz + z – L)]

which yields the following first-order condition for optimum insurance
coverage

Because the insurance is actuarially fair and lies along line OA somewhere, Q
= π and equation 15.1 becomes

U’(W – Qz + z – L) = U’(W – Qz) (15.2)

Equation 15.2 is perfectly intuitive and says that the individual will choose an
insurance coverage level that equates his marginal utility of wealth after a
flood with his marginal utility wealth in the event a flood does not occur.

Clearly, the unique solution to equation 15.2 occurs when z = L. In other
words, consumers purchase full insurance. This is shown in Exhibit 15.4 as
the tangency point A between the indifference/isoutility curve and the fair
odds line, which also lies on the full insurance line. When insurance is priced
to be actuarially fair, risk-averse consumers thus always fully insure.

In practice, insurance companies typically charge an actuarially fair
price plus a “load” to reflect the insurer’s cost of writing the policy, manag-
ing its own risks, and administering the accounts. The insurance contracting
line thus is no longer line OA with slope (1 – π)/π. As Exhibit 15.5 illus-
trates, the new insurance contract line OC has a slope (1 – Q)/Q. When Q >
π, the slope of line OC is smaller than the slope of line OA. Now the con-
sumers’ indifference curve is tangent to the insurance contracting locus at
point C, which is below the full insurance line. When insurers charge a price
equal to the actuarial price plus a load designed to recover their costs of
providing insurance, the equilibrium result is that risk-averse customers
only partially insure themselves.

Suppose we again ignore transaction costs but assume that potential
flood insurance buyers are divided into two groups—high risk and low risk.
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Within each group, people are identical and have the same probability of
experiencing some loss L from flood damage. The probability of realizing
flood damage is denoted πL and πH for the low- and high-risk groups, re-
spectively. The insurer cannot distinguish between members of the two
groups but is presumed to know the true proportion of the two types of cus-
tomers in the market.5

Consider first an Akerlof-like model similar to the pecking order model
presented in Chapter 5 in which the insurance company sets a single price of
insurance Q and lets each consumer choose her own level of coverage at
that price. The low-risk consumer chooses z to maximize her expected util-
ity of wealth:

maxz [(1 – πL)U(W – Qz) + πLU(W – Qz + z – L)]

which yields the following first-order condition for optimum insurance
coverage

Similarly, for high-risk individuals the insurance coverage purchased is the z
that satisifies
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EXHIBIT 15.5 Insurance with Actuarially Unfair Prices and Homogenous Consumers
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Because (1 – πH)/πH < (1 – πL)/πL, zH > zB. This is illustrated graphically on
Exhibit 15.6.

When the price of the insurance is set at Q = πL, the low-risk individuals
purchase full insurance at point AL. But the high-risk consumers have indiffer-
ence curves that are not as steep. The tangency between the high-risk con-
sumer’s indifference curve and the insurance contracting as at price Q = πL
thus is point AH. Because this point is above the full insurance line, high-risk
customers buy more than full insurance. The insurance company breaks even
on the low-risk customers but loses money on the high-risk customers and
hence cannot offer this contract without expecting to go bankrupt.

Now consider instead a higher price Q such that πH > Q > πL. In this case,
the low-risk customers buy less than full insurance at point BL, which means
the insurance company makes a profit on them. But high-risk customers con-
tinue to buy more than full insurance at point BH. Whether the insurer makes
enough on the low-risk customers to subsidize the high-risk customers is un-
clear. In at least some circumstances, the insurer will expect to lose more on
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EXHIBIT 15.6 Adverse Selection with Heterogeneous Consumers
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the high risks than it makes on the low risks and thus will expect to go out of
business, so this contract does not represent a stable equilibrium.

Finally consider the price Q = πH. In this situation, the low-risk con-
sumers’ indifference curve is never tangent to the insurance contracting line
for levels of wealth below W. High-risk consumers fully insure at point CH,
low-risk consumers purchase no insurance and remain at point 0, and the in-
surer breaks even. Unlike the other two contracts, the insurer financially
breaks even in all circumstances by offering this contract. This equilibrium
thus is a stable one.

Unfortunately, the only one of the three contracts that represents a stable
equilibrium (i.e., an equilibrium in which the insurer always at least breaks
even in expected value terms) is the Akerlof outcome, as Exhibit 15.6 illus-
trates. When the insurer cannot distinguish between groups, the price eventu-
ally will be driven to the probability of flood damage being sustained by
high-risk individuals, and low-risk individuals will be driven out of the mar-
ket. In other words, the only contract the insurer is willing to offer in equilib-
rium is the contract that guarantees full adverse selection and attracts only
bad risks to the market.

Rothschild and Stiglitz (1976) propose a solution to this conundrum.
They argue that the key is in not offering consumers the choice of coverage.
Instead, they propose a pair of insurance contracts to act as a revelation
mechanism. One insurance contract gives high-risk individuals full insurance
coverage at a high price, and the other gives low-risk people partial coverage
at a low price. The result is a separating equilibrium that causes consumers to
reveal their true type to the insurer through their choice of contract.

Exhibit 15.7 illustrates the Rothschild-Stiglitz separating equilibrium.
The high-risk consumers will choose point C and fully insure, and the insur-
ance company breaks even. The low-risk consumers will choose to insure par-
tially at point E, where the indifference curve for the low-risk type is on line
OA just below where the two indifference curves cross. The high-risk types
prefer C to E, and the low-risk types prefer E to C.6

One problem with this solution to adverse selection proposed by Roth-
schild and Stiglitz is that theirs is a static model. Across multiple time periods,
unstable behavior can result. In the first period, the high- and low-risk types
reveal themselves in the separating equilibrium. In the next period, the insurer
knows who is who and thus simply offers a fairly priced policy with full cov-
erage to each group. But if people know that will happen in the second pe-
riod, then high-risk types might choose the low-risk policy in the first period
in the hope that they will be confused with the low-risk type.7

In a more practical context, insurers often choose a middle ground in
which they offer a multiperiod contract to customers based on their voluntary
disclosure of whether they are high or low risk. Over time, the insurer will
gain more information about the insured parties. As a loss record accumu-
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lates, the insurer eventually will know which type the consumer is. The con-
tract might specify that if the insurer realizes the voluntary disclosure of type
was not truthful and was instead a material mispresentation, the coverage is
canceled.

INSURANCE MARKETPLACE

Strongly influenced by historical evolution, the insurance marketplace today
is segmented along two dimensions. The first is the type of buyer and the
risk, hazard, or peril covered by the insurance contract. The second is the
range of coverage provided by the insurance company. Each of these is dis-
cussed below.

Insurance Product Lines

Historically, insurance has been divided into marine and nonmarine coverage
lines. Ocean marine insurance includes hull, cargo, freight, and liability risks.
Nonmarine insurance then can be divided into life and nonlife products. Life
insurance provides financial protection to a beneficiary in the event of prema-
ture death and includes a wide range of products, such as term life, whole life,
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endowment life, variable life, and universal life. Nonlife, nonmarine lines of-
ten are separated based on the target population of insurance customers. One
common division is as follows, along with examples of specific coverage of-
fered to each group8:

■ Individual insurance includes health and travel insurance.
■ Household insurance includes home, renter’s and auto insurance.
■ Business insurance includes property, liability, credit, crime, and errors

and omissions.
■ Employee benefits insurance includes group health and life, disability,

workers’ compensation, and unemployment insurance.

Business insurance, in particular, has many different variations depending
on the nature of the risk, hazard, or peril the firm wishes to transfer to an as-
suming insurer. Following are some of the most common types of business in-
surance and some examples of the risks, hazards, and perils these business
insurance products typically cover:

■ Professional indemnity (P/I)—liabilities arising from failures in business
processes, negligent commercial conduct, and inaccurate information in-
advertently supplied to customers

■ Crime and fidelity—fraud, theft of firm resources, malicious damage and
sabotage, and employee collusion

■ Directors and officers (D&O)—failure to manage assets or finances of the
firm responsibly, failure to maintain confidence or growth in the firm,
negligent misstatements and accounting fraud, actions taken beyond the
scope of authority, misappropriations of funds or property, and breach of
statutory or fiduciary duty

■ Property damage (PD)—physical damage to property and equipment, ter-
rorism, and damage to information technology systems

■ Business interruption (BI)—increasing working costs due to exogenous
events, disruption of production, and interruption of service provision

Insurance Carriers and Lines

The insurance market is often described based on the product offerings of in-
surers. In this connection, insurance companies sometimes are called carriers
because they “carry” certain types of insurance policy coverage, or lines.
Within Lloyd’s (which is explained in the next section), underwriters are sepa-
rated according to whether their primary product offerings are marine, nonma-
rine, aviation, or motor. Non-Lloyd’s commercial insurance companies usually
are distinguished based on whether they are life or nonlife carriers, and, in the
latter case, whether they are mainly property and casualty or liability carriers.

328 CLASSICAL RISK TRANSFORMATION PRODUCTS

CCC-Culp 7 (294-348)  2/8/02  4:27 PM  Page 328



Another popular means of distinguishing insurers by product line is
based on the number of fundamental risk types the firm underwrites. In par-
ticular, a monoline insurer is an insurance company that underwrites only a
single type of risk, such as life or credit risk. A multiline (or composite) in-
surer, by contrast, offers products that cut across more than one type of risk,
hazard, or peril.

INSURANCE COMPANY ORGANIZATIONAL STRUCTURES

Three types of companies typically provide insurance contracts to firms wish-
ing to use insurance as a risk transfer mechanism.

1. Stock insurance companies are open corporations.
2. Mutual insurance companies are financial mutuals in the Fama/Jensen

taxonomy discussed in Chapter 1. Here the policyholders insured by the
company are also its owners.

3. Cooperative insurance companies are formed in conjunction with some
cooperative movement, often in conjunction with organized labor or a
trade association. Cooperatives may be organized as a stock or mutual
and usually are distinguished from pure stock or mutual companies based
on their mission statement and operating principles. A cooperative in-
surer might, for example, give policy preference to members of the trade
union with which it is affiliated.

In only one forum are individuals allowed to supply commercial insur-
ance, and that forum is Lloyd’s, operating since it was founded by Edward
Lloyd in 1688 as Lloyd’s Coffee House. Lloyd’s has more than 30,000 mem-
bers, or “Names,” that are grouped into nearly 500 “syndicates.” Members
are admitted as Names only if they deposit certain funds in trust and satisfy a
minimum net worth requirement. Upon admission to membership, Lloyd’s
members are granted the right to underwrite insurance as individuals but face
unlimited personal liability in any such underwritings.

Lloyd’s is especially attractive to insurance purchasers wishing to un-
derwrite an unusual or exotic risk exposure. Whether insurance for undis-
covered environmental liabilities, kidnap and ransom (K&R), or an
aborted treasure hunt in the South Pacific, Lloyd’s has the reputation for
offering coverage on just about anything that can be defined in insurance
terms. To get coverage from Lloyd’s, a firm brings its insurance need to a
Lloyd’s broker. The broker then declares the need of the insurance pur-
chaser on a “slip” and solicits syndicate signatories to the slip to provide
cover for the risk. Importantly, Names do not underwrite risks directly;
syndicates underwrite slips and allow Names to underwrite only as a group
through their syndicate.
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RESERVE AND INVESTMENT MANAGEMENT 
BY INSURANCE COMPANIES

As noted in Chapter 12, a typical banking institution—including both com-
mercial and investment banks—may rely on either retail or wholesale liabili-
ties to fund the asset side of their balance sheet. Although retail-funded
commercial banks, in particular, can generate fee income and customer rela-
tionships from their liabilities, banks for the most part are asset-driven firms,
as are most nonfinancial corporations. Because most derivatives dealers are
banks of some sort, derivatives dealers thus are also asset-driven organiza-
tions. In other words, the core business of banks and swap dealers are based
on their investment and asset management decisions.

Insurance companies tend to operate in the opposite manner, because
their liabilities represent their core business. Just as banks use liabilities as a
way to fund their assets, insurance companies use assets mainly as a way of
backing their liabilities. But the liabilities are the core focus.

In return for providing insurance contracts, insurance companies re-
ceive a premium. The total premium collected by an insurance company
can be used to pay off claims arising from its contingent liabilities. But be-
cause claims do not necessarily arrive in the same time period (e.g., year)
that premium is collected, insurance companies must utilize technical re-
serves, as briefly introduced in Chapter 8. How insurance companies man-
age their technical reserves is an important determinant for their demand
for reinsurance as discussed in the next chapter, so some background dis-
cussion here is warranted.

Methods of Reserve Management

Technical reserves at an insurance company must be viewed differently from
the concept of excess capital reserves discussed in Chapter 7. For an insurance
company, its technical reserves are a liability. The premium an insurance com-
pany collects usually is invested in assets that back those technical reserve lia-
bilities, and the technical reserves of the firm then represent the future claims
expected on insurance contracts the company has offered.

Insurance companies utilize one of two reserve management methods for
financing the claims arising from their liabilities9: the capitalization or com-
pensation method. Under the capitalization method, an insurance company
invests its premium collected in assets and then uses those assets plus the re-
turn on those assets to finance subsequent insurance claims. Firms using the
capitalization method usually attempt to keep assets funded by premium col-
lections linked to the technical reserves of the liabilities for which the pre-
mium was collected. If the premium is collected on a property damage line,
for example, the assets acquired with that premium usually are earmarked to
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back the technical reserve liabilities of the property damage line. Technical re-
serves at firms using the capitalization method tend to be medium or long
term, as are the assets invested to back the corresponding liabilities.

The compensation method, by contrast, is a pay-as-you-go system in
which all premiums collected over the course of a year are used to pay any
claims that year arising from any business lines. Under this method, no real
attempt is made to connect assets with technical reserves. All premiums col-
lected are used to fund mainly short-term assets, and those assets collectively
back all technical reserves for all insurance lines.

The type and maturity of investments made by insurance companies of
their technical reserves depends on the reserve management method and the
nature of the claims for which reserves are held. In the compensation method,
reserves usually are short term and thus usually are backed by money mar-
ket–like assets. The capitalization method usually involves a longer gap be-
tween premium collection and claims payments. Firms adopting the
capitalization method thus usually invest in assets like fixed income securities
(government, corporate, and agency), securitized products, real estate, and
common stocks.

Types of Technical Reserves

Whether using the capitalization or the compensation method, insurance
companies writing nonlife business lines typically have two main types of re-
serves—unearned premium reserves and loss reserves.10

In most traditional nonlife insurance lines (e.g., liability and property),
policy coverage lasts one year and the premium is payable at the beginning of
the policy year. Although the premium is collected in advance, it is earned
only as time passes if a claim has not occurred. Unearned premium is a pre-
mium that has been collected that still may need to be used to cover an as-yet
unsubmitted claim. The unearned premium reserve is thus the proportion of
premium that must be set aside to honor future expected claims.

Suppose, for example, that a firm writes a one-year fidelity policy on July
1 and collects $100,000 in premium for writing that policy, but the firm’s fi-
nancial reporting and fiscal year end on December 31. In this case, only
$50,000 of the premium is considered earned at the end of the year. Unearned
premium reserves may be calculated gross or net of commissions paid to in-
surance brokers and distributors and other expenses.

The technical reserves an insurance company maintains to honor any fu-
ture claims—known or unknown—above the unearned premium are called
the loss reserve. Loss reserves may be set aside for losses that have been re-
ported and adjusted, reported but not adjusted, incurred but not reported
(IBNR), or for loss adjustment expenses. Adjustment refers to the negotiation
of claims amounts often required in liability lines, and reporting refers to the
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submission of claims to the insurer by the insured. Loss adjustment expenses
(LAEs) are those expenses incurred in the process of determining exactly what
the insurance company liability is on any given claim.

NOTES

1. See, for example, Williams, Smith, and Young (1995), Phifer (1996), and
Outreville (1998).

2. An insurable interest is not always required for life insurance, provided
the insured gives written consent to defining a different beneficiary.

3. Rather confusingly, the term “aggregate deductible” sometimes is used to
define an aggregate policy limit over the calendar year—for example, an
average deductible of $100,000 means that the total liability of the in-
surer is limited to $100,000.

4. For a review of expected utility theory in the context of risk management,
see Culp (2001).

5. If you find this example implausible, you can switch back to our exam-
ple of sick and healthy patients instead of high-flood-risk and low-
flood-risk customers.

6. For completeness, one also should show that the separating equilibrium is
not dominated by a “pooling” equilibrium. Although the proof is omit-
ted, any standard reference on the economics of uncertainty includes the
proof. See Laffont (1990), Chapter 8, on which the whole model in this
section is loosely based.

7. Doherty (2000).
8. See Borch (1992) and Outreville (1998).
9. See Outreville (1998).

10. In life insurance, reserves are known as policy or mathematical reserves.
Because the bulk of this book does not involve life products, readers are
referred to Outreville (1998) for a discussion of life reserve management.
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CHAPTER 16
Reinsurance

The insurance structures explored in Chapter 15 all were directed at single
policyholders wishing to purchase insurance on a specific risk from a single

insurance carrier. When the assumptions underlying the M&M propositions
hold, these sorts of contracts make sense only when sold by insurance compa-
nies to risk-averse individuals, and there is no role for the purchase of insur-
ance by corporations—including insurance companies.1 But when the
assumptions underlying M&M do not hold, insurance companies themselves
often wish to buy insurance—called reinsurance—to help them manage their
risks and capital structures.

In this chapter we explore the basic principles of reinsurance, seeking to
answer the following questions:

■ When one or more M&M assumptions are violated, how can insurance
companies increase their value by acquiring insurance for their own insur-
ance underwriting activities?

■ What are the different forms of reinsurance contracts?
■ How are different types of reinsurance “treaties” distinguished from one

another?
■ How can “excess of loss reinsurance treaties” be viewed from an options

perspective?

FUNCTIONS OF REINSURANCE

An insurance company that buys insurance is called a cedant. The outward
transfer of risk by the cedant to the reinsurance company is called a cession,
and the taking up or inward transfer of risk by the reinsurance company is
called an assumption. In return for taking up the risk originally borne by the
cedant, the reinsurance company receives a premium from the cedant.

When a reinsurance company buys insurance on a reinsured risk, the out-
ward transfer of risk is called a retrocession and the reinsurance company
buying the reinsurance protection called the retrocedant. The reinsurance
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company that assumes the risk in a retrocession is called the retrocessionaire.
The reinsurance and retrocession process is shown in Exhibit 16.1.

Insurance companies can engage in reinsurance and retrocession for a
wide variety of reasons, some of which are discussed below. Note that these
structures would not make sense in an M&M world. But when capital mar-
kets are imperfect and information asymmetric, all can make sense in at least
some circumstances. And in that context, the benefits of reinsurance should
look extremely familiar. (See Chapter 11.)

Capacity

Perhaps the most obvious potential benefit of reinsurance is the creation of
additional capacity for the cedant or retrocedant. In other words, reinsurance
is a classic form of synthetic equity for insurance companies.

Capacity can be inadequate for a primary carrier or reinsurer along two
dimensions. Large-line capacity is an insurer’s ability to absorb an extremely
large (i.e., catastrophic) loss on a single policy. In many situations, a policy
may be attractive for an insurer but only up to a certain amount of losses (or,
as we shall see later, only between certain loss layers). In order to underwrite
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the policy, the insurance company needs to know ex ante that it will not have
to retain all of the underwriting risk. Reinsurance can provide insurers with
precisely this assurance.2

Separately, some insurers lack premium capacity, or the ability to write
a large volume of policies in the same business line. Of concern in this case
is the insurer’s ability to weather a large number of possibly small losses
rather than a single massive claim. But the fundamental rationale for rein-
surance is essentially the same as in the large-line capacity case—“renting
the balance sheet” of another insurance company as synthetic equity so
that the primary carrier or reinsurer can provide all the policies that it
would like to write.

Reinsurance sought for capacity purposes can be viewed as a means of
mitigating underinvestment and debt overhang problems in the sense of My-
ers (1977). If a single large policy or a business line of policies represents a
positive NPV opportunity for the insurer but cannot be offered due to a lack
of equity capital, reinsurance creates a synthetic equity infusion large enough
to enable the firm to accept the positive NPV business opportunities.

Increased Surplus or Debt Capacity

As noted earlier, the total premiums written by a primary insurance carrier
are constrained by the equity capital of the insurance company, sometimes
called the firm’s surplus. Reinsurance can provide synthetic equity capital to
an insurance company if the firm might otherwise have to forgo positive NPV
insurance lines because of capacity constraints. But reinsurance as synthetic
equity also can be used to increase the firm’s total debt capacity.

When premium is collected at the beginning of a policy term, the insur-
ance company must establish an unearned premium reserve. Some types of
reinsurance involve a cession of premium as well as loss exposure to the rein-
surer. This in turn can reduce a firm’s required unearned premium reserves,
thereby increasing the firm’s surplus and increasing its debt capacity.

Reduced Earnings and Cash Flow Volatility

When the diversification of risks in a policy line is too low, earnings and
cash flows can be strongly influenced by underwriting losses. Like other
firms, insurance companies may wish to reduce that volatility of earnings
and/or cash flows to avoid underinvestment problems, to increase the 
signal-to-noise ratio in accounting signals, or just to facilitate their internal
cash management operations and capital budgeting activities. Reinsurance
thus can be used to effect “synthetic diversification” and reduce the vul-
nerability of earnings and cash flows to highly correlated adverse under-
writing results.
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Reduced Expected Financial Distress Costs

Volatility of earnings or cash flows in a particular policy line need not neces-
sarily arise from a single massive claim on a single policy. Indeed, claims of a
small to medium size whose arrival rates are highly correlated often can in-
duce more volatility over time than just a single claim. The possibility of a sin-
gle catastrophic loss thus tends to pose a different problem for insurers—the
risk of incurring financial distress costs.

The need for some carriers to secure catastrophic protection usually
arises from low-frequency, high-severity events such as natural disasters, ma-
jor industrial accidents, multiple accidents arising from a single peril or haz-
ard, and the like. As explained in Chapters 4 and 11, high-severity losses of
this kind can cause the market value of a firm’s assets to approach or perhaps
fall below the face value of the firm’s outstanding liabilities, both in a finan-
cial capital structure and technical loss reserves context.

Reinsurance can create an additional layer of synthetic equity capital that
reduces the expected costs of financial distress by reducing the probability
that the firm will encounter financial distress.

Information Acquisition

The reinsurance process is extremely information-intensive. Accordingly, the
information acquired by a reinsurer during the underwriting process can be
quite extensive—and valuable. Like banks doing credit checks on their cus-
tomers, reinsurers engaging in due diligence of prospective cedants may ac-
quire information that enables them to better serve their insurance company
client again in the future. In addition, the reinsurer also may require valuable
market intelligence, information about its competitors, pricing information,
and the like.

Synthetic Liability Dispositions

Chapter 13 reviewed the various means by which derivatives and securitiza-
tions can be used to accomplish synthetic asset divestitures. In the same spirit,
reinsurance can help primary carriers or reinsurers engage in synthetic liabil-
ity divestitures.

Suppose, for example, that a primary carrier decides that the risks of pro-
viding marine coverage are too high and beyond its shareholders’ risk toler-
ances. The firm really can only leave the business by terminating any new
marine underwritings and then allowing its outstanding contracts to wind
down. Or the carrier could purchase reinsurance, thereby synthetically elimi-
nating the entire business line virtually overnight.

336 CLASSICAL RISK TRANSFORMATION PRODUCTS

CCC-Culp 7 (294-348)  2/8/02  4:27 PM  Page 336



FORMS OF REINSURANCE

Reinsurance contracts can take one of two forms—facultative or treaty. A
facultative reinsurance contract covers a single risk and insurance policy. In
other words, the reinsurer and insurer negotiate separate facultative contracts
for each policy the primary carrier wishes to reinsure. Consequently, faculta-
tive reinsurance is extremely flexible and can have terms fully customized by
the two parties to the contract. Facultative reinsurance is commonly used for
the reinsurance of extremely large or catastrophic risks, very unusual or ex-
otic risks, or specific risks that are not core business line risks for the ceding
insurance company.

Treaty reinsurance, by contrast, involves the reinsurance of a group of
policies that fall within general guidelines defined by the cedant and reinsurer
(or retrocedant and retrocessionaire). In treaty reinsurance, the reinsurer can-
not refuse any specific risk or policy in the business line or policy group as
long as that policy falls within the predefined parameters of the treaty itself.
Because treaties have broad terms negotiated in advance, this type of reinsur-
ance is popular for insurance carriers wishing to reinsure a large number of
similar policies, a whole business line, or a fairly traditional set of risks.

Facultative reinsurance is generally subject to larger potential moral
hazard and adverse selection problems than treaty reinsurance because the
risk, hazard, or peril underlying a facultative reinsurance is defined very
specifically. Accordingly, facultative reinsurance generally involves a more
in-depth due diligence exercise on the part of the reinsurer. Facultative rein-
surance is also more time-consuming to negotiate and more expensive than
treaty reinsurance.

TYPES OF REINSURANCE TREATIES

Risk-sharing arrangements between the insurance provider and purchaser in
classical insurance programs are defined on a policy-by-policy basis. Because
reinsurance treaties involve the inclusion of more than one policy, however,
the sharing of risk can be accomplished in a number of different ways. All
risk-sharing arrangements in treaty reinsurance either fall under the propor-
tional or excess of loss designation. Specific types of proportional and excess
of loss (XOL) treaties are discussed in the sections below.

Proportional Reinsurance Treaties

Proportional reinsurance involves the sharing of risks between the cedant and
reinsurer (or retrocedant and retrocessionaire) on a proportional basis. The
proportionality may be defined in fixed or variable terms. The proportion of
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risk shared usually also acts as the proportion of premium collected that is di-
vided between the two firms as well as the proportion of any loss adjustment
expense (LAE) that must be allocated in the reinsurance program.

Quota Share Treaties
Reinsurance treaties that allocate risk, losses, premium, and loss adjustment
expenses on a fixed-percentage basis are called quota share reinsurance
treaties. A quota share treaty defines a common ratio when the original treaty
is bound. This percentage is used immediately to cede a fixed proportion of
premium collected from the cedant to the reinsurer, in return for which the
reinsurer will bear the same proportion of subsequent claims and LAEs.3 To
compensate the cedant for the expenses incurred in originating the primary
policies, the reinsurer also pays a ceding commission to the cedant.

Exhibit 16.2 shows a policy distribution diagram, which is common to
the analysis of insurance and reinsurance structures. The x-axis represents the
number of policies written by an insurance carrier in a single business line,
and the y-axis represents the policy limit corresponding to each policy. Each
point on the curve is a single policy. The symmetric nature of the diagram is
indicative of a reasonably mature insurance portfolio that has a fairly large
number of large-limit policies as well as a decent share of smaller ones.

From the exhibit, it can be seen that the quota share treaty simply in-
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volves the cession of a fixed percentage of each policy and premium to the
reinsurer based on the policy limit. In other words, the reinsurance cession is
based on the terms of the policy itself and not on the actual claims made.

Suppose the quota share treaty calls for a cession of (1 – γ)% of each pol-
icy in the policy class to the reinsurer. For any given policy—say, policy N, as
shown in Exhibit 16.2—the policy limit is $X. Under the quota share treaty,
the ceding insurance company retains $γ for every dollar in the policy and the
reinsurer assumes $(1 – γ) for every dollar in policy N. This proportion ap-
plies to the losses covered as well as the premium collected. If the policy-
holder files the maximum of $X in claims, the reinsurer pays $(1 – γ)X of
these claims and the cedant retains a commitment to pay the remaining $γX.

Quota share treaties are used frequently by insurance companies seeking
either increased debt capacity through unearned premium reserve reduction
or additional diversification to reduce cash flow and earnings volatility. As
concerns the latter, reciprocity is a practice in which two primary insurers es-
sentially exchange portions of their insurance portfolios with one another to
increase the diversification of both firms’ underwriting businesses. A quota
share treaty can be a useful mechanism to accomplish a reciprocity cession.

In this connection, a quota share treaty used to facilitate a reciprocity ces-
sion can be viewed as a type of asset swap as discussed in Chapter 13.

Surplus Share Treaties
A reinsurance treaty that allocates risk, losses, and premium on a variable-
percentage basis is called surplus share treaty. Although a treaty rather than a
facultative reinsurance structure, the net retention of the cedant in a surplus
share treaty is explicitly stated as a separate monetary amount for each policy
or group of like policies. Because the dollar amount of the retention is fixed
per policy or group, the percentage of each policy retained by the cedant
varies from policy to policy or group to group.

Exhibit 16.3 shows a surplus share treaty with a retention level of $X
across all policies.4 Policy N, for example, would be 100 percent retained by
the cedant under this surplus share treaty because its coverage limit is below
$X. Policy M, by contrast, would involve a retention of $X by the primary
carrier and a cession of $(Y – X) to the insurer.

Note that this is still a proportional reinsurance contract in which the
cedant retains a proportion of all premium, losses, and adjustment expenses.
The dollar value is chosen relative to a policy limit to define the proportion of
risk to be ceded, but care should be taken not to assume that the reinsurer
bears losses sequentially based on whether or not actual losses hit that fixed
monetary amount. In other words, suppose a surplus share treaty defines a
fixed cession based on $X of losses on Policy M. If a loss of exactly $X occurs
on Policy M, the reinsurer does not have a zero liability. Instead, the reinsurer
bears a proportion of those $X in losses equal to (Y – X)/Y. More generally,
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the reinsurer is ceded (Y – X)/X dollars of each dollar of premium and bears
(Y – X)/X dollars of each dollar loss submitted in a claim. If X is $90,000 and
Y is $100,000, the reinsurer thus receives 10 percent of the premium and
bears 10 percent of any claims arising on the policy.

A surplus share treaty is effective in creating large-line capacity for the
cedant, but it provides little unearned premium reserve relief because of the
focus on large policy exposures. Note also that adverse selection problems
can be significant with surplus treaties because the cedant can choose the re-
tention on each policy. Accordingly, the cedant will tend to cede the bad busi-
ness and retain the good business. Although the surplus share is a treaty, the
moral hazard problems thus are more similar to a facultative reinsurance pro-
gram than to a quota share treaty.

Excess-of-Loss Reinsurance

Proportional reinsurance like quota and surplus share treaties always involve
some cession of premium and some allocation of losses to the reinsurer. In an
excess-of-loss treaty, by contrast, the order in which the losses occur and the
total amount of those losses affect the reinsurer’s contingent liability. The
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reinsurer’s obligations are based not on fixed or variable percentages of policy
limits but rather on actual claims received. Small losses thus are retained by
the cedant, and only losses over a certain amount are paid by the reinsurer.

A typical XOL structure involves the definition by the insurer and rein-
surer of attachment points, or loss levels where the reinsurance treaty comes
into effect and then subsequently terminates. Reinsurers usually abbreviate
excess of loss as XS, X, or XOL. An excess-of-loss treaty that specifies
$100,000 XS $50,000 would mean, for example, that the reinsurer is under-
writing any losses above $50,000 and up to $150,000, or $100,000 in losses
in excess of $50,000 in losses. The lower attachment point of such a treaty is
thus $50,000. The number of zeros, moreover, usually is taken to be under-
stood by the involved parties, so we would actually write the forgoing policy
as $100 XS $50.

Different types of XOL treaties are available that are distinguished
mainly in their triggers or in how losses are calculated, especially across mul-
tiple occurrences or risks. The most prevalent types of XOL reinsurance
structures are summarized below.

Per Occurrence and Per Risk XOL Treaties
A per occurrence XOL treaty is a reinsurance structure in which losses are
paid on each event causing damage to the insured party above the attachment
point. Consider a casualty policy for workplace safety that specifies $50 XS
$50 per occurrence. If a worker slips and falls and sustains $100,000 in total
monetary damages, the cedant pays the first $50,000 of the claim, and the
reinsurer pays the remaining $50,000. If the same worker—or, for that mat-
ter, a different one under the same policy—slips and falls again during the
policy period and incurs $75,000 in medical expenses, the cedant again pays
the first $50,000 and the reinsurer pays the remaining $25,000. As long as the
occurrence is different, the reinsurer is liable for each excess of losses above
the attachment point on all separate events.

Property claims often are defined per risk rather than per occurrence,
where each separate piece of property is a single risk. Consider a blanket
property damage reinsurance policy that covers $100 XS $500 per risk for a
group of three buildings in a production facility, each of which is defined as a
separate risk. If the policy period lasts a year and three buildings each sustain
$550,000 in damage—from either the same or different events—the cedant
will have a total liability of $1.5 million and the reinsurer a total payment
obligation of $150,000, or $50,000 per building.

Now suppose the same building has two fires in the same policy year, one
of which causes $400,000 in damage and the second of which causes
$300,000 in damage. The reinsurer is liable only for the cumulative $100,000
loss, equal to its policy limit. Specifically, the reinsurer would owe nothing on
the first loss because $400,000 is below the XOL reinsurance attachment
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point of $500,000. On the second loss, the reinsurer pays its full reinsurance
policy limit of $100 XS $500.

Excess-of-loss policies commonly are structured to involve more than one
insurer or reinsurance treaty. In the last example, the cedant retains the first
$500,000 in losses per building plus any losses above $600,000 per building.
If the cedant wants coverage for losses above $600,000, the insurer will need
an additional XOL reinsurance treaty, this time with a new attachment point
of $600,000.

Excess-of-loss reinsurance often is depicted using layer-cake diagrams,
such as the one shown in Exhibit 16.4. Each “layer” represents the total
losses insured per risk between attachment points, and the “cake”—the
width of a given layer—represents the cession versus retention within each
layer. This particular structure is a per risk excess-of-loss insurance pro-
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gram with, say, a one-year duration and covering three risks or buildings.
Each column of the diagram represents the loss exposure for a different
building or risk. The different colors of the layers are chosen to indicate
that different reinsurers have been engaged to reinsure different layers of
losses on those buildings.

For Buildings 1 and 2, the cedant retains the first $500,000 in losses,
whereas the first $600,000 are retained on Building 3. Both Buildings 1 and
2 then have three separate reinsurance treaties with attachment points of
$500,000, $600,000, and $1 million. Building 3 then has its losses appor-
tioned into three layers with attachment points of $600,000 and $1.5 mil-
lion. The attachment points chosen by a cedant will depend both on the
risk involved and the pricing quoted at different attachment points for the
reinsurance.

The actual policy coverage could require that the cedant enter into up
to eight different reinsurance treaties, perhaps with eight different reinsur-
ers: $100 XS $500 on Building 1, $100 XS $500 on Building 2, $400 XS
$600 on Building 1, $400 XS $600 on Building 2, $900 XS $500 on Build-
ing 3, $1,000 XS $1,000 on Building 1, $1,000 XS $1,000 on Building 2,
and $500 XS $1,500 on Building 3. The cedant might identify many varia-
tions of this, though. For example, a single reinsurer could be engaged to
reinsure both Buildings 1 and 2 between any two of the attachment points
shown, which would be reasonably easy because the attachment points 
are identical on these two risks. Or perhaps a single reinsurer would be
willing to take multiple layers per risk. For example, perhaps a single rein-
surer is willing to reinsure $500 XS $500 on Building 1, thus underwriting
the layers above both the $500,000 and $600,000 attachment points in a
single treaty.

The top layer for each building is often called the catastrophic layer be-
cause it is the least likely to be reached and yet the most potentially costly
(and likely to generate financial distress costs for the insurer). In the structure
shown in Exhibit 16.4, the primary carrier may wish to retain the cata-
strophic layer, or the $1,000 XS $1,000 layers for Buildings 1 and 2 and the
$500 XS $1,500 layer for Building 3.

Insurers (and reinsurers in retrocession) frequently use per risk and per
occurrence XOL treaties for capacity enhancement as well as to stabilize
earnings and cash flows and to increase debt capacity by reducing the un-
earned premium reserve. XOL treaty reinsurance thus is a classic form of
contingent equity capital as discussed in Chapters 2 and 7. The pricing of
such treaties is generally flat rate for the whole reinsurance treaty and usu-
ally involves some LAE sharing. Premium is allocated between the cedant
and reinsurer both in terms of actual claims submitted and on a ratable ba-
sis over time.
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Catastrophic Excess of Loss
Insurance losses arising from natural disasters such as windstorms, hail
storms, earthquakes, tidal waves, tornados, and tropical cyclones are often
extremely large. Accordingly, catastrophic excess-of-loss reinsurance treaties
frequently are utilized by primary carriers to increase debt capacity, increase
total underwriting capacity (i.e., reducing underinvestment by allowing the
carrier to underwrite all positive NPV lines), and reduce expected financial
distress costs.

Catastrophic XOL coverage functions in much the same manner as per
risk or per occurrence XOL treaties, but with three differences.

1. The catastrophic coverage not only covers a catastrophic layer as in
Exhibit 16.4, but the policy itself is almost always tied to a specific cat-
astrophe as a triggering event. The excess-of-loss treaty shown in the
exhibit was essentially a blanket property damage policy, whereas a
true catastrophic XOL policy would pay claims only if the property
damage was sustained as a direct result of some named catastrophic
event like a tornado.

2. Catastrophic excess-of-loss reinsurance usually contains a coinsurance
provision, rarely protecting more than 90 percent of the losses.

3. Catastrophic insurance of this sort also may involve a deductible.

Exhibit 16.5 shows a new layer-cake diagram for a revised coverage
structure of the same three buildings as before. The coverage now includes a
catastrophic excess-of-loss treaty overlaid on the per risk treaties acquired for
lower-loss layers. The catastrophic XOL treaty has a 10 percent coinsurance
provision in the $1,000 XS $1,000 layer and a $50,000 deductible. The fact
that the “cake” portion of the catastrophic layer now cuts across all three
buildings means that the policy is now a cover for the three buildings taken
together. The deductible thus applies to catastrophic losses sustained on all
three buildings or on any single building. Similarly, reinsured losses could
come from any or all of the three risks.

Aggregate XOL or Stop-Loss Treaties
A third type of excess of loss treaty is an aggregate excess-of-loss treaty that
applies to a predetermined aggregate loss arising from a policy portfolio. Ag-
gregate excess-of-loss treaties are designed to cover a large number of small
losses arising on multiple policies in the same policy year and thus are essen-
tially the opposite of catastrophic XOL treaties.

Consider a primary carrier that writes homeowner’s insurance and
takes out per occurrence XOL reinsurance on its homeowner insurance
portfolio for $1,000 XS $125. But suppose the policy year is characterized
by a large number of $100,000 claims, all of which will fall below the
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$125,000 attachment point in the per occurrence reinsurance treaty. The
carrier may wish to purchase aggregate excess-of-loss reinsurance for, say,
$500 XS $500. Without the aggregate treaty, ten claims of $100,000 each
would cost the carrier $1 million, because no single claim would be cov-
ered by the per occurrence treaty. But with the aggregate XOL reinsurance
treaty in place, the cedant would be liable for only the first $500,000 in
claims. The remaining five $100,000 claims would be covered by the aggre-
gate treaty, even though no single claim is covered by any of the per occur-
rence treaties.

Aggregate XOL treaties usually do not specify risks or perils as triggers
and thus can include any claims arising on a book of underwriting business.
As such, aggregate treaties are a highly effective means by which insurers
can reduce their earnings and cash flow volatilities by locking in a maxi-
mum loss amount.
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The versatility of these treaties also makes them quite expensive. In ad-
dition, to prevent the underwriter from being inattentive to the risk of 
its book, aggregate treaties usually include reasonably significant coinsur-
ance provisions.

Sixth Loss Excess
Insurers and reinsurers historically consider the number of very large claims
per policy period to be limited. In particular, the belief is that the sixth largest
claim in a typical insurance pool will be about the same value each year, with
only the top five losses representing extraordinarily large or catastrophic
events and varying dramatically from year to year. Six claims thus should de-
fine a reasonable expectation of a “worst-case payout” during a policy year
for an insurer.

A sixth loss excess reinsurance treaty is a reinsurance treaty that covers
the top six losses during the policy period. It is essentially a pure bulk-capac-
ity vehicle used by some primary carriers to increase the depth of their under-
writing lines and raise the policy limits they can offer.

EXCESS OF LOSS TREATIES FROM 
AN OPTIONS PERSPECTIVE

All XOL treaties can be viewed from an options perspective as vertical
spreads with the strike prices of the options corresponding to the upper and
lower attachment points. In Chapter 15 when we were dealing with single in-
surance policies, we found it useful to treat insurance as a put on the value of
the insured asset. Now that we are working with reinsurance treaties whose
value is based on actual losses on an underlying insurance policy portfolio, it
will prove easier to work with options whose underlyings are insurance losses
rather than asset values. What was a short spread on asset values before thus
will become a long spread on losses now.

Consider an aggregate XOL reinsurance treaty covering all the property
damage policies underwritten by an insurance company in a single policy
year. Suppose the aggregate XOL treaty has a lower attachment point of A
and an upper attachment point of B—that is, a (B – A) XS A treaty—no de-
ductible, and no coinsurance provision. Exhibit 16.6 illustrates the payoff
value of this reinsurance treaty assuming the treaty pays off at the end of the
policy year as a function of aggregate property damage claims received.

For any losses below the lower attachment point A, the reinsurance does
not pay off. For losses above A and up to B, however, the reinsurance fully re-
imburses the primary carrier for any claims. And for losses above B, the car-
rier remains exposed. In the absence of further reinsurance, the primary
carrier thus has a net retention of losses from 0 to A and above B.
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The exhibit shows clearly that this treaty can be viewed as a long vertical
spread consisting of a long call struck at A and a short call struck at B, both
based on the underlying claims submitted on the property insurance portfolio.

Now suppose the aggregate XOL treaty involves a deductible of D. In this
case, the reinsurance treaty has a payoff profile equivalent to a long vertical
spread, but now with a lower strike price on the long call of A + D. The payoff
on the reinsurance treaty is reduced by D at all insurance portfolio loss levels.

If we further add a coinsurance provision, the reinsurance does not pay
off dollar for dollar for losses between A + D and B any longer. If the copay-
ment percentage requires the cedant to pay γ dollars for every (1 – γ) dollars
paid by the reinsurer, the cedant gets only 1 – γ dollars for each dollar loss.
The new position is now equivalent to (1 – γ) long calls struck at A + D and
(1 – γ) short calls struck at B.

We could, of course, repeat this kind of analysis for all the types of XOL
treaties examined in this chapter. The important point to recognize is that
XOL treaty reinsurance is essentially similar to a portfolio of options whose
values are based on reported insurance losses, again noting the important fact
that this kind of risk transfer contract can be utilized only when an insurable
interest exists. In addition, attention must be paid to any triggers contained in
the XOL treaty. The aggregate XOL treaty shown in Exhibit 16.6 applies to
any losses on the reference portfolio, but other types of XOL treaties may be
conditional on a triggering event as well.
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NOTES

1. See Culp (2001).
2. Indeed, reinsurance is sometimes called reassurance, and the purchaser of

reinsurance called the reassured. See Kiln (1991).
3. The reinsurer in a quota share treaty usually also bears a fixed proportion

of any loss adjustment expenses. See Kiln (1991) and Phifer (1996).
4. This is extremely unusual. One reason surplus treaties are used is to allow

the retention to vary by policy.
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CHAPTER 17
Alternative Risk Finance versus

Alternative Risk Transfer

Having reviewed the traditional methods by which firms can accomplish the
transfer of risk, we now turn to alternative risk transfer (ART) products

and solutions. ART is a somewhat confusing term for several reasons, and
thus we begin this chapter with a discussion of what we actually mean by
ART forms.

ART forms in this book include both alternative risk finance and alterna-
tive risk transfer products. The former can usually—although not always—be
viewed as synthetic debt products and the latter as synthetic equity. Central to
this distinction is the concept of risk retention, which is the bridge that ties the
risk finance versus risk transfer distinction back to the capital structure issues
raised in Part I and the risk management issues raised in Part II. Accordingly,
this chapter considers the following questions:

■ What working definition of alternative risk transfer is used for the remain-
der of this text, and how does it differ from other popular definitions?

■ How does risk retention provide an important link between a firm’s capi-
tal structure and its risk financing and transfer decisions?

■ What distinctions and issues are raised in considering risk financing versus
risk transfer, and what are the basic types of options a firm has for secur-
ing preloss funding of its retained risks?

INTRODUCTION TO ART FORMS

ART is widely accepted to mean the set of insurance products that for the
most part function more like capital market instruments than classical in-
surance and reinsurance structures. ART products are, quite simply, often
taken to mean any products falling under the rubric of “convergence prod-
ucts” between capital and insurance markets, provided they are offered by
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the insurance market. In other words, ART products are the derivatives of
the insurance industry.

But this definition is neither wholly accurate nor entirely satisfying.
The operating definition that we will use for the remainder of the book is
as follows:

Alternative risk transfer products are contracts, structures, or solutions
provided by insurance and/or reinsurance companies that enable firms ei-
ther to finance or to transfer some of the risks to which they are exposed
in a nontraditional way, thereby functioning as synthetic debt or equity in
a customer’s capital structure.

This definition can be split into a number of parts, each of which is discussed
in more detail below.

Contracts, Structures, or Solutions

The first major component of our working definition of ART forms is that
these so-called products can be contracts, structures, or solutions. Some ART
forms are virtually indistinguishable from derivatives transactions; these fall
plainly into the category of contracts.

Other ART forms, however, must be considered more broadly as struc-
tures rather than just bilateral contracts. Captive, rent-a-captive, and pro-
tected cell companies are discussed later and clearly are bundles of many
contracts and relationships that together define a structure. Similarly, securi-
tized products usually involve ART in the process by which those products
are issued from a conduit or structure. The end product is not as interesting as
the method by which an original risk exposure is transformed into that end
product by a structure.

Yet a third type of ART form must be considered a solution more than a
contract or structure. Specifically, some of the more innovative and recent
synthetic contingent capital facilities are collections of contracts together with
advisory services supplied to the customer, all of which result in an enterprise-
wide risk management solution for the firm. These solutions are highly rela-
tionship intensive and tend to be dynamic, cooperative outcomes of combined
efforts by (re-)insurers, customers, and sometimes banks to provide the cus-
tomer with a total capital structure or balance sheet optimization.

Participation by a (Re-)Insurance Company

ART forms may be similar in structure and function to many types of deriva-
tives and/or investment banking products, but they are fundamentally insur-
ance or reinsurance structures. From tax, regulation, and accounting
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standpoints, ART forms are closer to insurance or reinsurance than to securi-
ties or derivatives. From an economic standpoint, however, they probably are
somewhere directly in the middle of the two worlds.

We draw this important distinction mainly to emphasize who the capital
providers are in ART structures. The involvement of an insurance company or a
reinsurance company is essential for a transaction to be truly considered ART.
This need not imply that a (re-)insurer is the only participant in an ART form.
Indeed, many of the products we will review also involve banking organizations.

Requiring ART forms to involve at least one (re-)insurance company,
moreover, need not imply that these transactions are unique to the (re-)insur-
ance sector of the market. On the contrary, we require the involvement of a
(re-)insurer precisely to differentiate ART forms from ordinary capital market
solutions such as those discussed in Chapters 12 and 13.

Risk Finance versus Risk Transfer

Despite the clear use of the word “transfer” in the acronym, ART forms may
be used for either risk finance or risk transfer. Perhaps a better definition of
the “T” in ART would be transformation. Alternative risk transformation
would then easily and logically include both alternative risk finance and alter-
native risk transfer.

One source of confusion arising from this definitional ambiguity is the
fact that corporate customers of ART transactions may well not know where
to look in a (re-)insurance company for the products they want. Some (re-)in-
surance companies have ART divisions or risk finance divisions, but not both.
In such cases, it can be difficult to determine what the firm’s product offerings
are. A risk finance group may only offer alternative risk financing products.
Zürich Financial’s Risk Finance group, for example, primarily offers true risk
financing solutions to corporate customers. But at firms like American Inter-
national Group, the risk finance area provides both risk finance and risk
transfer products.

Unfortunately, the distinctions are not always clear, not universal across
firms, and not likely to improve in the near future. So those customers search-
ing for ART solutions would be well served to ask who in a company is re-
sponsible for its ART forms and what ART forms are being sought out before
jumping headlong into the first webpage that looks like a match. For the pur-
poses of Part IV, however, we can simply agree that ART includes both risk fi-
nance and risk transfer.

Nontraditional Transfer Mechanism

Frequent confusion about terms of ART can be traced to confusion about
what exactly the word “alternative” is presumed to modify. Is it alternative
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risk transfer, or alternative risk transfer? In other words, is the risk consid-
ered alternative, or is it the method by which a risk is transferred that is con-
sidered novel?

Our definition of ART says nothing at all about the risk being transferred
or financed in an ART form. Accordingly, our definition implicitly assumes
that the word “alternative” modifies the word “transfer.” ART structures are
alternative means by which firms can finance and transfer their risks. Whether
the risks in question are plain vanilla or exotic is immaterial.

What exactly do we mean by “nontraditional”? Here the going gets
tricky, especially because what is considered “alternative” or “nontradi-
tional” in the reinsurance and insurance markets often is considered boiler-
plate in the capital markets community. Nevertheless, precisely this fact has
led people to refer to ART products as convergence products—their dissimi-
larities to classical insurance are their similarities to capital market products.
“Nontraditional” or “alternative” in the context of ART thus is defined
specifically vis-à-vis classical insurance and reinsurance.

As we saw in Chapters 15 and 16, most classical insurance and reinsur-
ance structures can already be viewed as optionlike agreements. So can ART
products. What makes ART products nontraditional relative to classical in-
surance thus are the aspects of these products that go beyond simple payoff
diagrams. Specifically, one or more of the following unusual or nontraditional
features characterizes most ART products:

■ The customer and (re-)insurance provider in an ART structure often
participate in both the risk and the reward of the structure on nearly
equal footing.

■ ART forms generally involve several contracts, structures, and/or solu-
tions packaged and priced as a single “product” for customers.

■ Many ART forms do not give rise to loss adjustment expenses.
■ Most ART forms pay their customers what is owed much faster than clas-

sical insurance or reinsurance and often involve an enbedded banking
product or a relationship with a bank for this purpose.

■ ART forms usually are designed so that the contingent payment is made
automatically upon the occurrence of one or more triggering events; the
submission of a “claim” is not required.

■ ART forms often cover multiple risks, hazards, and perils and tend to
provide coverage that crosses traditional insurance and reinsurance busi-
ness line definitions.

Despite the last characteristic of most ART forms, the “alternative” in
ART still refers to the transfer mechanism rather than the type of risk(s) being
transferred or financed. In the course of researching this book, it became quite
clear, however, that many people believe “alternative” modifies “risk” rather
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than “transfer.” A normal insurance policy based on an exotic or unusual risk
thus is usually interpreted to be an ART form. Insurance on representations
and warranties made during a merger or acquisition, for example, has ex-
ploded in popularity in recent years and often is considered an ART form.
Careful inspection of these programs, however, reveals nothing in them that is
much different from a classic P/I or D&O insurance policy. They seem to be
called ART because they are based on exotic risks. But this, in our vocabu-
lary, is not enough. (See Chapter 26 for a discussion of the differences be-
tween M&A insurance products that are ART forms and those that are not.)

Novelty

A second misconception of ART forms is that they are all new. On the con-
trary, one of the most basic alternatives to direct insurance is the captive re-
tention structure that will be discussed soon. Captives became reasonably
popular in the 1970s, and some predate even that decade. To be sure, captives
rely heavily on traditional insurance and reinsurance structures. But the struc-
ture taken as a whole is an alternative means of financing and transferring
risk and thus is indeed an ART form. So “novelty” can no more be used to
define ART forms than it can to define “derivatives,” despite the frequency
with which it is used to define both.

In the same connection, care must be taken not to limit our use of terms
of ART to these older structures. Some insurance periodicals actually treated
ART and captives as synonymous until just a few years ago, and this is
equally wrong. In general, the length of time a particular risk financing or risk
transfer contract, structure, or solution has been around should not in and of
itself tell us anything about whether the transaction is an ART form.

Capital Structure Relevance

A last component of our working definition of ART forms is that they must
impact the economic risk capital structure of a firm. Again, this is not a fea-
ture unique to ART forms. Capital structure relevance is thus a necessary but
not a sufficient condition to be considered an ART product.

Most risk transfer and risk financing solutions ultimately influence a firm’s
capital structure. But not all. A firm’s divestiture of a physical asset, for exam-
ple, need not imply a change in the mix of financial claims issued by the firm.
Similarly, a bank may securitize its credit card receivables as a way of termi-
nating a business line just as easily as a way to raise funds. The latter is clearly
a capital structure decision, whereas the former is an investment decision.

The products representing true “convergence” in capital and insurance
markets, however, have the capital structure relevance characteristic in com-
mon. Some insurance market products still can be used for reasons other than
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optimizing the corporate capital structure, whereas ART forms have the clear
intention of going directly to the issue of how a firm finances itself and/or
manages its risk.

RETENTION, CAPITAL STRUCTURE, AND 
RISK TRANSFER VERSUS RISK FINANCE

Central to any discussion of risk transfer is the concept of retention, or the ac-
tive decision to retain a risk rather than transfer it. Risk retention thus means
that the equity holders of the company bear the risk, whereas risk transfer
involves the shifting of a risk from the original firm to a new one—say, a
(re-)insurer, futures or options counterparty, or swap dealer. As suggested
throughout Parts I and II, a firm’s retention decision is both a risk manage-
ment and a capital structure decision.

Insurance industry participants differentiate between planned and un-
planned retentions. The former involves a conscious, active decision by the
firm’s management not to shift a risk (usually a core risk) to the equity hold-
ers of an insurer, derivatives dealer, or some other enterprise. As shown in Ex-
hibit 7.1, any portion of the expected plus maximum reasonable unexpected
loss that a company deliberately decides not to transfer to another market
participant for a given risk source is the firm’s planned retention for that risk.
The aggregate of those planned retentions across all risk types—core and
noncore—is the company’s aggregate planned retention.

Unplanned retentions, by contrast, occur when companies fail to transfer
a risk whose full impact on the firm is unknown or incorrectly estimated. Un-
planned retentions frequently occur because a firm experiences a failure in its
risk identification process (see Chapter 9). If the firm does not know the risk
is there ex ante, it cannot decide whether to retain or transfer it and thus re-
tains it by default. If Corporation Albinoni has issued noncallable and
callable bonds and simply omits the callable bonds from an interest rate risk
exposure identification exercise, the firm easily could end up with an un-
planned retention as a result of its omission.

Even if Firm Albinoni includes the callable bonds in its interest rate expo-
sure analysis, the use of an inappropriate model to estimate potential expo-
sure could also lead to an unplanned retention. Company Albinoni might, for
example, generate a simulated loss distribution by using simulated changes in
interest rates and the duration of its callable and noncallable bonds. The re-
sulting approximation, however, will fail to capture any convexity in the
bonds and the impact of volatility on the callable bonds in particular. In this
case, the firm has identified the position but has not fully identified all the
risks of the position.

Retention decisions based on any risk measurement models also will in-
variably be occasionally “wrong” ex post. Models are, after all, just that—ap-
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proximations of reality. But reality quite regularly deviates from model-driven
approximations. A firm that makes a risk transfer/retention decision based on
a model ex ante and finds the model to be deficient ex post thus may end up
with an unplanned retention—or, conversely, may have retained too little to
match its shareholders’ risk tolerances.

Factors Influencing the Retention Decision

As noted in Chapter 9, firms tend to prefer retaining their core risks, all else
being equal. Because these risks are the risks firms believe themselves to be in
business to take, core risk transfers tend to occur mainly when the core risk
exposes the firm to a catastrophic loss potential and thus relatively high ex-
pected financial distress costs. Otherwise, most planned risk transfers will in-
volve the noncore risks about which the firm’s managers are comparatively
less informed.

We have already reviewed the reasons why a firm may wish to transfer
some of its risks to another participant: reducing expected taxes, expected fi-
nancial distress costs, or underinvestment problems; mitigating asset substitu-
tion costs or countering the effects of managerial risk aversion; increasing
debt capacity, internal funds available for investment spending, or the signal-
to-noise ratio in noisy accounting aggregates; and so on.

Apart from these factors, the pure transaction cost of the administration
of losses can affect a firm’s retention decision. For some losses, such as pay-
ments owed on an out-of-the-money swap, administrative costs are negligible.
But for other losses, such as operational, liability, or property damage losses,
often the administration can be cumbersome. The process of loss recovery can
include filing claims, investigating the losses, calculating damages, and other
such issues. Especially a firm sustains a large number of small losses that are
either insured or are related to the offering of insurance products, the costs of
claims administration, loss adjustment expense calculations, damages calcula-
tions, and other such line items can become cumbersome quickly, thus raising
the costs of retaining the risks that gave rise to those claims.

On the other side of the equation, of course, is the cost of risk transfer it-
self. Apart from the cost of any capital the firm may obtain through a risk
transformation product, the transaction costs of risk transfer can be high, es-
pecially for highly customized risk transformation products. These costs can
be manifest in the form of potentially wide bid-offer spreads on financial
products, “arrangement fees” on ART solutions, structuring fees, credit and
liquidity enhancement fees that some deals require, and so on.

Also affecting a firm’s retention decision is the degree of precision with
which expected losses arising from a particular risk, hazard, or peril can be esti-
mated. As noted in Chapter 7, expected losses are a cost of doing business and
should be factored into the capital budgeting decision. As those losses become
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more difficult to estimate, however, it becomes more difficult to plan the reten-
tion of those expected losses—not to mention unexpected ones.

Funded versus Unfunded Retentions and Risk Finance

Exhibit 17.1 generalizes the retention decision of a firm based on two risk cri-
teria—magnitude and frequency of loss.1 This figure excludes many of the is-
sues discussed in Part I that we know to be important in helping a firm
determine its retention decision. But the diagram is useful in the context of
the predictability of losses and how that loss predictability may help a firm
choose how to handle a group of noncore risks. In general, high-severity/low-
frequency events like natural disasters, acts of terrorism, widespread and per-
sistent information technology outages, and the like are much harder to
model and predict than low-severity/high-frequency events like failed wire
transfers, small physical property damage, and certain small financial risks.
All else being equal, firms may prefer to transfer those risks that are relatively
less stable and predictable and retain risks at the other extreme. In other
words, firms are more likely to want to transfer those risks about which they
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have relatively less comparative informational advantage and retain those
risks that are more easily and better understood.

Transferred risks are both financed and borne by the security holders
of the firm to which the risk is shifted. The firm’s equity holders ultimately
will bear the costs associated with any realized losses arising from retained
risks. But those losses must be financed somehow when they actually 
occur. Unfunded retention is the retained risk of a firm for which any 
losses are financed as they are incurred, whereas funded retention involves
the allocation of specific funds to carrying particular losses. Earlier we 
referred to these same concepts as postloss financing and preloss financing,
respectively.2

As shown in Exhibit 17.2, funded retention or preloss financing can 
be paid-in or contingent debt capital. As discussed in Chapter 7, issuing
new securities to finance a risk capital reserve is equivalent to preloss 
funding. Issuing new equity to finance the risk reserve is equivalent to 
getting equity holders to prepay the losses they ultimately will bear,
whereas issuing new debt is simply preloss borrowing to get the firm
through any difficulties following the loss. Banking instruments like those
discussed in Chapter 12 (e.g., letters of credit and revolvers) also can be
used for this purpose.
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ALTERNATIVE RISK FINANCING CHOICES

Exhibit 17.3 provides a summary of the options available to a firm that de-
cides to retain its risks. The firm depicted thus can be presumed to have es-
chewed risk transfer, so the question remaining is how the firm will finance its
retained risks.

Unfunded risks are subject to postloss financing, which can occur using
any of the means for raising paid-in capital discussed in Part I, such as the is-
suance of new securities or securing new borrowings from banks.

Retained risks resulting in actual losses can be prefunded using four
types of structures. The first are contingent capital structures including cer-
tain types of derivatives (e.g., the income swaps discussed in Chapter 13),
certain types of securitizations (e.g., collateralized debt obligations) in
which the sponsoring firm retains the equity tranche (see Chapter 22), con-
tingent banking products (e.g., letters of credit), contingent liabilities (see
Chapter 7), and contingent debt (see Chapter 21). Because several of these
structures also can be used for risk transfer purposes, most are discussed
elsewhere.

The remaining three means of securing preloss funding for retentions are
self-insurance, captives and captivelike structures, and finite risk products.
Self-insurance, captives, and related structures are all fairly similar and are
discussed in Chapter 18; finite risk products are discussed in Chapter 19.
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NOTES

1. Although based loosely on Outreville (1998), this figure does have some
important differences to Outreville’s.

2. As Doherty (2000) explains, when asset substitution, dilution, and ex-
pected financial distress costs are taken into account, the situations where
pre- and postloss risk finance lead to different values of the firm are more
limited than might appear to be the case.
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CHAPTER 18
Alternative Risk Finance: 
Self-Insurance, Captives, 

and Captivelike Structures

Exhibit 17.3 showed several ways by which companies could prefund
their retentions, one of which involves the use of self-insurance and 

self-insurance–like structures. A second and related alternative risk financ-
ing source includes the use of a captive (re-)insurer. In this chapter we dis-
cuss the mechanics and benefits of both traditional self-insurance and
captives. Note that because none of these risk financing methods involves
traditional insurance structures, all of the methods discussed here are con-
sidered ART methods.

Our analysis concentrates on addressing the following questions:

■ What different types of self-insurance programs can a firm adopt to real-
ize certain benefits of preloss funding for retained risks?

■ What is a captive insurance or reinsurance company?
■ What different captive structures are available to firms seeking to fund

their retain risks?
■ How is the capitalization level for a captive determined?
■ What are some of the benefits to firms of prefunding their retained losses

through captives and captivelike structures?

SELF-INSURANCE

Retentions can be funded through self-insurance, or the process by which a
firm establishes an internal insurance fund to cover specific losses. Self-insur-
ance is essentially any organized form of prefunded retention that involves
an insurancelike transfer pricing structure but does not require the firm to set
up or rely on a separate organization to accomplish this. Self-insurance un-
dertaken through a wholly owned subsidiary with an insurance license in-
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volves the use of captives; for now we discuss only noncaptive methods of
self-insurance.

Types of Self-Insurance Mechanisms

Self-insurance can be accomplished using several different traditional insur-
ance or insurancelike structures, shown on Exhibit 17.3. Not all of these
structures are pure self-insurance, but all function like self-insurance.

Pure Self-Insurance
Classical self-insurance is the prefunding of risk internally using insurancelike
internal contracting and transfer pricing methods. Pure self-insurance is gen-
erally an application of excess risk capital (as discussed in Chapter 7) with
two additional features.

First, the risks that are insured in a self-insurance vehicle typically are suf-
ficiently well specified that the funds raised to capitalize the self-insurance re-
serves can be earmarked for that purpose using mechanisms such as
covenants. This mitigates investors’ concerns that the funds will be used, say,
to fund negative NPV projects. In a pecking order world, however, adverse se-
lection remains a major cost to the funding of self-insurance reserves.

A second distinguishing feature of self-insurance programs is that the firm
has enough homogenous risk exposures and loss opportunities that its aggre-
gate expected losses are reasonably stable and predictable.1 As noted in Chap-
ter 7, the expected loss from any particular risk is a cost of doing business and
should be factored into the firm’s investment decision. Whether that expected
loss is transferred or retained is immaterial, but it must be taken into account.
When it is difficult to estimate such expected losses with any degree of preci-
sion, however, it is difficult to prefund any retention of those expected losses.

Reserves
Earmarked risk capital reserves are quite similar to pure self-insurance except
that they lack the two key features of pure self-insurance—and thus are essen-
tially identical to the risk capital concepts developed in Chapter 7. Specifi-
cally, (1) securities usually cannot be issued with covenants restricting the use
of funds to cover only certain retained risks, and (2) the behavior of the losses
for which reserves are held may not be predictable.

Risk capital thus is generally held to protect internal cash balances
against unexpected large depletions arising from unexpected losses or uniden-
tified risk factors. Risk capital reserves often are complementary to organized
self-insurance programs as an extra degree of protection for the firm’s internal
funds. In other words, risk capital reserves can work together with pure self-
insurance to help ensure that completely unplanned retentions are prefunded
somehow on nondistressed financing terms.
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Self-Insurance Pools
Despite its name, a self-insurance pool is not a vehicle in which companies
can pool and self-insure their risks. Instead, self-insurance pools are means by
which risk can be financed more effectively when firms pool their self-insur-
ance funds.

As noted, one characteristic of self-insurance is a reasonably large base of
losses from which expected losses can be predicted in a relatively stable man-
ner. Self-insurance becomes difficult to fund when losses are large and arrive
sporadically. In this situation, a larger pool of funds exposed to a different
time pattern of losses can be beneficial—hence the rationale for a self-insur-
ance pool.

Self-insurance pools are similar to mutual insurance companies (see
Chapter 15), although they are not chartered as insurance companies per se.
Participating entities contribute funds to the polled entity and then agree to
“insure one another.” As a practical consequence, this does not mean that the
risks of each firm are transferred to the pool, but rather that the risk in the
unfavorable timing in the arrival rate of claims or losses is transferred to the
pool. If the loss exposures of the participants in the pool are diverse enough,
the pool provides a way for the collective participants to smooth the timing of
those losses so that expected losses over time are easier to predict and prefund
than if all the loss exposures were left in constituent firms.

Benefits and Costs of Self-Insurance

Self-insurance has several benefits over traditional insurance purchased on the
market, one of which is preferable pricing. A self-insurance structure not only
avoids the load associated with traditional insurance but also is immune from
any of the costs of asymmetric information typically associated with tradi-
tional insurance. In other words, the self-insuring firm can observe both its
own risk management actions and its own risks and thus can avoid the ad-
verse pricing or contract features included by traditional insurers to mitigate
adverse selection and moral hazard.

Pure self-insurance and risk reserves also allow the self-insurer to re-
tain the interest earnings on the premium, which is now retained within the
company through a transfer pricing structure. Funds also are available in
these two structures immediately to cover losses. Note that a self-insurance
pool may not allow the same freedom of premium investment and the same
speed of funds delivery as reserves or pure self-insurance, however, because
a separate organization representing the interests of multiple firms is now
in the picture.

Risk that is retained and self-insured is a risk financing and not a risk
transfer solution, however, because the equity holders of the self-insuring firm
still bear the ultimate cost associated with losses. Accordingly, a firm must
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weigh carefully the benefits of self-insurance against the benefits of risk trans-
fer discussed earlier before choosing a self-insured planned retention.

CAPTIVES

A captive insurance or reinsurance company is a type of organized self-insur-
ance program in which a firm actually sets up its own insurance company to
fund and manage its retained risks. Captives became immensely popular in
the late 1970s, but softening insurance and reinsurance premiums led to a de-
cline in their usage through the 1980s. As the desire of firms to realize the
benefits of captives especially regarding enterprise-wide risk management in-
creased substantially in the 1990s, however, captives have once again become
very popular tools for both financing retained risks and engaging in selective
risk transfers.

To many, captives are the very embodiment of the alternative risk transfer
market. In terms of the criteria we developed in Chapter 17, captives may be
considered ART forms for the following reasons:

A captive is a risk management structures or solution involving the par-
ticipation of insurance and/or reinsurance companies that enable firms ei-
ther to finance or transfer some of the risks to which they are exposed in
a nontraditional way (by relying on internal self-insurance combined in
an innovative way with external reinsurance) thereby functioning as syn-
thetic debt or equity in a corporate customer’s capital structure.

TYPES OF CAPTIVES AND CAPTIVELIKE STRUCTURES

Numerous types of captives exist in the world today. Generally, captives fall
into two categories: single-parent and multiparent. Some of the major varia-
tions for each type are discussed in the subsections below.

Single-Parent Captives

A single-parent captive is the simplest captive structure in which a firm sets up
a captive in order to manage its retained risks—and, in some cases, to manage
the risks of the firm more generally. Single-parent captives can be set up as ei-
ther insurance companies or reinsurance companies.

Single-Parent Captive Insurers
A single-parent captive insurance company, depicted in Exhibit 18.1, is a
wholly owned subsidiary of the “sponsoring corporation,” or the entity that
is seeking to fund its retained risks.2 To accomplish this, the sponsor capital-
izes the captive by using either internal funds or the proceeds of externally is-
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sued financial claims to purchase the captive’s equity. The amount of equity
required in the captive depends on the type of captive structure and is dis-
cussed later. The captive invests the proceeds of its equity sale to the sponsor
in low-risk, marketable securities that function as excess risk capital reserves
for the captive on behalf of the sponsoring corporation.

In addition to the equity infusion required to capitalize the captive ini-
tially, the sponsoring program then pays premiums to the captive for insur-
ance against risks that the firm wishes to retain and self-insure. The captive,
in turn, is licensed as an actual insurance company; it uses the premiums to
fund unearned premium and loss reserves that, together with its equity, back
the contingent payment obligations it accepts to the parent in return for re-
ceiving premium.

A captive can be managed by the sponsoring corporation, by the captive
itself, or by a captive management firm. Companies active in captive manage-
ment include large (re-)insurers like Zürich Financial and large insurance bro-
kers like AON and Marsh.

Returning to Exhibit 17.1, retention is commonly associated with high-
frequency, low-severity loss events. Captives thus usually retain these types of
risks. To the extent that the sponsoring corporation may wish to seek insur-
ance to manage its other low-frequency, high-severity exposures, the captive
also assumes responsibility for managing such risks—including possibly trans-
ferring them to other participants. As the exhibit shows, the captive may uti-
lize reinsurance to offload the risks to which the sponsoring firm is subject that
it has elected not to retain. Note that this is reinsurance because the captive it-
self is an insurer that has provided the sponsoring firm with primary coverage.
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Similarly, swaps and other derivatives can be negotiated with the swap
dealer for the same purpose. In either case, the sponsor prefunds not the ex-
pected loss but the cost of the risk transfer and then enters into some kind of
contingency agreement with the captive that mimics the captive’s risk trans-
fer transactions.

Consider a specific example of sponsoring firm BigChip, a silicon chip
manufacturer and distributor. Suppose BigChip is exposed to three risks:
the risk of damage to chips in shipments BigChip has guaranteed, the risk
of an earthquake causing significant damage to its California headquarters
and main production facility, and the risk of fluctuations in the yen/dollar
exchange rate arising from the fact that most of BigChip’s chip sales are 
to Japan.

Firm BigChip may set up a captive insurer called BigChip Insurance
Co., capitalized by BigChip through a purchase of 100 percent of BigChip
Insurance Co.’s common stock. BigChip might then decide that the first
risk—damage to chip shipments—constitutes a core business risk and is
characterized by a high frequency of small losses. The earthquake and for-
eign exchange risk, however, are risks BigChip decides to transfer rather
than retain and finance.

Accordingly, BigChip enters into three transactions with BigChip Insur-
ance. The first is a per occurrence insurance contract with no deductible and
no coinsurance that compensates BigChip for annual losses per occurrence on
damaged chips in transit, in exchange for which BigChip pays an annual pre-
mium to BigChip Insurance. BigChip Insurance then retains 100 percent of
this risk and finances any losses out of its equity (which must be at least as
high as the expected losses on chip shipments) plus its allocation of premium
into unearned premium and loss reserves (with corresponding investments in
short-term interest-bearing assets to fund those liabilities).

In a second transaction, BigChip pays a premium to BigChip Insurance
for a catastrophic XOL policy triggered by a California earthquake—say,
with an attachment point of $100 million, no deductible, and no copay provi-
sion. Because this is a risk that BigChip does not wish to retain, BigChip then
reinsurers the entire catastrophic loss layer with one or more reinsurers. If the
reinsurer(s) request a deductible and/or coinsurance provision, BigChip Insur-
ance will have a forced retention of that portion of its catastrophic risks on
behalf of BigChip. The insurance policy between BigChip and BigChip Insur-
ance likely will not reflect this deductible and copay, so that BigChip Insur-
ance is the sole retention agent in the structure.

Finally, BigChip and BigChip Insurance execute a series of foreign ex-
change forwards, swaps, options, and/or cross-currency swaps on the dol-
lar/yen rate to hedge the sponsor’s currency risk. These derivatives will be
“mirroring transactions” for whatever derivatives BigChip Insurance executes
with one or more swap dealers.
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Not uncommon today is for captives to play a role as outsourced enter-
prise-wide risk managers for their sponsoring firms. In this case, we might ex-
pect BigChip Insurance to have even greater responsibilities, including
enterprise-wide risk identification, measurement, monitoring, and control. Es-
pecially with the potential synergies that can be created by combining some of
the above transactions in single protective ART structures (see Chapter 20),
vesting the captive with all risk control responsibilities is not unreasonable
and may indeed be quite smart.

A major attraction of the captive structure—like pure self-insurance—is
the retention of underwriting profits and investment income on assets held to
back unearned premium and loss reserves. If the actual losses underwritten by
the captive are lower than expected, the sponsor can repatriate those under-
writing profits—plus any investment income—in the form of dividends paid
by the captive to its sole equity holder, the sponsor.

Single-Parent Captive Reinsurers
A major issue for a sponsoring company to determine in setting up a captive
structure is the domicile for the captive. Variables that can affect a firm’s cap-
tive domicile choice include the following3:

■ Restrictions on captive investments
■ Reinsurance restrictions
■ Financial reporting requirements
■ Minimum capital requirements
■ Premium and other taxes
■ Underwriting restrictions
■ Reserve requirements
■ Tax relationship of domicile with home country of sponsoring corporation
■ Domicile currency stability
■ Privacy protections
■ Local infrastructure and stability

Accordingly, firms often incorporate and charter their captives in jurisdictions
other than the primary jurisdiction in which the sponsoring firm is incorpo-
rated. Exhibit 18.2 summarizes the number of captives by domicile in 2000.

When local laws, regulations, or tax requirements require sponsoring
firms to obtain local insurance coverage, firms may opt for a captive structure
in which the captive is incorporated and chartered as a reinsurance company
rather than an insurance company. The sponsoring corporation then gets a lo-
cal insurers to “pass through” its premium and coverage to the captive rein-
surer. Called a fronting insurer, the structure of a single-parent captive
reinsurer with a fronting insurer is shown on Exhibit 18.3.

Licensing the captive as a reinsurer has certain advantages, but the draw-
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backs of involving a fronting insurer usually more than offset those advan-
tages. The fronting insurer will demand some arrangement fees. In addition,
the presence of a fronting insurer can force the firm to bear certain adminis-
trative, compliance, regulation, and tax costs that it can otherwise avoid if the
captive can be domiciled in a separate jurisdiction without the involvement of
a fronting insurer. Kloman (1998) estimates that the costs of a fronting in-
surer range from 5 to 30 percent of total premiums.

Single-Parent Multibranch Captive Reinsurers
Some multinational conglomerates prefer to manage their risks on a local
subsidiary basis rather than an enterprise-wide basis. Even if a firm prefers to
centralize its risk management decision making, transactions executed for risk
transfer or risk financing purposes still may require local insurers for multiple
local jurisdictions. In this case, a firm can set up a single-parent multibranch
captive reinsurance company.

Shown in Exhibit 18.4, a multibranch structure involves the separate pay-
ment of premium and insurance of risk by each branch (or, at least, by each
branch in jurisdictions for which a fronting insurer is required) to a separate
fronting company, all of which then cede to the captive reinsurer. The rein-
surer then still may selectively retrocede or hedge certain risks that the spon-
sor does not wish to retain, as before.
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EXHIBIT 18.2 Captive Domiciles
Source: AMS Insurance Management Services Ltd. on www.captive.com.
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Whether the individual branches or the sponsoring corporation holding
company owns the captive’s equity is essentially up to the sponsoring corpo-
ration. In either case, dividends arising from underwriting profits and in-
vestment income in the captive are paid back to the sponsoring company at
some level.

Multiparent Captives

Some captive insurance and reinsurance companies are not wholly owned
subsidiaries of single sponsoring firms. Such captives are called multiparent
captives and facilitate some form of risk finance diversification across differ-
ent firms. The most common such structures are summarized below.
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Group or Association Captives and Risk Retention Groups
A group or association captive has a structure essentially similar to the single-
parent multibranch captive shown in Exhibit 18.4 but for the fact that the
“branches” are now unrelated sponsoring corporations in the multiparent
structure. In other words, a group captive is a captive insurance or reinsur-
ance company that collects premiums from multiple sponsors and in turn
agrees to underwrite certain risks of those sponsors. A multiparent captive
structure with fronting insurers is shown in Exhibit 18.5. Note, however, that
the presence of fronting insurers is not required and will be driven by the
same domicile considerations as in the single-parent case.

Group captives are often set up by industry trade associations on behalf of
their members. At its height, the International Air Transport Association’s cap-
tive Airline Mutual Insurance (AMI), for example, had 44 active participants
and offered hull liability and damage policies for 110 airlines.4 Similarly, En-
ergy Insurance and Mutual Limited is the group captive representing numer-
ous U.S. electricity and gas utilities. When each member is too small to justify
the expenses of having its own captive, this structure can make sense. Alterna-
tively, situations in which self-insurance pools make sense also can explain
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group or association captives—the benefits of pooling premiums and risks al-
low the group captive to achieve a smoother time profile of loss payouts than
would be possible in any individual participant’s situation. Similarly, risk re-
tention groups are specific types of multiparent captives formed under U.S. lia-
bility law specifically for the purpose insuring certain liability risks.

The loss sharing regime in a multiparent captive structure is usually
strictly proportional to the premiums paid into the captive. As noted in our
discussion of self-insurance pooling, combining the resources of multiple
firms is not intended to pool the actual risks, which each participant sponsor
has chosen to retain or selectively reinsure. Instead, the sharing arrangement
is designed purely to reduce cash flow risk of the combined firm and facilitate
lower-cost funding for retained risks.

Rent-a-Captive
In recent years, the offering by (re-)insurance firms and insurance brokers of
rent-a-captives has become another important ART solution for firms wishing
to retain a large portion of their risks while seeking preloss financing for
losses arising from those risks. A rent-a-captive structure is essentially similar
to the multiparent structure for a group captive shown in Exhibit 18.5 except
that the participating corporations relying on the captive for insurance do not
actually own any part of the rent-a-captive. At least some of the participants
thus own no equity in the captive and do not receive any dividends.
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EXHIBIT 18.5 Multiparent Captive Reinsurer with Fronting Insurers
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As shown in Exhibit 18.6, rent-a-captives are set up, maintained/man-
aged, and owned by market participants like (re-)insurance companies or in-
surance brokers for the benefit and use of corporations that lack the equity
capital to fund the creation of their own single-parent or group captive. Sin-
gle- and multiparent captives must be subsidiaries of noninsurance compa-
nies, whereas rent-a-captives are usually insurance subsidiaries set up on
behalf of their customers.

As Exhibit 18.6 illustrates, customers of a rent-a-captive remit premium
payments to a fronting insurer that then cedes the premium to the rent-a-cap-
tive through facultative reinsurance to give the customer coverage for losses on
the risks it wishes to retain. The rent-a-captive itself typically sets up “customer
accounts” for participants. Premiums are credited to these accounts, and claims
are booked against these premium reserves. In addition, investment and under-
writing income are tracked and, unlike traditional insurance, may be returned
to the participants, usually when the rent-a-captive contract is terminated. Par-
ticipants thus can benefit in much the same way is if they had been owners of
the captive, but the equity investment itself is not required. In return, however,
rent-a-captive structures can be fairly expensive for participants.

Protected Cell Companies
Some people have expressed concerns about the fact that rent-a-captives com-
mingle assets from different participants. Participants worry that the assets 
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EXHIBIT 18.6 Rent-a-Captive
Source: Wöhrmann and Bürer (2001).

Customer Fronting Insurer

Customer Rent-a-Captive Account 

Other Customer Accounts

Retrocessionaire (s)

Equity Dividends

Premium

Contingent
Payment

RENT-A-CAPTIVE

Participation
and Risk

Rent-a-Captive
Owner

CCC-Culp 8 (349-400)  2/8/02  4:33 PM  Page 373



of the captive may be misinvested, yielding reserve losses, or that the loss of
one firm could be applied to the account of another participant in situation of
dire need.

As a result, captive management organizations have been offering pro-
tected cell companies (PCCs) since 1997.5 A PCC is set up essentially like a
rent-a-captive except that customers have “ring-fenced” segregated accounts.
Premiums paid into a customer account and invested in assets that are used
to fund subsequent losses are protected from liabilities that arise in other ac-
counts through this segregation structure. In some cases, the PCC itself may
even be set up as a SPV with each “account” representing a separate affili-
ated entity of the SPV. The mechanics of a typical PCC structure are shown
in Exhibit 18.7.

CAPITALIZATION AND DIVIDENDS IN 
CAPTIVE STRUCTURES

The capitalization of a captive depends strongly on its type. In a single-parent
structure, the equity capital issued depends largely on the expected losses the
sponsor anticipates from any claims arising on its retained risks. In a multi-
parent structure, the expected losses of each sponsor must be taken into ac-
count as well as the correlation in the arrival rate of claims that could cause
temporary shocks to the captive’s reserves.
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EXHIBIT 18.7 Protected Cell Company
Source: Wöhrmann and Bürer (2001).
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In addition, captive capitalization levels also depend on the minimum
capital requirements of the locality in which the captive is chartered, licensed,
and domiciled, as suggested in Chapter 8. For the past few years, by far the
largest number of captives are domiciled in Bermuda. Capital required for
captives located in Bermuda depend on the type. For single-parent captives
underwriting only the risk of the sponsor and any affiliates of the sponsor,
$120,000 in capital and surplus is required at all times. If the captive under-
writes the risk of multiple owners, the minimum capital required is $250,000.
And if more than 20 percent of the risks underwritten by the captive are not
for actual owners of the captive, the capital required is $1 million.

Some jurisdictions do not differentiate among types in assessing capital
requirements. Guernsey, Channel Islands, for example, requires £100,000
plus a minimum solvency margin (see Chapter 8) of 18 percent on the first £5
million of net earned premiums and 16 percent thereafter. Every jurisdiction
in which captives are recognized is usually unique.

BENEFITS OF CAPTIVES

Captive structures are not for every firm. As noted in the case of self-insur-
ance, the benefits of a captive or captivelike structure are most likely to be re-
alized when a firm has a good historical claims or loss experience so that
expected losses can be estimated with reasonable precision and so that the ra-
tio between claims incurred and premium paid is reasonably low. In addition,
firms seeking to utilize a captive structure need adequate financial resources
and cash flows to fund an annual premium payment large enough to justify
the expenses of a captive. Minimum premium written in order for a single-
parent captive to make sense is usually around $700,000, although using a
rent-a-captive or PCC structure can reduce this amount to as little as
$100,000 per annum.6

If a captive structure does make economic sense for a sponsoring (cap-
tive) or participating (PCC, rent-a-captive) firm, the potential benefits relative
to traditional insurance can be substantial. Some of these benefits also apply
to hedging programs run out of a captive rather than the sponsoring firm’s
treasury or risk management function.

Cost Savings
As discussed, any form of self-insurance can be cheaper than risk transfer be-
cause it allows the firm to avoid the adverse selection costs of issuing new fi-
nancial claims to support losses externally. Especially if self-insurance reserves
and premium can be funded internally, retention thus usually represents a cost
savings vis-à-vis risk transfer.

Quite apart from the benefits of avoiding postloss external financing costs
with self-insurance, the captive route specifically also can generate a cost savings
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for sponsors and participants for several reasons. First, reinsurance obtained
through a captive can be both cheaper and more flexible than primary insurance.
Setting up a captive with a fronting insurer does require sometimes significant
outlays to the fronting insurer, but these outlays may be significantly smaller
than the cost savings associated with reinsurance. Similarly, any risks the spon-
sor or participant does not wish to retain can be retroceded by the captive, again
at rates often preferable to those that could be obtained by direct insurance.

A major reason that reinsurance companies are willing to quote favorable
rates to captives is that captive relationships with their reinsurers tend to be
reasonably long term. A reinsurer dealing with a captive thus knows that
there likely will be long-term relationship gains as well as potential advisory
and servicing fees, and thus it may be more willing to aggressively price the
reinsurance itself.

A second potential source of cost savings in a captive structure comes in
the form of potentially reduced retrocession rates. If the captive can market
the risks the sponsor does not wish to retain to several reinsurers, then rein-
surers will be able more easily to assume specific risk layers with which they
are most comfortable. “Optimal layering” through facultative or treaty ex-
cess-of-loss coverage often is cheaper than direct insurance or reinsurance in
which the whole layer is forced onto a single retrocessionaire or reinsurer.

A third cost savings is the potential for lower reinsurance rates arising
from diminished moral hazard problems. Because much of the risk is being re-
tained by the sponsor, any insurers or reinsurers need not worry too much
about hidden actions that might increase their exposure; the sponsor usually
will be on the hook for the early losses.

Signaling
Some people argue that captives can be used as a signaling mechanism.
Scordis and Portat (1998), for example, argue that captives are a “status sym-
bol” for the managers that set them up and can be used to signal manage-
ment’s commitment to taking risk management seriously.

Similarly, Eva Air used its formation of a Singapore-domiciled captive as
a competitive signaling tool against its primary competitor, Taiwan-based
China Airlines. Eva claimed that its captive, Martinair Insurance, was proof
of Eva’s financial commitment to airline safety because it was literally putting
its own money behind the risk.7 Indeed, this is not an implausible interpreta-
tion of at least some captives.

Cash Flow Smoothing
Retained risks are essentially insured internally, and internal insurance pre-
miums can be paid using transfer pricing. Classical insurance, by contrast,
usually required prepayment of premiums annually. The ability for a firm
that self-insures to choose the timing of its premium payments can create a
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valuable cash flow smoothing tool. Even within a captive structure, the spon-
sor usually can plan premium payments to occur at a time most advanta-
geous to it.

Investment Income and Reserve Management
Users of self-insurance or captives retain the investment income generated
by assets held to offset premium and loss reserves. By retaining this invest-
ment income, the cost of insurance capital is reduced, possibly creating a
significant capital structure advantage for users of prefunded retention and
captive programs.

Tax Considerations
Tax considerations alone should not drive the establishment of captives, but
neither should the savings that tax deductions can generate in a captive struc-
ture be ignored. These tax savings depend strongly on both the domicile of the
captive and the location of the sponsoring firm. But as long as the captive is set
up as a legitimate insurance company in a recognized domicile, several home
jurisdictions still allow at least some deductions for captive payments and ex-
penses, such as certain realized losses and reported or incurred but not re-
ported loss reserves. Many captive domiciles have tax laws designed to accord
favorable treatment to captives in this manner. If the sponsor retains its risks
internally without using a captive, not all of these tax savings can be realized.

Reduced Agency Costs of Overinvestment
Captives also can help firms reduce the agency costs of overinvestment dis-
cussed in Chapter 4.8 By forcing the sponsor to disgorge internal funds to the
captive in the form of premium payments, the management of the captive
then becomes responsible for applying those funds to their specified purpose
of controlling retained risks and associated losses. As noted elsewhere, sim-
ply earmarking funds in a risk capital reserve for loss retention may give rise
to overinvestment concerns that the funds have been or might be subopti-
mally invested.

Agency cost reductions associated with the formation of a captive are
likely to be higher for single-parent captives run either by their own manage-
ment or by a third-party captive management firm. Although adding an addi-
tional layer of separation between the security holders of the sponsor and the
management of the captive might seem to increase agency costs, the captive it-
self is such a transparent special-purpose company that monitoring its man-
agement is relatively easy. Relying on management whose incentives are
limited just to managing the captive thus makes it more likely that overinvest-
ment decisions could be observed and dealt with appropriately. This trans-
parency is further rationale for vesting enterprise-wide risk management
responsibilities in the captive as well.
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Enhanced Funding Risk Management
One criticism of captives, in particular, is that they tie up the firm’s internal
funds. Although potentially mitigating overinvestment problems, this can lead
to underinvestment problems by depleting the cash available for a firm to
make its investment decisions.

One way around this problem is to opt for pure self-insurance or ear-
marked risk capital reserves instead of a captive. In this situation, the funds
could be withdrawn from the reserve to fund investments if absolutely re-
quired, whereas the funds tied up in a captive are difficult to repatriate
quickly. But in the pure self-insurance case, the funds earmarked as a risk re-
serve are no longer really playing that role. Either the funds have been set
aside to cover retained risks or they have not.

Some captive domiciles recognize this problem and address it by allowing
single-parent captives to make loans to the sponsoring parent corporation.
Vermont and Hawaii, for example, allow captive lending to parents on a
largely unrestricted basis, whereas otherwise-popular Bermuda heavily re-
stricts such loans.9 In Vermont and Hawaii, the firm can essentially engage in
internal borrowing to finance investment decisions that might otherwise have
to be forgone for purely cash flow reasons. Because the loan from the captive
to the parent is an internal loan, the terms likely will be favorable and the
cash transfer rapid. But in domiciles where such lending is restricted, poten-
tial underinvestment problems arising from depleted internal cash must be
weighed against the benefits of allocating cash to prefunded retentions.

Risk Transformation Product Supply
As discussed in Chapter 10, three business models can be used to explain the
way that firms can leverage their own internal risk management expertise
from pure risk control, to efficiency enhancement, to risk transformation. In
their most basic form, captives facilitate risk control for all the reasons ex-
plored earlier. But to the extent the captive also can be used, say, to enhance a
firm’s existing enterprise-wide risk management process, the firm is gaining
efficiencies through the creative use of its captive.

Specifically, by centralizing a firm’s risks in one place, a firm may realize
numerous risk management process synergies. Not surprisingly, using cap-
tives as the center of enterprise-wide risk management processes has become
increasingly popular over the past few years.

Indeed, as long as a sponsor is going to create a captive, it really makes
very little sense to use the captive just for self-insurance purposes. Vesting the
captive with all risk control authority on behalf of the sponsor can enhance
the efficiency of the process, mitigate agency conflicts arising over which risks
the firm should manage, and promote the firm-wide identification of risk ex-
posure for both risk control and efficiency enhancement purposes as discussed
in Chapter 10.
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In addition, some firms even have moved toward using their captives to
provide other firms a risk financing service. Whenever a (re-)insurer sets up a
rent-a-captive or PCC, for example, that firm is leveraging its risk manage-
ment expertise into a new product offering. Similarly, certain large banks now
are providing explicit excess-layer private mortgage insurance to their cus-
tomers through their single-parent captives.10

NOTES

1. See Outreville (1998) and Trieschmann, Gustavson, and Hoyt (2001).
2. All of the captive diagrams used here are based on those presented 

in the marketing materials prepared by Zürich Financial’s Corporate 
Customer Financial and Risk Services (Zürich CH-8085, www.zurich
business.ch/art). See also Wöhrmann (1998).

3. See Kloman (1998).
4. See Sullivan (1995).
5. See Wöhrmann and Bürer (2001) for a discussion of PCCs.
6. Zürich Financial, for example, requires a minimum premium payment of

CHF250,000 per annum in its rent-a-captive program. See the previously
cited marketing materials for Zürich Financial.

7. See Sullivan (1995).
8. Along slightly different lines, Scordis and Porat (1998) argue that cap-

tives can reduce manager-owner conflicts by increasing manager “status.”
9. See Rogers, Sargeant, and Osborne (1996).

10. See Katz (1999).
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CHAPTER 19
Alternative Risk Finance: 

Finite Risk Products and Solutions

We compare in this chapter various means by which firms can manage sev-
eral different risks associated with contingent liabilities using finite risk

products and solutions. The primary purpose of finite risk products is to help
firms manage the risks associated with their loss development experience, or
the rate at which losses on a known liability accrue. Finite risk products rarely
address the underlying liability itself, focusing instead mainly on the timing
and premium reinvestment risks associated with mismatches between the tech-
nical reserves allocated to a liability, the investment income earned on assets
held to back those reserves, and the actual losses those assets are held to fund.

Finite risk contracts originally emerged as finite risk reinsurance, but we
will see here that their applications as ART forms now transcends reinsurance
and are commonly used by noninsurance corporations either directly as risk
financing solutions or indirectly to obtain finite risk cover as reinsurance
through captive (re-)insurers.

The questions we address in this chapter include the following:

■ What distinguishes finite risk products and solutions from traditional (re-
)insurance solutions?

■ How do finite risk products function as a substitute for financial capital?
■ What types of finite risk products can be used retrospectively to address

liabilities that a firm has already incurred for which losses remain unreal-
ized or incurred but not reported (IBNR)?

■ What types of finite risk products can be used prospectively to address li-
abilities that a firm has not yet incurred?

■ Can derivatives provide an alternative to finite risk products?

ALTERNATIVE NATURE OF FINITE RISK PRODUCTS

Finite risk products were originally developed and offered by Centre Re, later
to become Centre Solutions.1 Proponents of finite risk solutions typically es-

380

CCC-Culp 8 (349-400)  2/8/02  4:33 PM  Page 380



chew the description of these ART forms as “products,” preferring instead to
think of finite risk as a “philosophy” more than a one-time risk finance or
transfer solution technique. Nevertheless, because finite risk solutions typi-
cally are implemented with specific contracting structures that strongly resem-
ble reinsurance, the term “product” seems to fit well enough.

Finite risk products contain some elements of both risk finance and risk
transfer, but the emphasis is usually on risk finance. Indeed, the fact that the
insurer in the transaction typically assumes very little “underwriting risk” is
what led to the name of these products as “finite” risk.

Finite risk contracts are sometimes also called financial reinsurance or fi-
nancial insurance. The term “financial” in this context (and in contrast to the
way we have used the term in earlier chapters) refers to the major risk that fi-
nite risk products are intended to address—the timing risk that losses occur
faster than expected and thus accrue at a rate that exceeds the investment in-
come on the firm’s liability reserves. In financial reinsurance, the parties in-
clude a licensed insurance company as cedant or retrocedant and a reinsurer
as the assuming firm or retrocessionaire. Financial insurance, however, can be
negotiated between a noninsurance corporation and a (re-)insurer. In the con-
text of finite risk, the cession by a single- or multiparent captive insurance
company to a reinsurer usually is called financial insurance, although it is
technically reinsurance or even retrocession if a fronting insurer is involved
(as explained in Chapter 18).

As we saw in Chapter 16, the benefits of reinsurance to the ceding firm
include reduced earnings and/or cash flow volatility, increased debt capacity,
increased underwriting capacity, diminished expected financial distress costs,
information acquisition, and synthetic liability dispositions. Traditional rein-
surance relies on the basic notion that certain risks can be retained or man-
aged more cost effectively by reinsurers than cedants, usually because of risk
pooling and diversification benefits enjoyed by the reinsurer.

Finite risk products deliver these same potential benefits to ceding firms,
including both insurers using finite risk products as financial reinsurance and
corporates using finite risk as a pure insurance solution. The primary distinc-
tion between traditional reinsurance and alternative finite risk products is that
the latter typically convey value by helping cedants diversify their risks not
across other risk types or sources but over time. Finite risk contracts thus are
intertemporal risk tranformation products. Finite risk products rearrange the
timing of losses over time (called the loss development experience on a given
liability) but do not necessarily change who bears the ultimate risk. For this
reason, finite risk products are risk financing vehicles more than they are risk
transfer tools.

The distinctions between classical reinsurance and finite risk products
are subtle but critically important in helping firms determine which risk
transformation solution is the right one. These differences establish these
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products as a means of alternative risk transfer and thus differentiate them
from classical (re-)insurance and define these ART forms as primarily alter-
native risk finance products rather than alternative risk transfer products.
The main features that finite risk products possess collectively include the
following2:

■ Risk: The assuming party bears at least some amount of underwriting, in-
vestment, credit, and timing risk.

■ Profit and loss sharing: The cedant and assuming party typically share in
the net profits of the transaction.

■ Limited liability: The assuming party’s maximum payment obligation to
the cedant is limited by the terms of the finite risk contract. For under-
writing risk in particular, this limitation of liability is usually extremely
conservative.

■ Multiyear: Finite risk contracts are multiyear contracts.
■ Investment-based premium: The premium calculation for finite risk con-

tracts is based on expected investment income.

Each of these features is considered briefly below.

Financial versus Underwriting Risk

In general, most traditional and ART contracts are subject to four types of
risk.

1. Underwriting risk is the risk that premiums collected are insufficient to
cover realized losses.

2. Credit risk—a risk endemic to all insurance and reinsurance—is the
risk that a (re-)insurer will not fully honor all of its obligations to its
cedant customers. 

3. Investment or reinvestment risk is the risk that the income generated by
an insurer when a premium is collected is invested in assets is below the
expected income reflected in the reinsurer’s premium pricing.

4. Timing risk is the risk that actual loss claims occur at a faster rate than
expected and therefore cause a deterioration in net investment income.

Investment, credit, and timing risk are called financial risks in insurance par-
lance not to be confused “financial risk” as we defined it in Chapter 9.

All insurance and reinsurance contracts involve the credit risk that the
party assuming a risk through an insurance, reinsurance, or ART transaction
will not honor its contingent obligations. Credit risk thus cannot be used to
distinguish between the different types of transactions. Underwriting risk,
however, is a risk that is borne mainly in classical insurance and reinsurance
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contracts, and much less so in finite risk deals. Finite risk contracts are ex-
posed mainly to investment and timing risks.3

Partly because of regulations in certain jurisdictions—notably the United
States—finite risk transactions must exhibit at least some of all four risk types
in order to be considered a reinsurance contract. This is not the case, how-
ever, in the Lloyd’s of London structure, where the earliest finite transactions
originated. Called time and distance policies, these historical predecessors to
modern finite risk ART contracts are essentially aggregate XOL reinsurance
treaties that specifically limit an insurer’s maximum exposure on future rein-
surance recoveries arising from past policies.

Sometimes also called retroactive cover, time and distance policies speci-
fied a fixed schedule by which premiums were returned to the cedant by the
reinsurer. This schedule, however, might not correspond to the actual timing
of loss payments made by the ceding insurer on its original claims. Accord-
ingly, there is no timing risk in a time and distance policy, whose main pur-
pose seems to be pure cash flow smoothing. This lack of timing risk means
that these policies are not considered financial reinsurance in the United
States and other jurisdictions with similar risk requirements.

Despite the requirement that finite risk contracts exhibit all four risks just
noted, such contracts usually emphasize financial risks over underwriting
risks. Finite risk transactions thus commonly contain just enough underwrit-
ing risk to satisfy regulatory, tax, and accounting criteria for treating such
contracts as (re-)insurance but are aimed more at firms wishing to manage
their investment and timing risks by smoothing the cash flows and earnings of
prefunded retained losses.4

Profit and Loss Sharing

Finite risk premiums often are quite high, but looking only at premiums on
these ART contracts can be misleading. Unlike traditional insurance, reinsur-
ance, and many capital market instruments, finite risk products almost always
involve some profit-sharing provision so that the cedant and assuming (re-)in-
surer share the risks and returns of the transactions. Regardless of the quoted
premium, the total cost to the cedant of a finite risk program is usually a func-
tion of the actual claims or loss experience.

The mechanics by which profit and loss sharing is accomplished in a finite
risk transaction depend on the nature of the transaction and the particular
counterparties to that transaction. In general, this sharing is accomplished
through the use of an experience account that tracks the paper profits and
losses on the actual underlying deal. Premiums paid by the cedant to the (re-)
insurer are credited to the account, as is interest on invested premium re-
serves. Losses and various charges incurred by the (re-)insurer are debited to
the account.

Alternative Risk Finance: Finite Risk Products and Solutions 383

CCC-Culp 8 (349-400)  2/8/02  4:33 PM  Page 383



At the end of the term of the finite risk structure, the (re-)insurer and
cedant essentially “split” the balance in the experience account, whether a net
gain or net loss.

Limited Liability

As the name of this ART form implies, the risk to the (re-)insurer by assuming
the responsibilities of a finite risk structure are limited. This limit usually is
stated in the contract itself as a clear maximum liability of the (re-)insurer on
the transaction. In finite risk transactions, the policy limit on coverage is
sometimes called the sever limit. In addition to an aggregate sever limit, the
terms of any given finite risk structure also may specify a maximum liability
of the (re-)insurer per occurrence, per risk, per annum (in a multiyear struc-
ture), and so on.

The (re-)insurer also usually requires a deductible to limit its liability even
further in a finite risk transaction. The deductible and the policy limit(s) of
the transaction may involve the same or different loss calculation methods. A
given finite risk policy may involve a $10 deductible per risk and a $100 max-
imum liability for the (re-)insurer. In this case, the cedant’s retention would be
any losses up to $10 and over $100, and it would not matter whether the
$100 occurred per risk, per claim, or over the life of the policy. The policy
could as easily be structured so that multiple policy limits apply to several dif-
ferent loss measures, such as a policy with a $10 deductible per risk, a $50
limit per risk, and a $100 aggregate policy limit.

The limitation of liability provisions in finite risk contracts do not reveal
the differences between financial reinsurance and nonfinancial reinsurance. As
Chapter 16 explained, virtually all excess of loss reinsurance involves some
kind of liability limitation for the assuming reinsurer. To say that finite risk
reinsurance involves limited liability thus is essentially to say that finite risk
policies are neither surplus quota nor share quota treaties—that is, finite risk
products are types of XOL reinsurance rather than proportional reinsurance.

Two features of finite risk products are noteworthy in this limited liability
context. The first is that finite risk products can provide corporate customers
with XOL treaty coverage on a primary insurance basis, despite the fact that
an XOL treaty usually is considered a reinsurance product. Second, the
cedant usually is willing to limit the underwriting risks borne by the (re-)in-
surer fairly dramatically if the underwriter assumes more of the timing risk.
As noted earlier, regulatory and accounting requirements do require some
transfer of underwriting risk in finite risk structures, but the emphasis on lia-
bility limitation is usually still on underwriting risk. The timing risk of the
products can be significant.

As noted, finite risk products usually achieve some sharing of profits
and losses between the cedant and (re-)insurer through the use of an experi-
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ence account. Because of the liability limitations on underwriting risks and
the emphasis on timing risks, the degradation of loss experience below a
certain threshold may force the cedant to have to increase premium pay-
ments to the fund either temporarily or perhaps even over the remaining life
of the transaction.

Multiyear Coverage

As discussed in Chapters 15 and 16, most traditional (re-)insurance products
have a single-year coverage term. Partly for operational reasons and to some
degree because of convention, the (re-)insurance industry has long considered
multiyear products “unusual” or, indeed, “alternative.” Few today would
consider only the fact that some contract has a multiyear tenor to be sufficient
for deeming that contract an ART form, but, conversely, most contracts with
other ART-like features are also multiyear.

Finite risk products, in particular, can have quite long tenors when com-
pared even to other ART forms. Whereas some of the multiline products we
discuss in Chapter 20 have three-year terms, it is not unusual to observe finite
risk insurance and reinsurance with terms running a decade or more. Over
this term, cedants can count on cover for long-term exposures, and (re-)insur-
ers can count on a predictable and leveragable stream of premium income.

The longer the term of a finite risk product, the more the product will
resemble a pure premium financing structure like a time and distance pol-
icy. Longer-term finite risk contracts thus usually have larger degrees of
risk transfer.

Investment-based Premium

Both because of the length of some finite risk programs and the importance of
timing risk, the present value of expected future investment income earned on
premium reserves is taken into consideration by (re-)insurers when finite risk
premiums are set. The assuming (re-)insurer usually credits the ceding firm
with the expected investment income as an offset against the initial premium
owed, thus reducing the total net premium obligation of the ceding firm.

FINITE RISK PRODUCTS AND CAPITAL STRUCTURE

Whether used by insurance companies or by corporations, finite risk products
usually are designed to help cedants manage the timing risk of a liability. But
because finite risk products require some material underwriting risk transfer,
these products thus function as a synthetic hybrid security—synthetic debt is-
sued for liability rather than asset management plus a synthetic equity com-
ponent reflecting the transfer of residual underwriting risk. In other words, a
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finite risk product is not a perfect substitute for issuing new debt or for new
equity. A firm would need to issue new debt to fund the acquisition of ade-
quate reserves to cover timing risks and issue new equity to absorb underwrit-
ing losses in order to replicate a finite risk structure completely.

The main distinction between the types of finite risk ART forms available
in the market today is whether the liability whose timing risk is being man-
aged with a finite risk product has or has not already been incurred. Retro-
spective finite risk products are intended to help firms manage the timing risks
of existing liabilities of the firm, whereas prospective finite risk solutions
cover contingent liabilities that have not yet been formally assumed by the
firm. In the case of an insurance company seeking financial reinsurance
through finite risk products, retrospective finite risk products cover past un-
derwriting years and prospective products cover current or future underwrit-
ing years. For a corporation, the distinction is essentially the same except that
the liabilities being managed are not acquired through an underwriting
process but are instead the result of some business decision(s) made by the
firm that alter its natural risk profile.

RETROSPECTIVE FINITE RISK PRODUCTS

Retrospective finite risk products can help firms finance past liabilities that
they still carry, thereby helping firms reduce the earnings and cash flow
volatilities arising from those liabilities. Retrospective risk financing also can
help firms optimize their funding costs by exploiting present value relation-
ships that can be altered through changing the timing of losses arising from
existing liabilities.

For an insurance company, retrospective finite risk products are ap-
pealing for managing the risks and costs of unrealized or incurred-but-
not-reported losses on a line of insurance policies that already has been
written. Similarly, insurance companies can use retrospective finite risk
products to cleanly exit a line of business by dealing with as-yet-unrealized
claims all at once.

Noninsurance corporations often find retrospective finite risk products
useful in two situations.

1. Retrospective finite risk solutions can facilitate corporate transactions,
such as mergers and acquisitions, that might otherwise be hampered by
questions about the cost and size of prior liabilities that are unrealized
or IBNR.

2. Finite risk can be useful in helping firms manage “run-off solutions,” or
programs by which certain past liabilities can be segregated away from
other liabilities and separately managed. When the liabilities of a portfo-
lio or business line are isolated from the rest of the firm, the process is
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known as ringfencing. Liabilities may be ringfenced by segregation or
transfer to a separate legal entity wholly owned by the original firm.
Once segregated from the rest of the firm’s assets and liabilities, often the
risks of the liabilities in question can be managed more effectively.

Finite risk products allow firms to acquire risk financing for run-off solu-
tions. In such cases, the firm with the liability still bears the ultimate brunt of
the liability’s cost but can use finite risk to manage the means by which that
cost is spread over time.

Alternatively, firms can dispose of a liability using a risk transfer rather
than risk finance solution by effecting a total transfer of the segregated liabili-
ties to another firm. Total transfers of loss portfolios usually are accomplished
most easily when the liabilities have been ringfenced in a separate company.5

Loss Portfolio Transfers

A loss portfolio transfer (LPT) is the cession by a firm of all remaining un-
claimed losses associated with a previously incurred liability to a (re-)insurer.
In addition to paying an arrangement fee, the cedant also typically pays a pre-
mium equal to the net present value of reserves it has set aside for the trans-
ferred liability plus a risk premium to compensate the (re-)insurer for the
timing risks of the assumption. An LPT thus enables a firm to exchange an
uncertain liability in the form of a stream of unrealized losses over time for a
certain liability whose present value is equal to the expected NPV of the unre-
alized losses plus a risk premium and a fee.

Mechanics of a Typical Loss Portfolio Transfer
The principal risk that the cedant transfers to the (re-)insurer through an LPT
is the risk that losses or claims arrive at a much faster rate than expected. In
that case, the investment income on the reserves—and perhaps the reserves
themselves—may be inadequate to fund the losses. A time series of losses that
occurs more slowly than expected, by contrast, will represent an opportunity
for a net gain that the (re-)insurer typically would share with the cedant. LPTs
thus are risk financing mechanisms through which firms can address the tim-
ing risk of a liability.

LPTs usually include aggregate loss limits as well as exclusions for certain
types of risks not arising directly from the ceded liabilities. Per loss de-
ductibles sometimes are also included in LPTs by (re-)insurers.

Because the timing of losses ceded in an LPT sometimes can be extremely
long term, the cedant also may demand some kind of surety from the assum-
ing (re-)insurer. A cedant may request letters of credit, collateral, or bank
guarantees to prove the financial integrity if the (re-)insurer has questionable
credit quality.
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Attractions of Loss Portfolio Transfers
LPTs can be attractive sources of risk finance for various reasons. For insur-
ers, LPTs provide a low-cost means of synthetically exiting a business or an
underwriting line very quickly. LPTs also can help primary carriers that are
interested in converting future investment income earned on reserves into cur-
rent underwriting income. Especially for United Kingdom insurance compa-
nies, tax and accounting rules allow the insurer to bring this whole
investment gain forward into the current year and thus dramatically increase
the current accounting value of equity.6 LPTs also can strengthen the equity of
the ceding insurer by increasing its ratio of equity to premium volume. This is
possible because the premium paid to the reinsurer is the present value of cur-
rent reserves, which is below the current value of those reserves that repre-
sents the ceded liability. The ceded liability thus exceeds the premium outlay.7

LPTs also can benefit noninsurance, corporate customers seeking to swap
an uncertain liability stream for a fixed payment today. LPTs can help corpo-
rations with captives, for example, wind up certain self-insurance lines if the
firm alters its retention decision for certain risks. LPTs are useful to nonfinan-
cial corporations in securing risk financing for run-off solutions, especially in
the area of environmental claims and clean-up cost allocation.

Example: The Iron Mountain Copper Mine Superfund Liability Loss 
Portfolio Transfer
The Iron Mountain Copper Mine is a Superfund site in Redding, California,
owned by the Stauffer Management Co. of Wilmington, Delaware.8 Stauffer
Management is the sole potentially responsible party (PRP) under Superfund,
which generally holds any PRP to a “Superfund site” jointly and severally li-
able for the entire cleanup costs of that site. Stauffer Management became the
PRP to Iron Mountain because it manages the assets and liabilities of the for-
mer Stauffer Chemical Company, which acquired Mountain Copper Ltd. in
the 1960s. It was Mountain Copper’s mining operations above- and below-
ground that fractured Iron Mountain, creating the Superfund liability by ex-
posing the mountain’s mineral deposits to oxygen, water, and bacteria and
thereby generating substantial acidic runoff.

Mining operations ceased at Iron Mountain in 1963, at which time the
federal government developed the Spring Creek Debris Dam to control the re-
lease of acidic water runoff from the mine. The Environmental Protection
Agency (EPA) listed Iron Mountain as a Superfund site in 1983 with Stauffer
as the sole PRP responsible for its cleanup. Eleven years later the State of Cal-
ifornia and the EPA concluded that the dam was not enough and ordered
Stauffer to begin removing all the contaminants from the water.

In 2000, Stauffer Management settled its Superfund claim with the EPA
and several other federal and California agencies for approximately $160
million.9 Of that amount, $7.1 million was a settlement with the EPA, $10
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million represented a mandatory contribution to other federal and California
agencies for future regional environmental improvement projects, and
$139.4 million was the premium Stauffer paid for a finite risk LPT obtained
from American International Specialty Lines Insurance Co., a subsidiary of
American International Group (AIG). The structure of the LPT is shown in
Exhibit 19.1.

Under the LPT agreement, the parties have agreed to contract IT Corp.
for the actual cleanup of the Iron Mountain site. The parties estimated the
cost of cleanup to be about $4.1 million per annum over the next three
decades for an inflation-adjusted total of about $201 million. Under the finite
risk policy, Stauffer cedes all of its past, current, and future liabilities on the
Iron Mountain site to AIG along with the finite risk premium. The premium
payment of $139.4 million was funded by Stauffer out of its current cleanup
reserves for the site, plus some insurance coverage under prior policies.

The LPT agreement then obliges AIG to reimburse IT Corp. for 90 per-
cent its the actual cleanup costs incurred each year on the Iron Mountain site
up to a maximum of $4.1 million per year. IT Corp. bears the risk of higher
annual cleanup costs subject to two other protections. First, if inflation
causes an increase in costs by up to $900,000 in a single year, IT Corp. can
carry forward that additional cost into a subsequent year in which costs are
below $4.1 million. Second, AIG also provides IT Corp. with $100 million in
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EXHIBIT 19.1 Stauffer Management LPT for Iron Mountain Superfund Site Liability
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aggregate XOL coverage for cost overruns specifically triggered by cata-
strophic perils such as excessive rainfall or earthquakes, subject to a $5 mil-
lion limit per peril.

IT Corp. must finance the remaining 10 percent of its actual annual
cleanup costs as a copayment on the finite risk policy, although Stauffer
agreed to prepay in a lump sum approximately $2.5 million to IT Corp.
that it can use toward its 10 percent residual copay requirement. IT Corp.
bears all of the timing risk on how that additional 10 percent in costs is ac-
crued as well as the timing risks on the clean-up costs themselves. In return,
the finite risk policy includes a type of experience account in which IT
Corp. retains some of the surplus if aggregate cleanup costs fall below
$201 million over the next 30 years. The EPA receives another portion of
that surplus, if it exists.

Adverse Development Covers

An adverse development cover (ADC) is a finite risk ART contract in which a
(re-)insurer agrees to provide excess-of-loss coverage for losses incurred on an
existing liability that exceed the cedant’s current reserves. ADCs are com-
monly used by firms to manage their IBNR liabilities.

Mechanics of Adverse Development Covers
ADCs do not involve the cession of either a liability/loss portfolio or of re-
serves by the cedant to the (re-)insurer. Instead, the (re-)insurer simply agrees
to compensate the cedant for any losses above an attachment point set equal
to the loss reserves the cedant has allocated to the liability (perhaps plus a de-
ductible). ADCs also may involve a policy limit, but a cedant is free to layer
ADCs in the same manner that traditional XOL reinsurance can be layered to
address concerns over catastrophic loss development layers. (See Chapter 16.)

Unlike LPTs, ADCs deal more with underwriting risk than with timing
risk. Timing risk is still important, however, as expected investment income
earned on reserves over time still can be credited to the cedant to reduce the
premium required. But beyond this credit, the risk premium charged by the
(re-)insurer will be higher than in the LPT because of the greater residual un-
derwriting risk arising from the possibility that the cedant has underestimated
its reserves—perhaps badly. In this sense, although LPTs and ADCs are both
synthetic hybrid debt/equity securities, ADCs have a greater equity compo-
nent than LPTs.

Exhibit 19.2, based on Shimpi (2001), shows the possible loss develop-
ment for a portfolio of liabilities over time—that is, the value of losses as they
are incurred and reported over time to the firm bearing the contingent liabil-
ity. The light gray triangle represents the expected development of losses over
time. The heavier gray triangle in the exhibit represents a possible time path
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of actual losses. Up through time t, actual losses are below or equal to ex-
pected losses. But from t through T, actual losses exceed expected losses.

The underwriting risk borne by the original cedant in the absence of a fi-
nite risk product can be seen by focusing on losses at time T. Current reserves
at time 0 should grow to $X by date T. If actual losses are at or below $X, the
cedant incurs no underwriting losses. If actual losses are above $X at time T,
the cedant incurs an underwriting loss equal to the amount of the actual loss
less the time T value of the reserves.

The timing risk can be seen by the relative positions of the two triangles
over time. Through date t, the current value of reserves is adequate to cover ac-
tual losses. But beginning on date t, reserves are deficient. This may be because
losses are unexpectedly high relative to reserves (i.e., reserves were under-
allocated) or because the investment income on the invested reserves accrues
too slowly relative to the arrival rate of losses.

If the firm uses an LPT, the contract likely will include a strict limit on un-
derwriting losses to keep its maximum liability around $X at time T. The risk
assumed by the (re-)insurer is thus mainly the risk that the time path of losses
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EXHIBIT 19.2 Retrospective Finite Risk ART Products
Source: Modified from Shimpi (2001).
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develops at a faster rate than implied by the investment income on the re-
serves—as is the case after time t. Focusing only on time T, the LPT likely will
not extend to cover actual losses above X but rather will cover only timing
problems that have occurred on all dates prior to X.

The ADC, by contrast, protects the firm against the risk of realized losses
on an existing liability being higher than the terminal value of reserves. In this
case the time smoothing is secondary to the insurance cover provided for the
shortfall of reserves relative to actual losses.

Attractions of Adverse Development Covers
ADCs can be useful for firms in a variety of situations. ADCs commonly are
used to cap old liabilities that are of concern in a merger or acquisition. When
the acquiring firm or merger partner is concerned that a liability could be
much greater than the target firm has planned for in its reserve holdings, the
cession of XOL risk through an ADC can provide the target firm with a good
remedy to such concerns on the part of its suitor.

In addition, ADCs are widely regarded as important devices for com-
bating adverse selection problems through positive signaling. A firm that en-
ters a charge-off against its earnings for a liability that has not been fully
realized, for example, may be suspected of possessing superior information
about the liability that leads to underreporting. A firm wishing to counter
such fears by investors can take out an ADC to lock in its liability at the
charge-off amount and thus signal its confidence that the charge-off was in-
deed correct.10

Finally, ADCs can improve the ability of cedants to find favorable pricing
for catastrophic XOL layers with lower attachment points above the policy
limit on the ADC itself.

Example: The Turner & Newall Signaling Adverse Development Covers
Turner & Newall, a United Kingdom motor components manufacturer, uti-
lized an ADC for signaling purposes—to combat a concern among investors
and analysts that it had inadequately reserved against a major liability.11 The
liability for Turner & Newall was a series of asbestos claims associated with
some of its discontinued operations. Having paid over £350 million in claims
from the mid-1980s through 1996, uncertainties over the size of potential fu-
ture claims had grown high—hence, the ADC.12

Turner & Newall self-insured its asbestos claims by establishing a captive
and then reinsured some of that underwriting risk with an ADC. The ADC
had a 15-year tenor and, like other finite risk products, contained an agree-
ment for a partial premium rebate if actual loss developments were favorable
relative to its reserve holdings after the 15 years. Provided by Swiss Re, Mu-
nich Re, and Centre Re, the finite risk product gave Turner & Newall protec-
tion against any additional liabilities incurred above a retention of £373
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million in additional claims in exchange for a one-time premium payment by
Turner & Newall of £92 million. Within 20 minutes of the announcement of
the ADC, Turner & Newall’s stock price had risen by 23 percent, and ended
that week more than 40 percent up.13

Retrospective Aggregate Loss Covers

ADCs are sometimes called retrospective excess of loss covers (RXLs). A final
type of retrospective finite risk ART form is called a retrospective aggregate
loss cover (RAL). Despite the name similarity to ADCs, RALs actually are
more similar to LPTs than to ADCs mainly because they can be used to in-
crease the balance sheet equity of the cedant by replacing the technical re-
serves allocated to an unknown liability with a fixed premium payment
whose value is less than the current technical reserves.

In a typical RAL, the cedant can finance existing and IBNR losses by pay-
ing a premium to a (re-)insurer equal to the current value of reserves and then
ceding the liability to the (re-)insurer, just like a LPT. But unlike an LPT, a
RAL also usually includes a provision that requires the cedant to pay for any
losses over a specified amount or above a defined loss ratio when they are ac-
tually incurred by the cedant. In the LPT, the risk of a very large claim arriv-
ing unexpectedly early in the loss development cycle is borne solely by the
(re-)insurer, perhaps subject only to an aggregate or per risk policy limit. But
the RAL specifically forces the cedant to retain some of this timing risk. The
RAL thus involves less timing risk for the (re-)insurer than an LPT.

At the same time, the RAL provides some excess of loss protection on the
underwriting risk that an ADC would provide but that a typical LPT would
not. A RAL thus makes sense for firms with a primary concern about timing
risk but that are willing to retain some of that timing risk in exchange for
some actual aggregate excess-of-loss underwriting risk transfer.

Bundling Retrospective Finite Risk Solutions: 
The Frontier Insurance Example

The three retrospective finite risk programs just discussed are different pri-
marily in the way they address underwriting and timing risks. The relation
between risk financing and risk transfer, synthetic debt and equity, and tim-
ing versus underwriting risk is illustrated in Exhibit 19.3 for each of these
three products.

The exhibit naturally begs the question: What if a firm wants to cover
more than one of the regions of this figure in the same policy?

RALs provide the middle ground of cover for a firm wishing to mix a bit
of XOL underwriting risk reinsurance with timing protection. But in a RAL, a
cedant limits the timing risk protection it receives in order to acquire some
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adverse development protection on cumulative losses. We also can imagine
a situation, however, when a firm wants both and may not be willing to
trade off timing and underwriting risk in a manner as clear as that shown
in the exhibit. In this case, the firm can bundle an ADC and an LPT into a
single policy.

This is perhaps best illustrated by example. Frontier Insurance Company
was a specialized property/casualty insurer that ran into financial problems in
2000.14 It had $70 million in debt and had suffered significant losses on its
physicians’ malpractice insurance line. Frontier’s losses were due both to in-
adequate reserves to cover total losses and to the unexpectedly rapid develop-
ment of losses on the portfolio. Frontier had to replenish reserves several
times to cover the time path of claims.

In the second quarter of 2000, Frontier entered into an option on a bun-
dled finite risk agreement with Berkshire Hathaway’s National Indemnity. If
exercised, the option delivered $800 million in cover to Frontier, of which
$514 million was an ADC that created XOL reinsurance for any aggregate
losses in excess of Frontier’s then-current reserves. The remaining $286 mil-
lion in cover involved a cession of its current reserves to National Indemnity
through an LPT, thus protecting Frontier from further unexpected accelera-
tions in the timing of its claims submissions. National Indemnity thus allowed
Frontier to transfer the underwriting risks and finance the timing risks of its
existing physicians’ malpractice line. In other words, National Indemnity al-
lowed Frontier to finance its timing risks by replacing its reserves with syn-
thetic debt and enabled the insurer to transfer its excess underwriting risks
and replace those risks with synthetic equity.

Frontier exercised its option to obtain the $800 million in cover in late
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2000. After ringfencing its liabilities in this manner, Frontier was able to
cleanly exit this line of business and withdraw from the market in 2001.

PROSPECTIVE FINITE RISK PRODUCTS

All the finite risk products explored in the prior section are intended to help
firms finance and/or transfer the risks associated with an existing liability. For
an insurer, this may include unrealized or IBNR claims on a line of insurance
policies already issued by the firm. For a corporation, existing liabilities may
include contingent environmental cleanup costs, workers’ compensation
obligations, unrealized liability to hazards like asbestos in the workplace, and
the like. The common denominator is that the firms in all these cases already
have the liability.

Prospective finite risk products are designed to cover liabilities that a firm
has not yet incurred, even on a contingent basis. For an insurer, this might in-
clude losses arising from a line of insurance policies that have yet to be writ-
ten. A corporation, by contrast, could face this situation, for example, if it has
an undetected Superfund chemical spill whose subsequent discovery will cre-
ate a cleanup liability (as opposed to the identified Superfund site explored in
the Iron Mountain example).

The basic structure of prospective finite risk products is similar to that of
the restrospective products. Nevertheless, prospective finite risk products are
different enough from retrospective finite risk solutions that some discussion
is warranted.

Finite Quota Share Treaties

As discussed in Chapter 16, a quota share treaty is a form of proportional
reinsurance rather than excess-of-loss reinsurance in which the assuming rein-
surer agrees to pay a fixed or variable proportion of claims and loss adjust-
ment expenses on a line of policies in return for receiving a proportion of the
premium. In a traditional quota share agreement, the reinsurer’s potential lia-
bility is limited only by the policy limits on the original policies ceded. If there
are no policy limits, the reinsurer’s liability is potentially unlimited.

The only real difference between a finite quota share treaty and a tradi-
tional quota share treaty is the explicit limitation of liability for the reinsurer
in the former. Whether the ceded policies underlying the treaty have policy
limits or not, the finite quota share imposes a contractual maximum obliga-
tion on the reinsurer.

Finite quota share treaties are useful mainly in the insurance market and
have significantly less appeal to corporations. Their major function is to in-
crease the accounting surplus of the cedant, usually for capital adequacy or
regulatory purposes as discussed in Chapter 8.
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In a finite quota share treaty, the primary insurer cedes part of its un-
earned premium to the reinsurer along with the concomitant liabilities. In re-
turn for this, the cedant receives a ceding commission. In this manner, the
unearned premium is converted into current income. The finite quota share
treaty thus is a pure risk financing product, converting an as-yet-unrealized
stream of expected profits into a current income item.

The ceding commission together with the investment income on the un-
earned premium reserves are expected to more than cover actual claims aris-
ing on the new policy line. In the event that unexpected losses occur, the
assuming reinsurer often is given the right to recover those losses from the
ceding insurer over the term of the agreement.15

Just as the reinsurer wants to limit its loss exposure, the primary cedant
also wants to retain the majority of profits on the underlying business line. To
facilitate this, the ceding commission is often tied to a sliding scale that varies
with the loss ratio—say, a 1 percent increase in commission paid for every 1
percent reduction in the actual loss ratio up to a maximum of 100 percent.16

Alternatively, an experience fund can be established with a preagreed sharing
rule for redistributing the profits between the cedant and reinsurer at the end
of the life of the contract.17

Spread Loss Treaties

A second form of prospective finite risk product is called a spread loss
treaty (SLT). Like finite quota share treaties, it represents a form of risk fi-
nancing. In an SLT, the cedant pays an annual premium into an experience
account over the multiyear term of the contract. Investment income on re-
serves are credited to the experience account, and actual losses plus the
reinsurer’s arrangement fees are debited. If the fund goes into deficit, the
primary insurer must pay increased premiums to restore the fund to bal-
ance—including perhaps a final payment to ensure that the fund is in bal-
ance when the SLT expires. But if the fund is in surplus, the fund’s net
investment income is distributed to the cedant. A surplus at the end of the
life of the SLT results in a sharing of profits and thus a partial premium re-
fund to the cedant.

The reinsurer’s obligation is to make payments for claims as they occur,
even if such claims create a deficit in the experience account. Any such
losses are cumulated and then redistributed over the remaining term of the
agreement, which can be quite long. The net effect from the cedant’s per-
spective is that the reinsurer is essentially prefunding losses and allowing the
cedant to spread those losses out over a much longer period of time rather
than incur them as they arise. The reinsurer does bear some underwriting
risk in that structure, but usually subject to either an annual or an aggregate
policy limit.
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The SLT structure allows cedants to smooth the volatility of their claims
payments and hence their earnings. In this sense, a SLT functions exactly like
an earnings volatility or signaling capital reserve as discussed in Chapter 7.
For this reason, SLTs are particularly popular for captives as a means by
which the parent/sponsor of the captive can decrease its earnings volatility for
all the possible reasons discussed in Part I.18

FINITE RISK VERSUS DERIVATIVES

As convergence products, finite risk ART forms can, not surprisingly, be of-
fered directly by derivatives dealers. The degree to which corporations can
look to swap dealers for the same sorts of protections afforded in finite risk
products depends, however, on the specific risk management objective of the
firm, as discussed in Chapter 10.

An LPT or SLT can be viewed as a type of income or asset swap of the
kind discussed in Chapter 13. To illustrate this, suppose Firm Tangram has
a retrospective liability with absolutely no prospect of adverse develop-
ment—that is, the aggregate loss is essentially known. But the rate at which
losses will arrive at Firm Tangram in the form of claims from claimants is
not known, so the firm faces some cash flow timing risk and reserve rein-
vestment risk.

Exhibit 19.4 illustrates two ways that Firm Tangram can manage its tim-
ing and reinvestment risks, provided cash flow and value risk management
(see Chapter 10) are its only concerns. In panel a, a LPT is shown in which
Tangram cedes all of its liabilities to a reinsurer along with a premium of xxx
basis points that will approximately equal its current technical reserves
against the liability. The reinsurer assumes the liability and pays the claims
when they arrive.
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Panel b shows how a swap can be used to accomplish the same thing
from a cash flow and value perspective. In the swap, Firm Tangram makes
a regular payment to the swap dealer of yyy basis points. This payment
may occur once at the beginning of the swap, as in a typical credit default
swap, or can be made at regular intervals over the life of the swap, as in an
income swap. (See Chapter 13.) The present value of the yyy basis points
will be the same in either case. In exchange for making this payment to the
swap dealer, the dealer agrees to pay Firm Tangram an amount equal to its
realized losses on its claims when they occur. The income on the swap thus
arrives at the same time as the payment Firm Tangram must make to 
the claimants.

As noted earlier, the equivalence of these transactions from a cash flow
perspective does not imply equivalence in accounting earnings. If the firm
does the LPT, the liabilities disappear from its balance sheet, whereas they do
not in the case of a swap. Firms wishing to manage their earnings volatility
thus cannot do so using the swap structure.

In general, provided that finite risk products satisfy certain criteria speci-
fied by tax and regulatory authorities, they are almost always considered in-
surance. And this can be a large part of their appeal for firms seeking
protection primarily of their accounting earnings. The primary motivation
underlying an SLT, for example, is to function as an earnings volatility reserve
by swapping prospective losses that will occur with uncertain timing for a
fixed “loss” in the form of a regular premium. Because an SLT does involve a
material risk transfer, it is not pure premium financing, on which tax and ac-
counting authorities tend to frown. But it is quite close. Derivatives rarely can
achieve the same tax and accounting status and thus usually cannot be used
for the specific purpose of earnings risk management in the context we have
discussed it in this chapter.

Similarly, excess-of-loss reinsurance can be viewed as equivalent, from a
cash flow or value perspective, to a vertical options spread. Adverse develop-
ment covers thus can be constructed in the world of derivatives. And so on for
the other finite risk products discussed here.

A major problem with using derivatives instead of finite risk products,
however, is the need to customize the transaction to the specific liabilities of
the firm seeking protection. For the most part, derivatives—even credit deriv-
atives—tend to be cost effective only when their cash flows are based on
products whose values and cash flows are fairly transparent—if not to the
market at large, then at least to the swap dealer. But most firms seeking pro-
tection through finite risk products are interested in managing the risk of
something extremely specific to their own balance sheets. More often than
not, this may create a problem for derivatives dealers.

This situation brings up the distinction between an optionable and an in-
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surable interest. Derivatives dealers tend to hedge their risk exposures rather
than retain them. Reinsurers may either retain or hedge their exposures
through retrocessions. In the case of finite risk products where timing risk is
the major concern, however, reinsurers more often than not tend simply to re-
tain the exposure. They ensure the transaction falls within their risk toler-
ances by virtue of the finite risk characteristics of the contracts themselves and
thus do not assume more risk than they are prepared to retain. Accordingly,
reinsurers do not really hedge these sorts of deals.

The problem, then, is that derivatives dealers cannot easily hedge prod-
ucts that are underlain by an insurable interest rather than an optionable in-
terest. In order for a dealer to offer a product based on an insurable interest,
the dealer essentially would also have to retain the risk. For a wide range of
reasons, including capital requirements imposed on derivatives dealers that
insurers do not face, in many cases dealers find the retention of these risks
more costly than reinsurers do. We will run into some exceptions to this in
Chapter 23, but for the most part, reinsurers are likely to provide corpora-
tions with a more cost-effective solution when the underlying liability whose
risks need to be managed represents an insurable interest of the company
without any traded market analogs.

NOTES

1. See Dyson (2001).
2. See Monti and Barile (1995) and Carter, Lucas, and Ralph (2000).
3. See, for example, Monti and Barile (1995), Phifer (1996), Carter, Lucas,

and Ralph (2000), and Shimpi (2001).
4. Most finite risk products are designed to expose the assuming firm to a

reasonable potential for a significant loss. See Phifer (1996).
5. Shimpi (2001) likens this sort of solution to the use of bridge banks in the

United States following banking institution failures. A bridge bank re-
ceives the “good” parts of the failed firm and can be operated as a going
concern, perhaps later to be sold to a new acquiring institution. The
“bad” parts of the failed bank are left in the defunct receivership. Culp
and Kavanagh (1994) discuss bridge bank and other run-off solutions for
failed depository institutions involving significant amounts of over-the-
counter derivatives.

6. See Carter, Lucas, and Ralph (2000).
7. See Shimpi (2001).
8. Background for this example was obtained from Lenckus (2000).
9. The settlement is still subject to a federal court approval.

10. Shimpi (2001) and Swiss Re, Sigma No. 5 (1997).
11. See Gerling Global Financial Products (2000).
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12. See Buck and Riches (1999).
13. Ibid.
14. For a discussion of Frontier’s situation and the finite structure it adopted,

see “Frontier Gets a New Lifeline,” Reactions (November 2000).
15. Monte and Barile (1995).
16. Carter, Lucas, and Ralph (2000).
17. Gerling Global Financial Products (2000).
18. See Carter, Lucas, and Ralph (2000), Gerling Global Financial Products

(2000), and Shimpi (2001).
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CHAPTER 20
Integrated Multiline and
Multitrigger Alternative 
Risk Transfer Products

In this chapter we turn away from ART forms that are primarily intended to
help firms finance their retained risks and begin to consider alternative risk

transfer mechanisms—contracts, structures, and solutions that firms can use
to transfer selectively some of their natural risk exposures to the equity hold-
ers of other firms. We saw in Part III that risk transfer can be accomplished
through a variety of traditional avenues, including derivatives, securitization,
asset divestiture, and (re-)insurance. Now our focus turns to nontraditional
risk transfer methods.

Enterprise-wide risk management (EWRM) as a business process allows
firms to exploit risk management and corporate financing efficiencies through
more comprehensive risk identification, measurement, and control.1 In re-
sponse to the increasingly widespread recognition of the importance of
EWRM as a management tool, many major players in the reinsurance world
began to offer integrated risk management (IRM) products designed to pro-
vide enterprise-wide risk transfer solutions. The simultaneous coverage of
multiple risks and the ability of firms seeking IRM solutions to participate
with the capital provider in any ex post profits clearly establish these struc-
tures as alternative.

Some of the IRM products reviewed here have been remarkably successful
at helping firms manage their overall cost of capital and optimize their balance
sheets, whereas other IRM products have been dismal failures, culminating in
the widely publicized dismantling of several IRM programs by such firms as
Honeywell and Mobil Oil. In this chapter we explore the mechanics, benefits,
and costs of the two primary types of IRM products—multiline comprehen-
sive risk transfer products and multitrigger ART forms. In particular, we will
attempt to distinguish between IRM ART forms that have come and gone as a
passing fad versus those that seem to be here to stay and that genuinely can
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help firms revolutionize the way they finance themselves and manage their
risks. The following questions are answered:

■ What is the primary distinction between traditionally “layered” (re-)in-
surance risk transfer structures and integrated risk management ART
products?

■ What are multiline products, how do they work, and when do they
make sense?

■ What are multitrigger products, how do they work, and when do they
make sense?

■ How can IRM risk transfer products be combined with finite risk financ-
ing products to create synthetic hybrid securities?

LAYERED VERSUS INTEGRATED RISK TRANSFER

Risk transformation products often are distinguished from one another along
three dimensions:

1. Length of coverage
2. Sequencing of losses borne by risk transfer counterparties
3. Types of risk resulting in potential losses

In this chapter we consider only multiyear contracts, which are prevalent in
ART forms and derivatives and are increasingly common among traditional
(re-)insurance structures.

The relation between the sequencing of losses borne by risk transfer
counterparties and the types of risk giving rise to those losses is often different
for traditional and alternative risk transfer products. The former are usually
characterized by a “layered” approach in which individual risks are placed
into silos and the risks are then transferred in layers—either “horizontal” or
“vertical” layers or both. In several notable alternative risk transfer products,
by contrast, risk and loss are combined into single “integrated” packages. In-
tegration of risks across types within the same policy—multiline and multi-
trigger risk transfer solutions—is a sufficient condition for the solution to be
considered an ART form, but it is not a necessary condition.

Layered Risk Transfer Products

Virtually all classical (re-)insurance products and many derivatives allow
firms to manage their risks through an approach known as layering, which
was introduced in Chapter 16. Because of the important distinctions be-
tween traditional layering and nontraditional integration, and the interac-
tions between the two allocations of loss to different risk transfer
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counterparties, a thorough understanding of layering methods is requisite to
our discussion of integrated risk products. Developing that understanding
will prove easiest by example.

Consider a hypothetical nonfinancial corporation in Switzerland called
Firm Wachau that buys coffee beans from Brazil and then sells ground coffee
and coffee products in Europe and the United States. Suppose the firm has a
financial capital structure consisting of common stock, senior bank debt, and
junior subordinated bond debt. The three types of natural risks to which Firm
Wachau is exposed include the following:

1. Production-related risks (e.g., supply chain risks, demand shock risks,
etc.)

2. Financial risks
a. Market risk

(i) Interest rate risk on debt and other interest-sensitive assets and
liabilities

(ii) Exchange rate risk
(iii) Commodity price risk on coffee purchases

b. Credit risk on all assets
3. Operational and business risks

a. Liability
b. Property
c. Casualty

The relation between the risk transfer product suppliers and the order in
which those suppliers absorb losses incurred by Firm Wachau for the above
risks is layering.

Vertical Layering
Classical insurance and reinsurance generally are considered “vertical” risk
management products. The implication of this term can best be seen in a
layer-cake diagram of the kind presented in Chapter 16. For each risk to
which the firm is exposed, an insurance policy can be constructed to transfer
some portion of that risk. Excess-of-loss reinsurance and classical insurance
with both upper and lower attachment points (i.e., policy limits and de-
ductibles, respectively) can be viewed in the context of loss layers that sit on
top of each risk type like layers in a cake.

A vertical risk management program for Firm Wachau would involve a
separate solution for each type of risk to which the firm is subject. For any
given risk, a risk transfer solution might be adopted to limit the firm’s expo-
sure to at least some layers of that risk. Exhibit 20.1 provides one possible il-
lustration of a vertical risk management program for a subset of the risks
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just mentioned. Note that the figure does not show the total potential expo-
sure of the firm to each risk—for example, a 95th percentile annual VaR. We
only know what the firm has hedged, not the proportion of its natural expo-
sure or maximum reasonable loss that is hedged. As shown, in fact, all losses
are presumed to be essentially unlimited (or, at least, greater than $800 mil-
lion per annum).

The white and cross-hatched parts of the exhibit represent risks that the
firm has retained. The former are retained and unfunded, whereas the latter—
specifically, the first $400 million in casualty loss exposure—are prefunded.
Suppose the prefunded casualty retention occurs through the use of either a
formal self-insurance program or a rent-a-captive program. The unfunded re-
tentions in the exhibit clearly include whole-risk types as well as certain layers
for specific risks—namely, credit risk is left as an entirely unfounded reten-
tion, whereas unfounded retentions for the other risks are created by the pres-
ence of policy/derivatives coverage limits, deductibles, and the property copay
requirement. To make it interesting, suppose credit risk is an unplanned reten-
tion and the others are planned but unfounded.

In Exhibit 20.1, the firm is presumed to hedge $200 million, $100 million,
and $500 million of its annual exposure to changes in interest rates, coffee
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prices, and exchange rates. Assume these risks are hedged using derivatives ne-
gotiated with one swap dealer per risk or with exchange-traded futures.

Firm Wachau also is assumed to transfer some portion of its property, lia-
bility, and casualty risks using insurance contracts. For simplicity, suppose
each risk is insured under a single blanket policy. The solid shaded area for
each risk represents the coverage provided by the primary insurer on the first
layer of potential losses (net of any deductible), and the dotted shaded areas
represent additional layers of XOL insurance. As shown in Exhibit 20.1, the
property insurance program involves a $100 million retention in the form of a
deductible plus two insurance covers. The first cover is $400 million XS $100
mn policy limit with what appears to be a 10 percent copayment requirement.
A second policy attaches to the firm’s property loss exposure at the $500 mn
attachment point and is an XOL policy for $300 mn XS $500 mn with the
same 10 percent copayment provision. Liability risks are fully insured by a
first-loss carrier for all losses above $50 million to a policy limit of $300 mil-
lion, and a second carrier provides a $200 XS $300 XOL cover.

The reason that this program is referred to as a vertical risk management
program is that each risk is managed independently of all the other risks fac-
ing the firm. Risks are put into “silos” and then managed one silo at a time
based on the firm’s tolerance to certain loss layers. Among other things, this
means that the firm has at least one transaction or policy per risk, with all the
premium and/or transaction costs that each individual transaction or policy
might require. The vertical approach also means that one insurer’s coverage is
stacked vertically on top of another insurer’s coverage.

Horizontal Layering
A risk management program also can be horizontally layered. Vertical layer-
ing implies that insurers cover different layers of risk within each silo,
whereas horizontal layering involves multiple insurers participating alongside
one another within a risk silo. Exhibit 20.2 depicts a horizontally layered pro-
gram for Firm Wachau that provides the same risk transfer solution and
leaves the firm with essentially the same ultimate risk profile as the vertical
program shown in Exhibit 20.1.

In the horizontal program, Firm Wachau still has 90 percent of all prop-
erty losses above $100 million covered up to $800 million, as before. In the
vertical program, however, the first dollar of loss above $100 million. was
covered 90 percent by a single insurer up to $500 million. A second insurer
then covered 90% of additional losses from $500 million to $800 million. In
the horizontal program, by contrast, property claims are split between two in-
surance companies from the first dollar loss (in excess of the $100 million de-
ductible) up to the $800 million limit. Similarly, liability claims against Firm
Wachau now are divided evenly between two different insurance companies
for all losses in excess of $50 million and up to $500 million.
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Note in Exhibit 20.2 that the FX risk facing the firm also has been hori-
zontally layered. This could be accomplished if Firm Wachau goes to one
swap dealer for, say, its dollar/franc hedging and to another swap dealer for
all other currency exposures.2 Alternatively, Firm Wachau may partially
hedge all of its currency exposures with multiple dealers.3

Vertical and Horizontal Layering by Risk Silo
Horizontal and vertical layering also may be combined within a particular
risk silo. (They can also be combined across risk silos, but that will be dis-
cussed in the next section on integrated risk transfer structures.)

Exhibit 20.3 provides an example of both vertical and horizontal layering
for specific risk silos—the property and liability risk silos for the firm, in par-
ticular. The checked pattern shown for each of these two risks indicates the
involvement of a third insurer (possibly different for the two risks). In the lia-
bility risk silo, the first two insurers evenly divided the firm’s liability claims
above a $50 million deductible to a $300 million limit, and the third insurer
then provides an XOL layer of $200 million in coverage with a $300 million
attachment point.

Consider now the property risk silo. In this case, the first two insurers
share 90 percent of the layer of losses from $100 million to $600 million. A
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third insurer then provides a $175 million XS $600 million layer of additional
loss protection. Specifically, the third insurer appears to be providing $200
million of cover with a lower attachment point of $600 million but also with
a deductible of $25 million. In addition, the third insurer provides a cover
that does not contain a copayment provision.

Integrated Risk Transfer

When a single insurance company offers to underwrite losses arising from
more than one source of risk (i.e., silo), the resulting risk transfer product is
called an integrated risk management solution. IRM products arose in the
1990s as a response to the perceived need for EWRM. In particular, many
people believed that the well-known efficiencies associated with identifying,
measuring, and monitoring risk from an EWRM perspective (see Part II and
Culp [2001]) could be repeated at the transactional level. IRM products thus
arose as an explicit effort to reduce some of the inefficiencies known to be as-
sociated with classical silo-by-silo risk transfer products.

One major inefficiency often associated with layered (re-)insurance pro-
grams in particular is the overcommitment of capital such programs can en-
gender. Consider again the layered program in Exhibits 20.1 to 20.3 in which
at least one separate policy cover is taken out for each risk. Such a structure
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achieves a full risk transfer for each risk and over time. But if the occurrence
of large losses across risks is not perfectly correlated, Firm Wachau will never
actually need all of this insurance capacity at the same time. If forex and lia-
bility losses do not occur at the same time, for example, allocating capacity to
the expected or worst-case loss on a silo basis overinsures the firm. On a cor-
relation-adjusted portfolio basis, the total loss exposure of the firm is lower
than the sum of the two individual risk silos.

IRM products can, in principle, help address this problem in two ways.
First, firms can allocate less capital to their risks at a lower total cost when
correlations across both time and risk types are factored into the premium
charged for the policy. Second, firms can achieve a more customized, tailor-
made blanket of coverage that includes only those risks the firm is truly con-
cerned about transferring to another party. At the same time, an IRM product
also can be an effective way to catch “gaps” between silos or to cover unin-
tended retentions, such as credit risk in the example of Firm Wachau.

The supposed benefits of a multiline IRM program do not just emphasize
enhanced efficiency in capital utilization. In addition, most multiline policies
are provided by a single carrier, thus reducing transaction costs and total
arrangement fees. IRM products also are usually multiyear policies, thus sim-
plifying renewals and/or reinstatements of policies.

MULTILINE PRODUCTS

“Integration” inevitably requires the inclusion of multiple risks in a single risk
transfer product. In this section, we review multiline IRM products that
achieve integration through an aggregate excess-of-loss structure designed to
cover multiple sources of risk at the same time. Multiline policies may be cre-
ated using either the attachment method or the single-text method.4 If the at-
tachment method is used, several individual monoline policies are grouped
together, or “attached,” using a single master agreement that creates the inte-
grated risk policy. The single-text method, by contrast, involves the drafting
of a new agreement that encompasses the terms of all the component mono-
line agreements. The former is generally cheaper but requires significant at-
tention to conflicts and overlaps in definitions and policy terms.

Whatever mechanical method is chosen to draft the policy, it must con-
tain at least one multiline trigger that clearly defines when the policy will be
effective and can be invoked to cover actual losses sustained by the purchaser
of the integrated coverage. In general, multiline policies created through the
attachment method define insured events and losses according to the terms of
the underlying monoline agreements, whereas single-text IRM policies usually
explicitly enumerate the events and loss levels covered by the policy.

In and of itself, a multiline IRM program really contains nothing to sepa-
rate it from traditional monoline insurance covers. What makes most multi-
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line products ART forms is the multiple risks covered by the program. In ad-
dition, most IRM products include a feature that we encountered in Chapter
19 for finite risk products which allows the insured to participate alongside
the insurer in certain profit circumstances. If the policy remains unused, a
possible refund of some of the premium may be possible. Even if the policy is
used, joint participation in excess investment income also may be possible.

Structures

Exhibit 20.4 depicts graphically how a multiline policy might work for Firm
Wachau. The multiline product now provides combined coverage for all the
risks shown up to an aggregate amount of $500 million and with a com-
bined deductible of $50 million. Claims arising from any of the individual
risks can be used to satisfy the deductible, and claims in excess of that $100
million deductible can be applied against the aggregate XOL policy limit of
$500 million.

The exhibit superimposes the attachment points of the silo-specific pro-
gram depicted in the earlier exhibits to show the apparent “gaps” in coverage
that the multiline program creates. The light-shaded and cross-hatched bars
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on Exhibit 20.5 indicate losses that would have been insured in the prior lay-
ered programs that now are not covered in the IRM policy.

Several of the coverage gaps appear around the first dollar loss and in the
first layer. For interest rate, coffee price, and foreign exchange risk, the deriv-
atives Firm Wachau was using before evidently covered the firm for its first
dollar loss up to the limits of the hedging programs. Similarly, the $50 million
deductible on the liability coverage is below the new $100 million deductible.

Before concluding these are true gaps in the multiline structure, however,
it is important to consider how the aggregate deductible is set. In principle,
the aggregate deductible level should be set to cover the firm’s desired reten-
tion on a portfolio basis—that is, recognizing that all risks will not result in
simultaneous losses. Firms offering IRM products assert that consider effort is
undertaken to analyze their clients’ actual loss experiences and to model fi-
nancial risks—using both actuarial and financial modeling techniques—to ar-
rive at an optimal retention level and lower attachment point (i.e., aggregate
deductible). If indeed this modeling exercise yields the correct results, the so-
called gaps in coverage for lower risk layers should not be gaps at all. Indeed,
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eliminating these coverages is one major supposed source of efficiency gains
from integrated risk transfer solutions.

On the upper or catastrophic loss layers, firms usually can opt for supple-
mental risk/silo-specific XOL or catastrophic layer coverage. Firm Wachau
had a policy limit of $800 million for its property exposures in the layered
program, whereas the multiline program only provides total aggregate cover
up to $500 million. As Exhibit 20.6 shows, however, a stand-alone policy
providing $300 XS $500 XOL coverage for the catastrophic property loss
layer can easily be added to the program.

Some IRM products also combine risk- or occurrence-specific limits with
aggregate limits to help firms further customize their exposure. One such pro-
gram is Swiss Re’s Multiline Aggregated and Combined Risk Optimization
(MACRO), a product aimed at nonfinancial corporations to help them bun-
dle and tailor their exposure profiles and retention decisions. Depicted in Ex-
hibit 20.7, the MACRO product is a multiline, multiyear structure that has a
single annual aggregate deductible, a single aggregate exposure limit, and oc-
currence-specific catastrophic XOL supplements per risk silo at the customer’s
option. The program also may allow automatic or optional reinstatement if
the customer wishes to simplify rollover decisions.
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EXHIBIT 20.7 MACRO from Swiss RE
Source: Adapted from Swiss RE, MACRO: A Holistic Approach to Multiple Risks
(1997).
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Range of Risks Covered

Many of the large reinsurance players have IRM product offerings. Some
providers of these products include Centre Re Solutions (part of Zürich Fi-
nancial), XL Capital, AIG, Munich-American Risk Partners, and Cigna. The
risks covered by these programs ranges from two to virtually all.

Example: Cigna-XL Property/Casualty Twinpack
At the more focused end of the IRM spectrum are products now sometimes
known as twinpacks that bundle only two related risks. A very popular such
product was the joint offering by Cigna and XL Capital (an insurance
provider that, along with ACE, gained prominence for being only cata-
strophic capital providers). The Cigna/XL twinpack covers high-layer prop-
erty and casualty losses. Customers usually retain aggregate losses below
about $2 million per annum and then either seek traditional insurance for the
$8 XS $2 layer. (As will be discussed, some firms also use finite risk products
in this layer to create a “bundled” program.)5

Exhibit 20.8 illustrates the distinction between the traditional separate-
silo approach to property and casualty insurance and the ART multiline ap-
proach. In panel a, the traditional approach is shown in which a firm buys
two separate policies for property and casualty coverage. Each policy has a
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EXHIBIT 20.8 Typical Property/Casualty Twinpack
Source: Adapted from Shimpi (2001).
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$25 million annual deductible, and each has a limit of $100 million. In panel
b, the multiline version of the same policy is shown, where the aggregate de-
ductible is now $50 million and the aggregate XOL cover is $200 million.

Panel b shows graphically the two major differences in coverage pro-
vided by the multiline policy. As the dotted region shows, the retention is
now larger, so the multiline eliminates coverage for situations in which both
property and casualty losses are low. Conversely, as the diagonally striped ar-
eas show relative to the old coverage square, high-severity losses of either
type are now covered and were not before. The $200 million aggregate cov-
erage thus might be spent on a single $200 million property or casualty loss,
if required. This demonstrates the potential for such products to facilitate a
better allocation of capital. Under the two separate policies, a $200 million
property loss in the same year as zero casualty claims would leave the firm
exposed to pay $100 million in property losses while leaving the $100 mil-
lion in casualty unaccessible. The multiline policy allows capital to be ap-
plied wherever there is a loss.

Example: Insuring Earnings Per Share with AIG’s COINsm and STORMsm

The nature of multiline policies as synthetic equity that is not dedicated to a
particular risk silo can best be seen by considering a multiline product at the op-
posite extreme from the twinpack. In the case of AIG’s Commodity-Embedded
Insurance (COINsm), the objective is to provide a product that delivers earnings
per share (EPS) insurance. By including essentially all the major risk exposures
that a firm might face, a multiline policy functions as a synthetic equity infusion
for the firm that can be accessed any time total annual losses exceed the de-
ductible. AIG’s STORMsm program is a similar EPS insurance structure with a
bias toward helping firms manage adverse weather-related events. And Reliance
Insurance Co.’s “Enterprise Earnings Protection Insurance” launched in 1999
offered indemnification against EPS shortfalls directly.

Multiline Successes and Failures

Some multiline policies have been very successful, whereas others have been
dismal failures. In some cases, products marketed by large and reputable rein-
surance firms were never bought and subsequently were taken off the market
entirely, whereas in other cases the failures involved actually dismantling of
multiline programs by their buyers. These failures have led many to question
the viability of multiline policies.

Practitioners, commentators, and even providers of multiline products
have given several reasons for the failure of such products to take off.6 A ma-
jor reason frequently cited is that some of the providers of early solutions em-
phasized multiline products as off-the-shelf products rather than tailor-made
risk transfer solutions.7 Similarly, many IRM products have met with little
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success because they tried to emphasize cost savings rather than optimal risk
transfer. In particular, aggressive multiline policies approaching EPS insurance
can create significant costs for the insurance provider that are difficult to re-
cover if the product’s main selling point is a lower premium.

Especially when the program includes financial risks, the (re-)insurer
rarely will wish to retain 100 percent of the risk exposures in all categories.
Consequently, the (re-)insurer is still faced with hedging, reinsuring, or
retroceding the risks it is not prepared to retain. Integrating risks in the
same policy allows the firm to charge a lower premium in principle because
imperfect correlations across underwriting and timing risks allow better di-
versification. But unless the (re-)insurer can hedge or reinsure the risks it
does not wish to retain using a similarly integrated product, its cost will es-
sentially be the sum of the premiums of the risk transfer solutions for each
risk managed separately.

In other words, many IRM products allow a (re-)insurer to offer an inte-
grated solution but in turn merely push the unbundling problem back one
level. Because a (re-)insurer will not offer policies at a loss, the load added to
the original deal thus ultimately still must reflect the cost of risk transfer un-
dertaken on a risk-by-risk basis.

A highly publicized illustration of this problem was the placement of an
IRM solution with Honeywell that covered traditional insurance risks plus
the foreign exchange risk facing the company. When Honeywell merged
with Allied Signal, an assessment of the IRM program revealed that had
Honeywell purchased separate insurance policies and engaged in classical
hedging solutions to address its foreign exchange risk, it would have ended
up with a cheaper risk transfer solution. Accordingly, the program was ter-
minated and dismantled.

Mobil Oil also dismantled an IRM product—Swiss Re’s BETA—in 1999
for the same reasons. And Utah-based petrochemical company Huntsman
claims this was the reason it opted not to buy the risk solutions product of-
fered by XL and Cigna in the first place, claiming that coverage with 30 dif-
ferent insurers was cheaper than the proposed combined policy.8

Nevertheless, some multiline policies do appear to have succeeded—at
least as of this writing. Union Carbide recently renewed a major multiline
IRM product,9 and both Mead Corp. and Sun Microsystems claim to have
saved over 20 percent by consolidating their numerous risk transfer policies
into a single structure.10

While some firms claim to have achieved major cost reductions through
multiline programs, many successful multiline structures have appealed to
customers not because of the premium reduction they facilitate but rather be-
cause they allow customers to maximize capital efficiency and/or optimize
coverage. Twinpack programs that couple somewhat related risks like prop-
erty and casualty are an example of the former.
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Example: The Marsh e-X Programme
A successful multiline program that shows the benefits of optimal packaging
is the e-X Marsh Programme offered by Marsh Ltd., an MMC Company. The
e-X program is a highly focused multiline product aimed at providing com-
prehensive insurance coverage for financial exchanges, clearinghouses, and
settlement entities. The risks included in the most basic version of the e-X
program include the following:

■ P/I—failure of an exchange to maintain orderly markets, failure to moni-
tor trading participants, noncompliance with regulation, inequitable ap-
plication of rules, wrongful suspension of exchange trading members, etc.

■ Crime & Fidelity—theft, fraudulent data input, manipulation of trading
activity, fraudulent funds settlement instructions, sabotage, collusion, etc.

■ D & O—breach of fiduciary management responsibilities, conflicts of in-
terest, negligent misstatements of accounts, actions taken beyond scope
of authority, unauthorized use of funds, etc.

■ Property & Business Interruption—property damage, equipment dam-
age, terrorism, IT failures leading to business interruptions.

A major appeal of this policy has been the use of a single underwriter to
cover risks that are not only related but often are either duplicatively covered
or inadvertently left out when single policies and multiple underwriters are
used. Specifically, by integrating crime, fraud, negligence, and sometimes D &
O and P/I in the same policy from the same underwriter, gaps are omitted and
duplications avoided.

Although the e-X program may be cheaper than a number of separate
policies, the major emphasis is on optimizing the coverage sought by ex-
changes and clearinghouses, not necessarily on reducing costs. In fact, costs
are usually lower because Marsh is able to get the whole program underwrit-
ten by one or two (re-)insurers—usually Swiss Re or a panel of Lloyd’s under-
writers. But even were this not the case, the product likely will be successful
anyway because of its packaging of risk transfer solutions in a highly tailored
and hassle-free fashion.

Example: The United Grain Growers/Swiss Re Program
On a broader scale, most commentators are quick to admit that one clear-
cut success of an IRM solution was the multiline program adopted by Win-
nipeg, Canada-based United Grain Growers (UGG).11 Working together
with Willis, UGG identified 47 risks affecting UGG’s cash flows, earnings,
and/or value. The most important of these was determined to be weather.
Specifically, if UGG’s grain volume falls, revenues can decline by as much as
20 percent—and the main reason for a decline in grain volume was deter-
mined to be the weather.12
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After two years of work and deciding that neither weather derivatives nor
stand-alone silo solutions made sense, UGG sought a multiline structure from
Swiss Re. Although the specific retentions, limits, and premiums are not pub-
licly available, it is known that the program is a three-year deal that combines
credit, counterparty, weather, environmental, inventory, and grain price cov-
erage with property/casualty cover. As concerns the grain volume component,
UGG may make a claim for a loss based on differences in long-term grain vol-
ume averages and actual volume as measured by the Canadian wheat board.13

As with any EPS-like policy as comprehensive as UGG’s, one risk for the
(re-)insurer is the risk of significant moral hazard. A firm with EPS insurance
can essentially kill itself and be sure that its financial results will be covered
up to a point. In this manner, very comprehensive multiline programs func-
tion like put options on the earnings of the acquiring firm. With aggregate
limits taken into account, the program is equivalent to a vertical spread on
EPS, as discussed in Parts I and III.

In the case of UGG, Willis and Swiss Re agreed with the company that a
good mitigant for the moral hazard problem would be to make the indemil-
lionity of the policy contingent on declines in a grain volume index, whose
value was not unduly influenced by UGG. That prevents UGG from pursuing
a deliberately destructive strategy or from excessive underinvestment by tying
the applicability of the claim to an index. Note that the grain volume index is
not used to determine the economic loss sustained by UGG that Swiss Re has
agreed to assume. Rather, the index is used as a second trigger for the activa-
tion of the policy.

MULTITRIGGER IRM PRODUCTS

With the exception of the UGG example, all of the discussion in the prior sec-
tion involved IRM products with a single trigger. As long as aggregate losses
on the different risk silos covered by a multiline policy exceed the deductible,
the policy is triggered and an indemillionity payment can be sought for eco-
nomic losses sustained. The single trigger is the condition that losses exceed
the retention or deductible.

IRM products also may contain second triggers or, in the specific case
of switching single triggers, a single trigger that acts like a double trigger.
In this section we consider why such triggers can make sense for both the
(re-)insurer and the purchaser of the ART form. We then examine alterna-
tive types of triggers.

Benefits of Multiple Triggers

The UGG case illustrates that a primary benefit of a second trigger is the miti-
gation of moral hazard problems. By making the policy conditional on a trigger
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or event whose outcome the risk transfer purchaser cannot influence, the (re-)
insurer can be comfortable that losses have not been deliberately caused or loss
mitigation mechanisms underutilized. Importantly, as noted above, second trig-
gers of this sort affect the insured party’s ability to make a claim but generally
do not affect the amount of the claim itself.

A second reason for the recent proliferation in multitrigger structures is
that they tend to be cheaper—often significantly so—than single-trigger solu-
tions. The more conditions must be met in order for the policy to be drawn
on, the cheaper will be the premium for the final solution.

Finally, multiple triggers can help (re-)insurers provide more tailored and
better-optimized coverage to at least some of their customers, as some exam-
ples in the next section illustrate.

Mechanics of Multitrigger Structures

In an indemnity contract, at least one trigger is always that the insured party
sustains economic losses arising from an insurable interest. Many traditional
insurance products also include a second trigger tied to the occurrence of a
discrete event, such as the realization of a hazard—for example, a flood oc-
curs. In insurance parlance, the occurrence of the flood and the loss resulting
from it are viewed together as a single trigger. It is a flood-related loss above
the lower attachment point that triggers the policy.

In keeping with insurance jargon, we thus consider “discrete” triggers
like the occurrence of an accident to be part of the terms of a policy and the
definition of an insurable interest and not a trigger. Instead, we consider trig-
gers specifically to include numerical conditions that must be satisfied in order
for a policy to be effective.

Triggers and Moral Hazard
Doherty (2000) classifies triggers as either “internal” or “external,” where the
former is based on some variable specific to the cedant or corporate insurance
purchases (e.g., bad earnings) and where the latter is outside the immediate
control of the firm (e.g., exchange rate–related losses).

Although risk transfer solutions based only on internal triggers do ex-
ist, they are not very common. Such contracts expose the (re-)insurance
capital provider to significant moral hazard, especially when the payment
on the ART form is related to at least one of the triggers. Even when a
firm’s payment is based on an external index or is a nonindemnity value
contract that pays a fixed amount to the insured, basing a trigger solely on
variables under the firm’s control can mitigate the firm’s incentive to man-
age its risks effectively and can even create perverse incentives for fraud or
deliberate underperformance.

418 ALTERNATIVE RISK TRANSFER PRODUCTS

CCC-Culp 9 (401-451)  3/30/02  10:44 AM  Page 418



Accordingly, double-trigger ART forms usually involve at least one exter-
nal trigger.

Fixed versus Variable Triggers
A fixed trigger is a Boolean or binary operator that is either “on” or “off”
based entirely on whether some numerical condition is satisfied. The fixed trig-
ger in an indemillionity contract is almost always the development of economic
losses at the cedant or corporate insurance purchaser in excess of the lower at-
tachment point. For a multiline policy, the single flat trigger represents an ag-
gregate loss in excess of the lower attachment point. In general, a fixed trigger is
a completely exogenous numerical threshold that either is or is not satisfied.

Second and higher triggers also can be fixed. In the UGG example, the
second trigger that must be “pulled” before the policy can pay out is a decline
in the grain volume index by a prespecified amount. Because this amount is
fixed and predefined as part of the policy, the second trigger is fixed.

A fixed first trigger is like a strike price in a traditional call or put option.
If the option is not in the money, it cannot be exercised. A fixed second trigger
resembles a type of barrier option, such as a knock-in option, where the in-
strike is just a fixed condition and usually is based on the same underlying
variable as the first trigger.

A knock-in call option based on a share of common stock whose current
price is $50 might have a strike price of $60 and an instrike of $100. The first
trigger is pulled when the option moves into the money—that is, the price per
share of the common stock goes above $60. But the option still cannot be ex-
ercised because the stock price is below the instrike—that is, the second trig-
ger has not been pulled. When the stock price doubles relative to its current
value, the second trigger is pulled and the option can be exercised for an im-
mediate payment of $50.

As in the derivatives example, in insurance contracts with fixed triggers,
usually the triggers do not affect the payout on the contract. The fixed trig-
gers exist solely to limit the conditions under which the policy can be exer-
cised but do not usually affect the value of the policy conditional on an
exercise occurring.

A contract has a variable trigger if the trigger condition depends entirely
on the realization of one or more random variables. First triggers are very
rarely variable because they depend on the level of losses sustained relative to
a fixed attachment point. But even a first trigger can be variable if the attach-
ment point itself is variable.

Suppose a firm is concerned with “basis risk,” or the risk that its specific
loss development exposure will differ from “average losses” or “representa-
tive losses” reflected in some index. Take, for example, a catastrophe insurer
that wants to reinsure the risk that its actual losses will exceed the losses on
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an index like the Property Claims Services (PCS) catastrophic loss index. In
that case, the firm could buy insurance coverage with a lower attachment
point equal to the current level of the PCS index plus a fixed deductible. If
the firm’s actual losses are below the reported index losses, the insurance
does not pay. Conversely, the policy pays an amount equal to firm’s excess
loss over the index if such an excess exists. This type of insurance structure is
equivalent in a capital markets context to an “outperformance” or “relative
spread” option.

A second trigger may be added that also affects the insurance payout, but
this need not always be the case. A second trigger added purely to mitigate
moral hazard, for example, may dictate when the policy pays but not what
the policy pays. To return to the previous example, the catastrophic insurer
might reinsure its exposure using a standard XOL policy with a first trigger
based solely on a fixed lower attachment point to which actual losses are
compared. But the firm might add a second trigger that states it cannot make
a claim unless its losses exceed losses reported in the PCS index.

If the first trigger is fixed, the second trigger variable, and the payout un-
related to the second trigger condition, we have a structure that is virtually
identical to a barrier option. In this case, the instrike is a variable condition
that fluctuates with its index variable, but once the instrike has been crossed,
the option is alive and the payout is based solely on the economic loss of the
claimant relative to a fixed attachment point.

Switching Triggers
Multiline policies often have switching single triggers, or single triggers that
vary based on some weighting scheme defined in the trigger definition across
the multiple risks covered by the policy.

A switching single trigger often generates coverage that is more similar
to a fixed double trigger than to a fixed single trigger. To see this, an exam-
ple will help illustrate. The particular product, developed by Swiss Re, is
aimed specifically at insurance companies that are concerned about joint
underwriting losses and investment losses on the assets held to fund their
technical reserves.14

Consider first a fixed single trigger that provides a fixed retention amount
relative to an aggregate loss development experience arising from both invest-
ment and underwriting losses. Exhibit 20.9 illustrates the coverage provided
by such a policy with an aggregate limit of $Y million and a deductible of $X
million, which is essentially the same as the capital provided through a twin-
pack examined earlier in this chapter. The retention level is $X million per an-
num, meaning that the first and only trigger requires that actual losses on the
insurer’s investments or its underwriting activities or both must exceed $X
million before a claim can be made.15

Now consider a double trigger policy, where each trigger is fixed. To keep
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things interesting, suppose the triggers are not equal and that the insurer can
make a claim only when annual investment losses exceed $X million and an-
nual underwriting losses exceed $Z million. The aggregate policy limit re-
mains $Y million as before. This type of structure provides a lower total
coverage area than either two separate policies or a single-trigger policy. Ac-
cordingly, the coverage is cheaper. (See Exhibit 20.10.)

If assets invested to fund premium and loss reserves perform well, the
double-trigger reinsurance will not activate even if underwriting losses are
high. And if investments perform poorly but underwriting losses are low rela-
tive to premiums collected, the policy again will not activate. Such a double-
trigger structure thus can be a very appealing low-cost source of protection
for insurance companies that are concerned only with situations when both
investment and underwriting losses are high.

Now consider the switching single trigger. Policies such as the Swiss Re in-
vestment and underwriting multiline policy often are designed to help firms
optimize both their assets and liabilities (i.e., assets invested to fund premium
and loss reserves and actual losses, respectively). A switching single trigger can
help achieve that kind of optimization by allowing the trigger to be defined in
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terms of specific weights on the assets and liabilities in question—in this case,
investments and underwriting claims.

An interesting version of the switching single trigger in the Swiss Re
structure is designed to accommodate particularly strong investment or un-
derwriting performance. The weights that define the trigger thus shift to allow
cedants to bear more risk on one side of their balance sheet when the other
side is enjoying very strong performance.16

Exhibit 20.11 shows the loss coverage area resulting from a single
switching trigger centered at switching point S. The dashed line at $X pro-
vides a comparison to the comparable fixed single-trigger structure shown in
Exhibit 20.9. To see how the switching trigger works, consider first a low un-
derwriting loss level L°. Under the single fixed trigger, the policy is activated
when investment losses rise to I*. But under the switching trigger, the invest-
ment loss trigger now kicks in at a higher loss level for good underwriting re-
sults. At loss level L°, the policy thus will not pay until investment losses
reach I** > I*.

Similarly, consider a year when investment losses are low at I°. The single
fixed trigger would make the policy active at underwriting loss level L*. But
because the investment loss is low, the insurer does not necessarily require
coverage unless underwriting losses are very large. So under the switching sin-
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gle trigger, the policy is activated only when underwriting losses exceed L**
for investment loss level I°.

In general, the slope of the lines emanating from switching point S dictate
the degree to which investment losses must be large for a given underwriting
loss and vice versa. By this means, the insurer can reduce the cost of the policy
relative to a single-trigger multiline aggregate excess of loss policy and can
tailor its coverage to its net asset and liability position.16

In a capital structure context, this switching single-trigger multiline XOL
policy resembles quite closely a synthetic equity issue that is engineered to be
triggered only to supplement the equity of the firm following a very specific kind
of asymmetry in the performance of the firm’s insurance assets and liabilities.

Per Occurrence versus Cumulative Triggers
Care must be taken to determine whether a fixed trigger resets and/or has
some lasting impact on the indemillionity of the contract. Some knock-in
options are exercisable only when the underlying price is above the in-
strike, whereas others are knocked in once and for all if the underlying
price ever exceeds the instrike. Similarly, the nature of an insurance trigger
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EXHIBIT 20.11 Multiline Policy with a Single Switching Trigger
Source: Based on Schön, Bochicchio, and Wolfram (1998).
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must be examined carefully to determine whether the trigger is pulled once
and for all or whether it has some kind of reset.

In general, multitrigger policies or single-trigger multiline policies (see be-
low) are also multiyear policies. Accordingly, the triggers for these policies
usually reset each policy year. Within a policy year, however, the triggers may
take either of the above forms. Triggers based on cumulative underwriting
losses of any kind are virtually always once-and-for-all triggers because of the
cumulative nature of the triggering variable—that is, a firm cannot incur neg-
ative losses that reverse a cumulative underwriting loss number.17 But triggers
based on other variables, such as financial market indexes, can move around
quite a lot, and the nature of coverage provided by the product can change
substantially depending on the nature of the trigger.

Example: Swiss Re’s Telecomm Business 
Interruption Protection

A good example of a creative double-trigger program can be found in Swiss
Re’s business interruption (BI) protection, a package specifically tailored to
and aimed at the BI concerns of telecommunications firms.18 The BI protec-
tion structure uses a fixed first trigger and a variable second trigger, and has a
payment to the policyholder that is determined by the same variables underly-
ing the second trigger.

The basic premise of the Swiss Re BI policy is that BI losses are most
damaging to firms when they occur at the same time that a firm is experienc-
ing worse-than-normal cash flows. The first trigger is a traditional fixed trig-
ger that ensures the policy can be activated only if economic losses arise as a
direct result of operational risks leading to business interruption. The hazards
and risks included in the policy include large property damage, natural disas-
ters, IT systems failures, billing problems, malicious computer sabotage, and
the like. The second variable trigger is based on the cash flows of the firm rel-
ative to the cash flows of an industry peer group. Specifically, the firm’s earn-
ings before interest, tax, depreciation, and amortization (EBITDA) are
compared to the EBITDA of its peers. When the firm’s EBITDA growth rate
falls to, say, more than three percentage points below the growth rate of an
index of other telecom firms, the second trigger is activated. The value of the
policy to the holder then is based on this EBITDA shortfall.

The four benefits of this particular transaction in the context of the issues
explored in Part I are obvious.

1. The BI protection with an underperformance EBITDA second trigger cre-
ates access to preloss finance for the firm on preloss financing terms.

2. The product reduces cash flow volatility and will help its users mitigate
underinvestment problems.
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3. Managerial risk aversion or asset substitutions problems that could lead
managers to pursue projects with excessively low volatility will be less
likely with a BI protection cover triggered at times of cash and earnings
shortfalls.

4. The cover will allow the firm to reduce paid-in capital reserves during
normal business periods, thereby increasing debt capacity for users.

BLENDED COVERS

Multiline and multitrigger IRM products often are combined with finite risk
products in what are called blended covers.19 A blended cover ART supply
product is essentially a mixture of risk transfer and risk financing.

Early multiline IRM products emphasized their ability to help firms avoid
the practice known as trading dollars. Trading dollars occurs when a firm
pays premiums for highly predictable risks and finds itself getting that pre-
mium back in the form of claims that could easily have been anticipated. An
obvious way to avoid trading dollars in this fashion is through self-insurance
or a planned retention. Multiline policies such as Swiss Re’s BETA were de-
signed to help firms address this problem, although such products were never
particularly successful for reasons noted earlier.20

Multitrigger structures and multiline products that emphasize optimal
risk packaging instead of premium reduction have enjoyed considerably
more success than highly comprehensive (and hence extremely expensive to
hedge) multiline programs aimed at essentially insuring a firm’s EPS. To the
degree the need for a pure financing component is still required, finite risk
products like those discussed in Chapter 19 can be combined easily into a
multitrigger or multiline aggregate XOL risk transfer program. On their
own, multitrigger and multiline XOL policies as pure risk transfer devices es-
sentially function as synthetic equity. When combined with finite risk prod-
ucts designed mainly to help firms prefund their losses and manage their
reinvestment or timing risks, the result is a synthetic mezzaninelike structure
or a synthetic hybrid security.

NOTES

1. Part II of Culp (2001) discusses the benefits and practices of EWRM.
2. Swap dealers do indeed specialize by currency, so this is not an

implausible example.
3. We said nothing about the possibility for Firm Wachau to layer its FX risk

vertically. This would require that one swap dealer be on the hook for the
first $X in losses and another for the next $Y in excess of $X, and so on. It
would be possible to construct such a “sequential loss” hedge using
options with staggered striking prices; swaps and futures would not work.
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4. This terminology and the ensuing discussion is based on Hoffman (1998).
5. See Young (1996).
6. See, for example, Lonkevich (1999).
7. See Banham (2000).
8. Ibid.
9. Ibid.

10. Gerling Global Financial Products (2000).
11. Compare Banham (2000), Gerling Global Financial Products (2000), and

Green (2001). The UGG risk transfer program is discussed at length in
the thoughtful paper by Harrington, Niehaus, and Risko (2002).

12. See Banham (2000).
13. See ibid. and Green (2001).
14. This example is based on Schön, Bochicchio, and Wolfram (1998).
15. In practice, the underwriting losses probably would be based on the loss

ratio rather than actual dollar losses.
16. Schön, Bochicchio, and Wolfram (1998).
17. It is possible, of course, that losses will get revised based on recoveries,

but loss triggers typically are based on final loss ratios net of recoveries
and relative to premium.

18. For a description, see Imfeld (2000).
19. The term “blended cover” also sometimes is used to describe combinations

of traditional reinsurance with finite risk products, understandably leading
to some confusion.

20. In addition to being an early proponent of products like BETA, Swiss Re
also has been an early proponent of moving beyond products like BETA.
Swiss Re now emphasizes relationship-oriented solutions in which the
reinsurer helps clients optimize their balance sheets on a long-term,
ongoing basis rather than through a series of off-the-shelf product
offerings. See, for example, Winston (2000).
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CHAPTER 21
Committed Capital 

and Guarantees

This chapter examines the products that many consider to be the true state-
of-the ART of risk transfer and risk finance. In the context of Part I, these

products are the closest substitutes to the direct issuance of new financial cap-
ital claims by a firm that exist today in the ART world—and perhaps in the in-
vestment banking world as well.

Both contingent debt and equity are examined here as sources of risk fi-
nance and risk transfer that firms can access postloss, but on preloss financing
terms. Committed capital is a debt substitute for risk finance, and guarantees
are an equity substitute. We also review some of the synthetic equity products
offered as pure capital market solutions, such as loss equity put options and
reverse convertibles. All of these structures can be used for risk capital, signal-
ing capital, preloss funding, or to reduce the firm’s total cost of capital in a
trade-off or pecking order world. These products make the most sense in the
latter context as means by which firms can obtain new capital without incur-
ring the adverse selection costs of going to the public capital market.

Specifically, this chapter addresses the following questions:

■ What is committed capital, how is it a substitute for issuing new debt, and
what are some concrete examples of these products?

■ What is a guarantee, how is it a substitute for issuing new equity, and
what are some of the successes and failures of recent guarantee structures?

■ How have “residual value” guarantees been applied successfully in the
area of aircraft finance?

■ What are some of the primary capital market products that also can be used
by corporations seeking to issue synthetic equity postloss on preloss terms?

RISK FINANCE WITH COMMITTED CAPITAL

A committed capital facility is an option on paid-in capital, as we explored in
Chapters 2 and 7.1 Usually (re-)insurance companies provide risk financing
through committed capital.
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Committed capital is usually contingent debt or a contingent hybrid. Ac-
cordingly, it is an ART form that usually does not directly relate to specific
risk exposures of the acquiring firm. Committed capital is basically unre-
stricted, thereby making it a nearly pure substitute for the firm issuing new se-
curities on its own.

Mechanics

In this section we review the significant terms of committed capital facilities
that help characterize their mechanics. Viewing committed capital as an op-
tion, the terms of the committed capital facility include a definition of the
triggering event(s), the terms of the underlying paid-in capital to which the
purchaser has drawing rights, the expiration date of the contingent capital
option, the price of the facility, covenants, redemption alternatives, and tim-
ing of payment.2 Each of these is discussed briefly below.

Trigger(s)
Like the multitrigger products reviewed in Chapter 20, most committed capi-
tal products include a second trigger to mitigate moral hazard concerns. The
first trigger is pulled when the option goes into the money. Interestingly, this
first trigger condition is usually not defined as an explicit part of the commit-
ted capital agreement. Nevertheless, the firm that has bought an option on
paid-in capital clearly will not exercise that option unless the intrinsic value is
positive. In other words, if the firm can obtain equivalent capital more
cheaply from some other source, the committed capital option will be out of
the money and will expire worthless.

The second trigger in a committed capital facility, however, usually is de-
signed to help ensure that the first trigger also will be pulled and that the cap-
ital is indeed available when the firm most needs it. But because the second
trigger is a moral hazard mitigant, it usually is tied to a variable that is not
under the direct control of the committed capital purchaser, even though the
variable almost certainly will be highly correlated with a variable of direct in-
terest to the firm. The UGG grain volume index trigger, for example, was out-
side the control of UGG but nevertheless highly correlated with its need for its
multitrigger IRM facility.

Underlying Security
Committed capital usually gives a firm the option to issue paid-in debt or hy-
brid capital, where the latter may sometimes be in the form of fixed-term pre-
ferred stock. In virtually all cases, the security that is issued to the holder of
the committed capital line when that line is drawn is issued on terms that are
predefined at the beginning of the life of the contingent capital option—that
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is, before the security actually is issued. This helps ensure that committed cap-
ital facilitities are negotiated on preloss financing terms.3

The debt or hybrid capital provided upon exercise of a committed capital
facility almost always has a fixed maturity date. Whether the underlying secu-
rity is technically debt or equity, the purpose of committed capital thus is vir-
tually always risk finance rather than risk transfer.

Several early IRM and committed capital products resulted in the capital
provider becoming a major shareholder of the firm to which it was providing
capital. This is not usually the core business of the (re-)insurance capital
provider, and the writer of a committed capital option often prefers to avoid
this situation.

As long as the committed capital calls for the issuance of a straight debt
security or private debt placement, redemption is not a major concern. The
capital provider simply will be paid back when the debt matures. But if the
committed capital calls for a hybrid or equitylike capital infusion, the facility
may include alternative redemption methods for the capital provider. For ex-
ample, the facility may contain a provision that allows the (re-)insurance
provider to convert its financial capital claim on the borrowing firm into
traded securities issued by the borrowing firm, thereby facilitating the sale of
those securities if the (re-)insurer so desires.

Other elements of optionality may be included in the underlying capital
claim, provided they do not give too many rights to the capital provider. The
securities issued in a committed capital program usually are not putable by
the security holder, for example. Including a put provision would make the
capital less than fully committed and thus would not serve the purpose for
which it is usually intended.

Expiration Style and Date
Committed capital facilities are American and usually have tenors less than
the tenors of the underlying securities to be issued. For clarity, suppose the
committed capital facility is negotiated on date t and expires on date τ. Sup-
pose further that if exercised, the option writer provides committed capital in
the form of debt securities that mature on date T > τ.

If the triggering event does not occur in the interval from t to τ, the com-
mitted capital facility will expire worthless. But if it does occur, the firm has
the right but not the obligation to acquire paid-in debt or hybrid capital on
prenegotiated terms. Suppose the firm exercises this right on date t + k. The
balance sheet of the firm then usually shows a new liability of the firm as of
date t + k that matures on date T + k.

Price
The price of a committed capital facility is essentially the option premium plus
any loading the capital provider adds. The actual pricing can be structured like
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an option premium to be paid up front or like the commitment fee paid for a
letter of credit. Especially if the committed capital facility contains an option
for the buyer to terminate the facility early, some or all of the premium on the
unused portion of the option may be returned.

In addition to the premium and the load, the price of a committed capital
facility also may include a financing rate on the underlying security if the op-
tion is exercised. Shimpi (2001) explains that the financing rate can be fixed
or floating and may be tied to the credit rating of the firm. Borrowers can opt
for a higher option premium and a lower financing rate or vice versa, depend-
ing mainly on their view of whether the committed capital facility will move
into the money and be drawn or not.

Covenants
Although the main deterrent to moral hazard is the second trigger, committed
capital facilities also often include covenants that are further intended to pro-
tect the capital provider from the adverse consequences of asymmetric infor-
mation. One such covenant is usually an ex ante due diligence process that is
itself designed to eliminate as much of the information asymmetry as possible.
If a prospective buyer of committed capital does not cooperate with and agree
to a due diligence process, the facility may never be negotiated successfully.
Similarly, if the due diligence process results in specific recommendations for
the firm (e.g., appoint a chief risk officer), committed capital may include
covenants to ensure those recommendations are followed.

Committed capital facilities are designed to be more readily available and
less restrictive than traditional contingent capital vehicles such as bank-pro-
vided LOCs. Nevertheless, committed capital facilities usually also contain
some form of MAC clause to ensure that the capital provider is not undertak-
ing a new T-year credit risk with a firm that is days away from bankruptcy.

Other covenants found in committed capital facilities may include
change-of-control covenants that allow for early exit if the firm changes
hands, optional early redemption features, restrictions on the firm’s invest-
ment decisions, specific targets for the firm’s financial ratios (e.g., minimum
net worth requirements), and the like.4

Timing of Payment
Once exercised, the capital provider writing the subject capital option can
buy securities reasonably quickly. But for reasons noted in Chapter 12, non-
banks may not always be able to send cash to borrowers fast enough to make
them happy. When short-term funds are required, (re-)insurers can provide a
bank wrap for the committed capital product that will ensure funds flow to
the borrower almost immediately. For the right price, the facility even can be
structured to ensure that the borrower receives firm paid-in capital within 24
hours of exercise of the option.
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Swiss Re’s Committed Long-term Capital Solutions

Swiss Re has successfully placed committed capital several times using its
Committed Long-term Capital Solutions (CLOCS) product. Two of these
CLOCS issues are particularly noteworthy and are summarized in the sec-
tions below.

Royal Bank of Canada
In October 2000 Swiss Re negotiated a committed capital facility with the
Royal Bank of Canada (RBC) in which Swiss Re would provide C$200 mil-
lion (US$133 million) to RBC in exchange for preferred stock in RBC at the
spread prevailing on October 27, 2000—the date the CLOCS deal was nego-
tiated. The triggering event is tied to RBC’s loan portfolio and is activated
when the bank incurs “exceptional” credit losses that are in high-loss layers
but that are not so high as to expose the firm to default risk.5 The C$200 mil-
lion would result in Swiss Re owning about 1 percent of the firm’s total equity
if the facility is exercised, so Swiss Re did not need to worry about having to
“run the company” one day.

Apart from the obvious advantage of helping RBC secure funding on
preloss terms, the committed capital facility helps RBC in several other spe-
cific ways. First, it helps RBC lower the cost of funding its loan-loss reserves.
As RBC executive David McKay indicated, “It costs the same to fund your re-
serves whether they’re geared for the first amount of credit loss or the last
amount of loss. . . . What is different is the probability of using the first loss
amounts versus the last loss amounts. Keeping capital on the balance sheet for
a last loss amount is not very efficient.”6

By covering the upper layers of RBC’s loan loss reserves, the CLOCS
structure also helps RBC improve its financial ratios. Swapping balance
sheet reserves for contingent capital increases RBC’s return on equity, for
example. In addition, early indications are that AAA-contingent capital
provided by Swiss Re will be regarded as an acceptable substitute for Tier I
capital under the Basel Accord by the BIS. (See Chapter 8.) Although the
pricing terms of the deal were not disclosed, press accounts suggest it is far
below the cost RBC would have incurred from issuing new Tier I capital di-
rectly, especially when costs like those explained in Chapter 5 are taken
into consideration.

From Swiss Re’s perspective, the risk of the deal includes the risk that a
correlated shock to the Canadian economy could adversely impact loss devel-
opments on RBC’s loans as well as moral hazard associated with RBC’s lend-
ing behavior. To address the latter, Swiss Re undertook a massive due
diligence and risk modeling effort until it was satisfied with the risk/pricing
trade-off. Indeed, Swiss Re did not syndicate or reinsure any of the RBC deal;
it retained 100 percent of the exposure.
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Compagnie Financière Michelin
Together with Société Générale (SocGen), Swiss Re also placed a CLOCS fa-
cility with Switzerland’s Compagnie Financière Michelin, the financial and
holding company for French tire maker Michelin. The deal has been (rightly)
heralded as one of the most innovative and successful corporate financing
transactions of the last decade.

Michelin’s deputy chief financial officer Jacques Tierny was known and
well regarded as highly progressive on corporate financing matters well before
the recent deal. Michelin, for example, is one of the few major nonfinancial
corporations around the globe to employ a highly sophisticated and compre-
hensive risk-adjusted capital allocation model. In conjunction with a value-at-
risk-based risk measurement system, Tierny has focused for several years on
“unifying” corporate finance and risk management to optimize the firm’s bal-
ance sheet and capital structure. CLOCS was another step in that direction.

The Michelin deal is actually part bank debt and part CLOCS. SocGen
has granted Michelin the right to draw a bank credit facility up to 2005, and
Swiss Re has given Michelin an option for five years to issue subordinated
debt maturing in 2012.7 The bank line is a classic banking product with no
trigger, but the CLOCS option can be exercised only when the combined aver-
age growth rate of gross domestic product (GDP) across the European and
U.S. markets in which Michelin is active falls below 1.5 percent from 2000 to
2003 or below 2 percent from 2004 to 2005. Michelin’s earnings are highly
correlated with GDP growth in these markets, but because GDP growth is a
variable outside the direct control of Michelin management, moral hazard
risks are mitigated.

The linking of the deal to low earnings is based on several ideas. The first
is that the firm is more likely to restructure in a low-earnings environment,
and additional capital would facilitate any such restructuring. In addition, the
contingent capital will give Michelin access to adequate funds to exploit po-
tential acquisition opportunities—that is, to avoid the cost and difficulty of
having to issue new equity in a low-earnings environment in order to exploit
positive NPV investment opportunities, just as in the classic rationale under-
investment scenarios explored in Part I.

The wish to avoid negotiating new financing around a potential acquisi-
tion is based in part on the history of the loan that the CLOCS replaces—a
15-year subordinated debt placement that was serving as bridge equity capital
to help strengthen Michelin’s balance sheet following its 1990 acquisition of
Uniroyal Goodrich.8 Rather than remarket the old loan, Tierny opted for the
combined banking/CLOCS facility.

If drawn, Michelin pays an arrangement fee of 35 basis points per annum
and 30 basis points for the banking and insurance facilities, respectively. The
higher price on the banking facility owes to the absence of a triggering mech-
anism. Once drawn, the deals will be remarketed in years 6, 8, and 10. Tierny
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managed to cut costs on the original sub-debt bridge loan from 120 basis
points to 60 basis points using the same remarketing strategy.9

Unlike the RBC deal, Swiss Re syndicated the Michelin deal, partnering
with firms like Credit Suisse’s Winterthur to spread the risk of the deal around.
One advantage of syndicating the deal mainly across reinsurance companies is
their lower capital requirements. The syndication fees and terms of the loan
thus were reportedly significantly below those that would have been available
either from a pure banking syndicate or from an investment bank.10

The SocGen banking side of the deal also was syndicated. Participants in
the final structure apart from Swiss Re, SocGen, and Winterthur included BNP-
Paribas, Crédit Lyonnais, Crédit Mutuael Banque Populaire, and others.11

RISK TRANSFER THROUGH GUARANTEES

A guarantee is an alternative risk transfer (as opposed to risk finance) form
that functions as a nearly pure substitute for new equity. The British spelling
of the noun is guaranty, which also is increasingly being used as an American
spelling. Both should be interpreted to mean the same thing in this chapter.
Not surprisingly, guarantees often are called simply synthetic equity.12

Mechanics and Benefits

The mechanics of a guarantee are simple. The capital provider and corporate
customer agree to a trigger event and the terms of the underlying paid-in cap-
ital to be provided, and unless the corporate customer attempts to defraud the
(re-)insurance company providing the capital, the corporation can access the
capital unconditionally when the trigger is activated. Documentation for a
true guarantee is short and to the point, contains very few covenants and re-
strictions, and generally does not involve any redemption issues. In short, if
the trigger is active, the guarantor pays up, thus providing the buyer of the fa-
cility with cash in lieu of obtaining that cash through a new equity issue.

Guarantees fully transfer risk from their purchasers to the capital
provider, although the guarantee itself is usually very broad in what risks
are being assumed. The most prevalent guarantees observed to date have in-
volved credit event triggers—specifically outright events of default. If a de-
fault occurs, the guarantor pays all the default-related losses up to the
policy maximum.

Firms usually seek guarantees as signaling or risk capital. In the latter case,
customers may need the funds quickly for liquidity risk management purposes
following the occurrence of a triggering event. When funds are required within
a few days of the triggering event, combining a guarantee provided by (re-)in-
surer with a bank wrap is not uncommon. Specifically, when a loss occurs that
activates the trigger, a bank will accept a transfer of the payment obligation
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from the (re-)insurance company as collateral for a short-term loan. The bank
then pays the claimant immediately and is repaid a few days later when the (re-)
insurer settles up.

Guarantees may be placed directly or may be provided to SPVs or other
entities issuing securities in a securitization. Indeed, perhaps the most basic
and popular form of guarantee to date is bond insurance provided to SPV-
issued asset-backed securities and equivalent credit enhancements provided
to asset-backed commercial paper programs, both of which were discussed
in Chapter 14. We discuss more alternative securitizations in Chapter 22,
but that discussion is not necessary to understand the role played by guar-
antors. In short, SPVs issue securities that do not always warrant a AAA
rating. A guarantee from an AAA insurer can solve that problem. Monoline
insurers in the United States, in fact, specialize in offering such bond insur-
ance guarantees.

Conditionality and Covenants

A true guarantee has only two real conditions: the trigger is active, and the
claim is not fraudulent. If both conditions are met, the (re-)insurer is on the
hook for any losses.

Nevertheless, some guarantees involve different degrees of ex ante
scrutiny. All guarantees involve a significant amount of due diligence, of
course, to help mitigate moral hazard problems. In turn, this due diligence
helps eradicate asymmetric information problems that can lead to adverse se-
lection costs, thereby usually implying much better pricing on guarantees than
equivalent public securities issues. In a pecking order context, a guarantee
provided by a single lead (re-)insurer is about as close to internal funding as a
firm can get.

In addition to due diligence, some (re-)insurers include basic covenants or
conditions concerning the nature of the risk being assumed. Monoline insur-
ers usually condition their pricing and the guarantee itself to the external rat-
ing of the party seeking the guarantee—rather annoyingly often requiring
parties to get rated if they are not already. Multilines tend to place less impor-
tance on external ratings but may instead condition their guarantees to a
known population of credit risks. If the risk to which the trigger is tied
changes materially, the guarantee may be invalid. Table 21.1 shows most ac-
tive financial guarantors in 1999.

The more restrictions a guarantee contains, the more it resembles risk fi-
nancing than risk transfer. And in some cases, guarantees can become so re-
strictive that they do not differ materially from traditional insurance. A very
well publicized recent example of a guarantee gone bad, for example, has led
many to question when a guarantee really is a guarantee.
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Example: The “Hollywood Funding” Debacle

Guarantees always have been viewed as particularly risky, especially for risks
that are not well understood by the guarantor, for illiquid risks that are diffi-
cult for the guarantor to hedge or reinsure (retrocede), and for exotic risks
subject to significant informational asymmetries and plagued by potential
moral hazard and adverse selection problems. Until very recently, for exam-
ple, Lloyd’s syndicates were not even allowed to write guarantees. And even
with a change of Lloyd’s rules to allow syndicates to register for guarantee
writing, Kiln is the only syndicate to have done so.

Despite the risks of guarantees, the stringent due diligence associated
with them has delivered a reasonably good track record over time. In large
part because of this good record of performance, the complete disaster in
2001 with Hollywood Funding has given several market participants a mas-
sive black eye and made would-be buyers of guarantees a bit wary.

Hollywood Funding was the name given to seven separate securitizations
of private film financings.13 The securitizations were structured by Crédit Su-
isse First Boston (CSFB), and the cash flows on the bonds issued in the securi-
tizations were guaranteed by HIH Casualty & General Insurance and AIG’s
Lexington Insurance.

A U.K. firm called Flashpoint, run by an ex-Lloyd’s underwriter, obtained
the financing from these securitization conduits from 1996 to 1998 in order
to finance the completion of several films whose revenue receivables were in
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TABLE 21.1 Active Financial Guarantors in 2000

Financial Guarantee Insurer Premiums Ceded in 2000 ($ millions)

Munich Re/American Re 73.6
ACE 71.4

Enhance Re/Asset Guaranty 57.3
Tokio Marine and Fire 38.1

MBIA 36.8
Ambac 32.2

AXA Re 30.8
XL 20.7

RAM Re 17.7
Zürich Re 17.2
Partner Re 5.9
Swiss Re 2.9

Other 15.4
TOTAL 420.1

Source: Ballantine (2001b).
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turn transferred to the seven Hollywood Funding vehicles as backing for the
bonds that each vehicle issued. HIH and AIG guaranteed the principal and in-
terest payments on those bonds by agreeing to meet any cash shortfall in the
event that film revenues were not adequate to pay off the noteholders. The ex-
istence of these guarantees was a condition of Flashpoint obtaining backing
from Hollywood Funding. Exhibit 21.1 illustrates these relations graphically
and indicates that HIH guaranteed Hollywood Funding 1 to 3 and Lexington
guaranteed 4 to 7.

Hollywood Funding 1 and 2 had revenues that fell short of note oblig-
ations by $31 million. HIH then attempted to collect on the reinsurance it
had secured for its guarantees. The reinsurance was an 80 percent quota
share, and the reinsurance was led by AXA Re and also included New
Hampshire Insurance and Independent Insurance. The reinsurers filed a
claim in London against HIH on the grounds that HIH should not have
paid the claim because the warranties to the policies required that six films
per vehicle be made, and six films had not been made in each case. The
Court of Appeals upheld the judgment by the High Court that the claims
should not have been paid.

Meanwhile, AIG’s Lexington subsidiary had already sued Flashpoint for
failing to segregate film revenues in separate escrow accounts. Following the
court decision in favor of HIH’s reinsurers, Lexington refused to make pay-
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ments on any claims arising on Hollywood Funding 5 and 6, citing the HIH
judgment as evidence that it had no liability.

The notes issued by the Hollywood structures were rated AAA by Stan-
dard & Poor’s (S&P). Following the Lexington revocation of its guarantee,
notes issued by Hollywood 5 and 6 were downgraded to CCC– in February
2001. Hollywood 4, also guaranteed by Lexington, was downgraded to BB in
March. Hollywood Funding 5 defaulted to its noteholders in May, and Holly-
wood Funding 6 defaulted in June.

The controversy that has surrounded this disaster primarily pertains to
when a guarantee is a guarantee and who should know that. When S&P
downgraded Hollywood 5 and 6, it issued the following statement: “After
reviewing the insurance policies, Standard & Poor’s believed that the poli-
cies were absolute and unconditional, that there were no conditions or
warranties that needed to be satisfied in order to draw on the policies
(other than the money in the escrow account being insufficient), that Lex-
ington had waived all its defences to payment on the policies, and that the
policies met the standards of the capital market for credit enhancement of
financial market instruments.”14 S&P further explained, “The only exclu-
sions to payment that appear on the face of the policies . . . are exclusions
relating to war, civil insurrection, invasion of foreign enemies, revolution
etc., and radioactive contamination.”15

AIG has taken a different position, calling into question the competence
of both CSFB and S&P. It issued the following statement in May 2001:

The issue here is not the refusal by an insurer to pay a claim under its pol-
icy. The real issue is whether CSFB understood what it was doing when it
approached the insurance market to issue a property and casualty policy
that was not drafted as the functional equivalent of a financial guarantee.
Additionally, CSFB should be asked to address the standard of care and
scope of liability that it undertook in organizing these transactions. . . . It
may well be that the noteholders . . . expected that the policies in ques-
tion were the functional equivalent of financial guarantees. But the pur-
chaser of a note in such circumstances would rely on the efforts of others
to fulfill the expectation.”16

The trustee of the Hollywood notes, Law Debenture Trust Corp.
(Channel Islands) Ltd., has initiated legal proceedings against Lexington.
One of the noteholders, Asset Backed Capital (ABC), a part of Quadrant
Capital, has in turn filed suit against CSFB and Jardine Lloyd Thompson
(JLT), the broker of the so-called guarantees. CSFB and JLT have been ac-
cused of failing to disclose information relevant to the deal. Additionally,
CSFB has been charged with failing to understand the implications of
structuring the transaction.17
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Monoline providers of bond guarantees have said privately that this
episode illustrates the tendency for multiline insurers to dispute claims more
often than monolines and to offer guaranteelike products that are not really
guarantees. At the same time, several multilines have not provided guarantees
and reneged on them later. Indeed, as Table 21.1 shows, the multiline Ameri-
can Re subsidiary of Munich Re together with its German parent actually
dominate the financial guarantee marketplace.

One clear lesson that does emerge from the Hollywood debacle is that the
intent of a guarantee is to provide payment without question—as S&P de-
scribes it, guarantees are a “pay first, sue later practice.”18 But the reality may
be quite different. Corporate customers should use caution.

Example: Exchange and Clearing House Guarantees

In Chapter 20, the Marsh e-X Programme was presented as an example of a
successful, focused multiline structure whose appeal was primarily in helping
financial exchanges and clearing organizations limit gaps in related coverage
and tailor their total coverage. Brokered and offered through the Exchange
and Clearing House (ECHO) unit of the Marsh Financial and Professional
(Finpro) division, the e-X program also gives exchanges an option for a guar-
antee—many of which have chosen to take this option.

Financial exchanges and clearinghouses acting as central counterparties
bear the credit risk that their members will default and that such a default will
impose a loss on the clearing entity in excess of any collateral, margin, and/or
capital pledged. Guarantees that provide synthetic equity in the event of a loss
arising from a member default can be a very cost-effective means by which
clearinghouses can ensure their ongoing operations following such a default
as well as signal their integrity to the capital market. Note, moreover, that
risk finance would not necessarily work in these situations. Depending on the
assets the clearinghouse has of its own, a preloss loan might not stop the en-
tity from becoming insolvent following a default. An equity infusion usually
is required for that.

The provision of guarantees to exchanges and clearinghouses originated
in the 1990s along two separate tracks. One track was paved by Paul Palmer,
then of the AAA-rated monoline Asset Guaranty Insurance Co. and now
Chief Executive Officer of Capital Credit, together with the developer of the
Marsh ECHO practice, Alastair Laurie-Walker. Palmer and Laurie-Walker
successfully created guarantees at such notable clearinghouses as the London
Stock Exchange (prior to the cessation of its clearing function to the London
Clearing House in 2001), the Sydney Futures Exchange, the Stock Exchange
of Singapore, and Hong Kong Securities Clearing Corporation. Under the As-
set Guaranty/Marsh program, Asset Guaranty was the sole guarantor, opting
to reinsure the exposures selectively and on its own account.
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About a year later, Diego Wauters began to market seemingly similar
guarantees. Three successful placements included the Chicago Board of Trade
Clearing Corporation, OM Gruppen AB in Stockholm, and the London
Clearing House. Working with Michael March, then of Bank∼Austria, the
Lexington/AIG guarantee looked and worked differently from the Asset
Guaranty structure. Specifically, AIG pushed almost all of the risk out the
back door to a syndicate led by Bank∼Austria, which then spread the risk
around other market participants, such as the German Landesbanks and sev-
eral other strong, creditworthy institutions.

The Asset Guaranty policies all remain in place today,  but the AIG pro-
grams have not fared so well. In particular, AIG and Bank∼Austria both es-
sentially decided to stop providing these coverages, therefore leaving the
existing customers to deal with a leaderless syndicate of banks that are essen-
tially unfamiliar with the business of clearing and settlements. Although there
has been absolutely no question about the integrity of the guarantees them-
selves, the problem has been more for the exchanges, which found themselves
having to seek approval in advance for almost every new product offering or
business decision from a group of bankers that seemed as unenthusiastic to
engage in such reviews as the exchanges. All three of these policies are due to
wind down in 2002, just after the publication of this book.

Since the pioneering work by Asset Guaranty/Palmer and Marsh/Laurie-
Walker and by Wauters/AIG and March/Bank∼Austria, other capital
providers have entered the market for the provision of clearinghouse guaran-
tees, as well. In September 1999 Clearnet—the clearinghouse for Paris Bourse
transactions—acquired a guarantee covering C= 150 million in default-related
losses in excess of C= 170 million in self-insurance capital for three years. The
guarantee was placed by Société Générale, insured by Chubb, and reinsured
by Swiss Re, Westdeustche Landesbank, Commerzbank, Banque Interna-
tionale a Luxembourg, and Royal Bank of Canada Insurance Co.

Similarly, in 2001 the Swiss Exchange acquired a guarantee from Zürich
Financial for C= 30 million XS C= 1 million of default-related losses on its new
joint venture with TradePoint called virt-x. Listing only securities and no de-
rivatives, the Zürich coverage of virt-x is a substitute for implementing cash
margin calls on open, unsettled positions.19

RESIDUAL VALUE GUARANTEES

The guarantees explored in the last section all concern credit risk. But this
need not be the case. Indeed, another success story in the world of guarantees
comes from the aircraft finance industry, where three deals have now been
concluded. All three share the common element of providing residual value
protection to their purchasers—that is, reimbursements for fluctuations in the
value of capital assets relative to the income that those assets generate. The
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three notable deals discussed below all help very capital-intensive industries
weather the risk of fluctuations in their sales and income generation cycles.

British Aerospace

British Aerospace (BAe) sought protection from losses arising from unexpect-
edly low lease income on about 600 of its regional aircraft. This risk included
actual and contingent liability risk arising from the sales of aircraft to leasing
organizations. Its direct lease commitments arise from BAe’s aircraft sales to
third-party lessors that lease the aircraft back to BAe, which then subleases it
to an operator. Indirect lease commitments arise when aircraft sold to third
parties have leasing and financing payments and residual values directly guar-
anteed by the aircraft maker.

At the end of 1997, BAe faced £1.02 billion in direct lease commitments,
£1.53 billion in indirect exposure, and £420 million of residual value expo-
sure. BAe also carried an expected income of £2.25 billion on its balance
sheet to offset these risks. But the present value of the remaining recourse was
still £536 million, equal to one-third of the firm’s net assets.20

In 1998 BAe obtained a guarantee of its expected income through the Fi-
nancial Risk Insurance Program (FRIP) brokered by Marsh. Underwriters in-
cludes monolines MBIA and Ambac as well as multilines Allianz, Swiss Re,
Winterthur, and others. Under the FRIP, if lease income and sales fell below
BAe’s budgeted £2.9 billion over a 15-year period, the insurance policy pro-
vided £2.4 billion XS £500 million for a net pretax cost to BAe of £51 mil-
lion.21 The policy included two components. The lease portfolio cover
protected BAe against the risk that actual lease income net of certain costs
was less than the budgeted amount over the 15-year policy period. The option
aircraft portfolio cover provided cover to BAe for leases in which BAe was
obligated to buy the aircraft and lease income prior to the exercise of that put
option by lessees was inadequate to cover the aircraft purchase price.

The FRIP used by BAe had no impact on its balance sheet, thus indicating
that the firm was not seeking any kind of earnings protection. But what the
deal did do was lock in the expected income of the firm, for which the re-
course had been allocated. By the end of 1998, the recourse provision for air-
craft financing stood at £490 million, but thanks to the FRIP, the net exposure
was now less than £800 million, giving BAe significantly more comfort in the
adequacy of the recourse provision.22

Saab

Swedish aircraft maker Saab concluded a deal extremely similar to BAe in
November 2000.23 The transaction locked in Saab’s expected £1.7 billion in
expected income from 203 Saab 340 leases and 2000 regional leases over a
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15-year period—a smaller-scale version of BAe’s FRIP. As in the BAe case,
the Swedish aircraft maker retained about 10 percent of the policy coverage
as a deductible.

The Saab deal was again brokered by Marsh. The insurers include Am-
bac, Mitsui Marine International, Swiss Re, and Winterthur. Saab paid about
£43 million for the assurance that its leasing portfolio income was now safely
insulated from future business fluctuations.

Rolls-Royce

U.K aircraft engine manufacturer Rolls-Royce concluded an ARTistic deal in
2001 involving the sale of its Trent engines to airlines for use in powering the
giant Airbus 330 and Boeing 777 aircraft. The details and pricing of the deal
are unknown, but the basic structure is.24

Under the insurance program, XL Capital offers Rolls-Royce residual
value guarantees that the firm passes on to its customers. Unlike BAe and
Saab, Rolls-Royce was not seeking any form of risk management but rather
was firmly operating in the “efficiency enhancer” model (see Chapter 10) of
using a risk transfer product to improve its customer relationship manage-
ment. By guaranteeing the residual value of its engines, Rolls-Royce is provid-
ing its customers with a much more stable cost estimate for which they can
seek external borrowings.

CAPITAL MARKETS SOURCES OF CONTINGENT CAPITAL

Committed capital and guarantees are primarily insurance solutions, al-
though bank participation may be required to accelerate payments, through
the use of bank wraps or through direct bank coparticipation in an ART
structure. The Michelin deal illustrates that bank involvement can provide a
useful means of providing short-term liquidity while also adding bulk capac-
ity to the deal.

Many of the risk transfer solutions discussed also can be obtained directly
from banks and swap dealers in the form of capital market products. Some of
the credit derivatives discussed in Chapter 13, for example, can be used to
construct synthetic financing.25 A few other capital market products that can
give firms postloss access to contingent debt or equity on a preloss funding
basis are discussed below.

Put-Protected New Equity Issues

Firms can construct homemade contingent capital facilities by writing puts on
their own securities. A firm concerned about raising postloss funds can, for
example, buy puts on its own common stock. When a risk translates into a
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major unexpected loss—large enough to affect earnings perceptibly—the
price per share of common stock likely will decline, leading to an increase in
the value of the put option. The issuer of the put is also the issuer of the stock,
resulting in a synthetic long call position as shown in Exhibit 21.2.

As shown, the put option is struck at K, which we can assume is a level
at which the firm would be comfortable issuing new stock postloss. Suppose
an adverse event precipitates a decline in the stock price by –E° per share to
S° (= K – E°). Without the put, the postloss equity issue would be at a much
lower price. But with the put, the postloss equity issue at S° is now supple-
mented by a net gain on the put of E° – p, where p is the price paid by the
firm for the protective put.

A major problem with using ordinary puts to protect a new equity is-
sue from the adverse impact of an unexpected loss is the signal this can
send to the market. For a company to buy traded puts on its own stock in
any quantity—even if such a practice is legally permitted—can badly exac-
erbate adverse selection problems. In the extreme, a large put purchase by a
firm could even create a self-fulfilling rundown in the firm’s stock price if
investors perceive the put purchase as indicative of some private negative
information.
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EXHIBIT 21.2 Protected Equity Issue
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Loss Equity Put Options and “CatEPuts”

A variation on the above theme sometimes used by insurers to protect them-
selves against catastrophic losses is a loss equity put. The firm essentially
prenegotiates an equity private placement with a single counterparty in the
form of a put that allows the firm to directly issue and sell new stock to the
counterparty at a fixed strike price. If an unexpected loss drives the actual
stock price down, the issuer can exercise the put and issue new stock at the
higher strike price, thus securing equity financing on preloss terms. To mini-
mize dilution, moreover, firms often base these put options on preferred
rather than common stock. A loss equity put option on preferred stock whose
trigger is a natural disaster is known as a CatEPut, designed by Aon and is-
sued mainly by insurance companies with catastrophic exposures.

To mitigate the moral hazard that such structures can create, loss equity
put options often contain a double trigger so that the options are barrier op-
tions rather than traditional puts. The first trigger is the normal option trigger
that requires the option be in the money in order to be exercised.26 The sec-
ond trigger usually defines a loss event for some risk or group of risks with
which the firm is concerned, such as property losses arising following a nat-
ural disaster.

The loss event serving as the second trigger, moreover, usually is highly
correlated with changes in stock prices. If a property loss following an earth-
quake is the second trigger, for example, it makes sense for the loss level that
activates the loss put option to be sufficiently large that a decline in the stock
price also can be expected. This helps ensure that the option is providing ac-
cess to equity capital on favorable terms at a time when it is genuinely needed.
To address moral hazard, the second trigger may be based on some index of
losses rather than a firm’s own loss exposure.

Some of the possible second triggers for loss put equity options are
considered below. These triggers are similar to the types of triggers to
which integrated multitrigger risk transfer products are linked, as discussed
in Chapter 20.

Fixed Second Trigger
The second trigger may simply specify a minimum economic loss or damage
level that the firm buying the loss equity put must sustain from a particular
enumerated risk or group of risks. This minimum sustained loss usually can
be associated with some expected decline in the stock price. Exhibit 21.3
shows a hypothetical functional relation between enumerated losses and ex-
pected declines in the per share price of the firm’s stock arising as a direct re-
sult of losses incurred. As Doherty (2000) emphasizes, this function can have
almost any form. As shown, for example, losses cause the stock price to de-
cline at a decreasing rate, but this need not have been the case.
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For concreteness, suppose, following Doherty (2000), that the loss arising
from the enumerated risk depicted in Exhibit 21.3 is a property loss arising
from an earthquake. Suppose further that the loss equity put has a second
trigger that is activated when $T in such property losses are incurred over a
given period. The firm can issue new stock at some predefined strike price K
per share if and only if the stock price is below K and an earthquake has oc-
curred that gives rise to at least T in property losses.

For a property loss T, the firm’s per share stock price is expected to fall by
amount –∆S. This may be above or below the actual stock price change. But
for this expected stock price decline, Exhibit 21.4 illustrates two different sit-
uations: one when both triggers are active and one when only the property
loss trigger is pulled. The latter situation occurs when the initial stock price is
S1 per share. In that case, the expected decline in the stock price of –∆S results
in a new stock price S1 – ∆S that is still above strike K. Loss T has occurred,
but the option remains out of the money.

Now consider a situation where the option is closer to being at the money
when the loss of T occurs. In that case, the expected stock price decline from
S2 to S2 – ∆S causes the stock price per share to decline below the option
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EXHIBIT 21.3 Expected Impact of Enumerated Loss Event on Stock Price
Source: Adapted from Doherty (2000).
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strike. Both triggers now are active, and the option can be exercised for K – S2
+ ∆S less the premium p paid for the loss equity put.

The heavy line in Exhibit 21.4 indicates the payoff on the option if it is
exercised given a starting stock price of S2. The dashed line is the payoff on a
regular put for comparison. Notice that the knock-in aspect of the option
gives rise to a discrete, discontinuous jump from a zero payout (excluding
premium) to a positive payout because of the way the trigger works. If the
stock price is exactly K + ∆S when the loss of T occurs and the actual stock
price change is equal to the expected stock price change, the option will be
just at the money, and further stock price declines will result in the usual dol-
lar-for-dollar gain in the value of the put. For any stock price greater than K +
∆S, the loss will be inadequate to knock the option in. For stock prices less
than K + ∆S, the option moves from zero intrinsic value to a positive intrinsic
value by exactly the amount that the stock price is below K + ∆S. The values
in between zero and that number are never realized.

This “discontinuous gain,” as Doherty (2000) calls it, can create moral
hazard problems. If the stock price is just above K + ∆S when the loss occurs,
the put owner has an incentive to overstate or exaggerate the effects of the
loss in an effort to get the actual stock price decline to exceed ∆S and nudge
the put into the money.
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Fixed Range Second Trigger
Loss equity puts also may have a trigger that is active over a range of losses
rather than at all losses above a single trigger amount. Exhibit 21.5 again
shows the relation between losses—say, property losses from an earthquake,
as before—and the expected stock price decline. Unlike Exhibit 21.3, Exhibit
21.5 now defines two loss trigger levels, Tmin and Tmax. In this case, the second
trigger is active only when the property losses from the earthquake are above
Tmin and below Tmax.

Exhibit 21.6 shows the value of this option at expiration assuming the
relation between earthquake property losses and expected stock price
changes holds ex post. The dashed line shows the payoff to a traditional
put, and the heavy line shows the expiration value of the double trigger op-
tion for a starting stock price of S1. The intrinsic value of this option is in-
creasing in stock price declines for all prices below K, but the exercise value
is increasing in stock price declines only for prices below S1 – ∆Smin and
above S1 – ∆Smin. Notice that the payment upon exercise is still relative to K,
but the payment cannot be received unless the second trigger is active. If the
option is deeply in the money after a stock price decline from S1 to S’, for
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EXHIBIT 21.5 Expected Impact of Enumerated Loss Range on Stock Price
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example, the intrinsic value of the option is K – S’, but this value cannot be
realized because S’< S1 – ∆Smax.

A loss equity put with second trigger active when losses are within a fixed
range is equivalent to a barrier option with both knock-in and knock-out pro-
visions. Such products can lead to even more serious moral hazard problems
than in the fixed lower trigger case provided the firm can influence its re-
ported losses. For losses that are just under Tmin, the firm may have an incen-
tive to overreport or exaggerate the impact of losses in order to knock the put
option in. But now, as losses approach the knock-out level of Tmax, firms may
be tempted to underreport losses. The put owner thus has moral hazard prob-
lems on two sides.

The moral hazard associated with underreporting losses as the upper trig-
ger is reached can be mitigated if the firm uses a capped payoff (i.e., vertical
spread) rather than an upper-loss outstrike on the option.27 Alternatively, the
firm could opt for a trigger based on some variable correlated with the firm’s
losses but not under the direct control of the firm.

Variable Second Trigger
As an alternative to a fixed second trigger or range trigger, a firm also could
use a variable second trigger (or range trigger) when it sees preloss equity fi-
nancing through a loss equity put. As some of the examples in Chapter 20 il-
lustrate for multitrigger IRM products, such variable triggers could include
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relative or outperformance triggers (e.g., the firm’s property losses versus a
catastrophic loss index). Triggers do not necessarily abrogate moral hazard
problems, however, as the firm still could have an incentive to overreport
losses relative to the chosen index in order to push its stock price below the
instrike. In the case of a range-based trigger, underreporting relative to the in-
dex for the upper trigger to avoid a knock-out also could be a problem.

Indexed Trigger or Strike Price
The moral hazard risk of the firm overreporting losses to trip the lower trig-
ger can be reduced by making the second trigger variable rather than fixed
and based solely on a proxy for the firm’s own losses. A catastrophic loss eq-
uity put, for example, might have a second trigger activated solely based on
the amount of losses reported in an index like the PCS index mentioned in
Chapter 20.

Doherty (2000) notes that an alternative mitigant to moral hazard prob-
lems would be the indexing of the option’s first trigger (i.e., strike price) to the
stock price of the company immediately prior to the loss event. The goal is to
avoid situations where the option is in the money but has not knocked in be-
cause the loss event falls just short of the required amount, thus giving the
holder of the put an incentive to nudge the reported loss upward.

Suppose we return to the property loss/expected stock price change rela-
tion shown in Exhibit 21.3. If the loss trigger is T, the stock price is expected
to decline by –∆S at that property loss level. Suppose the current stock price
per share is S1. The indexed strike price of the option K would then be set
equal to S1 - ∆S, so that the option would be exactly at the money if the stock
price falls by the amount expected following a loss of T. This is shown graph-
ically in Exhibit 21.7.

By setting the option at the money assuming the actual stock price change
equals the expected stock price change for loss T, the writer of the option can
mitigate the owner’s incentives to overstate the loss. Because the discontinu-
ous gain has been eliminated, in many cases the put owner will be content to
report the true loss. But the problem is not entirely eliminated. If the put
owner can exaggerate the impact of the loss on the firm, the expected stock
price decline will be less than the actual decline, thus tipping the option into
the money.

Reverse Convertibles

A conversion of debt into equity also can help a firm achieve some relief for
postloss funding by reducing the firm’s leverage following a loss. (See Part I.)
At market prices, however, this conversion would have no benefit because the
debt and equity prices already will reflect the loss. Instead, the firm can issue a
reverse convertible.
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A reverse convertible functions like a convertible bond by allowing debt
to be switched for equity at a prespecified strike price. The important differ-
ence is that the issuing firm determines when the conversion occurs, not the
bond holder. The firm will exercise this option when the value of its stock falls
below a point where the shares offered have a lower value than the debt from
which the shares have been converted.

Exercising a reverse convertible can make sense for an issuing firm fol-
lowing a large loss for two reasons. The first is that the optimal exercise pol-
icy involves converting only when the debt has a higher value than the
equity. The conversion thus forces a shift in its capital structure toward a
cheaper source of capital. The difference in the prices helps offset/fund the
costs of the adverse loss. In addition, the conversion decreases the outstand-
ing debt in the firm’s capital structure and thus reduces the firm’s leverage,
thereby reducing expected distress costs and increasing effective debt capac-
ity at a time when such shifts would have the highest benefit to the firm’s se-
curity holders at the margin.

The option embedded in reverse convertibles often resembles those of the
loss equity puts described earlier. Namely, the put option on the firm’s equity
embedded in the bond is often a barrier option with second triggers of the
type described earlier.
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NOTES

1. Shimpi (2001) and others refer to these products as contingent capital.
We avoid that term because in the framework we developed in Part I,
contingent capital may be either debt or equity. In Shimpi’s terminology,
contingent capital is always debt.

2. Shimpi (2001).
3. Doherty (2000) points out, however, that providers of committed capital

will anticipate the exercise of such facilities on a postloss basis. Indeed, he
argues that many committed capital facilities cannot really improve on
postloss financing terms.

4. Shimpi (2001).
5. The RBC deal is discussed in Banham (2001).
6. Banham (2001).
7. The details of the Michelin deal are discussed in “Swiss Re and SocGen in

$1 bn Loan,” Reactions (September 2000); Schenk (2000), and Banham
(2001).

8. The lead manager on the original loan was J.P. Morgan, where Tom
Skwarek and Benoît de Font-Réaulx served as syndication and relation-
ship manager, respectively. Mr. Skwarek is now a Swiss Re principal and
the father of CLOCS, and Mr. Font-Réaulx is the senior banker at SG
that negotiated the Michelin deal on the SG side.

9. See Schenk (2000).
10. Reinsurance firms allocate regulatory capital based on probability of

draw-downs, whereas banks still are required to allocate regulatory capi-
tal based on notional exposures. Reinsurers are at a tremendous advan-
tage to banks in this context.

11. Schenk (2000).
12. Swiss Re’s CLOCS is so subordinated in capital structure that it also func-

tions economically more like debt than equity, despite being a fixed claim.
13. The facts of this case are based on the excellent article by Ballantine

(2001b).
14. Quoted in ibid., p. 29.
15. Lisa S. Howard, “Movie Bonds Get Bad Review After AIG Declines Cov-

erage,” National Underwriter Online News (February 9, 2001).
16. Quoted in Ballantine (2001b), p. 29.
17. See “CSFB and JLT Join Film Dispute,” Reactions (September 2001).
18. Quoted in Howard, “Movie Bonds.”
19. “Margin calls” on a securities exchange are designed to reduce the settle-

ment risk on transactions that have been executed but have not settled. In
a T + 3 settlement system, for example, margin calls would cover some of
the replacement cost risk that could arise if the price of a stock rises (falls)
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after a trade and the seller (buyer) defaults. The Zürich coverage is in-
tended to substitute for such margin calls.

Margin on futures exchanges like the Sydney Futures Exchange, by
contrast, are performance bonds designed to mitigate the exposure in the
event of a default on a futures or options transaction. Because of the dif-
ferent nature of the risk exposure of the clearinghouse, guarantees pro-
vided to futures and options exchanges usually supplement rather than
replace margin requirements.

20. See Ballantine (2001a).
21. Gerling Global Financial Products (2000).
22. See Ballantine (2001a).
23. BAe holds a 35 percent stake in Saab.
24. See Ballantine (2001a).
25. For some examples of how credit derivatives can create financing op-

portunities, see Tavakoli (1998).
26. Traditional options do not necessarily preclude exercise when the option

is out-of-the-money, but exercise in that circumstance makes little sense.
27. Doherty (2000).
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CHAPTER 22
Alternative Risk 

Securitizations and 
Securitized Products

We encountered securitization as a synthetic asset and liability divestiture
process in Chapter 14 and again (with Hollywood Funding) in Chapter 21.

We also saw that derivatives can be used to facilitate synthetic securitizations
and can be combined with securitizations or embedded directly into securities to
yield structured notes. All of these risk transfer mechanisms present new alterna-
tives for corporations attempting to optimize their economic capital structures.

One reason that securitized products are of so much interest in the ART
world, however, is their appeal to investors. In many cases, securitized prod-
ucts and derivatives-based structured financing vehicles represent the first
and/or most practical way for institutional investors to access alternative asset
classes, like catastrophic insurance risk. The appeal of such instruments from
a portfolio management perspective has been well documented.1 But appeal
to investors does not mean that these products are always suitable for those
seeking risk transfer.

In this chapter we address several specific types of securization structures
that are broadly considered to be ART forms. Admittedly, the line between a
traditional secuiritization (e.g., mortgage-backed securities or asset-backed
commercial paper) and an ARTistic securization is a fuzzy one. As such, we
will relax our definition of ART a bit and focus mainly on products that most
people consider ART forms. These include the securization of credit risk, in-
surance risk, capital asset value risk, and a few others. We also explore how
derivatives can be used alongside, in addition to, inside of, or instead of struc-
tured financial products to take risk transfer one step further.

The specific questions we address are:

■ How can securitized products be used to manage credit risk through cash
flow or synthetic collateralized debt obligations?
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■ How can securitization be used to create synthetic insurance and reinsur-
ance structures?

■ How have securitization structures improved the operation of cata-
strophic insurance and reinsurance markets?

■ What are some types of synthetic securitizations possible in catastrophic
(re-)insurance?

COLLATERALIZED DEBT OBLIGATIONS

Collateralized debt obligations (CDOs), including collateralized loan obliga-
tions (CLOs) and collateralized bond obligations (CBOs), are probably the
least ARTistic of the products considered in this chapter. These structures
bundle credit risk and issue securities based on different exposures to credit
risk, thus creating a risk transfer and financing conduit based on differential
credit. We include them here instead of Chapter 14 not because they are true
ART forms but because the structure of a typical CDO is the same structure
used by most securitization conduits that are ART forms.

A CDO is a securitized product structure in which debt is acquired by a
special purpose vehicle and held as collateral for the issuance of new securities
based on the original (albeit perhaps “reengineered”) cash flows on the port-
folio of debt instruments. Prior to 1996, total CDO issues never exceeded $4
billion per year. The $5 billion R.O.S.E. Funding No. 1 Ltd. CLO sponsored
by National Westminister Bank PLC introduced a period of explosive growth
in these products. In the last three years alone, CDOs issued around the world
have averaged about $137 billion per year.2

The assets held as collateral to back CDO bond issues can include bonds
(in which case the structure is a CBO), bank loans (in which case the struc-
ture is a CLO), emerging market debt, asset-backed securities, or just about
any other kind of debt obligation. When actual assets are conveyed to a con-
duit through the traditional securitization process, the resulting CDO is
called a cash flow CDO. In addition, debt assets can be conveyed into a syn-
thetic CDO structure using derivatives instead of actual asset divestiture.
And in a very recent innovation, equity is now emerging as an asset on which
a CDO’s securities can be based. These three broad types of structures are
explored below.

Cash Flow Collateralized Debt Obligations

Exhibit 22.1 shows the basic (and deliberately simplified) structure of a typi-
cal cash flow CDO, or a CDO in which actual asset ownership is conveyed to
the SPV. The owner of the debt instruments used to collateralize the securities
issued by the SPV first conveys them to the SPV for a purchase price. A collat-
eral manager is engaged for a fee to select the securities that populate the

Alternative Risk Securitizations and Securitized Products 453

CCC-Culp 10 (452-502)  2/8/02  4:46 PM  Page 453



CDO, and in some cases this manager actively buys and sells securities or
loans over some part of the life of the vehicle. A trustee acts as custodian of
the assets and administrator of the SPV structure.

Mechanics
The notes issued by the SPV and distributed to investors through an invest-
ment bank underwriter typically fall into several classes. The classes essen-
tially represent the priority of claims issued by the SPV in the capital structure
of the SPV. As principal is repaid on the assets held by the SPV, it is repaid
first to Class A security holders, then to Class B securities holders, and so on
until the last class of note holder is repaid. The owner of the SPV—which may
or may not own some or all of the debt instruments conveyed to the SPV—re-
tains a residual value or equity interest on which dividends are paid after the
note holder classes have all been paid off.

The senior notes issued by a CDO usually are wrapped in a guarantee like
those discussed in Chapter 21. Indeed, bond insurance offered by monoline
insurers is the dominant source of financial guarantees in the market today.
Holders of lower-class securities, however, bear increasing credit risk that
their principal will not be repaid in full. A typical CDO structure is shown in
Exhibit 22.2 and is discussed further in Lucas (2001). The first two tranches
involve both fixed and floating rate securities, whereas the third and fourth
debt tranches are either one or the other. Representative credit ratings are
shown for the notes that would be issued against each tranche.
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EXHIBIT 22.1 Simplified Collateralized Debt Obligation Structure
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In addition, the structure may involve the participation of a swap dealer.
Because the debt instruments held by the SPV likely will pay interest on an er-
ratic and uneven basis over time, the swap dealer enters into an income swap
(see Chapter 13) in which it receives the interest payments on the SPV’s debt
instruments as they occur and in return pays a more stable and regular stream
of cash flows back to the SPV for the purpose of paying interest on some or
all of its note classes. The swap dealer assumes timing risk but usually does
not assume default risk on the underlying securities.

In the most basic CDO structure presented here, the notes are essentially
credit instruments. As noted in Chapter 14, securitization conduits unbundle
the cash flows of the assets they hold and repackage them based on some spe-
cific set of criteria designed to appeal to different groups of investors. The
classical CDO apportions cash flows in tranches based on the credit risk of
the assets in the pool. The size and number of tranches in a CDO depend on
factors such as investor appetite for the end securities and funding costs for
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EXHIBIT 22.2 Typical CDO Tranche Structure
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the structured product vehicle itself. In most CDOs, the senior tranche is the
largest, with the riskiest equity tranche rarely representing more than 15 per-
cent of the capital structure of the CDO.3

Purposes
CDOs are usually either balance sheet or arbitrage CDOs. The former struc-
tures usually are set up and owned by the institution conveying the debt assets
to the conduit, such as a bank securitizing its loan portfolio through a CLO.
The primary goal thus is asset (or sometimes liability) divestiture. In the case
of banks, the more fundamental goal is usually to reduce the size of the bal-
ance sheet and/or regulatory capital requirements.

Balance sheet CDOs usually have a minimal role for the collateral man-
ager/servicer because the bank is likely to retain the asset servicing rights.
These types of CDOs, moreover, often wind down after the assets conveyed
have been converted to capital market instruments.

Arbitrage CDOs, by contrast, involve the deliberate acquisition of assets
and debt securities by the collateral manager. This usually occurs over a pe-
riod of time called the ramp-up period as the assets in the CDO gradually are
bought and tactically positioned. Whereas the equity or residual value portion
of a balance sheet CDO is usually very nominal, the equity tranche of an arbi-
trage CDO is often the major appeal of the structure. The equity tranche of-
fers investors a levered return between the postdefault yield of the assets and
the funding costs on the debt tranches.

Apportionment of Funds
CDOs apportion funds to different classes of security holders in two different
ways. The first is a market value method in which the assets held by the CDO
are marked to market periodically. A haircut is applied to securities to ac-
count for potential future market risk in a fashion similar to the SEC risk-
based capital rules discussed in Chapter 8. If the haircut value of the assets
falls below the par value of a debt tranche, the collateral manager must sell
assets and repay debt tranches until the haircut value is brought back above
the SPV’s debt obligations.

Nine out of 10 CDOs uses an alternative method of apportioning funds
and credit risk to classes of note holders, called the cash flow method.4 In this
method, cash inflows on debt securities are used to pay off note holders of the
structure as the cash flows occur. Subordination levels are chosen so that the
expected cash flows on the securities cover the expected obligations to be paid
to note holders. When the cash flows are insufficient to service all debt
tranches, cash flow usually is diverted to the most senior tranche and on
down through the capital structure in order of priority.
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Synthetic Collateralized Debt Obligations

A synthetic CDO is one in which the actual assets are not conveyed to the
SPV. The cash flows on a pool of underlying assets are transferred to the SPV
through a mechanism other than asset divestiture. Synthetic CDOs are usually
balance sheet CDOs done by banks. Because the risk of the bank redirecting
the cash flows on its debt assets to the CDO’s SPV is lower, the capital re-
quirements on the bank are lower. But because the assets themselves remain
on the bank’s balance sheet, the size of the balance sheet does not shrink.

From 1997 to 2000, about 14 percent of all CDOs were synthetic.5 And
evidence suggests interest in synthetic CDOs is growing fast.6 One reason may
have to do with some of the signaling issues explored in Part I. Namely, when
a bank syndicates its loans or sells them to a securitization conduit, the sale is
public. The borrower, among others, will know the loan has been sold, and
this knowledge could ameliorate some of the delegated monitoring signaling
benefits that bank loans are held to deliver.

If a bank divests a loan asset synthetically, however, the mechanisms for
accomplishing this explored below are not public. A loan can be sold without
the borrower or other creditors relying on the bank ever knowing it has been
sold. But if enough banks continue down this road, a pooling equilibrium
could result in which borrowers and other creditors penalize bank loans in
the delegated monitoring context because of the proportion of banks that are
synthetically divesting those loan assets. In other words, if informational
asymmetries preclude outside firms from determining whether any given loan
has been securitized, those firms may conclude the loans of interest to them
have been securitized. Even if they have not, the resulting pooling equilibrium
could create adverse selection problems unless attentively managed by banks.

Mechanics
As we saw in Chapters 13 and 14, total return swaps can be used to facilitate
a synthetic securitization. Accordingly, a total return swap can serve as the
means by which the cash flows of debt assets are synthetically conveyed to a
CDO conduit. The resulting structures are sometimes called secured loan
trusts or secured note trusts. Exhibit 22.3 illustrates.

Note from the exhibit that the structure no longer involves a collateral
manager. In this case, because the assets remain on the balance sheet of the
bank owner of the loans being swapped into the SPV, the bank functions as
the collateral manager. The bank may or may not also own the SPV, although
ownership of the SPV sometimes can result in the SPV being consolidated
back up on the bank’s balance sheet, thereby mitigating the capital relief that
the total return swap between the bank and SPV might otherwise provide.

The swap itself is a typical total return swap, as discussed in Chapter
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13, in which the bank pays LIBOR plus the interest received on its loan
portfolio (R) plus any change in the value of its loan portfolio (∆P). In re-
turn, the bank receives LIBOR plus x, where x is the swap’s financing rate.
LIBOR is included on both sides so that the bank still can fund the assets
on its balance sheet.

Total return swaps usually are structured to make payments periodically
rather than as interest is received. Accordingly, the income swap shown in the
classical CDO structure in Exhibit 22.1 is no longer required here.

CDOs backed by total return swaps usually are called unfunded synthetic
CDOs because the cash proceeds of the securities sale is used only to provide
collateral to the swap counterparty. The notes are otherwise unfunded unless
a guarantor provides protection through a financial guarantee.

A funded synthetic CDO, by contrast, involves the use of the proceeds
from the note issue to fund assets of some kind acquired by the SPV that will
either serve as collateral on the swap or as protection for the repayment of
some or all of the notes. The SPV and bank both have credit risk on the total
return swap. If the bank does not own the SPV, it also may require that the
proceeds from the issue of securities by the SPV be used as collateral for the
swap instead of to back the redemption of the notes.

Alternatively, the securities issued by the SPV may involve principal pro-
tection depending on the nature and purpose of the SPV and the investors to
which the synthetic CDO is designed to appeal. If the proceeds from the secu-
rity issue are used as collateral for the swap, they cannot be used simultane-
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EXHIBIT 22.3 Secured Loan Trust Synthetic CDO
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ously as collateral for the bonds. So a financial guarantee usually is required
from an insurance company or reinsurer to guarantee principal repayment on
the notes and bring them up to investment grade (or above).

Manufacturing Leverage: The Chase Secured Note Trust
Secured note trusts are leveraged very often to enhance their appeal to end in-
vestors. Leverage can be manufactured easily in a synthetic CDO by setting
the notional principal on the total return swap to some multiple of the face
value of securities issued by the SPV. The “Chase Secured Loan Trust
Notesm,” sponsored by Chase Securities, provides a good example of how
such leverage can be created. The underlying loan portfolio that Chase
wanted to synthetically divest had a $150 million face value. The SPV that en-
gaged in a total return swap with Chase with payments based on the $150
million loan portfolio and that had a notional principal of $150 million.
Specifically, the trust periodically paid Chase LIBOR plus a financing spread
of 125 bps, in return for which the trust received periodic payments equal to
LIBOR plus the coupon rate on the loan portfolio of 365 bps plus the change
in the price of the loans. Chase thus paid the trust a (possibly negative) net
spread of 240 bps plus the loan price change.

The trust collected $50 million from investors as an initial subscription
for the notes it issued. The ratio of this subscription amount to the notional
principal of the swap (i.e., face value of the loan portfolio) thus was 3:1. After
collecting its initial subscription to the notes, the trust invested the $50 mil-
lion in Treasuries earning 6.4 percent per annum.

In return for their initial investment of $50 million, the investors in the
notes received a leveraged coupon payment of 13.6 percent plus the loan price
change, computed relative to the $50 million face value of the notes. The
coupon yield of 13.6 percent was based on the 6.4 percent Treasury yield plus
the leveraged net spread of 7.20 percent on the loan portfolio embedded in
the swap—that is, the 240 bps net spread times the leverage factor of 3:1.

J.P. Morgan’s Bistro Transactions
In 1997–1998, J.P. Morgan engaged in five synthetic securitizations of loans
and other bank assets totaling $2.5 billion. These bistro transactions were
called the “1998 Structured Finance Deal of the Year” by Investment Dealers’
Digest and “Derivative Deal of the Year” by Institutional Investor.

In a bistro transaction, the proceeds of the note issue are used to fund the
acquisition of a highly credit-worthy asset, such as asset-backed securities
based on credit card receivables and credit-enhanced to AAA. The asset is
held in trust by the SPV and is selected to have a maturity that corresponds to
the tenor of the total return swap. When the two transactions mature, the
proceeds on the asset’s retirement held in trust may be used to pay the swap
counterparty. Any residual value left over is allocated to security holders.
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Credit-Linked Notes and SBC Warburg’s Glacier Finance Transactions
A variation on the bistro theme was undertaken in 1997 by SBC Warburg. In-
stead of using the proceeds of the note issue to buy a high-quality asset posted
as collateral on the total return swap, SBC Warburg embedded the swap into
an asset to create a credit-linked note (CLN) and used these bonds as collat-
eral for the CLO security issue.

The SBC Warburg vehicle was called SBC Glacier Finance Ltd. and issued
five classes of securities based on a $1.7 billion portfolio of 130 loans made
by SBC to investment-grade borrowers. Instead of conveying the loan assets
to a trust or using a total return swap, SBC created a CLN. A CLN is created
through an SPV structure of the kind shown in Exhibit 22.4. A trust or SPV is
set that issues the CLNs. The proceeds of the note issue are placed in trust
with a custodian and invested in highly rated marketable securities. The SPV
also enters into a total return swap with a swap dealer or bank in which it
pays LIBOR plus a financing rate and receives LIBOR plus the interest and
change in market value on a reference asset or loan portfolio. In a simple
CLN structure, the total return on the underlying reference asset(s) is passed
through as the cash flows on the CLNs. The CLNs may or may not be princi-
pal protected.7

In the SBC Glacier Finance structure, the proceeds from the issue of the
five classes of securities by the SPV were used to purchase 130 CLNs, each of
which was based on each of the 130 loans in the SBC Warburg reference loan
portfolio. The structure is shown in Exhibit 22.5.

As the exhibit shows, the Class A securities represented the bulk of the is-
sue—$1,375 million—and was placed to public investors under a Aa1/AA+
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EXHIBIT 22.4 Credit-Linked Note
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credit rating. The Class B, C, and D mezzanine notes represented $115 mil-
lion of the issue, were placed privately, and were unrated. SBC Warburg re-
tained the $10 million equity (i.e., Class E junior notes) tranche.8

As purchasers of the CLNs, Glacier Finance receives a spread over LI-
BOR to compensate for the credit risk of the underlying loans. If the origi-
nal borrower defaults, SBC makes a payment to the SPV based on the
market price of some liquid reference security. If the borrower’s loans fall in
value by 50 percent following a default, SBC makes a payment to the SPV
equal to 50 percent of the notional principal on the corresponding CLN. If
there is no public reference security available for this calculation, SBC pays
51 percent based on a historical analysis of comparable recovery rates un-
dertaken by Moody’s.

The Glacier Finance CDO is interesting for a few reasons. On one
hand, the SPV purchases actual assets as backing for the five tranches of se-
curities issued. On the other hand, those assets are CLNs that pay interest
and principal based on the performance of underlying loans. But the CLNs
themselves merely reference those loans by way of total return swaps. The
vehicle thus is synthetic in the sense that the loans driving the performance
of the CDO’s securities are not owned by the SPV issuer of the securities.
But the CDO is funded given that it purchases actual assets as collateral for
the securities.
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EXHIBIT 22.5 SBC Glacier Finance Funded Synthetic CLO
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Equity-Backed Collateralized Debt Obligations

Both cash flow and synthetic CDOs can have much richer structures than
those discussed in prior sections. One of the more novel such structures was
introduced in 2001. The first CDO based entirely on private equity assets, the
structure literally turns equity into debt.

The Prime Edge Capital PLC private equity CDO involved the issue of
C=150 million in three classes of notes. The proceeds from the issue were in-
vested in a diversified pool of private equity funds of funds. The lead manager
is the Swiss boutique Capital Dynamics, which, along with Rainer Marc Frey
(RMF) and Hamilton Lane Advisors, will manage the structure’s collateral se-
lection, investment management process, and risk management.

Deutsche Bank arranged the structure and placed the securities, and Al-
lianz Risk Transfer provided a guarantee to wrap the two classes of 12-year
senior bonds (C=72 million in Class A and C=32 million in Class B) to get them
an AA credit rating. The two senior classes of notes were priced at three-
month Euribor plus a AA risk spread. The third and junior class of security
accounted for the remaining C= 45 million. With 24 years to maturity, these ju-
nior notes act as equity and are unrated.9

The transactional appeal of this private equity-backed CDO was to offer
the equity or junior note holders a leveraged private equity investment oppor-
tunity, but at the same time to retain a first loss position for the benefit of the
senior debt. Allianz Risk Transfer facilitated a capital market execution of
this new CDO asset class through the provision of its credit wrap.

SYNTHETIC (RE-)INSURANCE AND 
INSURANCE-LINKED SECURITIES

Lane (2000) explains that CDOs can be viewed as “self-contained reinsurance
structures.” Now that we have reviewed the robustness and mechanics of
these products, his comment is more meaningful. After all, the holders of var-
ious classes of bonds issued by a CDO are, in effect, providing credit reinsur-
ance. And to the extent that principal payments are made in reverse priority
across classes of note holders, this credit insurance essentially is being sup-
plied in vertical layers.

If CDOs are, in effect, synthetic credit reinsurance, can other similar secu-
ritized product structures synthetically replicate other kinds of insurance? The
answer is yes. In this section we consider several structures in which insurance
or reinsurance is provided directly by the capital market to the firm seeking
some kind of insurance protection. The resulting securities often are called in-
surance-linked securities (ILSs) or insurance-linked notes (ILNs) because their
payoff profile to investors depends in some part on the outcome of the (re-)in-
surance offered by the SPV that issues the notes.
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Although there are a growing number of examples of risks that can be in-
sured using a securitization conduit, we consider only a few particular risks
and risk transfer vehicles: residual value insurance for capital assets, credit de-
fault insurance, bulk retrocession capacity for trade credit reinsurance, prod-
uct liability insurance, and life insurance.

Residual Value Protection: Toyota Motor Credit Corporation

Like other automotive firms, the Toyota Motor Credit Corporation (TMCC)
faces a risk that the residual value of a car that has been leased is below its
market value. We saw in Chapter 21 that a guarantee is one way for firms fac-
ing residual value risk to address that risk, as three participants in the airline
financing arena have done. As we shall see here, securitization provides an-
other ART-istic alternative.

Most leases contain a provision allowing the lessee to purchase the vehi-
cle at the end of a lease period. If the market price is below the residual value
of the car, the lessee likely will exercise the option to buy the car. This means
that most cars returned to TMCC result in an immediate loss equal to the dif-
ference between the residual value of the car and its resale value.

Grammercy Place Insurance Ltd. is a SPV and Cayman Islands–registered
insurance company whose single purpose is to provide direct residual value
insurance to TMCC. The underlying pool of assets was a predetermined pool
of about 260,000 auto and light-duty truck leases originated by Toyota and
Lexus dealers that were assigned to and serviced by TMCC.

Under the terms of the insurance contract between Grammercy and
TMCC, TMCC paid a quarterly premium to Grammercy for the residual
value insurance. In turn, Grammercy provides annual coverage to TMCC for
three years for the risk of residual value losses. The multiyear coverage was
structured as three separate insurance policies, each of which included a 10
percent copayment provision so that TMCC retained 10 percent of each
year’s annual residual value loss. In addition, each year’s coverage involved a
deductible equal to approximately 9 percent of the aggregate initial residual
value of all the leases covered by the underlying policy.

Grammercy issued three classes of securities, all of which were floating
rate notes paying interest quarterly equal to LIBOR plus a spread that de-
pends on the class. The original issue amount called for about $60 million of
senior Class A notes, $283 million of mezzanine Class B securities, and $222
million of highly subordinated Class C bonds. The total issue was planned for
just over $566 million.

The proceeds from this security issue were placed in a trust collateral ac-
count managed by Chase. Chase used the cash subscription issue to acquire
AAA-rated liquid securities. The interest on these securities was paid to
Goldman Sachs Mitsui Marine Derivative Products LP through an income
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swap in exchange for a more stable LIBOR-based cash flow that Grammercy
in turn paid out as interest to the note holders.

Because the insurance policy was annual with an October maturity,
each October TMCC would submit its residual value claims—that is, losses
in excess of the deductible for that year minus the 10 percent coinsurance
requirement—to Grammercy. A portion of the collateral then would be liq-
uidated (and the corresponding part of the swap unwound). Proceeds from
the collateral liquidation would be used to pay any TMCC claims, with the
remainder being used to make a scheduled principal repayment on the notes
according to Table 22.1.

Principal repayments are made to each class of Grammercy note holder
based on priority. If the value of the liquidated collateral less claims paid to
TMCC is not enough to cover the scheduled principal repayments on all three
classes for that year, the note holders bear the loss. If there is a surplus in
years 1 or 2, it can be applied to a subsequent year’s deficit.10

The Class A, B, and C notes had maturities of one, two, and three years,
respectively. Principal on each class of note was at risk if sales prices on the
reference portfolio fell by more than 23, 15, and 9 percent (respectively) be-
low expectations. The notes were priced at 23, 45, and 325 basis points over
three-month LIBOR, respectively, and were rated AA, A, and BB.

As Exhibit 22.6 shows, the TMCC Grammercy looks structurally a lot like
a CDO, except that the event leading to a reduction in principle for the note
holders is now a payment of a claim to TMCC on a three-year residual lease
value insurance policy. In a CDO, principal reduction occurred because the
funds were not paid in on the assets held by the SPV. In the TMCC issue, the
SPV has the requisite assets, but it applies those to the insurance cover written to
TMCC before repayment of principal on the securities Grammercy has issued.

The net result of this structure was TMCC obtaining a classical insurance
cover through a highly nontraditional avenue. In essence, TMCC obtained
residual value insurance from the capital market directly rather than from a
(re-)insurance company.

Credit Default Insurance: Mortgage Default Recourse Notes

Morgan Stanley’s Mortgage Default Recourse Notes (MODERNs) are notes
issued through a SPV called G3 Mortgage Reinsurance Ltd. that allow the
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TABLE 22.1 Principal Repayment Schedule on Grammercy TMCC Notes

First Policy Second Policy Third Policy
(October 1999) (October 2000) (October 2001)

Class A $22,650,000 $23,230,000 $14,800,000
Class B $105,690,000 $108,390,000 $69,050,000
Class C $83,040,000 $85,170,000 $54,260,000
TOTAL $211,380,000 $216,790,000 $138,110,000
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Federal Home Loan Mortgage Corporation (Freddie Mac) to obtain default
insurance coverage through a securitization conduit rather than directly
from a (re-)insurer. MODERNs include five classes of securities with 10
years to maturity that pay principal and interest based on the default record
of an underlying $15 billion pool of fixed-rate, single-family 30-year mort-
gages originated in 1996.

MODERNs holders receive LIBOR plus a spread based on the outstand-
ing principal amount. The principal is recalculated each period to include
only the non-defaulted principal on the underlying mortgage assets. In the
event of a mortgage default in the reference asset pool, the principal repay-
ment to MODERNs holders is reduced accordingly.

Exhibit 22.7 shows the structure of MODERNs. They function very
much like the TMCC Grammercy notes explored above. Proceeds from the
sale of the five classes of notes are given to Chase, acting as the collateral
manager and trustee. Chase invests the proceeds of the issue in marketable se-
curities and then enters into an income swap with Morgan Stanley Capital
Services to smooth the timing of the cash flows. The receivables on the swap
are used to make interest payments on the notes issued by G3.

The insurance policy that G3 has written to Freddie Mac requires
monthly premium payments by Freddie Mac that are added to the collateral
account. In turn, the collateral account—including premium, the value of se-
curities held, and income generated by those securities—is used to finance
claims from Freddie Mac arising from defaults on its mortgage portfolio.
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EXHIBIT 22.6 Toyota Motor Credit Corp. Residual Value Insurance
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The remaining value of the assets in the collateral account are used to make
scheduled principal repayments to the note holders based on the priority of
their class.

Bulk Retrocession Capacity: 
Gerling Credit Insurance Group

The 1999 issue of Synthetic European Credit Tracking Securities (SECTRS)
provides a good illustration of how securitized products can be used to create
bulk capacity in the reinsurance area. Specifically, SECTRS were used to con-
struct a synthetic retrocession for Gerling Credit Insurance Group’s reinsur-
ance of certain European trade credits.

Before analyzing SECTRS themselves, some background on the covered
trade credit insurance is warranted. The ceding reinsurer in the SECTRS is-
sue was Namur Re SA, a subsidiary of Gerling-Konzern Speziale Kred-
itverischerungs AG, in turn a subsidiary of Gerling Credit Insurance Group
(GCIG) and Gerling-Konzern Globale Rückversicherungs AG. Namur Re
provides trade credit reinsurance, and GCIG provides direct credit insurance.

The top portion of Exhibit 22.8 shows how trade credit insurance and
reinsurance work in practice using the names of the firms involved with this
transaction. A corporation extends trade credit to vendors, suppliers, and
other obligors any time it renders services or makes a product delivery before
it receives payment. Insurance on nonpayment following the provision of ser-
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EXHIBIT 22.7 Mortgage Default Recourse Notes (MODERNs)
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vices or delivery of goods is trade credit insurance. In the exhibit, the direct
credit insurer GCIG makes a contingent payment to the corporation in the
event of default by a trade credit obligor. As in any indemnity contract, GCIG
retains subrogation rights to pursue the obligor for a recovery. Namur Re
provides the reinsurance.

SECTRS were designed to provide C=450 million in retrocession cover to
Namur Re based on a portfolio of 92,000 businesses selected at random in
the trade insurance market. To accomplish this, SECTRS 1999-1 Ltd. was set
up in the Cayman Islands as a SPV and licensed reinsurer. Three classes of se-
curities were issued for maturity three years after the issue date. Interest on
the securities was payable quarterly in arrears and equal to LIBOR plus a
spread, where the spread is higher the lower the priority of the claim on the
SPV’s capital structure.

As in the TMCC case and as shown in Exhibit 22.9, Chase acts as the
trustee and is given both the proceeds of the security issue and the premium
paid by Namur to the SPV. This is invested in marketable securities, and inter-
est on the securities is swapped with Goldman Sachs Mitsui Marine Deriva-
tive Products LP for a LIBOR-based stable income stream that is used to pay
interest on the notes.
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EXHIBIT 22.8 Synthetic European Credit Tracking Securities (SECTRS)
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The SPV provides reinsurance to Namur Re on an XOL basis for three
separate reference portfolios into which the 92,000 reference businesses are
divided. To determine the retrocession payment structure, an annual count is
made of the number of businesses in the reference portfolio that have experi-
enced a trade credit default event in the prior annual period. In addition, a cu-
mulative count is maintained for years 2 and 3 of the structure. The
retrocession trigger is activated when either the annual count exceeds the an-
nual attachment point for any of the three policies or when the cumulative
count exceeds the cumulative attachment point. The payment due from the
SPV to the ceding reinsurer then is determined by multiplying the excess of
the annual or cumulative count above the lower attachment point by a prede-
fined recovery rate. Each policy also includes an upper limit.

The end result is a series of three securities whose principal repayments
are reduced based on the claims the SPV receives as retrocessionaire for Na-
mur Re on the reference portfolio of trade credits. The ceding reinsurer, in
turn, has successfully accessed significant bulk capacity directly from the cap-
ital market.

Product Liability Insurance: Capital Risk Strategies

Motivated by the size and severity of product liability claims—especially fol-
lowing Dow Corning’s bankruptcy as a result of such claims—the insurance
brokerage and investment banking firm Capital Risk Strategies (CRS) pro-
posed in 1996 an ART form that creatively combines traditional risk transfer,
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finite risk, and securitization to provide up to $4 billion in cover for product
liability claims.11

The program begins with collection of premiums from end corporate in-
surance purchasers—mainly pharmaceutical and medical device companies.
The insured firms will commit to pay premiums for 10 years to a SPV based
in Bermuda in return for a 10-year $4 billion product liability policy. The cov-
erage will include a 5 percent copayment requirement for purchasers and will
attach at $750 million in losses. The cover also includes a $1 billion per oc-
currence limit as well as a $2 billion per company limit.

The SPV will issue bonds—planned through Salomon Brothers—expected
to generate $1.63 billion in initial subscriptions. With some supplementary
capital, the SPV will have an initial capitalization of $1.75 billion, expected to
grow to $4 billion over time. In addition, the premiums collected from the in-
sured will be part of the SPV’s assets. About 85 percent of those premiums
written will be used as collateral for the bonds issued. From the remaining 15
percent, Centre Re will provide $3 billion in reinsurance for the SPV. The
Centre Re policy is primarily a loss portfolio transfer designed to address the
timing risk arising from the slow growth of the $1.75 billion in capital to the
planned $4 billion, which would be jeopardized by large, early claims. But
Centre Re also bears some underwriting risk on large losses that might occur
early in the life of the program. The remaining $1 billion will be reinsured via
quota share treaties with other large reinsurers.

The program was aimed at eight to 15 companies that would commit to
the long-term plan and be willing to mutualize both their product liability
losses and insurance coverage. As of this writing, the author was unable to as-
certain if the product has been placed successfully.

Life Acquisition Costs and Mortality and Expense Fees

Very little in this book has addressed life insurance, but it remains one of the
largest parts of the global (re-)insurance industry. And unlike almost all of the
other risks discussed, life insurance is fundamentally different because it even-
tually will pay off. Excluding the odd disqualification of suicide or a lazy ben-
eficiary, life insurance inevitably will result a claim.

One problem faced by life insurers is the cash strain they bear shortly af-
ter underwriting a life policy on policy acquisition costs. Every variable annu-
ity or life policy sold generates a brokerage and/or distribution cost that the
insurer must pay immediately, despite earning the cash flow back over the
first three to five years of the policy life. This can create a drag on a life in-
surer’s balance sheet.12

Three of the early and notable life insurance-related securitizations were
aimed at securitizing these life policy acquisition costs.13 In 1996 and 1997,
American Skandia Life Assurance Corp. conducted a series of four transactions

Alternative Risk Securitizations and Securitized Products 469

CCC-Culp 10 (452-502)  2/8/02  4:46 PM  Page 469



in which it conveyed to its parent 80 to 100 percent of its rights to receive fu-
ture mortality and expense (M&E) charges and contingent deferred sales
charges on a portion of its life program. The parent paid the insurance com-
pany an amount essentially equal to the present value of those expected future
claims, much as in a loss portfolio transfer. The parent, in turn, securitized the
future fees through an SPV backed with those receivables.

A second life securitization was undertaken by U.K. mutual insurer Na-
tional Provident Institution (NPI). In a simpler structure, NPI securitized the
future profits on a large block of its life policies. It established the SPV Mu-
tual Securitisation PLC to issue two classes of limited recourse bonds, both of
which received interest and principal based on the emerging surplus on NPI’s
block of life policies. The two classes of securities were separated by the dates
of their principal repayments to amortize the expected surplus development
over time. Class A repaid principal from 1998 to 2012, and Class B from
2012 to 2022. By securitizing its surplus, NPI was able to generate cash in
1998 for a surplus that would only emerge over many years. In many ways,
the NPI securitization thus can be viewed more as a synthetic finite risk trans-
action than a classical risk transfer.

A third life transaction was conducted by Germany’s reinsurance giant
Hannover Re in conjunction with Rabobank. To finance the expansion of its
life lines across Europe, Hannover and Rabo set up a Dublin-based SPV
called Interpolis Re, owned by Rabo. Hannover retroceded 75 percent of its
defined reinsurance treaties to Interpolis in a quota share treaty. In return,
Rabo made a DM100 million loan to Interpolis, on which Hannover could
draw for liquidity. Take out the SPV and the transaction is essentially just an
asset swap. But with the SPV in the middle, Hannover received liquidity from
Rabo. Interpolis absorbed the reinsurance risk, but Rabo in turn receives 75
percent of the profits on the future business.

SECURITIZED CATASTROPHIC (RE-)INSURANCE

The vast majority of ILNs that have been issued to date have been linked to
catastrophic (re-)insurance and losses arising from natural disasters such as
earthquakes, hail storms, tropical cyclones, windstorms, tornados, and the
like. Often regarded as the most triumphant achievement of ARTists, the
“Cat bond” industry actually is quite small compared to many of the other
structures alaready explored. Nevertheless, Cat bonds certainly are among
the most creative—and analyzed—ARTifacts in the market today.

Because of the volume of material available on Cat bonds, this section is
brief and limited to a discussion of the most basic and prevalent structures.14

Mechanics

Most Cat bond issues emerge from a conduit that is fundamentally similar to
the basic CDO structure explored at the beginning of the chapter. Once the
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nature of the protection desired by the reinsurer is defined, the reinsurer pays
catastrophic reinsurance premiums to a single-purpose SPV, which then gives
the premiums and the proceeds of its note issue to a collateral trustee. The in-
vestment income on the liquid assets acquired by the trustee for the SPV’s col-
lateral (including the proceeds from liquidations) usually is swapped for a
more predictable and regular flow of income. The mechanics of the structure
are shown in Exhibit 22.9.

As in the other structures we have examined, the collateral held in trust
can be used to pay principal (and in some cases interest) on the securities is-
sued by the SPV only after the SPV’s contingent liabilities have been paid—in
this case, claims on the cat reinsurance treaty negotiated between the ceding
reinsurer and SPV.

This basic setup can be modified in a number of different ways. One vari-
ation involves the structuring of the conduit itself to allow for a reinsurer
standing in between the ceding insurer and the SPV. Shown in Exhibit 22.10,
this intermediary reinsurer can play two functions.

1. It can choose the risks to retrocede to the SPV so that the events on which
the Cat bonds are based can be customized more easily than in a tradi-
tional insurance program.

2. The reinsurer might give the ceding insurer indemnity coverage but retro-
cede indexed cover to the SPV. This would increase the liquidity and
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transparency of the issue without forcing the ceding insurer to bear the
basis risk of index/indemnity mismatches. The reinsurer, of course, would
then have that basis risk with which to contend.

Other variations on the basic structure can involve changes in the payment
provisions to end note holders. In the basic structure, cat claims result in princi-
pal reductions to holders of securities issued by SPV. If multiple classes of secu-
rities are issued, the principal reductions typically are applied to the securities in
reverse order of their priority in the SPV’s capital structure. Alternatively, a
claim by the ceding (re-)insurer may result in a delay in principal repayment
rather than a permanent forfeiture. Through the use of defeasance provisions,
some proportion of the principal would be returned on schedule. The rest
would be returned later and may be funded by the purchase of zero-coupon se-
curities using the proceeds from the guaranteed portion of the original issue.

The maturity of the bonds is sometimes changed for reasons other than
defeasance purposes. Losses on natural catastrophes often are reported grad-
ually over a long period of time after the triggering event occurs. When a peril
gives rise to a covered loss toward the end of the life of the bonds, the SPV of-
ten can optionally extend the maturity of the bonds to allow to include the
full loss development period.

Yet another way to change the structure involves the wrapping of certain
classes of securities issued by the SPV. In virtually all of the examples explored
in the chapter thus far, the senior class of securities issued by an SPV is either
funded or credit-wrapped to guarantee an investment-grade rating. The rea-
son for this is that many institutional investors, such as U.S. commercial
banks and pension plans, are precluded from holding below-investment-grade
securities in any sizable quantities, if at all.

Most early Cat bond issues that were regarded as successful involved at
least two tranches of securities, the senior of which was rated investment grade.
The enhancement often was provided through a self-collateralization of the is-
sue—that is, escrow investment of proceeds from the issue in Treasuries dedi-
cated to back the principal repayment. A credit wrap was also a possibility.

More recently, however, the trend in Cat bond issues has been toward
lower-rated securities. Even in the recent multitranche issues, the senior bonds
may not be rated investment grade. As expected, participation in the issues
has changed over time. Early issues were bought largely by money managers,
mutual funds, and pension plans. But the more recent lower-rated issues have
been placed mainly with hedge funds and insurance companies.

Events, Triggers, and Losses

The triggering event for a Cat bond may not necessarily be related to the bond
holders’ payments. The triggering event may be either single-peril (e.g., a sin-

472 ALTERNATIVE RISK TRANSFER PRODUCTS

CCC-Culp 10 (452-502)  2/8/02  4:46 PM  Page 472



gle tropical cyclone damaging a specific firm) or multiperil (e.g., East Coast
and West Coast earthquakes). If the specified events occur during the “risk
period” specified in a Cat bond structure—which may or may not encompass
the entire life of the bond—the event trigger is activated.

Cat bonds are often double-trigger instruments. The claims paid to the in-
surer seeking protection from a cat bond issue are generally loss based, al-
though fixed-payment structures could be created. A loss-based insurance
contract to which bond holders’ payments are tied may either be indemnity
based or index based. In the former, losses paid by the SPV’s bond holders are
actual business losses, whereas index-based loss claims are based on the loss
development in one or more specific catastrophic loss indices (e.g., a PCS re-
gional index). Index products are popular when there is a concern about
moral hazard or adverse selection at the ceding (re-)insurer, but using an in-
dex introduces basis risk. Indemnity-based deals that are based on actual
damages sustained by specific businesses result in coverage that matches a
cedant’s loss experience. Introducing an index of damages eliminates the
cedant’s ability to manipulate losses but at the same time increases the likeli-
hood that the coverage will track the actual damages sustained poorly.

In addition to discouraging moral hazard, indexing the loss payments to
which a Cat bond’s interest and/or principal are tied can increase the bonds’
liquidity and attractiveness to end investors. Indemnity-based losses are
very opaque and difficult to monitor or anticipate, whereas loss develop-
ments in an index are usually more transparent and widely available to mar-
ket participants. The easier it is for investors to analyze the risks and returns
of the bonds, the more likely it is that they will identify portfolio benefits to
holding them.

In any loss-based Cat bond, the second trigger is the lower attachment
point specified in the insurance contract offered by the SPV and reflected in
the bonds’ interest and/or principal payment schedule. These products ac-
tually can be viewed as single-trigger products, where the trigger is defined
as losses above the attachment point arising from the specifically enumer-
ated peril(s).

Alternatively, some Cat bonds employ a physical trigger as the first trigger
and a loss trigger above some lower attachment point as the second one. A
physical trigger is activated by the occurrence of some specific physical events,
such as an earthquake above 7.0 on the Richter scale.

Examples

Given the diversity of Cat bonds issued to date, the best way to get a feel for
the wide degree of variance across these structures is to present a few exam-
ples. These examples are neither exhaustive nor necessarily representative.
They simply demonstrate the range of what has been done.
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Swiss Re/SR Earthquake Fund Ltd.
In 1997 the SR Earthquake Fund Ltd. SPV issued $137 million in four classes
of notes whose repayment schedule was linked to the SPV’s payment of claims
to Swiss Re on a $111.9 million catastrophic retrocession cover. The trigger-
ing event was a California earthquake, and the SPV’s contingent liability to
Swiss Re was based on the largest insured loss from a single earthquake over
a two-year period as determined by PCS. The SR Earthquake bonds thus were
single-peril, indexed Cat bonds.

The SR Earthquake retrocession was a value contract, not a true indem-
nity contract. Depending on the size of the loss, the principal of the bonds is
reduced by a fixed amount depending on the bonds’ priority. The first two
classes of SR Earthquake bonds were the first cat bonds to be rated invest-
ment grade—Baa3 by Moody’s and BBB– by Fitch. A maximum of 60 percent
of the principal was at risk, with the remaining amount self-collateralized by
the SPV’s acquisition of Treasuries. Class A-1 paid a fixed rate of 8.645 per-
cent, and Class A-2 paid 255 bps over three-month LIBOR.

The third class had up to 100 percent principal at risk and paid 10.493
percent. Class B was rated Ba1/BB and had a principal risk tied to the PCS in-
dex losses arising from a California earthquake. The most subordinated issue,
Class C, paid 11.952 percent and had no rating. Unlike the other three
classes, principal losses were not based on the indemnity payments by the
SPV. Instead, Class C bond holders forfeited 100 percent of their principal in
the event that the largest California quake led to PCS-reported insured losses
exceeding $12 billion.

Relative to original issue amounts of $62 million, $60 million, and $14.7
million for the Class A, B, and C notes, respectively, Exhibit 22.11 shows the
various loss triggers and payment amounts (excluding any deductible) from
each class of security as well as the total.

From a financial engineering standpoint, the exhibit illustrates that each
bond in the SR Earthquake structure can be viewed as a coupon bond plus
one or more binary options. Class C either returns full principal in the event
of no quake resulting in over $12 billion in PCS index losses or returns noth-
ing. From the SPV’s perspective, this is equivalent to a coupon bond plus a
digital call on PCS index losses (i.e., a put on PCS index-implied property val-
ues) struck at $12 billion with a fixed payout of $14.7 million, the total size
of the Class C note issue.

The Class A and B bonds are synthetically equivalent to coupon bonds
plus long vertical spreads consisting of digital options. In the Class B note
case, for example, the SPV withholds no principal for losses under $18.5
billion, $12.4 million for losses above $18.5 billion, $24.8 million for losses
above $21 billion, and $37.2 million for losses above $24 billion. The first
piece of the binary vertical spread is a long call on PCS losses struck at
$18.5 billion with a fixed payment of $12.4 million. The second component
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is a long digital call struck at $21 billion with a fixed payout of $24.8 mil-
lion. But without an additional leg, both options would be in the money at
loss levels above $21 billion. To limit the total hold-back to $24.8 million,
the spread thus also must include a short digital call on PCS losses struck at
$21 billion with a fixed payout of $12.4 million. For loss levels above $21
billion, all three options are in the money, and the net is as follows: +$12.4
million on the long call struck at $18.5 billion, +24.8 million on the long
call struck at $21 billion, and –$12.4 million on the short call struck at $21
billion. And so on for the rest of the loss trigger levels as well as for the
Class A notes.

The SR Earthquake bonds included a one-year loss development period.
A natural tension arises concerning scheduled principal repayments over loss
development periods. (Re-)insurers prefer longer loss development periods,
because reported losses only grow with time. The longer the period included
in the retrocession agreement, the more Swiss Re would recover from bond
holders. On the other side, investors clearly prefer a return of principal as
quickly as possible. As a compromise, the SR Earthquake bonds require the
regular comparison during the loss development period of estimated losses
with a growing loss benchmark. If loss development is steadily growing, the
trustee keeps the principal on reserve as a source of potential future claims by
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Swiss Re for up to a year. But when loss development stabilizes below a pre-
defined trigger relative to the benchmark, principal is returned.

Tokio Marine & Fire/Parametric Re
The Cayman Island SPV Parametric Re issued bonds in 1997 and simultane-
ously entered into a reinsurance agreement with Tokio Marine & Fire. Unlike
the SR Earthquake bonds, where the trigger was index based, the Parametric
Re issue involved a trigger based on the physical attributes of the event.

The insured event was an earthquake in or around Tokyo. The structure
defined an “inner” and “outer” grid with Tokyo roughly at the geographic
center. Upon the occurrence of an earthquake, the quake epicenter would
serve as the basis for whether the event was deem to have occurred in the in-
ner or outer grid. The location and magnitude of the quake then determined
the required payment from Parametric Re to Tokio Marine on the reinsur-
ance. A quake that registered 7.4 on the Japan Metereological Association
scale, for example, would involve a hold-back by the SPV trustee of 44 per-
cent of principal on the outstanding notes if the event occurred in the outer
grid or a hold-back of 70 percent for quakes with inner-grid epicenters. These
amounts held back from note holders then would be used to pay Tokio Ma-
rine in the reinsurance agreement between Tokio and Parametric Re.

The Parametric Re issue involved two classes of securities. “Notes” with
a face value of $80 million were fully exposed to quake risk, whereas “units”
were not. Units with a total issue value of $20 million included $10 million in
defeasance certificates with no quake exposure and another $10 million in
notes fully exposed to quake risk.

One advantage of a physical trigger like the one Parametric Re employed
is the speed of payment. No loss development period is required, and claims
can be funded by the trustee’s investments of the proceeds from the original
issue plus the premium received and any investment income generated on
those investments. In addition, some users find physical trigger structures eas-
ier to hedge or reinsure. All that is required to virtually eliminate basis risk is
another instrument that can be indexed to the same trigger.

Residential Re/USAA
One of the best-known Cat bond issues was undertaken in 1997 by the United
States Automobile Association (USAA) based on a single peril—hurricanes on
the eastern coast of the United States. Two classes of bonds were issued from
which $477 million was raised—nearly four times the planned subscription
amount. Class A1 securities in the amount of $87 million were issued with a
coupon of LIBOR plus 273 bps. Class A2 bonds totaled about $313 million
and had an interest rate of LIBOR plus 576 bps. The interest on both bonds
was at risk. The Class A2 securities also had principal at risk, whereas $77
million of the $477 million collected from the issue was used to guarantee
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principal repayment on the Class A1 bonds. The A1 and A2 bonds were rated
AAA and BB by Fitch, respectively.

Unlike the two prior structures, Residential Re’s reinsurance contract of
USAA was a true indemnity contract. In the event of a single hurricane hitting
one or more of the 20 eastern states, the policy provided XOL cover to USAA
with a copay—specifically, 80 percent of $500 mn XS $1 bn of actual USAA
losses were covered by the policy.

Georgetown Re/St. Paul Companies
St. Paul companies undertook a $68.5 million securitization in 1996 to create
additional retrocessional capacity for its reinsurance subsidiary, St. Paul Re,
so that it could take advantage of a then-strong demand for catastrophic
XOL reinsurance in North America.

Georgetown Re was capitalized by the issue of both notes ($44.5 million)
and preferred stock ($23.2 million) with expirations in 2007 and 2000, re-
spectively. The notes guaranteed a principal return through the investment of
note issue proceeds by the SPV in zero-coupon marketable securities, thus
leading to a AAA rating for the notes. The unrated preferred stock had no
principal protection.

The Georgetown Re structure did not involve any specific definition of
triggering events. Instead, St. Paul Re ceded part of its catastrophic XOL pol-
icy line to Georgetown Re in a classical proportional treaty lasting 10 years.
The interest payments on the notes and shares and the principal repayment on
the shares then was determined based on the overall performance of the ceded
business lines. By including both the underwriting and the investment sides of
its catastrophic XOL business, the resulting cession was well diversified and
proved very attractive to investors.

SYNTHETIC CATASTROPHIC 
SECURITIZATION STRUCTURES

Just as CDOs can be cash flow or synthetic, catastrophic insurance products also
have been undertaken on both an actual cash flow and a synthetic basis. The
cash flow products described in the prior section have been a bit more prevalent
than the synthetic structures, but synthetic securitizations of catastrophic insur-
ance risk still accounts for a reasonable share of the catastrophic ART market.
The best way to explore this range of products is again by example.

Allianz Risk Transfer/Gemini Re Options on 
Insurance-Linked Notes

Allianz Risk Transfer—the ART affiliate of the German insurance giant Al-
lianz—developed a structure that allowed it to combine derivatives-like

Alternative Risk Securitizations and Securitized Products 477

CCC-Culp 10 (452-502)  2/8/02  4:46 PM  Page 477



with insurance-linked notes in the issuance of an option on an ILN issue.15

Concerned that a major catastrophic loss would lead to a hardening in the
regular reinsurance market, Allianz sought to cap its future reinsurance
costs by using the option on a ILN issue as a type of preloss funding.

The option was sold to investors in 1999 by SPV Gemini Re and gave Al-
lianz three years during which that option could be exercised. If exercised, the
writers of the option to Allianz agreed to purchase three-year notes whose
principal and interest payments were linked to losses on European wind and
hailstorms. Called subscription agreements, the options knock in when wind
and hail losses reach a specified triggering amount. In exchange for preagree-
ing to purchase the notes at a specified price, the option writers receive a com-
mitment fee.

The notes underlying the option were for an original principal of $150
million. If the options are exercised by Allianz and trigger a purchase of the
notes, the structure functions much like the ones we have explored already.
The note proceeds are placed in a collateral account in Gemini Re and are in-
vested in reserve assets to fund insurance claims. As usual, Gemini Re engages
in a total return or income swap to smooth the actual investment income on
the investment portfolio into a LIBOR-based cash flow stream suitable for
servicing the notes.

Gemini Re in turn entered into a retrocession agreement with Allianz
Risk Transfer, itself a retrocessionaire for Allianz AG. The holders of the
notes issued by Gemini Re receive a basic interest payment of LIBOR plus a
risk spread unless the retrocession agreement between Gemini Re and Allianz
Risk Transfer results in claims payments. In that case, both the interest and
principal of the notes may not be paid off completely. The structure is shown
in Exhibit 22.12.

Winterthur Hail Bonds

Eschewing securitization through an SPV structure, the Swiss primary insur-
ance carrier Winterthur went directly to the capital market by issuing insur-
ance-based structured notes—straight bonds plus embedded insurance
derivatives. The bonds were three-year subordinated convertible debt instru-
ments with face value CHF400 million.

In addition to a conversion provision, the bonds included what Win-
terthur called WinCat Coupons, or coupons indexed to a catastrophic trigger-
ing event. During the reference period, Winterthur would count the number
of motor vehicle claims on which it had to pay out as a direct result of hail or
storm damage. If the number was 6,000 or more, the WinCat Coupons were
reset to zero. Otherwise, the WinCat coupons were set at a rate one-third
higher than the interest rate on Winterthur’s traditional convertibles. The
conversion premium was 7 percent. Although the risk transfer provided to
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Winterthur is estimated only to have been around CHF9 million, the issue is
widely regarded as having been a success.16

From a financial engineering perspective, the subordinated WinCat con-
vertibles can be viewed as subordinated convertible debt—itself a combina-
tion of straight coupon debt with warrants—plus a portfolio of knock-out
options attached to the bond’s normal coupons. The trigger on the knock-
out options was the number of motor vehicle claims in the corresponding
reference period. If the option was not knocked out, bond holders would re-
ceive their promised coupon rate. Therefore, the knock-out options were
also binary.

Mitsui Marine/Swiss Re Cat Swap

The 1998 Mitsui Marine/Swiss Re Cat swap transaction is almost identical to
the Tokio Marine/Parametric Re structure, except that Mitsui Marine accom-
plished a risk transfer similar to Tokio Marine using a swap rather than a se-
curitization conduit. The trigger parameters underlying the swap were the
same as those used in the Parametric Re bond deal.

Specifically, Mitsui agreed to periodically pay Swiss Re (i.e., the swap
counterparty) LIBOR plus 375 bps for three years.17 In return, Swiss Re agreed
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to make up to $30 million in contingent payments to Mitsui Marine in the
event of an earthquake with an epicenter near Tokyo and a Richter scale rating
of at least 7.1. The structure of this deal is shown in Exhibit 22.13.

Swiss Re/Tokio Marine Cat Basis Swap

Swiss Re and Tokio Marine completed a one-year $450 million swap agree-
ment in 2001 that allows the reinsurers literally to swap catastrophic expo-
sures with one another. The transaction involves three separate tranches, each
of which is based on $150 million. The three tranches involve an exchange of
Swiss Re’s California earthquake exposures for Tokio Marine’s Japanese
earthquake exposures, Swiss Re’s Florida hurricane risks for Tokio Marine’s
Japanese typhoon losses, and Swiss Re’s French storm liabilities for Tokio
Marine’s Japanese cyclone liabilities.

The structure of the transaction, bundled under a single master swap
agreement, is shown in Exhibit 22.14. Clearly the objective of the two insur-
ance companies is to diversify their geographical catastrophic exposures.

Exchange-Traded Catastrophic Derivatives18

In 1992 the Chicago Board of Trade (CBOT) introduced exchange-traded de-
rivatives contracts whose underlyings are based on catastrophic insurance
losses.19 In 2000 the contracts were delisted for trading. Although still a fa-
vorite subject for theoreticians to discuss, exchange-traded cat products have
never passed the market test.

ISO Futures and Futures Options
In December 1992, the CBOT introduced catastrophe futures contracts
(CATs). Separate contracts were listed for insured catastrophic losses by re-
gion. In addition to a national loss contract, the CBOT listed contracts cov-
ering catastrophic property losses in the eastern, midwestern, and western
sections of the United States. These regional contracts were intended to
track broadly insured losses arising from hurricanes, tornadoes, and earth-
quakes, respectively.
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Because no “underlying” was readily identifiable for such contracts, the
CBOT created an index that imparts values to the futures contracts by the
contracts’ reference to the index level at settlement. The index was based on
losses reported quarterly to the independent Insurance Services Office (ISO),
which collects information from about 100 insurance companies. The specific
settlement value of the futures was based on a sample of companies selected
by the ISO. The CBOT futures had a notional amount of $25,000.

A central concept for understanding Cat futures is the notion of an
“event quarter.” The event quarter is the quarter in which insured losses on
which the futures are based occur. The CBOT listed four futures contracts for
any particular year: March, June, September, and December. The listed con-
tract months corresponded to the month in which the event quarter underly-
ing the contract ended (e.g., March for the first quarter). Contracts were listed
for trading four quarters before the beginning of event quarters.

To take a specific example, suppose the current time period is denoted as
time t, and any increments to t are quarters. If time t denotes January, t + 1 is
March, t + 2 is June, and so on. For a futures contract maturing at time t + 2,
the CBOT defined the settlement value of the contract for the long as follows:

F
L

Pt t
t t

t t
+ +

+

+
=













2 2
1

1
25 000 2 22 1,

,

,
$ , min ,                       ( . )

Alternative Risk Securitizations and Securitized Products 481

EXHIBIT 22.14 Tokio Marine/Swiss RE Cat Basis Swap

Tokio Marine Swiss Re

Tokio Marine Swiss Re

Tokio Marine Swiss Re

Contingent Payment (Japanese earthquake)

Contingent Payment (California earthquake)

Contingent Payment (Japanese typhoon)

Contingent Payment (Florida hurricane)

Contingent Payment (Japanese typhoon)

Contingent Payment (French storm)
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where Ft+2,t+2 denotes the time t + 2 price of a contract maturing at time t + 2,
Lt,t+1 denotes the reported losses incurred (based on the ISO index) from time
t to t + 1, and Pt,t+1 denotes the value of the premiums collected by the compa-
nies in the ISO index for losses incurred between t and t + 1. The underlying
of the contract was not the level of losses but rather the loss ratio, which was
subject to a capped loss ratio of 2. If the ratio of losses to premiums collected
exceeded 2, the long could receive only $50,000 per contract.

Calculations of the settlement value of the contract, losses, and premiums
collected were based on aggregate figures reported to and estimated by the ISO.
The value of the contract thus was based on a loss ratio for the pool of compa-
nies in the ISO index. The ISO announced that pool of companies when the fu-
tures contract was listed. At that time, the ISO also announced the estimated
value of the premium pool collected by those companies for the relevant event
quarter. Premiums thus were constant and known for the life of a futures con-
tract, theoretically making their value a function of expected loss liabilities only.

Although the contract described in equation 22.1 settles at time t + 2,
losses and premiums alike are indexed by a t,t + 1 subscript. Both losses and
premiums on which the contract’s settlement value were based on the event
quarter starting at time t and ending at time t + 1. The quarter between time t
+ 1 to t + 2 was called the runoff quarter and was included to allow for a lag
in the reporting of losses to the ISO. Although Lt,t+1 is an estimate of losses oc-
curring between t and t + 1, losses continued to be reported on that quarter
through settlement date t + 2. The settlement value of the contract thus was
based on catastrophic losses incurred between t and t + 1 and reported be-
tween t and t + 2.

Cummins and Geman (1995) provide a simple illustrative example of
how an insurer might have used the Cat futures contract to hedge cata-
strophic risk as an alternative to reinsurance. Suppose the insurer expects to
collect premiums of $5 million and pay loss claims of $600,000 on cata-
strophic events that occur in the eastern United States between January and
March. The loss ratio thus is expected to be 0.12, so the insurer is concerned
about losses in excess of this ratio.

As an alternative to reinsurance, the insurer might go long at time t a
number of eastern Cat futures determined as follows:

where ∆t,t+2 is the number of contracts held long at time t maturing at time t +
2, P*t,t+1 is the premium collected by the insurer, δ is the proportion of the ex-
pected loss the insurer wants to hedge, and ρt,t+2 is the proportion of total
losses expected to be reported to the ISO between t and t + 2.
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Suppose the hedger expects 80 percent of all losses reported to both itself
and the ISO to be reported by June, when the March contract settles, so that
ρt,t+2=0.80. If the insurer wants to hedge all its underwriting risk, δ = 1.0. Sub-
stituting the values of ρt,t+2, δ, and P*t,t+1 = $5,000,000 into equation 22.2, the
insurer evidently goes long 250 futures contracts at time t—that is, ($5 mil-
lion/$25,000) × (1/0.8) = 250.

When the contract matures at time t + 2, suppose the actual losses on
which the insurer must pay claims are $630,000, or 5 percent higher than ex-
pected. The actual loss ratio thus would be 0.126. As a percentage of pre-
mium collected, the insurer has unexpectedly lost 5 percent, or $250,000.

Assume for this example that the losses reflected in the ISO index are per-
fectly correlated with the losses the insurer actually experienced. In that case,
the futures price will have increased by 5 percent relative to whatever its ini-
tial price was.20 For each contract the insurer is long, the company will gain
$1,000 on its futures transaction—($25,000/contract) × (0.05) × (0.80) =
$1,000. For ∆t,t+2 = 250, the insurer thus makes $250,000 on its futures hedge,
exactly offsetting the unexpected loss (as a proportion of premium collected)
due to the unanticipated higher loss liability.

In mid-1993 the CBOT augmented the Cat futures by listing options on
Cat futures. At maturity, the holder of a Cat call thus had the option of enter-
ing into a long Cat futures contract at the strike price. For a Cat put, the op-
tion purchaser had the option at maturity of entering into a short futures
contract at the strike price.

At the time they were introduced, Cat futures and options on futures
seemed like a good idea. Most market participants never agreed, however.
The National Cat options volume in November 1993, six months after the
options first were listed, was 3,650 contracts traded for the month. By com-
parison, the CBOT’s successful futures contract on long-term U.S. Treasury
bonds had a daily volume on November 1, 1993, of 407,202 contracts. By
June 1994, the product’s one-year anniversary, volume had fallen to 98 con-
tracts traded for the month. And in June 1995, no such contracts were traded.
From their original listing in June 1993 through October 1995, the total vol-
ume of National Cat options traded was only 5,668 contracts. Total cumula-
tive volumes for the eastern, midwestern, and western Cats from their
introduction through October 1995 were 12,742 contracts, 60 contracts, and
44 contracts, respectively. The number of bond futures traded in one day was
an order of magnitude greater than the volume of the most successful of the
Cat contracts over the entire life of the contract. Cat futures and options died
a slow, quiet death.

PCS Options
Rather than try to salvage catastrophic futures, the CBOT decided in 1995
that options had the most promising prospects as insurance derivatives. The
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CBOT dispensed with the Cat contracts altogether and introduced options
based on PCS indexes. Unlike the Cat options, the PCS options were cash-set-
tled options with an underlying cash value determined by a new index. PCS
options did not call for delivery of a futures contract; the CBOT did not even
list PCS futures for trading.

PCS provides estimates of nine catastrophic loss indexes on a daily basis.
These indexes are geographical and track PCS-estimated insured catastrophe
losses nationally, by region (eastern, northeastern, southeastern, midwestern,
western), and by state (Florida, Texas, and California).

Unlike the ISO index, the PCS index measures a loss, not a loss ratio. The
PCS index value for any region is PCS’s loss estimate divided by $100 million.
To arrive at those catastrophic loss index values, PCS surveys at least 70 per-
cent of companies, agents, and adjusters involved with catastrophic insur-
ance. PCS’s industry loss estimates are based on this survey, adjusted for
nonsurveyed market share and adjusted again to take into account PCS’s
“National Insurance Risk Profile.”

For each of the nine PCS indexes, the CBOT listed PCS options, available
in both large-cap and small-cap forms. Large-cap PCS options track estimated
catastrophic losses ranging from $20 billion to $50 billion, whereas small-cap
PCS options track only losses of less than $20 billion.

As with the earlier Cat options, PCS options had settlement values
based on an event period plus a runoff period. All but the western and Cal-
ifornia PCS options had quarterly event periods, and options thus were
listed corresponding to the end of those four event quarters: March, June,
September, and December. For the western and California indexes, the
event period was annual.

Many people felt that the one-quarter runoff period for Cat futures
had been inadequate for a large enough proportion of losses to be reported,
so PCS option purchasers had a choice between two loss development peri-
ods: six or 12 months. The options traded until the last day of the develop-
ment period.

The settlement value for PCS options was based on the settlement value
for the relevant PCS index or the PCS loss estimate divided by $100 million.
For convenience, the index value is rounded to the nearest first decimal. An
estimated loss of $53 million, for example, has a true index value of 0.53.
Rounded to 0.50, it implies an “industry loss equivalent” of $50 million.

PCS options were defined so that each index point was worth $200. A
PCS loss index value of 0.50, for example, had a cash-equivalent option
value of $100—(0.50) × ($200) = $100. Strike prices for PCS options were
listed in integer multiples of 5 index points. For large-cap options, strikes of
200 to 495 were available, and for small-cap options, strikes from 5 to 195
were listed.

On the settlement date, the exercise value of a small-cap PCS call option
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with an event period from t to t + 1 (e.g., first quarter) and a six-month devel-
opment period (e.g., second and third quarters) was as follows:

where Ct+3 denotes the settlement value of the call at the end of the devel-
opment period, It,t+1 is the value of the underlying PCS index based on
losses incurred from t to t + 1 and reported from t to t + 3, and K is the
strike price. The minimand reflects the definition of the option as a small-
cap option—that is, gains on the option are capped at an index level of 200
or an industry loss equivalent of $20 billion. The maximand reflects the 
option’s financial trigger—the exercise value of the option cannot be nega-
tive. For an otherwise identical large-cap call, the exercise value of the op-
tion was

The minimand reflects a cap on the index level at 500. Unlike equation 22.3,
equation 22.4 contains two maximands. The first reflects the definition of the
contract as a large-cap option, on which the index value is always at least
200. This extra maximand was not present in equation 22.3 only because the
lower bound of losses covered by the small-cap options was $0. The outer-
most maximand, as before, reflects the limited liability of calls.

One reason why supporters of PCS products expected them to succeed
was the synthetic equivalence between a vertical spread and XOL reinsur-
ance. A long vertical spread strikes of 100 and 120, for example, locks in a
vertical layer of protection between index levels of 100 and 120 and thus is
synthetically equivalent to catastrophic XOL coverage at those levels.

The products also created an opportunity for reinsurers to design new,
tailored types of structures. Lane (1998a) suggests how to use PCS options to
construct synthetic accelerated quota shares, for example, in which the share
of losses that the option user is hedging increases as the penetration of the loss
layer gets larger.

Failure or Bad Timing?
Despite all efforts to construct a superior catastrophic insurance derivatives
contract, ultimately the PCS options succumbed to the same fate as their ISO
predecessors. Why?

One problem clearly was the absence of natural hedgers on both sides of
the market. The appeal of buying a vertical spread makes sense only if there is
a party willing to write it. Although reinsurance and retrocession are both
common enough practices that one might have expected a two-sided market
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to emerge, it never did. Perhaps one reason was simply the concern of compe-
tition from the relatively concentrated reinsurance sector.

Another possible explanation for the failures of the two contracts con-
cerns the sequencing of the evolution of substitutes and complements in deriv-
atives activity. Exchange-traded derivatives typically are part of a process
called “commodization” in which customized transactions negotiated in
opaque, bilateral settings evolve toward more standardized transactions nego-
tiated on formal markets.

Culp (1995a) summarizes the process by which cash-market and forward
transactions have been commodized into exchange-traded derivaties such as
futures. Like securitized products, however, exchange-traded derivatives did
not replace privately negotiated cash and derivatives transactions. Instead, ex-
change-traded products evolved alongside their off-exchange and cash-mar-
ket cousins.

A strategic planning issue faced by every futures exchange concerns the
sequencing of listing a standardized product that is in the midst of the com-
modization process. Specifically, it is possible to list an exchange-traded prod-
uct too early in the commodization cycle for the product to be demanded.
Mortgage-backed securities, for example, likely would have been very unpop-
ular had FNMA not begun issuing pass-through securities first.

A possible hindrance to the evolution of exchange-traded catastrophic
loss derivatives was simply the lack of well-developed privately negotiated de-
rivatives and securitization activity in the underlying catastrophic insurance
pools first. Standardized contracts thus may not have been demanded—not
until more customized off-exchange transactions evolve from the primary and
reinsurance contracts responsible for the pool of capital at risk.

If this is true, then some day the success of exchange-traded catastrophic
derivatives might still be successful. If the ever-present problem of basis risk
can be kept to a minimum and both buyers and writers of products can be
attracted to the market, the success of these products may only be a matter
of timing.

NOTES

1. See, for example, Lane (1998b), Parkin (1998), and Canter, Cole, and
Sandor (1999).

2. Lucas (2001).
3. Ibid.
4. Ibid.
5. Lucas (2001).
6. Compare Peterson (2001).
7. For more information on CLNs, see Cifuentes, Efrat, Gluck, and Murphy

(1998).
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8. See Thompson and Yun (1998).
9. See Hay (2001) and Walters (2001).

10. The trustee also has a reserve requirement to which surpluses must be ap-
plied in the event the collateral account becomes deficient relative to
claims obligations to TMCC.

11. The information about this product is based on Sclafane (1996).
12. See Bernero (1998).
13. The details of these transactions are discussed in ibid.
14. Readers interested in additional information on these structures are re-

ferred to the excellent compilations of essays by Himick (1998) and Ge-
man (1999) and to the web-published essays (regularly updated) by cat
bond guru Morton Lane at www.lanefinancialllc.com. For a more com-
plete look at the economics of catastrophic insurance as a whole, see
Froot (1999).

15. Several other transactions like this one have also been done. For a discus-
sion of the 1998 Reliance III Optionable Note, see Lane (1999).

16. See, for example, Gerling Global Financial Products (2000).
17. Bernero (1998).
18. Most of this section is based on Culp (1996), a small portion also ap-

peared in Culp (2001).
19. Over time, the CBOT has considered a number of such insurance-based

derivatives contracts. See Cox and Schwebach (1992), D’Arcy and France
(1992), and Niehaus and Mann (1992).

20. Recall that because the premium pool for the ISO index is known at time
t, the change in the loss index is the only factor that affects the settlement
price of the futures contract. A 5 percent increase in the loss index results
in a 5 percent increase in the value of the futures contract.
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PART

V
Practical Considerations

for Would-be ARTists
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CHAPTER 23
USAA Prime: Choice Cats 

for Diversifying Investors

Morton N. Lane

In November 2000 Munich Re entered into a financial swap transaction with
a special-purpose vehicle, PRIME Capital Hurricane Ltd. (PRIME), to pro-

tect itself against losses resulting from severe hurricanes hitting defined areas
of New York and Miami. PRIME in turn funded its swap (or counterparty)
obligation by issuing securities to capital market investors. It issued $6 million
Class B preference shares and $159 million Floating Rate Notes. PRIME
agreed to pay its note purchasers an interest rate of LIBOR plus 650 basis
points quarterly for the next three years. At the end of the three years the in-
vestors would receive return of their principal only if no hurricanes of the req-
uisite intensity had blown in the designated areas of New York and Miami. If
an adverse wind had blown, investors could lose all or part of their principal.

Six months later, in May 2001, United Services Automobile Association
(USAA), a Texas-based insurer, entered into a similar transaction with a spe-
cial-purpose vehicle, Residential Reinsurance 2001 Ltd. (Residential). Resi-
dential entered into a traditional excess-of-loss reinsurance treaty with USAA
for three years. It funded this reinsurance obligation by issuing $150 million
floating rate notes that promised investors an interest rate of LIBOR plus 499
basis points. By purchasing the notes, investors accepted the risk that they
would have to pay USAA’s losses, if USAA incurred those losses as a result of
category 3 (or greater) hurricane affecting any of the Atlantic and Gulf coast
seaboard states. If that happened investors could lose all or part of their prin-
cipal. (See Exhibit 23.1.)

Casual inspection of these facts and a glance at the covered territories in
the exhibit may prompt one to ask why the investor exposed to hurricanes
anywhere on the whole U.S. East and Gulf coast receives only 499 basis points
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over LIBOR while the investor exposed to small geographical “gates” around
New York and Miami gets 650 basis points. But this may not be the most in-
teresting question.

Munich Re is the one of the largest, oldest (1880), and most solid reinsur-
ance companies in the world. It is rated AAA with shareholder equity of
C= 18,454 million in 1999 when it wrote gross premiums of C= 27,413 million.
The $10.7 million it will have to pay annually for the PRIME swap seems
small, as does the potential recovery. Why do it?

USAA is not an international reinsurer, but as a domestic insurer it is no
slouch either. It is also a AAA-rated credit. Furthermore, A.M. Best rates it
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Florida Subregion (c)

Northwest

Northeast

West

South

New York Gate

East of 80.45 W

25.55 N
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Miami Gate A
Trigger 934-932-930mb

Miami Gate B
Trigger 932-930-928mb

Miami Gates

0 30 60
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0 30 60
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New York Gate
Trigger 955-953-951mb

West of 72.85 W

39.55 N

EXHIBIT 23.1 Covered Territories
Note: This detailed representation of the Florida sub-region of USAA’s coverage indicates
that there is not a perfect correlation between USAA’s Florida exposure and PRIME’s.
Source: Private Placement Memorandum for Residential Reinsurance 2001 Limited,
May 2001; Courtesy Goldman Sachs & Co., Lehman Brothers, and Merrill Lynch &
Co.; Private Placement Memoranda for PRIME Capital Limited, December 2000; Cour-
tesy Goldman Sachs & Co., Lehman Brothers, and American Re Securities Corporation.
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A++ (superior), and it ranks respectively seventh and sixth largest among auto-
mobile and homeowner property writers in the United States. USAA has is-
sued catastrophe notes every year since 1996.

What benefit does each of these companies receive from securitization,
and why do they choose the structures they do? This chapter explores these
questions by contrasting the choices made by each cedant (USAA and Mu-
nich), thereby exposing the issues most important to other potential users of
the market.

INDEMNITY VERSUS INDEX

The single most important contrast between the two transactions is whether
the losses to be recovered are to be exactly those of the cedant or just ap-
proximately equal to the cedants’ losses. USAA chose the former, Munich the
latter. USAA’s transaction is based on a fundamental principle of insurance:
indemnity. Under this principle, insurance is defined as restoring a cedant to
its preloss position. The cedant receives no more or no less than the losses
experienced. Insurance provides downside protection and no possibility of
gain. From this indemnity principle much of the organization and practice of
the insurance and reinsurance market evolves. So do the consequences of is-
suing cat bonds.

USAA wrote a reinsurance treaty with Residential and thereby was able
to get reinsurance accounting treatment of its premium payments and any re-
coveries. This is important since payments to a swap arrangement (as in
PRIME) in the United States would cause the payments to be handled in the
investment account. Furthermore, under Financial Accounting Standards
Board SFAS 13 they may be required to mark such a transaction to market,
essentially defeating the volatility reducing aspects of reinsurance.

Munich Re, on the other hand, chose to base its notes on a meteorologi-
cal model. If the appropriate wind blows, Munich Re may or may not suffer
actual losses in the defined geographical area. Its recovery under the notes
could be more or less than those actual losses. Munich is said to experience a
“basis risk.” Now, presumably, Munich drew up the definition of its model
with some precision. After all, why pay premium for protection unless there is
something to protect? Skilled design can minimize basis risk, and we presume
that is what has been done here. Still, the possibility of a mismatch between
loss and recovery exists, and so the agreement between Munich and PRIME is
not considered “insurance.” There are accounting consequences to this for
Munich in its home jurisdiction, which it presumably found to be acceptable.

There are other implications. In the case of PRIME’s notes investors can
examine the meteorological model and decide whether the inherent risk is
worth taking at the price offered. It is of no concern to them whether Munich
has exposure in the defined regions or what the exposure might be. All they
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care about is the premium and the risk. And typically, investment bankers en-
gage third-party risk-evaluation firms to help investors assess the risk. PRIME
engaged Risk Management Services. It is also of no concern to investors if
Munich changes its exposure during the three years—it does not affect the
model or the premium. Munich therefore has no obligation to reveal its sub-
ject business to investors and the world at large. It can keep its competitive
edge in the area.

Investors in Residential, on the other hand, will want to know exactly
(or be assured by third parties) what USAA is writing. What if USAA were
to secure the protection of the investor, based on good past performance,
then make a quick killing by changing its underwriting practice to write
poor but high-paying risks all along the eastern seaboard? This is the
“moral hazard” of assuming another’s risk. If hurricanes hit, only the in-
vestor gets the loss if he has accepted all of USAA’s losses. To prevent this,
the reinsurance treaty and the notes are structured so that USAA stays on
part of the risk, alongside the investor. This “retention” is integral to nearly
all indemnity-structured notes.

With all such notes it is usual to show the mutuality of interest by way of
a layer-cake diagram such as Exhibit 23.2.

The exhibit illustrates that USAA will retain 10 percent of the subject
risk between $1.1 billion and $1.6 billion of actual losses (more precisely re-
ferred to as ultimate net losses). The diagram also shows that USAA will cede
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EXHIBIT 23.2 Layer Cake Diagram
Source: Private Placement Memorandum for Residential Re.

FIRST YEAR USAA LAYER CAKE SUBSEQUENT YEARS USAA LAYER CAKE
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part of the risk to Residential (30 percent) and that a further 60 percent is to
be placed in the traditional reinsurance market. There is also traditional rein-
surance beneath the subject layer. The presence of both pieces of traditional
reinsurance will be of some comfort to investors. In addition, the diagram
shows that the components cannot be changed over time at least as far as
Residential investors are concerned. Both the size of the risk and the attach-
ment point probabilities must stay as originally defined over the three years.
Any migration of USAA’s book of business, for good or bad reasons, requires
that the location of the risk layer be reset at its original probabilistic posi-
tion. Resets are required annually and after losses are incurred. To assure in-
vestors that this exercise is done appropriately, a third-party risk-assessment
firm—in this case Applied Insurance Research—has been assigned to per-
form the validation task.

Because USAA chose an indemnity structure, it has been forced to restrict
its actions (as it would under a traditional treaty by many reinsurers) but,
more important, it is forced to expose the nature of its book in some detail in
the Private Placement Memorandum (PPM) of Residential. Accounting bene-
fits and lack of basis risk evidently outweighed the disclosure requirements
and restrictions in the mind of USAA. The firm is increasingly in the minority.
Prior to 1998, 71 percent of cat bonds by dollar were in indemnity form; in
2000, only 32 percent were. Even by number of deals, which minimizes the
USAA effect, the fraction of indemnity deals dropped from 86 percent in
1999 to 40 percent in 2001.

One final difference in the notes emanates from the indemnity choice.
That involves final resolution of the notes. After a loss, a model’s output can
be calculated quickly. Final determination of ultimate net loss takes more
time. The extension period for maturity of the notes on indemnity deals there-
fore is typically longer than in modeled or indexed deals. Here the difference
is five months versus three months, although of course USAA is already way
past the hurricane season at scheduled maturity. This is another reason for in-
vestors to prefer modeled deals.

TERM, LIMIT, AND OCCURRENCE

Both the PRIME and the Residential deals are for three years. Most recent se-
curitization deals are for multiple years (60 percent longer than 12 months in
2001 compared to 29 percent prior to 1998). Some believe that this is due in
part to the economics of issuance. As it is expensive to issue a cat bond, it is
better, therefore, to spread the cost over a longer time period.

A more satisfying rationale is that reinsurance rates have been low, so
there has been a tendency to extend maturities. It will be interesting to see if
the next hard market produces a shortening of maturities.

USAA has been in the securitization market for five years. It has made
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different decisions about required coverage each year. Those decisions are
captured in Table 23.1.

Clearly, at the beginning, 80 percent of USAA’s subject coverage came
from the cat bond market. Over time, investors have been put into price com-
petition with the traditional market. The result is a declining share going to
capital market investors. Of course, the cat bond prices are exposed to the
markets’ view. Reinsurance prices are not disclosed, but we presume they
have been very competitive. Also noticeable is the rise in prices in 2001. This
rise may be because USAA has switched to a three-year structure; more likely
it is a reflection of a hardened market in 2001 (by about 20 percent) and the
higher level of chosen attachment point.

Munich’s inaugural effort was for three years without ambiguity.
Both PRIME and Residential notes contain a single limit that can be ex-

hausted any time over the three years. It is possible to structure multiple-year
deals where only part of the limit is exposed each year (see Toyota Motor
Credit Corporation’s transaction), and it is also possible to have multiple lim-
its, but neither is the case here.

The way the limit can be exhausted is also important. Both notes allow
for multiple occurrences, or events of loss, but each in a different way. Resi-
dential investors are restricted to one loss per year, at the discretion of USAA.
This point is important. USAA’s recovery depends on the size of its loss and is
proportionate to remaining principal. If a hurricane only marginally affects
the subject layer and the recovery otherwise would be small, USAA can de-
cline to claim and keep its protection in place for later. Its ability to recover in
later years is tied directly to remaining principal. It is best then in some cir-
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TABLE 23.1 Required Coverage Decisions

1997/8 1998/9 1999/00 2000/01 2001/02/03/04

AMOUNT $477 milliona $500 million $200 million $200 million $150 million
RETENTION 20% 10% 10% 10% 10%
REINSURANCE 0 0 50% 50% 60%
SECURITIZATION 80% 90% 40% 40% 30%
TERM 12 Months 12 months 12 months 12 months 36 months
COUPON or A1:L1+250
PREMIUM A2:L1+576 L3 + 416 L3 + 366 L3 + 410 L3 + 499
EXPECTED LOSS na na .44% .54% .68%
PFL 1.00% .87% .87% .76% 1.12%

aThe 1997/8 issue contained a “capital-protected” tranche that causes issuance size to be dif-
ferent from coverage.
Source: Private Placement Memoranda for Residential Reinsurance transactions 1997 to
2001; Courtesy Goldman Sachs & Co., Lehman Brothers, and Merrill Lynch & Co.
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cumstances to defer, although USAA probably would make that election only
in the early years of the transaction.

USAA also has the converse option. It has some ability to choose which
event should be repaid in those years during which there are multiple events.
When multiple events occur, it can, within limits, choose to claim on the
larger event.

PRIME investors face a different potential loss pattern. They can experi-
ence multiple losses at any time during the three years. Investor losses are not
tied to Munich’s losses but to the intensity of eligible storms. And the loss is
not proportional to intensity but is denominated in discrete pieces. An eligible
meteorological event can cause PRIME bond holders to lose 20, 80, or 100
percent of their original principal. Theoretically it could lose five 20 percent
events in one year or one 100 percent event at the end of year 3. Munich re-
tains no options for choosing on which storms to claim.

In the case of both notes, interest is paid only on remaining outstand-
ing principal.

Of course, in the vast majority of cases (95.59 percent and 97.76 percent,
respectively) interest will be paid for the full three years and principal will be
returned in full.

PAYOFF STRUCTURE AND EXCEEDENCE PROBABILITIES

In concluding that there will be no losses for PRIME and Residential investors
in 95.59 percent and 97.75 percent of all cases, investors rely on the analysis
of Risk Management Services and Applied Insurance Research. These risk as-
sessment firms must take as their starting point the structure of the notes and
the underlying risk of the book or model. Their analytic steps are perhaps
best captured in Exhibit 23.3.

The upper panel shows the exceedence curve for the underlying book of
business. The graph shows that USAA, for example, is gauged to have a 1.12
percent chance of ultimate net losses exceeding $1.1 billion and a 0.41 per-
cent chance of losses exceeding $1.6 billion. Notice that the USAA curve is
not smooth or straight line. That is because it represents an actual book of
business, with all the consequences of concentrations and lumpiness that em-
anated from USAA’s sales practices.

PRIME’s exceedence curve, on the other hand, is smooth. It represents a
meteorological model. It shows that the chance of a hurricane hitting the de-
fined New York gate with a central pressure less than 955 millibars is 0.54
percent. The chance of hitting the Miami gates with central wind pressures of
less than 932 or 936 millibars for A and B, respectively, is 0.17 and 0.76 per-
cent. The chance of hitting any of the gates is 1.47 percent. All these statistics
are given for annual periods (just like default percentages for various bond
ratings). Actual probabilities depend on the term of the investment, in this
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case three years. Three times 1.47 percent is 4.41 percent, hence the assertion
that there is a 95.59 percent (= 100% – 4.41%) of no loss for PRIME in-
vestors.

What is noteworthy about the exceedence curve of PRIME is that it de-
pends on millibars, not dollars of loss.

The features that turn millibars into dollars in the case of PRIME and
USAA-dollars into investor-dollars in the case of Residential are the payoff
functions illustrated in the middle panel of the exhibit. As we have already de-
scribed, the payoff function for USAA investors is proportional to USAA
losses, hence the straight line. PRIME, on the other hand, is a step function
representing the fact that the investor can lose in amounts of 20, 80, or 100
percent. USAA’s payoff is like that of a call option. PRIME’s payoff is more
like a collection of binary options.

The graphics represent annual exposures; for completeness, they also
should be viewed over the three-year term of the investment.

The final panel in the set of charts is the exceedence curve for the investor.
As we have seen, it is similar to that of the cedant in most cases, but not always.
In USAA’s case the Residential investor’s curve is a truncated version of that of
the underlying book. But with PRIME, the smooth model curve translates to a
step function. Close examination of these investor curves shows why PRIME
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EXHIBIT 23.3 Risk Assessment
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investors receive 650 basis points compared to the 499 of Residential. PRIME
investors take an annual probability of one or more dollar of loss of 1.47 per-
cent. This probability is 35 basis points higher than the probability experienced
by Residential investors (1.12 percent). PRIME should pay a higher premium.
It is not the geographical exposure that is important, it is the level of risk.

BENEFITS

Now that we understand the risks being transferred from cedant to special-
purpose vehicle and then on to investors, we can see more clearly why such
transactions are done. The reasons are basically no different from the reasons
for doing reinsurance in the traditional market or, for that matter, for doing
hedging in the capital markets. It is to purchase protection from adverse out-
comes, which is another way of saying that all of these activities involve at-
tempts to change the shape of the exceedence curve that arises in the normal
course of business to one that is more desirable. The aim is to shift the curve
in such a way as to make the probabilities of large losses lower.

We illustrate this shift in Exhibit 23.4. It starts with USAA’s exceedence
curve of ultimate net loss. Next we overlay the benefit (and cost) of protecting
against large losses by issuing cat bonds. The curve, net of recoveries, is lower
on the right-hand side of the graph, beyond the attachment point. It is higher
on the left-hand side, below the attachment point, because protection must be
paid for. The left-hand-side shift is equal to premium paid.

Also shown is the effect of the traditional program in addition to the
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EXHIBIT 23.4 Shift in Exceedence Curves as a Result of Securitization and Reinsurance
Program
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securitization. Clearly the shift, both left and right, is more pronounced.
(We assume that the traditional coverage is on comparable terms to the
note issuance.) Is it worth it? Only the USAA members and shareholders
can say for sure; evidently management thinks so. But here is one way to
view the transaction.

Assume that USAA’s point of insolvency is at an ultimate net loss of $1.6
billion. (Of course it is not.) Then if management did nothing, it would, ac-
cording to Applied Insurance Research’s analysis, have a probability of de-
fault of 0.41 percent. Other things being ignored for simplicity’s sake, the
rating agencies might view USAA as a BB insurance company. It would com-
mand less respect in the marketplace, may be forced to write less attractive
risks, and would be vulnerable to severe storms at precisely the point when it
might need new capital most. It may not even be viable in this example. In-
stead, by buying protection, it can call on dedicated loss-sharing capital (in-
vestors and reinsurers) as losses mount toward $1.6 billion. USAA has
reduced its insolvency probability to 0.17 percent, the equivalent in ratings
terms of going from BB to BBB+, from junk to investment grade. In credit
markets the differential in the price of credit between BB and BBB+ is as much
as 200 to 250 basis points, a considerable benefit.

Of course it is not a net benefit. To calculate that, one must add back the
cost of the protection. In this example, the securitization and reinsurance cost
499 basis points for $450 million of protection, the equivalent of a premium
of $22.46 million per year. Spread over the written premium base of $5.6 bil-
lion, this is a reduction in profit potential of 40 basis points. Not a bad trade-
off, a 40-basis-point reduction in profit potential in exchange for an
improvement in borrowing ability or market valuation of around 250 basis
points. An economist or equally well-trained professional might suggest that
management should buy more protection, right up to the point where the
marginal benefits just outweigh the marginal costs. But that is further than we
need go here. To repeat, $1.6 billion is not the insolvency point of USAA, and
furthermore USAA is rated AAA, not BB. We have used the data available to
us to illustrate how management may have approached their decision, not to
quantify their exact calculation.

The folks in Munich will have gone through a similar analysis. Their task
is slightly more difficult because basis risk must be added to the analysis. This
aside, the same principles apply.

Other factors come into play in deciding to securitize. First and foremost
is where the cheapest venue lies, capital markets or traditional reinsurance
markets. Beyond that there are nonmonetary factors. What is the relative
creditworthiness of the counterparty? Are the sources of coverage diversified?
Are they stable through the price cycle? The most important task, however, is
to conduct an analysis of the possibilities and design a program that is opti-
mal in terms of levels of protection and structure of payoff.
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EXHIBIT 23.5 PRIME Hurricane versus Residential Re 2001
Source: Private Placement Memorandum for Residential Reinsurance for Residential
Reinsurance 2001 Limited, May 2001; Courtesy Goldman Sachs & Co., Lehman
Brothers, and Merrill Lynch & Co.; Private Placement Memoranda for PRIME Capi-
tal Limited, December 2000; Courtesy Goldman Sachs & Co., Lehman Brothers, and
American Re Securities Corporation.
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CONCLUDING REMARKS

The comparison of recent issues by two of the most prestigious insurers and
reinsurers in the world today has been remarkably revealing. It has shown the
decisions made by these two cedants and revealed the variety of choices avail-
able to others. (See Exhibit 23.5.) Securitization of insurance is new to capital
markets. The market is at best five years old. However, it promises to grow
and expand. Most important, it brings the technology of sophisticated analy-
sis of difficult risks from the world of reinsurance to a more public market.
Over time we will see risk analysis expand beyond its present coherent bor-
ders of mean-variance to a much wider universe. That is a most exciting
prospect.

NOTE

Dr. Morton N. Lane is President of Lane Financial LLC, Kenilworth, IL, a
broker dealer specializing in the convergence of the insurance and capital
markets. Lane Financial has been involved in the issuance and analysis of
risk-linked securities from the earliest days of this market.

502 ALTERNATIVE RISK TRANSFER PRODUCTS

CCC-Culp 10 (452-502)  2/8/02  4:47 PM  Page 502



CHAPTER 24
Emerging Role of 

Patent Law in Risk Finance

J. B. Heaton

To the Founding Fathers borrowing from English patent law, extending
patent protection to financial innovations would have seemed quite strange.

As one leading scholar has noted:

[I]t would have been seen as absurd for an entrepreneur to file a patent on
a new finance technique such as publicly traded corporate shares, tech-
niques for obtaining private financing for a bridge to compete with an ex-
isting bridge, or a security interest in uncut timber. These were the
earmarks of commerce, of enterprise; laudable surely, but something alto-
gether distinct from the realm of “invention” and the “useful arts.”1

Nevertheless, 200 years later, few can doubt that new finance techniques are
patentable subject matter.

This chapter explores the potential implications of patent law for risk fi-
nance. As Christopher L. Culp notes in his risk management text, “perhaps
nowhere are the opportunities for structured risk management solutions
more interesting . . . than in the [alternative risk transfer] area of insur-
ance—an area that has quite rapidly come to include total risk and inte-
grated insurance, securitized products, and derivatives.”2 While few can
question the important role that continuing financial innovation will have
on traditional financial and insurance products, little concern has been fo-
cused on the possible effects of intellectual property law—especially patent
law—on the alternative risk transfer field. Trends in patent law and litiga-
tion, combined with increased patenting activity in insurance, securitized
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products, and derivatives, suggests that alternative risk transfer profession-
als should take seriously the changing legal landscape.

It is difficult to overestimate the potential effects of a valid patent on any
field of commercial endeavor. Patents are enormously powerful legal devices.
The owner of a U.S. patent has the legal right to exclude others from making,
using, offering to sell, or selling the patented invention for a term of 20 years.
The patent owner may license these rights to others, granting them the right
(on an exclusive or nonexclusive basis) to make, use, or sell the patented in-
vention. In addition—and perhaps more visibly—patent owners can enforce
their patent rights in a federal civil lawsuit. If victorious in a patent infringe-
ment lawsuit, patent owners can recover damages and/or permanent injunc-
tions forbidding the acts that infringe the patent. For companies whose
existence rests on patentable technologies, patent litigation can be all-out le-
gal warfare. For that company’s customers, patent litigation can determine
whether products or services it has purchased in the past will be available in
the future, and at what price and quality. More ominously, customers them-
selves can face liability for infringement.

The arcane world of patents and patent law is emerging as an important
business concern to risk professionals. Risk magazine recently reported on
widespread criticism of a patent awarded to Columbia University for a
quasi-Monte Carlo method (U.S. Patent No. 5,940,810: “Estimation
Method and System for Complex Securities Using Low-Discrepancy Deter-
ministic Sequences”). A recent Wall Street Journal article reports on an
emerging legal battle between the American Stock Exchange and two inven-
tors over a patented process related to exchange-traded funds (U.S. Patent
No. 5,806,048: “Open End Mutual Fund Securitization Process”). In August
2000 Amex filed a complaint in U.S. District Court (patent cases must be
brought in federal court, not state court), seeking a declaration that the
patent is invalid, while the patent’s owner, Mopex, Inc., filed its own patent
infringement lawsuit against Amex only days later. The litigation is pending
as of this writing.

Applications for new financial and insurance patents are now surely but
secretly in process at the United States Patent and Trademark Office. (Patent
applications are now held secret by the Patent and Trademark Office for the
first 18 months after filing.) The increase in financial patenting activity is at-
tributable mainly to changes in the legal landscape. In particular, both the fed-
eral courts and Congress have signaled that financial inventions, once
previously thought to be outside the scope of strong patent protection, will be
treated by the patent laws as on par with inventions in more traditional fields
like bioengineering and manufacturing machines. The changing legal land-
scape may have a significant effect on future development and sale of cutting-
edge financial and insurance products.

Already, it is clear that financial patents are proliferating. Lerner (2000b)
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estimates that hundreds of financial and insurance patent applications are in
process at the United States Patent and Trademark Office. The main effect of
recent legal developments has been to increase confidence that these patents—
if granted by the Patent and Trademark Office—will be upheld by the federal
courts in later litigation. It is also clear that some owners of these patents will
assert them aggressively against alleged infringers. Visible examples of patent
lawsuits—such as Amazon.com, Inc.’s successful effort to enjoin Barnesand-
Noble.com, Inc. from using “one-click” technology3—are likely to embolden
financial patent holders in their discussions with potential infringers. Bottom
line: The proliferation of financial patenting and the aggressive assertion of
patent rights against alleged infringers may lead to high-stakes litigation over
intellectual property rights in the alternative risk transfer field.

BASICS OF PATENTABILITY

The essence of patent protection is the right to exclude others from making,
using, and selling the claimed invention. The congressional authority to enact
patent legislation derives from Article I, Section 8, Clause 8 of the United
States Constitution, granting the power “To promote the progress of science
and useful arts, by securing for limited times to authors and inventors the ex-
clusive right to their respective writings and discoveries.” Pursuant to this au-
thority, Congress has enacted several patent laws through the years. While
even a basic introduction to patent law is beyond the scope of this chapter, the
conditions for patentability are important to an understanding of the emerg-
ing role of patent law in risk finance.

In general, an inventor wishing to obtain a patent must comply with four
legal requirements for patentability. A patentable invention is (1) of
patentable subject matter; (2) useful; (3) new; and (4) nonobvious.

Not everything is patentable. Some inventions are outside the scope of
patent law, no matter how useful, new, or nonobvious they might be. For ex-
ample, a printed book is not patentable subject matter (but may be pro-
tectable under copyright law) despite the fact that its teachings might be
useful, new, and not at all obvious to any reader. Typically, patentable subject
matter was thought to include machines and manufactures, with later accep-
tance of processes, chemical compositions, and bioengineered products. Out-
side of the patentable subject matter category were laws of nature, natural
phenomena, and abstract ideas.

Only “useful” products or processes are patentable: the patented prod-
uct or process must “work” to produce some result of some benefit. It need
not work well, however, and (and least on its own) the usefulness require-
ment does not require that the patented product or process work better
than anything preceding it does. A patent application on a “time machine”
claiming the invention of allowing travel back to a prespecified date would
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likely be rejected as impossible and thus not useful. Further, a chemical
compound with no known use to humanity also would likely be rejected on
these grounds. However, a chocolate-powered automobile that traveled at
speeds up to 2 miles per hour might very well pass the usefulness test.

A patentable invention must be “new.” The patent laws test the novelty
of an invention by reference to the relevant “prior art” in the field of the
patent’s invention. In general terms, fleshed out by particular statutes and case
law, an invention is not new if the elements of the claim are contained in a
single piece of relevant prior art. For example, suppose a relevant published
journal article contained each element—either expressly or inherently—of a
patent “claim.” (Patent claims are statutorily required [35 U.S.C. §112] state-
ments “particularly pointing out and distinctly claiming the subject matter
which the applicant regards as his invention.”) That claim would be “antici-
pated” by the prior art. Put simply, an anticipated invention is not new and is
not patentable.

Finally, an invention is not patentable if it is “obvious.” Obviousness dif-
fers from anticipation in the sense that no single piece of relevant prior art
must contain (either expressly or inherently) all the teachings of a particular
claim. Instead, the test is whether the invention would have been obvious to a
person of ordinary skill in the art. The “person of ordinary skill in the art” is
a legal construct, a hypothetical individual assumed to be aware of all of the
pertinent prior art, but not necessarily a genius in the field.

While the conditions of patentability must be satisfied first at the patent
application stage, each of these matters can be (and usually is) revisited in lit-
igation. That is, although an issued patent enjoys a legal presumption of va-
lidity (35 U.S.C. §282), the alleged infringer during the course of litigation
may rebut that presumption. Because of the unique challenges of overcoming
this presumption, and because of the typically high stakes involved, patent lit-
igation is typically highly complex and costly civil litigation that requires the
skills of top trial teams and technical experts.

ILLUSTRATION: METHOD OF EXERCISING A CAT
(U.S. PAT. NO. 5,443,036)

In litigation, financial patent holders will face intense scrutiny of, among
many other things, their satisfaction of the legal requirements for patentabil-
ity described above and summarized in Exhibit 24.1. To fix ideas about the
four requirements, is useful to examine a short, easily understood patent. Ex-
hibit 24.2 provides excerpts from U.S. Patent No. 5,443,036, “Method of Ex-
ercising a Cat.” Despite the topic of this chapter, the “cat” exercised in the
method of the patent is an animal, not a financial instrument related to cata-
strophic risk. Putting aside the pun, the patent reveals some of the issues that
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might arise in risk finance patent litigation, without delving into the complex
factual matters likely to arise in real finance patents.

Consider first the patent’s “abstract” appearing on the front page of the
patent as a matter of course. The abstract provides a summary of the patent:

A method for inducing cats to exercise consists of directing a beam of in-
visible light produced by a hand-held laser apparatus onto the floor or
wall or other opaque surface in the vicinity of the cat, then moving the
laser so as to cause the bright pattern of light to move in an irregular way
fascinating to cats, and to any other animal with a chase instinct.

In other words, the patent concerns a method for causing a cat to exercise by
using a laser pointer to create a point of light that will evoke the chase instinct
of the cat.

The ’036 patent (practitioners typically refer to a patent by its last three
numbers) has four claims:

What is claimed is:

1. A method of inducing aerobic exercise in an unrestrained cat comprising
the steps of:
(a)directing an intense coherent beam of invisible light produced by a

hand-held laser apparatus to produce a bright highly focused pattern
of light at the intersection of the beam and an opaque surface, said
pattern being of visual interest to a cat; and

(b)selectively redirecting said beam out of the cat’s immediate reach to in-
duce said cat to run and chase said beam and pattern of light around
an exercise area.
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EXHIBIT 24.1 Legal Requirements of Patentability Under U.S. Law

Requirement Explanation

Patentable Subject Matter The invention must fall into a category eligible for 
patent protection; not everything can be patented.

Useful The invention must have some utility, although it need 
not work well and need not be superior to preexisting 
products or processes.

New The invention must not have been described in a 
relevant piece of prior art (e.g., in a prior patent or 
published article).

Nonobvious The invention must not have been obvious to a 
hypothetical person of ordinary skill in the art, assumed 
to be knowledgeable of all the relevant prior art.
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EXHIBIT 24.2 U.S. Patent No. 5,443,036, Method of Exercising a Cat

Title Method of Exercising a Cat

Number 5,443,036

Inventors Kevin T. Amiss; Martin H. Abbott

Issued/Filed Dates August 22, 1995/November 2, 1993

Abstract A method for inducing cats to exercise consists of directing a
beam of invisible light produced by a hand-held laser apparatus
onto the floor or wall or other opaque surface in the vicinity of
the cat, then moving the laser so as to cause the bright pattern of
light to move in an irregular way fascinating to cats, and to any
other animal with a chase instinct.

Background of the 1. Technical Field
Invention The present invention relates to recreational and amusement

devices for domestic animals and, more particularly, to a method
for exercising and entertaining cats.
2. Discussion of the Prior Art
Cats are not characteristically disposed toward voluntary aerobic
exercise. It becomes the burden of the cat owner to create
situations of sufficient interest to the feline to induce even short-
lived and modest exertion for the health and well-being of the
pet. Cats are, however, fascinated by light and enthralled by
unpredictable jumpy movements, as for instance, by the bobbing
end of a piece of hand-held string or yarn, or a ball rolling and
bouncing across a floor. Intense sunlight reflected from a mirror
or focused through a prism, if the room is sufficiently dark, will,
when moved irregularly, cause even the more sedentary of cats to
scamper after the lighted image in an amusing and therapeutic
game of “cat and mouse.” The disruption of having to darken a
room to stage a cat workout and the uncertainty of collecting a
convenient sunbeam in a lens or mirror render these approaches
to establishing a regular life-enhancing cat exercise routine
inconvenient at best.

Summary of the Accordingly, it is an object of the present invention to provide an 
Invention improved method of exercising a cat in normal day and night

lighting environments.
It is a further object of the present invention to provide a method
of providing amusing, entertaining and healthy exercise for a cat.
It is yet another object of the present invention to teach a
method of exercising a cat effortlessly at any time.
In accordance with the present invention, a light amplification by
stimulated emission of radiation (laser) device in a small hand-
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2. The method of claim 1 wherein said bright pattern of light is small in area
relative to a paw of the cat.

3. The method of claim 1 wherein said beam remains invisible between said
laser and said opaque surface until impinging on said opaque surface.

4. The method of claim 1 wherein step (b) includes sweeping said beam at
an angular speed to cause said pattern to move along said opaque surface
at a speed in the range of 5 to 25 feet per second.

The ’036 patent may appear ridiculous to some observers, and indeed the
patent is a favorite of critics of the patent system and the review applied by
the United States Patent and Trademark Office. Nevertheless, it is important
to examine the issues raised by the ’036 patent in legal terms. Doing so shows
just how difficult can be the problem of dealing with an asserted U.S. patent.

Suppose, for example, that one wanted to challenge the validity of the
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EXHIBIT 24.2 Continued

held configuration is used to project and move a bright pattern
of light around a room to amuse and exercise a cat.
The method is effective, simple, convenient and inexpensive to
practice and provides healthy exercise for the cat and amusement
and entertainment for both the cat and the owner.
These and other objects, features and advantages of the present
invention will become apparent from the following description
and accompanying drawings of one specific embodiment thereof.

What is claimed is:
Claims 1. A method of inducing aerobic exercise in an unrestrained cat

comprising the steps of:
(a) directing an intense coherent beam of invisible light produced
by a hand-held laser apparatus to produce a bright highly-
focused pattern of light at the intersection of the beam and an
opaque surface, said pattern being of visual interest to a cat; and
(b) selectively redirecting said beam out of the cat’s immediate
reach to induce said cat to run and chase said beam and pattern
of light around an exercise area.
2. The method of claim 1 wherein said bright pattern of light is

small in area relative to a paw of the cat.
3. The method of claim 1 wherein said beam remains invisible

between said laser and said opaque surface until impinging on
said opaque surface.

4. The method of claim 1 wherein step (b) includes sweeping
said beam at an angular speed to cause said pattern to move
along said opaque surface at a speed in the range of five to
twenty-five feet per second.
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’036 patent on the basis of the four requirements of patentability discussed
above. Consider first the requirement of patentable subject matter. To pass
this requirement, the method of exercising a cat covered by the ’036 claims
must fall within the types of subject matter covered by patent law. A method
for exercising a cat may very well do so. A “process” can be patented (35
U.S.C. §101): “Whoever invents or discovers any new and useful process, ma-
chine, manufacture, or composition of matter, or any new and useful im-
provement thereof, may obtain a patent therefor, subject to the conditions
and requirements of this title.” The patent statute (35 U.S.C. §100(b)) further
defines the term “process” to include a “method”: “The term ‘process’ means
process, art or method, and includes a new use of a known process, machine,
manufacture, composition of matter, or material.”

But there are some interesting issues for litigation here. For example,
what would be the effect of the necessity for human participation in the
method? As a general rule, the requirement of human mental participation
renders a process unpatentable.4 As claim 1 states, the method requires that
the individual engages in the action of “selectively redirecting said beam out
of the cat’s immediate reach.” That sounds like a requirement for substantial
human mental participation and may render the claim invalid.

Next, consider the requirement that the invention be “useful.” Here, mat-
ters seems easy, as they often are in utility inquiries. The author of this chap-
ter will attest that the method works. Using a laser pointed to create a
pinpoint of light can induce the cat to chase the pinpoint, providing the in-
tended exercise.

Determining whether the invention is new—that is, whether elements of
the claim are contained in a single piece of relevant prior art—would require
substantial research. The lawyer (or his/her expert) would scour publications
in the field and past patents to determine if anyone had ever disclosed the
method of exercising a cat using a laser pointer. Note that here it matters not
whether anyone (including the author) had employed the method in secret
prior to the application date (November 2, 1993). What matters is whether
all the elements of the claimed invention appeared in a reference that could be
available to a potential inventor. Suppose, counterfactually, that there was a
published article in Cat Fancy magazine, titled “Exercise Your Cat with a
Laser Pointer” dated January 1993 and disclosing the exact method taught by
the ’036 patent. In that case, the patent would be invalid because the inven-
tion would not be “new.” Obviously, the search for prior art is an important
part of any patent litigation effort.

Also important is the obviousness inquiry. To many, it is here where the
’036 patent might have its most serious problem. The patent itself—in the sec-
tion titled “Background of the Invention”—discloses the well-known fact that
“[I]ntense sunlight reflected from a mirror or focused through a prism, if the
room is sufficiently dark, will, when moved irregularly, cause even the more
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sedentary of cats to scamper after the lighted image in an amusing and thera-
peutic game of ‘cat and mouse.’” (The author of this chapter was once fond
of “exercising” his own cat by reflecting light off the back of a CD and onto
the walls of his apartment.) Is the use of a laser pointer obvious to anyone
who has employed these methods? If so, the patent could be invalid on these
obviousness grounds alone, even if the method was never written down in a
relevant piece of prior art.

In litigation, all these questions of patentability (and many other ques-
tions as well) are up for grabs, and juries will decide questions like anticipa-
tion. In many cases, expert analysis may help, but the task is not an easy one.
Consider the use of expert analysis to show that certain financial patents were
“obvious” in light of prior art. There must be some motivation to combine
the prior art references or practices in ways that render the invention obvious.
That motivation can come from the prior art references themselves, from the
knowledge of one of ordinary skill in the art, or even from the nature of the
problem to be solved, but the showing must be clear.

The road for an alleged infringer is not an easy one for another reason as
well. Patent cases typically are tried to juries. Juries are prone to form a
strong hypothesis that a patent issued by the Patent and Trademark Office is
valid, not knowing that most inventions are never tested by examiners, that
patent examiners often are overworked and sometimes are underqualified,
and that patent applications are secret and not subjected to any meaningful
adversary process unless litigated.

But alleged infringers are not the only ones with problems. The problem
of detecting infringement is substantial for patent holders, especially for
methods that can be practiced in relative secrecy. Consider again the ’036
patent. How could the inventors know whether the author of this chapter had
ever given up the CD method for the (admittedly superior) laser pointer
method? If the infringer cannot be identified, the right to exclusive use is
worth little. A similar problem may face some current and future financial
patent holders.

A FEW EXAMPLES OF RISK FINANCE PATENTS

Moving beyond arguably silly patents, it is instructive to look at some real
risk finance patents. These are patents that on their face purport to claim
rights to inventions that have undoubted application to risk finance applica-
tions. Exhibit 24.3 presents brief descriptions of three such patents.5

The first patent (U.S. Pat. No. 5,940,810) is the controversial one issued
to Columbia University for quasi–Monte Carlo methods. Rather than cover-
ing a risk finance product per se, the Columbia University patent covers a tool
for pricing a financial instrument. Its subject matter is most easily grasped by
reference to its abstract. The abstract reads:
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In securities trading, in setting the initial offering price of a financial in-
strument, or in later revaluation as financial parameters such as interest
rates may change, an estimate of the value of the instrument may be rep-
resented as a multi-dimensional integral. For evaluation of the integral,
numerical integration is preferred with the integrand being sampled at de-
terministic points having a low-discrepancy property. The technique pro-
duces approximate values at significant computational savings and with
greater reliability as compared with the Monte Carlo technique.

To a lawyer, the real meat of a patent is its “claims.” Claim 1 of the
’810 patent provides a more technical description of the invention, using
language meant to convey as precisely as possible what exactly the inventor
intends to claim:

1. A method for one of buying, holding and selling a complex security, com-
prising:
(i) deriving a multivariate integrand which, when integrated over a do-

main of integration having at least 50 dimensions, represents an esti-
mated value of the security;
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EXHIBIT 24.3 Examples of Risk Finance Patents

System and method for
replacing a liability with

System and Method of insurance and for
Risk Transfer and Risk analyzing data and

Estimation Method and Diversification Including generating documents
System for Complex Means To Assure With pertaining to a premium
Securities Using Low Assurance of Timely financing mechanism
Discrepancy Deterministic Payment and Segregation paying for such 

Title Sequences of the Interests of Capital insurance

U.S. Pat. No. 5,940,810 5,704,045 6,026,364

Issued/Filed Dates August 17, 1999/ December 30, 1997/ February 15, 2000/
July 30, 1997 January 9, 1995 July 28, 1997

Inventors Joseph F. Traub, Spassimir Douglas L. King, Alasdair Brian L. Whitworth
Paskov, Irwin F. G. Barclay, Rockie C.
Vanderhoof Wellman

Assignee The Trustees of Columbia Investors Guaranty Fund,
University in the City of Ltd.
New York

Subject Matter Quasi-Monte Carlo Risk transfer. Premium financing
Derivatives Pricing. mechanism.
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(ii) calculating, by computer, integrand values at points in the domain of
integration which are obtained from a low-discrepancy deterministic
sequence;

(iii) combining the integrand values, by computer, to approximate the es-
timated value; and

(iv) effecting, based on the estimated value, one of buying, holding and
selling the security.

The ’810 patent contains 21 additional claims, many of which relate to (or, in
patent parlance, are “dependent” on) the claim recited above.

In simple terms, the ’810 patent claims the exclusive right to use any method
that contains all the elements of any of its claims. In this case, those claims relate
to the use of what are more commonly known as “quasi–Monte Carlo” meth-
ods. To fall under Claim 1, for example, use of the method must be “by com-
puter” since that is a recited limitation in element (ii). If, for example, it were
possible to solve in one’s head the integration problem presented in element (i),
then that use would not infringe the ’810 patent. The limitations of such a “de-
sign-around” are obvious to all but the most gifted mental calculators.

The second patent described in Exhibit 24.3—U.S. Pat. No. 5,704,045—
purports to cover a “System and method of risk transfer and risk diversifica-
tion including means to assure with assurance of timely payment and
segregation of the interests of capital.” Again, the abstract provides a snap-
shot of the patent’s intended coverage:

A system and method of accepting risk through contractual obligations
transfers a portion of the risk to investors and includes means for ab-
solute assurance of timely payment to contract holders, and segregation,
of the interests of particular investors to specifically identified risks in a
risk to capital matching system. The system creates separate ledgers and
segregated reserves to tailor particular products for specific needs includ-
ing transferring difficult to place risks. The system creates agreements
which promise payments, based on loss from risks including investment
risks. Data processing provides legally segregated relationship manage-
ment links, supervising and balancing the interests of professionals in a
risk transfer and diversification system.

The ’045 patent has 74 claims. Claim 1 is as follows:

1. A method employing operatively interconnected, input, output and data
processing means for facilitating through an entity, the transfer and ac-
ceptance of specifically defined risks through the entity from risk transfer-
ors to capital providers accepting the risk transferred, the method
comprising:

Emerging Role of Patent Law in Risk Finance 513

CCC-Culp 11 (503-558)  2/8/02  4:42 PM  Page 513



creating an entity for facilitating the transfer of risk from one or more
risk transferors through the entity to capital providers accepting the
risk through the entity;

creating and maintaining a communications system for communica-
tions between risk transferors and capital providers through the entity;

creating within the entity a capital reserve system;

exchanging information between and among one or more risk trans-
ferors, one or more capital providers and the entity relating to the
nature and character of the risk for the purpose of one or more will-
ing risk transferors entering into a policy/contract with one or more
willing capital providers having defined obligations including the
maximum monetary exposure on the risk and the duration thereof;
and

causing the capital provider(s) to transfer sufficient capital to the capi-
tal reserve system prior to the effective date of such contract which
capital when combined with risk compensation and other income is
sufficient to meet any and all such defined obligations during such con-
tract period.

The ’045 patent appears to be assigned to Investors Guaranty Fund, Ltd.,
as part of the intellectual property underlying an “insurance securitization”
system.6 Investors Guaranty Fund, Ltd. was involved in litigation with Mor-
gan Stanley over some elements of a system for converting specific insurance
risks into capital market securities.7 That litigation, however, does not appear
to have involved the ’045 patent, which issued after the events at issue there.

The third patent in Exhibit 24.3—U.S. Pat. No. 6,026,364—covers a
“System and method for replacing a liability with insurance and for analyzing
data and generating documents pertaining to a premium financing mechanism
paying for such insurance” and is the invention of Brian L. Whitworth, an in-
dividual entrepreneur from Malibu, California, with a background in insur-
ance and financial product development.

The abstract of the ’364 patent is as follows:

A system and method for replacing a self insurance with insurance, em-
ploying a premium financing mechanism with a payout pattern deter-
mined in consideration of an estimated payout of the self insurance to
pay for the insurance, identifying employers for whom leaving self insur-
ance may be desirable, and, in one preferred embodiment, analyzing data
and generating documents and/or computer-readable data files pertaining
to such a premium financing mechanism.

The ’364 patent has 63 claims, starting with Claim 1:
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1. A system for analyzing data and generating documents pertaining to a
premium financing mechanism, the system comprising:

a computer executable program or programs adapted to:

access estimate data of a cost of self insurance, a cost of insurance, and
savings realized by replacing self insurance with insurance;

access risk data pertaining to a transaction wherein a bond is em-
ployed to pay for said insurance to replace said self insurance;

process said estimate data to provide data usable by a printer to gener-
ate a document pertaining to a bond proposed to pay for said insur-
ance; and

process said risk data to provide data usable by a printer to generate
documents pertaining to an issuance of said bond.

The ’364 patent’s inventor makes clear on his website that he is moni-
toring financial activity for possible infringement of his patents (emphasis
in original):

Finally, if you are an investment banker, actuary, insurance carrier, insur-
ance broker, self insured company or municipality, and you will be in-
volved in a departure from self insurance which uses sophisticated
analysis or long term financing, please contact us regarding our patents.
We are happy to consult on these transactions. We also will be happy to
spend a small amount of time (at no charge) verifying whether your
transaction or analysis is likely to infringe any of the patents’ claims.
The patents have over 130 claims relating to these types of transactions,
so the coverage is quite broad. We will do our best to prevent accidental
infringement and prevent unnecessary worries regarding analysis or
transactions which will not infringe.8

EVOLUTION OF FINANCIAL PATENTS: 
A THUMBNAIL SKETCH

The United States Supreme Court has noted that Congress intended that
patent protection might extend to “anything under the sun that is made by
man.”9 Still, most readers will note that patents have played no significant
role in the surge of financial innovation over past decades.10

Simplicity certainly cannot explain the paucity of financial patents. To
the contrary, financial engineering is a highly technical and complex field,
whose “inventions” are often beyond the grasp of those without strong
training in mathematics, computer science, and modern financial econom-
ics. At a technical level, critical financial innovations may be every bit as
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“complex” as more traditional fields of patent law protection like biotech-
nology and electrical engineering.

Nor can the failure to employ patent law protection be ascribed to any
obvious superiority of other forms of intellectual property protection. Con-
sider the two alternative mechanisms traditionally employed by financial in-
novators to “protect” the fruits of financial invention: secrecy and first-mover
advantages. Secrecy probably has been the predominant means of protection
for financial inventions such as the computer code and financial mathematics
underlying cutting-edge derivatives pricing models. Secrecy can facilitate sig-
nificant nonpatent legal protection, including contractual nondisclosure
agreements and state trade secrets law. First-mover advantages—getting to
market first and exploiting the gains from doing so—have been more impor-
tant for protecting the financial innovation embodied in new security de-
signs.11 Although few doubt the ability of competing investment banks to
reverse-engineer widely offered products, first movers appear to gain some-
thing from being first out the door with an innovative new offering.

However, both secrecy and first-mover advantages possess inherent weak-
nesses. Secrecy is vulnerable to the constant risk of disclosure, and (with an im-
portant recent exception noted below) secret inventions are not protectable
against subsequent patents on the same inventions. First-mover advantages are
less susceptible to this problem since the invention is disclosed in the first use
or sale, limiting its later patentability and enforcement against the first inven-
tor.12 But the first-mover advantage may leave significant value on the table for
competitors. Tufano (1989), for example, found that rivals imitated 35 of 58
studied financial innovations within one year of introduction. In addition, the
incrementalism so prevalent in financial engineering—where one financial in-
novation builds in small ways on an earlier one—means that an early patent
might allow even greater returns from an important financial innovation than
otherwise available from the first mover’s nonlegal advantages alone.

Finally, the paucity of patent protection in the financial field cannot be
explained by any general discomfort with legal and regulatory rules. Indeed,
many observers link many important financial innovations directly to legal
and regulatory rules, especially tax rules.13

The best explanation for the past rarity of financial patents is instead that
few financial “inventors” believed that their financial innovations were
patentable subject matter. Or, more accurately, the risks that a court would
find that a given financial invention was not patentable subject matter were
high enough that the value of the patent was low. What has been important in
the evolution of financial patents is the development of greater certainty over
the patentabilitty of computing methods and mathematical algorithms. Finan-
cial patents tend to implicate both areas.

Even a summary of the long and twisting legal history of the patentability
of computing methods and mathematical algorithms is beyond the scope of this
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chapter. Suffice it to say, however, that legal standards eventually began to em-
brace the patentability of computer-implemented inventions and then to dismiss
with the need for a computer implementation per se, so long as the mathemati-
cal algorithm was not simply a mathematical formula in the abstract.

In a series of important decisions, the Supreme Court first presented
seemingly high hurdles to patentability, suggesting that computer programs
might be simply unpatentable mathematical algorithms. The Court then ap-
peared to soften this position for computer programs performing useful func-
tions. The lower courts further developed tests to determine whether
computer programs were patentable subject matter and the role that the pres-
ence of a “mathematical algorithm” might play in that determination.

An important application of this development occurred in a relatively
early and important patent case surrounding a financial patent. In 1983 the
U.S. District Court of Delaware held that a patent related to Merrill Lynch’s
Cash Management Account (CMA) claimed patentable subject matter be-
cause the claims covered the use of a computer to effectuate a business activ-
ity. Linking the computer to the business method of the CMA proved the key
to Merrill Lynch’s litigation success, and Dean Witter Reynolds eventually
paid Merrill Lynch a license fee to offer its own CMA product.

By any measure, however, the concern with financial patents is related to
a recent and highly influential opinion of the Court of Appeals for the Federal
Circuit. The Federal Circuit has responsibility for patent law appeals in the
United States. In 1998 it decided the case of State Street Bank v. Signature Fi-
nancial, 47 U.S.P.Q.2d (BNA) 1596 (Fed. Cir. 1998). In that case, the district
court (the lower court where the initial complaint was filed) ruled that subject
matter claimed in the patent was not patentable subject matter. On appeal,
the Federal Circuit reversed, holding that that Signature Financial’s software
system for managing a “Hub and Spoke” mutual fund pooling system was
patentable subject matter.

Against the background of earlier case law, the State Street decision was
influential because it laid to rest any continuing doubt as to the patentability
of “business methods,” made clear that computer programs were patentable
subject matter, and eliminated substantial doubt over the patentability of
mathematically derived inventions. In perhaps its most important holding for
financial patenting, the court stated:

Today, we hold that the transformation of data, representing discrete dol-
lar amounts, by a machine through a series of mathematical calculations
into a final share price, constitutes a practical application of a mathemat-
ical algorithm, formula, or calculation, because it produces a useful, con-
crete and tangible result—a final share price momentarily fixed for
recording and reporting purposes and even accepted and relied upon by
regulatory authorities and in subsequent trades.

Emerging Role of Patent Law in Risk Finance 517

CCC-Culp 11 (503-558)  2/8/02  4:42 PM  Page 517



In the later case of AT&T Corp. v. Excel Communications, Inc., 50
U.S.P.Q.2d (BNA) 1447 (Fed. Cir. 1999), the Federal Circuit made clear that
the presence of a “machine” was unimportant: The patentability of claims
containing mathematical algorithms is the same regardless of the form, ma-
chine, or process in which a particular claim is drafted.

The general viability of the Federal Circuit’s interpretation was confirmed
when, on November 29, 1999, Congress amended 35 U.S.C. §273 to provide
that an alleged infringer of a business method patent can assert as a defense
that it reduced the subject matter to practice at least one year prior to the ef-
fective filing date of the patent and commercially used the subject matter be-
fore the effective filing date of the patent. The amendment was intended to
protect users of business methods who had not patented their earlier inven-
tions but now were being sued by those who had. The implicit acceptance by
Congress of the business method patent suggests that the Federal Circuit is
unlikely to change its position in the future.

Thus, the important legal changes leading to greater financial patenting
concern clarification of subject matter requirement. Decisions like State Street
and AT&T v. Excel make clear that the subject matter requirement is no
longer going to prevent most interesting financial inventions from being
patented. This means that other requirements of patentability—usefulness,
novelty, and nonobviousness—will become the key focus, as is the case in
patent litigation in more well-established fields. Since inventions that are not
useful are typically of little financial value, this means that the real focus will
be on novelty and nonobviousness.

CONCLUSION

This chapter has explored the emerging role that patent law will play in finan-
cial and insurance innovation. Given recent legal shifts, it seems likely that
patent law will become increasingly important in controlling the sale and use
of newly designed financial products and widely used pricing and risk man-
agement software (as opposed to proprietary models). The evolution of legal
views of patentable subject matter, and an increasing willingness of small
companies to leverage intellectual property rights, suggests that intellectual
property law—the laws pertaining to patents, copyrights, trademarks, and
trade secrets—will play an increasingly important role in the process of finan-
cial innovation.

It is also important, however, to keep patent law in its proper perspective.
Many financial firms will continue to rely on first-mover advantages and trade
secret law to protect their intellectual property investment. This may be partic-
ularly true in financial engineering. Trade secret law, in particular, offers sub-
stantial advantages in that it enables a company to keep its proprietary
information secret. Considering that the technological life of pricing models
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and the like may be obsolete by the time a patent issues, secrecy will continue to
be an important source of protection for inventions in the financial engineering
field. Nevertheless, the message to alternative risk transfer professionals is that
as innovation in the field continues, the once-ignored possibility of patent pro-
tection must be taken seriously from both offensive and defensive standpoints.
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CHAPTER 25
Weather Derivatives 

or Insurance? 
Considerations for 
Energy Companies

Andrea S. Kramer

E lectric utilities and distributors do not sell as much electricity during a
cold summer as they do in a hot one. And heating oil distributors do not

sell as much heating oil, just as gas utilities do not sell as much natural gas
in a warm winter as in a cold one. To both energy suppliers and consumers,
temperature variations and weather fronts mean money—lots of money. 
As such, weather risks1 are carefully examined and evaluated by energy-
related businesses.

Estimates range from $1 trillion to $2 trillion as the portion of the U.S.
economy that is sensitive to weather conditions.2 Weather derivatives and
weather insurance products have developed to help weather-sensitive busi-
nesses protect themselves against weather-related risks. Prior to entering into
a weather-related derivative or insurance contract, a company with a weather
risk must evaluate the appropriateness of the product for its particular needs,
the comfort level of its board of directors or senior management, its regula-
tory environment, and its tax situation.

Weather products, irrespective of whether structured as derivatives or in-
surance contracts, rely on weather-related factors, such as heating degree days
(HDDs), cooling degree days (CDDs), perceived temperature or chill indices,
snowfall and snow depth indices, precipitation and rainfall measures, humid-
ity indices, water flow, and sunshine indices. Weather products can protect
against reduced demand or sales for the company’s products or services (often
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referred to as volume risk). Weather products also can protect against in-
creased supply or sales costs (often referred to as price risk). And they can
protect against volatility in a company’s revenues or net income.

In this chapter, I first look at weather derivatives, describing what they
are and who regulates them. Then I look at weather insurance contracts, fo-
cusing on the legal distinctions that are made between insurance and deriva-
tives. I highlight some key differences in the way derivatives and insurance
contracts are documented and finally discuss some key tax differences be-
tween weather derivatives and insurance contracts.

WHAT ARE WEATHER DERIVATIVES?

Weather derivatives are financial contracts between two parties, with contract
values based on changes in specified weather conditions. They can be traded
on exchanges (as futures contracts or options on futures),3 or they can be en-
tered into as bilateral contracts between two parties, which is referred to as
having been entered into in the over-the-counter (OTC) market.

Popular OTC derivatives include options, caps, floors, collars, swaps, and
cash-settled forward contracts. As a general rule, one party to a weather de-
rivative is paid if the specified weather-related payment event results. With a
derivatives contract, neither party needs to prove that it has incurred a finan-
cial loss in order to collect the specified payment.

The two parties to a weather derivatives contract agree, upon entering
into the contract, to the specific payment calculations that are reflected in the
confirmation of the trade. For example, payout terms can be tied to a speci-
fied dollar amount multiplied by the HDD (or CDD) level specified in the
contract and the actual HDD (or CDD) level reported in the specified loca-
tion, during the specified time period.4 The payment calculation is made and
payment is due, without regard to whether one party can show proof of a loss
or that it has an insurable risk. A party to a derivatives contract does not have
to be regulated as an insurance company.

Utilities with active energy trading operations (for physical energy prod-
ucts and derivatives) may find weather derivatives less intimidating than ones
without a trading operation and without experience in derivatives. As a re-
sult, utilities with trading operations may be more willing to enter into deriv-
atives than a utility without a trading operation in derivatives.

Who Has Jurisdiction over Weather Derivatives?

“Weather” is included within the definition of a “commodity” in the Com-
modities Exchange Act (CEA).5 This means that weather derivatives are sub-
ject to the federal commodities laws unless an exemption or exclusion from
the CEA is available with respect to a transaction.

Weather Derivatives or Insurance? Considerations for Energy Companies 521

CCC-Culp 11 (503-558)  2/8/02  4:42 PM  Page 521



For weather derivatives, an important exemption from federal regulation
applies if the derivatives contract falls within the category of “excluded swap
transactions” in CEA §2(g).6 The CEA does not apply to “any agreement,
contract, or transaction in a commodity other than an agricultural commod-
ity” if the agreement, contract, or transaction meets three requirements.

1. The contract must be entered into by parties that meet the definition of
“eligible contract participants” at the time they enter into the transaction.
For these purposes, the definition of “eligible contract participants”
tracks the former definition of “eligible swap participants” at Rule
35.1(b)(2) of the Commodity Futures Trading Commission (CFTC).7

2. The contract must be subject to individual negotiation by the parties. Bi-
lateral derivatives contracts negotiated between two parties generally are
viewed as contracts subject to individual negotiation, and they meet this
requirement.

3. The contract cannot be executed or traded on a trading facility, such as
an established commodities exchange or a centralized electronic market.

In addition to the excluded swap transactions exemption, another exclu-
sion or exemption from the CEA might apply to a particular transaction. As a
result, even if a derivative product or its parties fail to meet all of the require-
ments to qualify as an excluded swap transaction, another exemption, such as
the exemption for so-called trade options, may be available.

WHAT IS INSURANCE?

Insurance contracts are defined, and individually regulated, by each of the 50
states in the United States as well as the District of Columbia. In addition,
each state has it own requirements that must be met by insurers, insurance
agents, and others who solicit insurance customers in that state.

With a broad range of insurance contracts now available to protect
against a wide range of business and financial risks, a single definition of “in-
surance” cannot be applied to all contracts that are regulated as “insurance.”
As a result, the analysis of what qualifies as “insurance” becomes difficult.
For example, defining an insurance contract as a contract that “transfers and
distributes risk,” in and of itself, is too broad. This definition improperly
sweeps into the definition of “insurance” many financial market transactions
(including derivatives) that are not thought of, regulated, documented, or
taxed as insurance. Yet certain other contracts are viewed as insurance con-
tracts even though they do not “transfer” risk but rather “finance” or miti-
gate specified business or financial risks.

In evaluating whether a particular contract should be treated as insur-
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ance, it can be useful to consider five conditions typically associated (in case
law and most state regulatory frameworks) with insurance. Applying the fol-
lowing requirements to a contract provides a much better indication of
whether the contract is “insurance” than any attempts to define insurance as
a contract that “transfers and distributes risk.”

1. The insured must have an “insurable risk” (i.e., the risk of a financial loss
on the occurrence of a disaster, theft, or weather event) with respect to a
“fortuitous event” that is capable of a financial estimate.

2. The insured must show that it was injured as a result of the “insured
event” if its “insurable risk” is destroyed or otherwise impaired. It must
demonstrate that it suffered an actual loss.

3. The insured must “transfer” its “risk of loss” to an insurance company
(referred to as “risk shifting” or “underwriting”) under a contract that
provides the insured with an “indemnity” against the risk of a loss (with
the indemnity limited to the insured’s actual loss).

4. The insured must pay a “premium” to the insurance company for the in-
surance company to assume the insured’s “insurable risk.”

5. The insurance company typically assumes the risks covered in the insur-
ance contract as part of a larger program to distribute losses among a
pool of contracts covering similar risks. The pool established by an in-
surance company is often large enough so that actual losses are expected
to fall within statistical benchmarks (referred to as risk distribution or
risk spreading).

What these concepts all mean, when addressing weather-related risk, is
that a weather insurance contract must cover the risk than an insured suffers
an insured loss (as that term is defined in the insurance contract). In addi-
tion, the insured can collect under the insurance contract only after it has
provided proof of its loss, and it can collect only the amount of loss covered
in the contract.

DISTINCTIONS BETWEEN INSURANCE AND DERIVATIVES

Case law wrestles with the definition of “insurance,”8 with insurance often so
broadly defined that if additional requirements were not imposed on its defin-
ition, virtually any contract could be found to be insurance if one party in-
demnifies the other party against a specified economic risk. But even though
case law often defines insurance quite broadly, this is not the way that insur-
ance is defined for insurance regulatory purposes. Even though the demarca-
tion between insurance products and other risk-shifting contracts has blurred
in recent years, the bright-line distinctions between insurance contracts and
derivatives that I set out herein are important.
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Let us look at New York insurance law as an illustration of how an im-
portant U.S. jurisdiction determines whether a contract is treated as “insur-
ance” subject to insurance regulation. Under New York law, an insurance
contract is defined as an agreement where one party (the insurance company)
is obligated to confer a benefit of pecuniary value to another party (the in-
sured or beneficiary), depending on a fortuitous event (beyond the control of
either party) in which the insured or beneficiary has, or is expected to have, a
material interest that will be adversely affected if the fortuitous event occurs.9

This definition is quite similar to the concepts that I have already laid out in
this essay.

With this definition of insurance as our starting point, let’s consider the
distinction made by the State of New York Insurance Department (NYID)
in a June 25, 1998, opinion letter (the Cat Options Opinion) with respect
to catastrophe options (Cat Options).10 The Cat Options Opinion ad-
dressed options that provided a specified amount (unrelated to losses actu-
ally incurred by the purchaser) would be payable to the purchaser if a
specified catastrophic event (i.e., a hurricane or major storm) occurs. The
purchaser did not need to be injured by the catastrophic event specified in
the contract in order to collect the specified contract amount. Because the
purchaser did not need to prove that it had suffered a loss, the NYID con-
cluded that the Cat Options were not insurance contracts. The Cat Options
issuer was obligated to pay the purchaser without regard to whether the
purchaser actually suffered a loss because of the catastrophic event speci-
fied in the contract.

If the Cat Options had, instead, been structured to provide for a pay-
ment to the purchaser only if the purchaser had suffered a loss with respect
to an insurable interest, the NYID would have treated the Cat Options as in-
surance contracts, requiring both licensure and compliance with New York
insurance requirements.

In the Cat Options Opinion, the NYID essentially made the following
distinction: A “derivative product” transfers risk without regard to whether
its purchaser has actually suffered a loss. An “insurance contract,” on the
other hand, transfers the risk of the purchaser’s own and actual fortuitous—
but insurable—loss to the issuer of the contract.

On February 15, 2000, the NYID applied the Cat Option Opinion
analysis to weather derivatives (Weather Derivatives Opinion). In the
Weather Derivatives Opinion, NYID concluded that weather derivatives are
not insurance contracts under New York insurance law. As previously stated
in its Cat Option Opinion, NYID concluded that weather derivatives are not
insurance contracts because payment to the purchaser does not depend on
the purchaser having suffered a loss. In fact, neither the amount of the pay-
ment nor the triggering event of a derivative bears a relationship to the pur-
chaser’s loss.11
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DOCUMENTATION CONSIDERATIONS

Given the possible overlap between weather-related derivatives and insurance
contracts, the way in which the contract is documented is significant in deter-
mining whether the contract is a derivative or an insurance contract.

Derivatives Documentation

Derivatives transactions are typically documented pursuant to a standard
“master agreement,” issued by the International Swaps and Derivatives As-
sociation (ISDA).12 The parties negotiate a customized Schedule, which typ-
ically accompanies the ISDA Master Agreement. The Schedule and the
standard-form ISDA Master Agreement reflect general legal terms that ap-
ply to transactions between the parties (i.e., which party has the right to
make the calculations, what the terms are for payments on early termina-
tions, and applicable governing law). The parties will negotiate the terms of
any credit support and the posting of collateral, if appropriate, usually
along with the customized Schedule. Individual transactions are reflected on
separate trade confirmations that include the economic terms of each indi-
vidual transaction.13

Parties to derivatives transactions can obtain three important advantages
if they document their derivatives contracts under a “Master Swap Agree-
ment” (which is often composed of an ISDA Master Swap Agreement, the
Schedule, and all trade confirmations).

1. A Master Swap Agreement typically provides for netting of payments to
be made or received on multiple derivatives transactions entered into be-
tween the parties on the same day and in the same currency.

2. If one of the parties to the Master Swap Agreement becomes insolvent (or
files a bankruptcy petition), the other party has special rights under the
U.S. bankruptcy laws to terminate the Master Swap Agreement and to
offset (or net out) any termination values or payments.14

3. Certain other types of derivatives contracts are excluded from the “auto-
matic stay” provisions of the U.S. bankruptcy laws with respect to
setoffs.15 These protections can be quite valuable to the solvent party.

Insurance Contracts

Insurance contracts typically are documented under an insurance policy that
consists of the actual insurance policy (as offered to all prospective pur-
chasers), declarations (specifying the contractual terms applicable to the in-
sured), the insurance application, and any schedules, exhibits, or endorsements
that are attached to or accompany the actual insurance policy.
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A Derivative Contract or an Insurance Contract?

A contract offered by a licensed insurance company to transfer a purchaser’s
weather risk to the insurance company is likely to be viewed as “insurance” if
the purchaser must prove it has suffered a loss in order to receive a payment
under the contract. A contract is likely to be viewed as a derivative, on the
other hand, if the same weather risk is documented under an agreement be-
tween two parties (typically, under an ISDA Master Agreement) where a pay-
ment is based on a calculation specified in the contract, without regard to
whether the party entitled to receive the payment has incurred a loss. To fur-
ther refine this general rule for derivatives and insurance, a contract that in-
cludes the following points is more likely to be viewed as a derivative rather
than an insurance contract.

■ Form of Contract: A weather risk should be documented with a con-
tract typically used in the derivatives market to document derivatives
transactions.

■ Disclaimer: To be viewed as a derivative, the contract could include a dis-
claimer that the weather derivative is not intended to be insurance; the
contract is not suitable as a substitute for insurance; and the contract is
not guaranteed by any “Property and Casualty Guaranty Fund or Associ-
ation” under applicable state law.

One final point: Any marketing materials with respect to a weather deriva-
tives transaction should not dwell on the similarities between the contract
and insurance.

TAX DISTINCTIONS

Energy companies managing their weather-related risks must evaluate the
tax treatment of the products (derivatives and insurance contracts) available
to them.

TAXATION OF WEATHER DERIVATIVES

Weather derivatives are difficult to categorize under established tax rules that
generally apply to derivative products. This tax uncertainty results because
weather derivatives usually do not relate to an identifiable asset or property
owned by the company that enters into a weather derivative. This is because
U.S. tax laws attempt to distinguish between “capital” and “ordinary” gains
and losses on the basis of the nature of an underlying asset or property in the
taxpayer’s hands.

Derivatives can be categorized in different ways for U.S. tax purposes.

526 PRACTICAL CONSIDERATIONS FOR WOULD-BE ARTISTS

CCC-Culp 11 (503-558)  2/8/02  4:42 PM  Page 526



For example, weather derivatives might be characterized as “notional princi-
pal contracts” (NPCs) under Treasury Regulation §1.446-3; as “options”
subject to section 1234 of the Internal Revenue Code (Code); or as a “con-
tract” governed by Code §1234A.16

Although a detailed discussion of the tax treatment of various types of
derivative products is beyond the scope of this chapter, I would like to make
the point that, while there may be legitimate policy reasons for taxing
weather derivatives in the same manner as other derivatives, existing Code
and regulatory provisions provide little assurance as to the tax treatment of
weather derivatives. As a result, if a weather derivative does not qualify as a
tax hedging transaction within the meaning of Code §§1221(a)(7) and
1221(b)(2) and Treasury Regulation §1.1221-2, the resulting character and
timing of any gains and losses is unclear.

Tax Hedge Qualifications

Once a company identifies a weather derivative it believes can protect it from
a weather-related risk, a key tax question it must address is whether the trans-
action meets the tax definition of a hedge. This is because gains and losses on
derivatives transactions that meet the tax hedge definition are eligible for or-
dinary income and loss treatment. If the transaction is not a tax hedge, losses
are treated as capital losses, even if the transaction protects the company from
a business risk. Under general tax rules, capital losses can be deducted only to
the extent the company has capital gains from other sources. If a company
does not generate capital gains, it will find capital losses are worthless.

To obtain favorable tax hedge treatment for a transaction that meets the
tax hedge definition, the company must be sure it meets the tax identification
requirements set out in the Treasury regulations.

Tax Hedge Defined

A tax hedge is defined as a transaction entered into in the normal course of a
company’s trade or business primarily to “manage” its interest rate, price, or
currency risks with respect to ordinary property, borrowings, or ordinary
obligations. Certain anticipated risks can be hedged for tax purposes.

Under current tax law, the risk being hedged must be with respect to ordi-
nary property, borrowings, or ordinary obligations. (The risk being hedged is
referred to as the hedged item.) For tax purposes, ordinary property includes
property that, if sold by the company, could not produce capital gain or loss.
A dealer’s inventory, such as natural gas or heating oil, is ordinary property
that the dealer can hedge. Similarly, electricity sold by a utility or power mar-
keter is ordinary property that it can hedge.

On the other hand, transactions that protect overall business profitability
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(i.e., volume or revenue risk) are not directly related to ordinary property,
borrowings, or ordinary obligations. As a result, transactions that protect a
company’s revenue stream or its net income against volume or revenue risk
are not tax hedges under current tax law.

Treasury Authority to Expand Tax Hedging Categories

The tax law requirement that a company must hedge ordinary property, bor-
rowings, or obligations means that favorable tax hedging treatment is not
available for many legitimate risk management activities.

To modernize the tax rules with respect to hedging, Congress, in Decem-
ber of 2000, specifically authorized the Treasury Department to issue regula-
tions extending the hedging definition to the management of other risks that
the Treasury prescribes in regulations.17 I hope that the Treasury will soon is-
sue regulations extending the benefits of tax hedging to weather-related vol-
ume and revenue risks that are not tied to ordinary property, borrowings, or
ordinary obligations. Many weather derivatives manage weather-related vol-
ume or revenue risks resulting from reduced demand for, or sales of, a com-
pany’s products or services.

I see no policy reasons for the U.S. tax laws to prohibit tax hedging in sit-
uations where a company—in the normal course of its business—seeks to
manage its risks against reduced volume or revenue simply because those
business risks cannot be attributed to ordinary property, ordinary obligations,
or borrowings.

Identification Requirements

If a transaction qualifies as a tax hedge, the company must identify the hedge in
accordance with the regulations. Ordinary loss treatment is not available auto-
matically to a hedger. Rather, the transaction must be identified properly as a
hedge on the day on which the company enters into the hedge. And the hedged
item also must be identified on a “substantially contemporaneously” basis.

Whipsaw Rules

Under tax whipsaw rules, if a company does not identify a tax hedge prop-
erly, gains from the transaction are ordinary while losses are capital. A similar
whipsaw rule applies to transactions improperly identified as hedges.

Hedge Timing

Treasury regulations require a company to account for any gains and losses
on its hedges under a tax accounting method that clearly reflects the com-
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pany’s income. According to Treasury Regulation §1.446-4(b), a company
has some flexibility to choose its tax accounting method if the tax accounting
method clearly reflects its income.

TAXATION OF INSURANCE CONTRACTS

Insurance companies offering weather insurance contracts compete directly
with weather derivatives. As discussed earlier, a weather insurance policy
provides a company with insurance coverage if the weather conditions spec-
ified in the contracts result in an insurable loss that the company can prove
it suffered.

For tax purposes, premiums paid to buy an insurance policy to protect
against weather-related losses are deductible against the company’s income,
when paid as ordinary and necessary business expenses.18 In addition, the in-
surance proceeds received from certain types of insurance generally are not
taxed, unless the proceeds exceed the company’s tax basis of the property lost
or if the proceeds represent lost business profits.

If a U.S. company purchases insurance for casualty or accident insurance
(with respect to hazards, risks, losses, or liabilities incurred in the United
States) from a foreign insurance company, the insured party who pays the
premium has the obligation to pay an excise tax to the Treasury. This excise
tax is imposed on premiums paid by the U.S. company to the foreign insur-
ance company.19

Special tax rules apply to companies that issue insurance contracts. One
special rule is that insurance companies that issue insurance contracts are
taxed as “corporations” under U.S. tax laws. Another special rule is that in-
surance companies receive certain exemptions from current taxation.
Whether a contract is treated as “insurance” for U.S. tax purposes depends
on whether the contract (1) is designated as insurance, (2) reflects terms gen-
erally associated with insurance, and (3) is treated as insurance by relevant
state insurance regulators.20

With respect to a weather-related risk, assume a company pays a pre-
mium to an insurance company that, in turn, agrees to pay the company’s
losses or expenses from the triggering of the weather-related event specified in
the contract. Let us also assume that the contract is written as an insurance
policy; it relates to a fortuitous weather event; and it provides the company
paying the premium with an indemnity against specified losses.

For tax purposes, such a contract should qualify as insurance if the insur-
ance company pools the risks that it assumes similar contracts. If the insur-
ance company does not pool these risks, the contract is not insurance for tax
purposes. In fact, because of this pooling requirement for tax purposes, courts
have found certain contracts that are regulated as insurance are not “insur-
ance” for tax purposes.21
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CONCLUSION

An energy company interested in protecting itself against weather-related
risks must consider carefully the advantages and disadvantages of entering
into either a weather derivative transaction or an insurance policy. There are
no definitive rules as to which terms will qualify a contract as either a deriva-
tive or an insurance contract.

NOTES

Ms. Kramer is a partner in the international law firm of McDermott, Will &
Emery, resident in its Chicago office. She is the author of Financial Products:
Taxation, Regulation, and Design (Panel Publishers, 2000) and its annual
supplements. Ms. Kramer can be reached at akramer@mwe.com.

1. Weather risks are based on daily fluctuations in the climate rather than un-
expected events, such as hurricanes, major storms, or other catastrophes.

2. Many industries, in addition to energy utilities and distributors, are
sensitive to weather conditions. In this chapter, however, I focus on en-
ergy companies because weather risk is often the single largest risk af-
fecting their business.

3. Exchange traded weather futures and options on futures began trading at
the Chicago Mercantile Exchange in September 1999. In October 2001,
the London International Financial Futures and Options Exchange an-
nounced that it would offer exchange trading in weather futures.

4. When addressing temperature changes, HDDs and CDDs typically are
used to measure how far a temperature varies from the designated base-
line over the time period specified in the contract. Because many people
set their thermostats at 65 degrees Fahrenheit, 65 degrees is usually the
baseline used for HDDs and CDDs.

5. A commodity is defined in CEA §1(a)(4) as certain enumerated agricultural
products and “all goods and articles . . . services, rights, and interests in
which contracts for future delivery are presently or in the future dealt in.”

6. New CEA §2(g) was enacted by the Commodity Futures Modernization
Act of 2000, which was signed into law on December 21, 2000.

7. An eligible swap participant includes banks and certain financial institu-
tions, insurance companies, certain employee benefit plans, certain enti-
ties registered with either the Securities and Exchange Commission or the
CFTC, and corporations with total assets exceeding $10 million or with
net worth of $1 million.

8. See, for example, Union Labor Life Ins. Co. v. Pireno, 458 U.S. 119,
128–29 (1982), Group Life & Health Insurance Co. v. Royal Drug Co.,
440 U.S. 205, 210–17 (1979).
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9. NY Ins Law §1101(a)(1) (LEXIS through Chap. 221, August 29, 2001).
10. Although insurance commissioners of other states are not bound by deci-

sions of the NYID, New York’s view is instructive because it is an impor-
tant insurance regulator, with jurisdiction over many U.S. insurance
companies.

11. The Weather Derivatives Opinion points out that NYID has not ruled out
the “possibility” that a contract or transaction might have unique cir-
cumstances (not addressed in this opinion) so that “NYID would deem
certain weather derivatives to be insurance contracts.”

12. ISDA has developed standard agreements that have been widely adopted by
parties to derivative contracts. The ISDA website is at www.isda.org. ISDA
Master Agreements that typically are used to document weather derivatives
transactions include the 1992 Master Agreement (Multicurrency-Cross Bor-
der) and the 1992 ISDA Master Agreement (Local Currency-Single Jurisdic-
tion). Use of an ISDA Master Agreement is not required, however, and the
parties to derivatives contracts can enter into a customized (often referred to
as “home grown”) agreements.

13. Sample confirmations for weather derivatives can be found at the website
for the Weather Risk Management Association at www.wrma.org.

14. 11 U.S.C. §§362(b)(17) and 560.
15. 11 U.S.C. §362(b)(6).
16. For a detailed discussion of possible tax treatments of weather deriva-

tives, see Kramer (2001), at §§6.07, 35.03[D], and 80.05.
17. Code §1221(b)(2)(A)(iii).
18. Code §162.
19. Code §4371.
20. See Helvering v. Le Gierse, 312 U.S. 531, 539 (1941), rev’g 110 F.2d 734

(2nd Cir. 1940), 39 B.T.A. 1134 (1939).
21. See Allied Fidelity Corp. v. Comm’r, 66 T.C. 1068 (1976), aff’d 572 F.2d

1190 (7th Cir. 1978).
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CHAPTER 26
Convergence of Insurance and

Investment Banking:
Representations and Warranties

Insurance and Other Insurance
Products Designed to Facilitate

Corporate Transactions

Theodore A. Boundas and Teri Lee Ferro

INTRODUCTION

As the volume of corporate transactions surged in the 1990s, major insurance
companies realized that risks inherent in corporate transactions called for in-
novative insurance solutions. Corporate transactions, including mergers and
acquisitions (M&A), depend on the services of a variety of professionals, such
as investment bankers, accountants, and lawyers, to assess the actual and po-
tential exposures inherent in a transaction, orchestrate financing options for
the transaction, and document the understanding of the parties and the terms
of their agreement. Within the last few years, insurers actively entered the
market for insurance products designed to facilitate business transactions.
This chapter examines some of the insurance products designed to facilitate
business transactions. Generally, these products are referred to as M&A in-
surance because they developed in response to the tremendous volume of
merger and acquisition activity in the late 1990s. These products, however,
are not limited to use in merger and acquisition transactions, and some of
these products also are used to facilitate other types of transactions, such as
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financing arrangements. While insurance nomenclature is far from standard,
most insurance professionals consider a variety of products, such as represen-
tation and warranty insurance (R&W insurance), tax opinion or tax indem-
nity insurance, aborted bid insurance and loss mitigation products (LMPs), as
examples of M&A insurance products. Since these products all share the
common purpose of facilitating business transactions, including but not al-
ways limited to mergers and acquisitions, we refer to them generally as trans-
actional insurance products (TIPs).

Here we examine the most prevalent forms of TIPs and explore the mar-
ket for them. In our exploration of the TIPs market, we consider whether
TIPs are traditional insurance products or alternative risk transfer (ART) in-
surance products; discuss how TIPs represent the continued convergence of
the insurance, banking, and finance industries; and examine the future
prospects for TIPs.

PRODUCTS DESIGNED TO FACILITATE MERGERS AND
ACQUISITIONS AND OTHER TRANSACTIONS

Essentially, TIPs transfer an unknown or unwanted exposure from the parties
in a transaction or from a company’s balance sheet to a third-party insurer for
a price. It appears that TIPs originally were used by private equity partner-
ships and private businesses that wanted to eliminate or minimize postclosing
problems, disputes, and liabilities. However, the market for TIPs has ex-
panded to reach all types of businesses entities, including public corporations.
The reality facing any public corporation is that bad news can severely impact
the market valuation of its shares and ultimately its balance sheet. In fact, the
failure to meet earnings projections or Wall Street’s “whisper number” by
even a nominal amount can have severe consequences for public corporations
and their shareholders. A contingent tax liability or an actual or potential se-
curities or environmental problem, for example, could cast a cloud over a
company’s stock price or impede its ability to obtain financing or capital.
Likewise, such issues could drive down a purchase price or derail a merger or
acquisition. A variety of TIPs, particularly R&W insurance, tax opinion or
indemnity insurance, aborted bid cost policies, and LMPs, allow businesses to
diminish the impact of an actual or potential exposure associated with a spe-
cific event or sequence of events by removing the liability from a company’s
balance sheet or guaranteeing the payment of an unrealized but actual or po-
tential future risk.

Even after a transaction closes, TIPs can be useful where a party later rec-
ognizes a problem and decides to implement an insurance solution to manage
an exposure that otherwise could present difficulties. Usually TIPs are tailored
to defined risks and issues in the transaction and often require the insurer to
conduct its own due diligence and risk assessment in consultation with its
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own lawyers, economists, and other experts. TIPs can be purchased by the
buyers or sellers in a transaction and usually are based on negotiated issues,
legal opinions, or representations and warranties involved in the transaction.
The insured may not be the party paying the premium, and often the respon-
sibility for financing the premium, much like the allocation of all other re-
sponsibilities in the transaction itself, is a negotiated item. Additionally, tax
benefits may be gained by placing exposures into TIPs instead of holding re-
serves for them on a company’s balance sheet or holding funds in an escrow
after the closing of a transaction. Aside from potential tax benefits, the premi-
ums for TIPs may be a cost-effective alternative to the usual mechanisms for
dealing with the potential risks associated with representations and war-
ranties in transactions, such as holding money in escrow or otherwise reflect-
ing the risk in the purchase price.

The key to finding the right solutions for business risks is to help clients
identify and evaluate complex business risks and create the most appropriate
insurance or financial solutions that generate the most value for the insured
while utilizing accurate pricing methodologies for the insurer. The placement
of TIPs into corporate transactions is not as linear a process as that of tradi-
tional insurance products that are placed by insurers directly or through bro-
kers and agents. The attorneys, bankers, accountants, and other professionals
integral to the deal-making process and the parties to the transaction itself
may not be aware of or open to the use of TIPs to facilitate the deal.1 Some
early industry observers commenting on TIPs noted concerns expressed by
bankers and consultants that insurers could not be “responsive in the heat of
the deal”2 or that TIPs might be used to substitute for conducting sufficient
due diligence.3 Insurers and their advisors who are experienced in the use,
placement, drafting, and pricing of TIPs, however, typically have a ready
source of professionals, such as consultants, lawyers, and economists, ready
to quickly assess and underwrite deals. As such, these concerns have dimin-
ished as the marketplace for TIPs has become defined and supported by pro-
fessionals experienced in the underwriting and pricing of such insurance
products. In order to craft a product that addresses specified risks, these pro-
fessionals independently evaluate the specified risk in the transaction and of-
ten review and augment the due diligence conducted in connection with the
transaction. Particularly in transactions involving intellectual property rights
and environmental and securities exposures, insurers will utilize the services
of expert consultants with substantial experience in both evaluating these spe-
cialized risks and designing insurance products for these risks. Experienced
insurers and their advisors, working with other professionals integral to the
deal, can add value by assisting with the process of articulating and address-
ing the risks inherent in the transaction.

The following sections discuss some of the most popular TIPs available in
the market today. While these TIPs often are marketed as distinct products,
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they all are used to transfer identified risk to facilitate a transaction and may,
in certain situations, be interchangeable solutions for a problem.

Representations and Warranties Insurance

R&W insurance insures specified representations and warranties, and corre-
sponding indemnity obligations, in corporate transactions. It is “sleep” insur-
ance for parties to a transaction who want to eliminate potential risk from
future disputes arising out of representations or warranties in a transaction.
Basically, sellers will represent and warrant a variety of things about the busi-
ness, assets, or liabilities involved in a transaction to augment the due dili-
gence and other information exchanged in connection with the transaction.
Representations and warranties will vary depending on the type of transac-
tion (e.g., a stock or asset sale) and the type of entities involved in the transac-
tion. The representations may involve a variety of issues including but not
limited to ownership in the business or its intellectual property, size of inven-
tories, cash flows, tax issues, known litigation, and products liability or envi-
ronmental concerns. Parties extensively negotiate the scope, breadth, and
materiality of representations and warranties because these declarations often
concern the assets, liabilities, and financial condition of the business and in-
fluence the purchase price. Additionally, broader representations and war-
ranties benefit the buyer and allocate more risk and responsibilities to the
seller. Therefore, the seller typically attempts to narrow the representations
and warranties so future events not specifically addressed in the agreement
cannot constitute a breach of a representation or warranty.

In connection with the representations and warranties, transactional
agreements usually impose an indemnification obligation upon the seller to
provide the buyer with recourse against the seller for liabilities or losses that
occur after the transaction closes. The indemnification obligation also may re-
quire that a portion of the sale proceeds be set off or held back or otherwise
placed into escrow to secure the seller’s indemnification obligations in the
event a representation or warranty later is found to be untrue. The seller usu-
ally negotiates limits on any indemnification agreement so that it is enforce-
able only for a set period of time and only up to an agreed upon amount.

Although R&W insurance can cover all representations and warranties in
a corporate transaction, it is not uncommon for such policies to cover only
very specific or narrowly defined risks, such as specified intellectual property
rights, environmental issues, existing claims or litigation, and contingent tax
liabilities. Any potential uncertainty that could impact the value of a transac-
tion or require the seller to make certain representations and warranties
about the state or condition of the potential risk or liability can be addressed
in an R&W insurance policy. Of course, the price of the policy should reflect
the nature and magnitude of the risk, and some risks may be too expensive or

Convergence of Insurance and Investment Banking 535

CCC-Culp 11 (503-558)  2/8/02  4:42 PM  Page 535



risky for the insured and/or the insurer. We suspect that R&W insurance and
all TIPs in general are most effective and better priced when tailored to ad-
dress narrowly defined risks.

R&W insurance products can cover either the buyer and/or seller as in-
sureds. R&W insurance policies covering sellers offer third-party coverage to
secure the sellers’ indemnity obligations. In exchange for an insurance pre-
mium, a seller could avoid posting a portion of the sale proceeds in escrow
and shift all or a portion of its indemnification obligation to a third-party in-
surer. A buyer could utilize R&W insurance where it does not want to accept
the risk, cost, and expense of pursuing the seller if a breach of a representa-
tion or warranty occurs and where the buyer may be concerned about timing
issues associated with a future pursuit of the seller in the event of such a
breach. If the buyer does not have adequate resources to pursue the seller or
the seller is not financially viable, indemnity obligations may not help the
buyer timely recover its losses. A buyer’s R&W insurance policy would oper-
ate as first-party insurance, much like a fidelity bond, in that the insured is
both the policyholder and the claimant. Such a policy allows the buyer to re-
cover the loss at issue from the insurer if it is unable to obtain recovery from
other available sources, such as the seller. R&W insurance, particularly for a
buyer, can limit uncertainties in the deal that necessitated the insured repre-
sentations and warranties in the first place.

R&W insurance products are particularly useful in transactions involving
companies in the high-technology industry because their values are usually
very dependent on intellectual property rights that can be difficult to assess or
may be subject to ownership disputes. We expect that R&W insurance will
continue to play an important role in transactions involving intellectual prop-
erty rights and that the value of intellectual property rights will continue to be
an important component of the total value of many companies.4 Two notable
examples of this from our experience in assisting R&W insurers involved the
multibillion-dollar acquisitions of an Internet professional services firm and a
telecommunications technology firm. In both transactions, the buyers insisted
on seller warranties concerning the ownership of certain intellectual property,
particularly business methods patents, crucial to the economic viability of the
involved businesses. The underwriting centered on an assessment of the actual
warranties given and the potential scope and magnitude of the types of claims
that could implicate the indemnity obligations associated with the representa-
tions and warranties and, ultimately, the R&W insurance policy.

Of course, representations and warranties are used in a variety of trans-
actions, and often they are used to allocate risks and responsibilities between
the parties. For example, in a transaction involving the sale of a theme park,
the buyer did not want to assume the liability for the retention obligation in
the seller’s existing liability policy. Based on an analysis of the potential ex-
posure from our firm and other consultants, the insurer decided to under-
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write the buyer’s exposure for the retention on the liability policy. Therefore,
for a set premium, both the buyer and the seller were relieved of this obliga-
tion to pay the retention on the liability policy and that responsibility was no
longer an issue that needed to be allocated between the parties. The matter
of which party was obligated to pay the premium, however, remained an is-
sue open for negotiation.

In one particularly novel transaction, a lender sought an insurance solu-
tion to secure a loan obligation to finance the multibillion-dollar acquisition
of a business dependent on gambling revenues. As in the case of technology
companies that have a substantial portion of their value tied to intellectual
property, a substantial portion of the value of the company depended on its
ability to continue to operate a certain type of gambling establishment in a ju-
risdiction with some noted opposition to the gambling industry. Essentially,
the transaction rested in part on certain representations about the ability of
the business to continue its gambling operations in the relevant jurisdiction.
After investigation, we determined that the uncertainty the parties were trying
to transfer to an insurance solution was legislative in nature, and we exam-
ined the likelihood of adverse legislative or governmental action that could
impair or diminish the ability of the company to obtain sufficient revenue to
service the debt that would be created by the acquisition. Contrary to the ex-
pectations of the parties, the analysis indicated that the potential risk was
within a level the lender was willing to assume as part of the pricing structure
for the loan obligation.

Many potential purchasers of R&W insurance question the utility of such
coverage if most sellers and buyers already have a variety of insurance cover-
ages in place, most notably directors and officers liability insurance and usu-
ally some other form of professional liability insurance. R&W insurance
policies specifically cover representations and warranties and the parties mak-
ing such representations and warranties. Therefore, the R&W insurance pol-
icy would be considered more specific, and therefore primary, if other
coverage arguably was available under a more general coverage like a direc-
tors and officers policy. A typical directors and officers policy, however, may
not cover a breach of a representation or warranty in a corporate transaction.
Consider the situation where sellers breach representations and warranties
and the buyer pursues a cause of action against the sellers. While many sellers
may be directors, most sellers will be shareholders. The usual directors and
officers policies will not cover directors acting in their capacities as sharehold-
ers. Therefore, the directors and officers policy should not extend coverage to
shareholders, and to the extent the directors made the representations or war-
ranties at issue, there could be an issue as to whether they did so in their ca-
pacities as directors or shareholders. Even if some other type of professional
liability coverage was available, professional liability policies generally cover
claims arising out of the insured’s rendering of professional services to third
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parties in the regular course of conducting its business. As such, the sellers’
professional liability policy would not cover claims against the sellers arising
out of the sale of their business.

These same considerations apply to R&W insurance purchased by the
buyer. No buyer’s professional liability policy would provide first-party insur-
ance to cover loss associated with the buyer’s purchase of a business. Even if
the buyer sued the seller and then sought to collect under the sellers’ directors
and officers liability or professional liability policies, as explained above, the
sellers’ policies probably would not cover the exposure arising from the
breach of representations and warranties by the sellers in connection with the
sale of its business. Therefore, R&W insurance creates more certainty for sell-
ers and buyers because it specifically addresses this type of exposure; other
coverages not otherwise designed for this purpose probably will not provide
any coverage (or questionable coverage, if any) for these exposures.

Tax Opinion or Tax Indemnity Insurance

Tax contingencies are often the subject of representations and warranties and
could be addressed in an R&W insurance policy. However, many companies
separately offer tax opinion or tax indemnity insurance to insure against the
adverse consequences that a particular tax treatment or position might be in-
correct. These policies insure the risk of a successful Internal Revenue Service
challenge of the intended tax consequences of a transaction as, for example,
where a spin-off of a subsidiary is intended to be a tax-free event. Tax issues,
similar to securities, antitrust, environmental, and intellectual property issues,
can present a significant impediment in a transaction and may not be covered
by other traditional insurance products. Even if the particular tax treatment
has been approved in a formal legal opinion, a buyer may not be willing to
sustain the financial impact resulting from incorrect tax treatment. If the ques-
tioned tax treatment might cause the buyer to lose interest in the deal, reduce
the purchase price, or require the seller to place a portion of the sale proceeds
in escrow, the buyer and/or the seller may find that transferring the uncertainty
associated with the questioned tax treatment to a third-party insurer is worth
the premium associated with such a policy. Tax opinion and tax indemnity in-
surance policies can insure the buyer and/or the seller, depending on how the
parties address the tax issues in the transaction documents and who will bear
the responsibility for any future adverse tax consequences.

Aborted Bid Insurance—
Coverage for the Costs of the Uncompleted Transaction

Aborted bid insurance covers the external third-party fees and costs incurred
in connection with a transaction that fails for reasons beyond the control of
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the insured company or a party. Merger attempts can be very costly and often
involve the fees of a variety of professional advisors, including lawyers, ac-
countants, investment bankers, stock brokers, management consultants, lob-
byists, proxy solicitors, and public relations consultants. Typically, the policy
defines the specific trigger for the coverage, such as loss of financing, failure to
obtain regulatory approval, a failure to obtain shareholder approval, or the
effective withdrawal of the other party to the transaction (not the insured).
Such coverage generally does not apply to “breakup fees.” Another similar
product provides reimbursement for the third-party costs incurred in the de-
fense of a hostile takeover bid and/or proxy contest. The existence of a policy
to cover the costs of defending a hostile bid could be an effective negotiating
tool for a company that is concerned that it could be a takeover target.

Loss Mitigation Products—Coverage for Existing Claims

LMPs are smoothing mechanisms similar in concept to the smoothing func-
tion of finite risk insurance products5 except that finite risk finances exposure
over time whereas LMPs effectuate the transfer of risk above certain levels of
retained, insured, or financed risk. LMPs limit, or cap the uninsured, underin-
sured, or contingent exposure of a known claim by transferring the specified
risk to a third-party insurer for a fixed price. LMPs transfer actual or contin-
gent risk exposures associated with known claims. They are an effective tool
for limiting a company’s exposure to liability arising out of a significant
claim, such as a securities class action lawsuit, antitrust litigation, or a long-
tail environmental claim, because these types of exposures could fall outside
of the parameters of a business entity’s insurance program or the magnitude
of the potential exposure may exceed available insurance program limits. To
the extent an unresolved claim can dampen the financing and acquisition abil-
ities and strategies of a business entity or impact its valuation, an LMP can
limit the exposure presented by an unresolved claim to the self-insured por-
tion of the risk (plus any insurance premiums for the LMP).

In the context of an acquisition, an LMP can allow the seller to avoid
posting sale proceeds in escrow or retaining any liability or indemnity obliga-
tion to the buyer for a known claim. Even beyond the financial certainty the
seller and buyer can obtain by using a LMP to limit the exposure arising out
of a known claim, LMPs allow the parties to the transaction to define and
limit the magnitude of the exposure associated with the known claim and re-
duce further transaction costs associated with that claim. Probably the most
publicized LMP involved Oxford Health Plans. Oxford, a health maintenance
organization, was a defendant in class action litigation involving patient
billing practices. The program took the form of a LMP that would pay 90
percent of any adverse judgment over $175 million up to a $200 million cap
in exchange for a premium in the amount of $24 million.6
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DEVELOPMENT OF THE MARKET FOR 
TRANSACTIONAL INSURANCE PRODUCTS

While an active market for TIPs is relatively new, insurance products that fa-
cilitate business transactions have been in existence for many years. In the
early 1980s, for example, underwriters at Lloyd’s of London offered tax in-
surance policies for risks associated with the legal uncertainty surrounding
the tax treatment of certain equipment leasing transactions.7 Although there
is little statistical data tracking the volume and growth of TIPs in the insur-
ance industry, an active market for such products developed over the past few
years in connection with the increased volume of corporate transactions in
the late 1990s.8 For example, R&W insurance has been offered in the world-
wide insurance market for many years. However, the market for this product
in the United States is still in its incipient stage of development, and the vast
majority of R&W policies underwritten have been placed within the last two
years.9 Likewise, the market for LMPs was nonexistent five years ago. Indus-
try observers predict that premiums for these products should exceed $500
million in 2001.10 Even though the increased activity in the TIPs market ap-
pears to coincide with the high volume of corporate transactions in the late
1990s, TIPs were utilized in a relatively small portion of the numerous corpo-
rate transactions conducted during that period.

Another factor limiting the development of the TIPs market was the re-
luctance of many insurers to underwrite very significant TIPs after the disas-
trous experience of insurers in the property and casualty markets in the
1980s. Over the past few years, insurers have become more open to under-
writing these products because the TIPs market is more developed and insur-
ance professionals have more experience assessing transactional exposures as
well as drafting and pricing the appropriate policies to address such expo-
sures. Of course, the ability of any insurer to underwrite an insurance product
depends on the state of the insurance market and the availability of reinsur-
ance. If the insurance market hardens, insurers have less access to the capital
that supports their underwriting efforts. Additionally, the ability of insurers
to market TIPs will depend on the level of corporate transactions sustainable
by market conditions. During the first half of 2001, the volume of worldwide
merger and acquisition activity decreased nearly 54 percent from levels re-
ported the prior year.11 Although a decrease in the volume of corporate trans-
actions may limit the opportunities for insurance companies to place TIPs, the
economic slowdown could well increase the demand and utility for such
products. Weak economic conditions generally increase the risk associated
with transactions and could provide the impetus for parties and their advisors
to seek insurance solutions like TIPs.

Although the market for TIPs is becoming more established with each
passing year, we suspect that the use of TIPs has not become more prevalent

540 PRACTICAL CONSIDERATIONS FOR WOULD-BE ARTISTS

CCC-Culp 11 (503-558)  2/8/02  4:42 PM  Page 540



because many insurance practitioners and dealmakers are not familiar with
these products. Indeed, within the insurance industry, there exists some con-
fusion surrounding the classification of TIPs. Many insurers and insurance
commentators categorize the various forms of TIPs as alternative risk transfer
insurance products. Putting aside the issue of what properly should be consid-
ered under the rubric of ART, the insurance industry offers a variety of prod-
ucts and programs under the broad classification of ART, and there exists a
divergence throughout the industry on the types of products classified as
ART. The only apparent uniformity in the use of the acronym ART is that it is
not used uniformly and may encompass almost any insurance product not de-
fined as a traditional insurance product regardless of whether the product ac-
tually transfers risk or operates as a smoothing mechanism for financing
retained risk and reducing the impact of losses on corporate results.12 In their
varied forms, many insurance products classified as ART represent the evolu-
tion of traditional insurance into a wide range of products that allow insurers
greater and more direct participation in the goals and results of their clients.
Many of these nontraditional insurance products, regardless of whether they
are true ART products, finance rather than transfer risk and represent the
convergence of the insurance, banking, and finance industries.

Of course, this begs the question of whether the TIPs described in this
chapter are ART insurance products. They are not true ART insurance prod-
ucts because they do not contain a mechanism for profit or loss sharing be-
tween the insurer and the insured, an important hallmark of an ART product.
Although one could characterize TIPs as traditional insurance contracts, they
remain distinguishable from traditional insurance products. Quite simply, tra-
ditional insurance products are the commonly available insurance products
that are well established in the industry by insurers, insureds, the public, and
the legal system. The use, acceptance, and understanding of traditional insur-
ance products, such as commercial general liability, employment liability, or
directors and officers liability products, are built on years of underwriting,
claims, and coverage experience. To the extent TIPs sometimes are treated as
ART products, the TIPs discussed in this chapter have fallen into the ART
rubric because they do not otherwise fall into the rubric of traditional insur-
ance products common in the market. Therefore, they are not considered tra-
ditional because they are relatively new products covering nontraditional
risks for a new market. Stripped of their novelty in this regard, these products
otherwise function like traditional insurance contracts and their form of con-
tract is often derivative of standard insurance contracts used for directors and
officers liability insurance products. Even though they are basically tradi-
tional insurance products, TIPs can be distinguished from traditional insur-
ance products because they not only transfer risk like a traditional insurance
product but transfer risk for the explicit purpose of facilitating a business
transaction. Viewed in this light, these products, much like many true ART
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insurance products, also represent the convergence of the insurance, banking,
and finance industries.

Even outside the insurance industry, dealmakers have been slow to warm
to the prospects offered by TIPs products. Throughout this chapter we ex-
plained how TIPs facilitate business transactions. Used to complement other
banking and financing services, TIPs represent one of many crossroads in the
financial services sector where the insurance, banking, and finance industries
converge. This convergence of separate industries within the financial ser-
vices sector has both limited and frustrated the development of a market for
TIPs. Although the insurance, banking, and finance industries deal with sim-
ilar concepts and goals, they developed along different paths and remain
somewhat insular, in large part because of differences in terminology13 and
access to capital. As such, while the forms of a variety of insurance, banking,
and finance products appear very different, substantively they may be very
similar, and practitioners within these respective industries may not be aware
of services and products in other industries that are identical or complemen-
tary to products and services in their own industries. Without common expe-
rience and terminology, dealmakers and insurers continue to face a learning
curve as they become accustomed to the integration of insurance solutions
into business transactions. Of course, the trend toward continued conver-
gence among the insurance, banking, and financing industries is inescapable.
Just consider the expansion of commercial banks into consumer insurance
products and the expansion of investment banks into the business of trans-
ferring bundled insurance risks into the capital markets by issuing catastro-
phe bonds. In response to the competitive threat presented by the
convergence of the insurance, banking, and finance industries, insurers be-
came interested in leveraging their capital resources and knowledge to enter
into markets traditionally serviced by the banking and finance industries and
developed products to facilitate business transactions and operations. Insur-
ers realized that offering products that transfer or finance risk, as a strategic
business tool or as part of a risk management program, could help them re-
main competitive with the banking and finance segments of the financial ser-
vices sector.14

The competition from banking and financial institutions is only one of
the catalysts propelling insurers to expand into the types of business transac-
tions traditionally serviced by commercial and investment banks. But what-
ever the impetus, insurers and their advisors are becoming more adept at
assessing opportunities to utilize the capital of insurers to facilitate business
opportunities for a price. The access to capital and risk evaluation services
provided by insurers who underwrite TIPs usually complement the profes-
sional services provided by investment bankers and other professionals in-
volved in corporate transactions. Insurers often use brokers, lawyers,
economists, and other consultants to conduct independent due diligence as-
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sessing the risk exposure it may underwrite in connection with a transaction
and to structure appropriate TIPs to address the specific nuances of transac-
tions. It is not uncommon for insurers and their advisors to help recast a
transaction because they may approach the risk or transaction from a differ-
ent perspective or present options not otherwise contemplated by the parties.
Therefore, TIPs are not a replacement for the professional services offered by
investment bankers and other professionals. In this regard, the convergence of
insurance, banking, and finance has increased competition as well as coopera-
tion among insurers, bankers, and financiers.15 This convergence should con-
tinue to foster opportunities for insurers to market TIPs as a mechanism for
facilitating business transactions.

NOTES

Theodore A. Boundas and Teri Lee Ferro are with Peterson & Ross, a law firm
internationally recognized as a leader in insurance law. Peterson & Ross pro-
vides sophisticated legal and consulting services worldwide, with a special em-
phasis on the risk management, insurance, and financial services industries.

1. M. J. Auer with J. Berke, “Risk Management-Insuring the Deal,” The
Daily Deal.com, April 28, 2000 (updated November 8, 2000).

2. Ibid.
3. Banham (1999).
4. Hansen (2001) observed that merger and acquisition activity has become

riskier not only because of slowing economic conditions but also because
of the increasing trend toward cross-border transactions involving intel-
lectual property assets, as differences in laws, legal systems, and cultures
increase the risk associated with such deals.

5. Generally, finite risk insurance is considered a smoothing mechanism that
spreads losses over long periods, usually five to 10 years, to eliminate
peaks and valleys from a company’s earnings statements—thereby
“smoothing” the financial impact of adverse developments.

6. R. G. Mullins, “Boxing the Unknown Exposure,” January 24, 2001, at
www.erisk.com.

7. Auer with Berke.
8. See, for example, ibid. (quoting estimates from AIG that premiums for

M&A products written between 1998 and 1999 increased 50 percent
from $400 million to $600 million).

9. Hansen (2001) and Auer with Berke.
10. Mullins.
11. Hansen (2001) (quoting Thomason Financial).
12. See, for example, Loh (2000).
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13. See Booth (2001).
14. Sammer (1999).
15. Booth (2001). See also Bernstein (2000), (discussing the convergence

among insurance, financial services, and finance and commenting that the
statement that insurance companies transform “damaging consequences
into manageable consequences” is an observation that is equally applica-
ble to all hedging strategies.
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