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Preface

General Organization of the Book

This reference book introduces the reader to the cutting edge antenna array technology used in the automotive industry. New communication multi-element antenna systems are very promising equipment for automotive applications. For example, intelligent vehicle highway systems (IVHS) including vehicle-to-vehicle communication, Drive-thru Internet, vehicle to roadside systems, anti-collision radar antenna arrays, and smart antenna arrays for automatic cruise control applications provide increased safe travelling for vehicle passengers. Vehicle localization techniques based on the antenna array technology deliver car finding services in big parking lots, at shopping and airport centers, and in music or sporting events. Electronic toll collection devices with antenna arrays mounted overhead at the highway entrance and exit are designed to assist in the management of toll operations through technology that aids in streamlining traffic movement.

Currently, numerous papers are investigating car-to-car multiple input/ multiple output (MIMO) systems. With this method, two or more antennas are employed at the transmitter side and a few antennas at the receiver side. The utilizing of MIMO systems in the automotive industry increases the capacity of rich scattering wireless fading communication channels and provides high speed communication data rate. The promising trend in automotive is the development of adaptive antenna arrays. Adaptive arrays allow steering the beam (maximum energy) to any direction of interest while simultaneously nulling interfering signals. So far, such systems are being widely used in the military industry. Now a number of papers describe these smart antennas for mobile applications. The main objective of this book is to build a “bridge” between the numerous theoretical results devoted to antenna arrays and the applications of these devices in the automotive industry. At present, the typical designer must sift through thousands of patents, papers, and
websites before settling on the right direction. Such research can take enormous amounts of time. This handbook reduces the amount of research time necessary to find optimal solutions in antenna design and applications. We sorted and systematized material from a large number of professional journals, papers, and patents, as well as describe our own results in the antenna design used in the automotive industry.

This book is organized into seven chapters. Chapter 1 introduces the reader to the different automotive antenna arrays applications: in which systems are currently being used and can be utilized in the near future. It also specifies the frequency spectrum and key parameters used for antenna array communication in the automotive industry.

Chapter 2 presents typical different array geometries, array factor parameters, basic analog, and digital beam steering techniques that are utilized for design of modern antenna systems. It also describes the scattering parameters method to demonstrate antenna characteristics with mutual coupling between the array elements. This chapter introduces the reader to the analog and digital phase shifters, which are important parts of the array with electronic beam steering control.

Chapter 3 discusses smart beamforming techniques utilized in noisy environment. Presented here, the adaptive Applebaum algorithm realizes a maximum signal to noise ratio, least mean squire (LMS) method minimizes the error between the desired and received signals, high resolution processing methods, for example MUSIC technique provides the angular resolution of two RF sources much higher in comparison with traditional Rayleigh criterion. Special attention is devoted to the MIMO systems because they provide a significant increase in communication data speed rate between transmitting and receiving devices without additional bandwidth and extra transmit power. These systems also significantly improve immunity to interference sources and multipath propagation in urban areas.

Chapter 4 describes simplified smart beamforming methods, which are very important when designing cost effective devices for automotive applications. Automotive antennas have to be compact devices and should not conflict with the esthetic requirements for the car. Therefore, simplified methods, such as Butler matrix systems, sectored small arrays, partially adaptive and phase arrays with simplified two-bit digital phase shifters are described in this chapter. Detailed explanation is devoted to the new simple phased array with two-bit phased shifter array which is based on radio hologram technology.

Chapter 5 is devoted to the practical base station antenna array design examples for communication with the moving car. These examples include fixed beam directional arrays for toll collection applications, arrays with electronically controlled beam for Drive-thru Internet projects, and vehicle localization arrays intended for car finding at big parking lots, multilevel parking structures, shopping or airport centers, and close to music or sporting events.

Chapter 6 describes practical compact vehicle mounted arrays. These systems can be mounted on the roof of the car, or on other exterior and interior parts of the vehicle body. Design examples include multiple antenna elements operating as directional arrays with a single output or multiple diversity antennas proposed for
FM radio, TV reception, remote keyless entry systems, and MIMO antennas for intelligent transportation service (ITS). The ITS based on car-to-car (C2C) or car to infrastructure (C2I) communication provides the driver with the following information:

- Road way conditions, warning on entering intersections and highways, reporting accidents and traffic jams, lane change warnings and low visibility ranges, collision safety distance between the cars.
- Travel-related information about business locations, gas stations, and car services.
- Traffic management information, including specific speed limits and adaptable traffic lights.
- Driver assistance information providing parking for vehicle, rest area locations at the highway, finding the car in big parking lots, cruise control, and so on.

Finally, examples of the antenna arrays employed in anti-collision radars and traffic monitoring systems are presented in Chapter 7. According to statistics, hundreds of thousands of people die in road accidents worldwide and millions are injured. Therefore, the use of multi-element radar sensors for driver assistance has become more popular in the last few years. These systems use extremely high frequency bands (24 and 77 GHz) and they are based on frequency modulated continuous wave (FMCW) radar technology.

We hope this book will be a useful reference source for readers interested in antenna array design and applications for the automotive industry.

Victor Rabinovich
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ACC  Adaptive cruise control
A/D (ADC)  Analog to digital convertor
AM  Amplitude modulation
AOA  Angle of arrival
AMPS  Advanced mobile phone system uses 824–849 MHz to send information from the mobile station to the base station (uplink) and 869–894 MHz for forward channels (base to mobile)
AR  Axial ratio
BLIS  Blind spot information system
C2C (V2V)  Car to car (vehicle to vehicle) Automobile technology designed to allow automobiles to “talk” to each other
C2I  Car (vehicle) to infrastructure (communication)
CW  Continuous wave
DAB  Digital audio broadcasting
DBF  Digital beamforming
DBS  Direct broadcast satellite
DDC  Digital down converter
DF  Directional finding
DOA  Direction of arrival
DSRC  Dedicated short range communication
DVB  Digital video broadcasting
EIRP  Equivalent isotropic radiated power
ETC  Electronic toll collection
ESPAR  Electronically steerable passive array Radiator
FCC  Federal communications commission
FFT  Fast fourier transform
FM  Frequency modulation
FMCW  Frequency modulated continuous wave
GA  Genetic algorithm
GPS  Global position system
GSM  Global system for mobile communication
GSM 850  Global system for mobile communication system uses 824–849 MHz to send information from the mobile station to the base station (uplink) and 869–894 MHz for the other direction (downlink)

GSM 900  Global system for mobile communication uses 890–915 MHz to send information from the mobile station to the base station (uplink) and 935–960 MHz for the other direction (downlink)

GSM 1800  Global system for mobile communication uses 1710–1785 MHz to send information from the mobile station to the base station (uplink) and 1805–1880 MHz for the other direction (downlink)

GSM 1900  Global system for mobile communication uses 1850–1910 MHz to send information from the mobile station to the base station (uplink) and 1930–1990 MHz for the other direction (downlink)

HP  Horizontal polarization

HPWB  Half power beam width

IEEE  Institute of electrical and electronic engineers

IF  Intermediate frequency

IH  Interstate highway

ITS  Intelligent transportation system (service)

IVHS  Intelligent vehicle highway system

LHCP  Left hand circular polarization

LMS  Least mean square (algorithm)

LOS  Line of sight

LP  Linear polarization

LPF  Low pass filter

LRR  Long range radar

MIMO  Multiple input multiple output

MMIC  Monolithic microwave integrated circuit

MISO  Multiple input single output

MoM  Method of moments

MISIC  Multiple signal classification (algorithm)

MRC  Maximum ratio combining

MSE  Mean squared error

NATALIA  New automotive tracking antenna for low-cost innovative applications

NCO  Numerical controlled oscillator

NEC  Numerical electromagnetic code

NLOS  Non line of sight

OBU  On board unit

ORT  Open road tooling

PCB  Printed circuit board

PVC  Polyvinyl chloride

RCS  Radar cross section

RHCP  Right hand circular polarization

RF  Radio frequency

RFID  Radio frequency identification
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>RKE</td>
<td>Remote keyless entry</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root mean square error</td>
</tr>
<tr>
<td>RSE</td>
<td>Remote start engine</td>
</tr>
<tr>
<td>RSSI</td>
<td>Received signal strength indicator</td>
</tr>
<tr>
<td>RSU</td>
<td>Road side unit</td>
</tr>
<tr>
<td>RTMS</td>
<td>Remote traffic microwave sensor</td>
</tr>
<tr>
<td>SDARS</td>
<td>Satellite digital audio radio service</td>
</tr>
<tr>
<td>SIMO</td>
<td>Single input multiple output</td>
</tr>
<tr>
<td>SISO</td>
<td>Single input single output</td>
</tr>
<tr>
<td>SLL</td>
<td>Side lobe level</td>
</tr>
<tr>
<td>SM</td>
<td>Spatial Multiplexing</td>
</tr>
<tr>
<td>SMILE</td>
<td>Spatial multiplexing of local elements</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal to noise ratio</td>
</tr>
<tr>
<td>SP3T</td>
<td>Single pole, three throw</td>
</tr>
<tr>
<td>SP4T</td>
<td>Single pole, four throw (switch)</td>
</tr>
<tr>
<td>SPDT</td>
<td>Single pole, double throw (switch)</td>
</tr>
<tr>
<td>SPST</td>
<td>Single pole, single throw</td>
</tr>
<tr>
<td>STC</td>
<td>Space time coding</td>
</tr>
<tr>
<td>SRR</td>
<td>Short range radar</td>
</tr>
<tr>
<td>TPMS</td>
<td>Tire pressure monitoring system</td>
</tr>
<tr>
<td>UHF</td>
<td>Ultra high frequency</td>
</tr>
<tr>
<td>USS</td>
<td>Urban surface streets</td>
</tr>
<tr>
<td>VANET</td>
<td>Vehicular ad-hoc network</td>
</tr>
<tr>
<td>VHF</td>
<td>Very high frequency</td>
</tr>
<tr>
<td>VICS</td>
<td>Vehicle information and communication system</td>
</tr>
<tr>
<td>VP</td>
<td>Vertical polarization</td>
</tr>
<tr>
<td>VSWR</td>
<td>Voltage standing wave ratio</td>
</tr>
<tr>
<td>WAVE</td>
<td>Wireless access in vehicular environment</td>
</tr>
<tr>
<td>WLAN</td>
<td>Wireless local area network</td>
</tr>
</tbody>
</table>
Chapter 1
Introduction

1.1 Antenna Arrays in the Automotive Industry: Applications and Frequency Ranges

The evolution of wireless communication systems requires new technologies to support better quality communications, new services, and applications. In recent years, the automotive wireless communication market has expanded greatly. Modern cars use different services: AM/FM radio, satellite radio (SDARS), cellular phone communications, digital audio broadcasting (DAB), remote keyless entry (RKE), tire pressure monitoring (TPMS), and remote start engine (RSE) systems, TV, ubiquitous intelligent transportations systems (ITS), which include, global positioning system (GPS) data, electronic toll collection (ETC), vehicle information and communication service (VICS), collision safety radar devises, etc. [1].

It is well known that the antenna is the key element in achieving high performance of the communication system. Today, the directional antenna arrays or multiple antenna systems operating with diversity devices are becoming more and more popular for automotive applications. The advantages of the array antennas are very significant in the multipath fading environment caused by reflections from the surrounding buildings or from numerous cars on streets or highways. Over the past decade, research related to the applications of the antenna arrays in automotive wireless communications systems has exploded. The antenna arrays with the directional radiation pattern provide higher gain and immunity to the interference sources; smart antenna arrays dynamically adapt to the noise environment, producing nulls toward the noise sources and a high gain level toward the desired angle direction. Multiple-input multiple-output or MIMO systems, which use a few antenna elements from the transmitter or the receiver side (sometimes from both transmitter and receiver side), enhance the coverage area and improve multipath robustness.
1.1.1 Intelligent Transportation Systems

1.1.1.1 Car to Car and Car to Infrastructure Communication Systems

Including MIMO Design

It is well known [2] that intelligent transportation systems (ITS) containing transport infrastructure and vehicles improve transport safety, transport productivity, and travel reliability. One of the newest inter-vehicle and vehicle to infrastructure communication technology allows automobiles to “talk” to each other. This type of wireless system, which is based on the vehicular ad hoc networking (VANET) [3], allows cars to communicate with each other at distances approximately 100–300 m. The intelligent car to car (C2C) or car to infrastructure (C2I) communication, schematically shown in Fig. 1.1a, provides the driver with the following information:

- Roadway conditions, warning on entering intersections and highways, reporting accidents and traffic jams, lane change warnings and low visibility ranges, collision safety distance between the cars

Fig. 1.1 Intelligent transportation systems concept: a, b, c Car to car and car to base station communication scenarios; d 2 × 2 MIMO car system topology

1.1.1 Intelligent Transportation Systems

1.1.1.1 Car to Car and Car to Infrastructure Communication Systems Including MIMO Design

It is well known [2] that intelligent transportation systems (ITS) containing transport infrastructure and vehicles improve transport safety, transport productivity, and travel reliability. One of the newest inter-vehicle and vehicle to infrastructure communication technology allows automobiles to “talk” to each other. This type of wireless system, which is based on the vehicular ad hoc networking (VANET) [3], allows cars to communicate with each other at distances approximately 100–300 m. The intelligent car to car (C2C) or car to infrastructure (C2I) communication, schematically shown in Fig. 1.1a, provides the driver with the following information:

- Roadway conditions, warning on entering intersections and highways, reporting accidents and traffic jams, lane change warnings and low visibility ranges, collision safety distance between the cars
• Travel data about business locations, gas stations, and car services
• Specific speed limits, adaptable traffic lights, and other traffic management data
• Driver assistance including parking for vehicle, rest area location at the highway, finding the car on big parking lots, cruise control, etc.

The simplest link architecture utilizes the omnidirectional car-mounted antenna (covers all 360° around the vehicle), which supports local ad hoc wireless communication between its moving neighbors. More complicated multielement-directional car antenna systems improve the quality of reception in a multipath fading environment, extend communication range, and increase communication channel capacity. The architecture of high-throughput V2V networking with a directional steerable array is presented in Fig. 1.1b. The system consisting of six directional antenna arrays minimizes interference signals and scans maximum energy in six limited angle sectors named as: F1 as front; B1 as back; L1, L2 and R1 and R2 “look” left and right sides, respectively. Figure 1.1c shows the possible connectivity scenario between two neighboring vehicles moving at the same or different lines. Figure 1.1d shows the concept of a 2C2 MIMO system [4–7]: two mounted on one car omnidirectional antenna elements transmit signals (element numbers 1 and 2), and two antennas on the other car receive signals (element numbers 3 and 4). A simplified structure of the MIMO system is single-input multiple-output (SIMO) topology or multiple-input single-output (MISO) design. Each of the revealed configurations has its own features, strengths, and disadvantages. For example, diversity SIMO systems are relatively simple; however, the MIMO design offers tremendous potential for improving performances in a multipath environment.

The multiple element systems mounted on/in the car should be sorted into two main categories: compact-directional arrays with the interelement spacing less than the wavelength and the MIMO-distributed array elements with the spacing that can be more than the operating wavelength. The directional compact antennas concentrate energy between neighboring moving cars to share the communication information between them and minimize the interference signals coming from the other vehicles or surrounded objects. These antennas provide stable communication between the car and the base station.

Smart MIMO antennas increase the system capacity (bits/s/Hz), an important parameter that specifies the maximum data rate at which reliable communication between the transmitter and the receiver is possible. The capacity value depends on the number of transmitting and receiving antenna elements, as well as on the propagation channel statistic conditions between the transmitting and the receiving antennas. For example, for additive white Gaussian noise channel with the bandwidth $B$ and the signal-to-noise ratio (SNR) $\gamma$, the Shannon capacity is given by

$$C = B \cdot \log_2(1 + \gamma)$$

(1.1)

If the communication system has $N$ transmitting and $N$ receiving antenna elements, and the transmitting power is equally divided between $N$ antennas, the capacity value normalized to the bandwidth $B$ becomes
Formula (1.2) shows that when $\gamma/N \gg 1$, capacity is approximately proportional to the number of elements $N$.

Currently, numerous worldwide projects in Europe, USA (IEEE 802.11p standard in USA), and Japan [8–10] aim to develop electronic systems for inter-vehicle wireless communication. IEEE 802.11p is an approved amendment to the IEEE 802.11 standard to add wireless access in vehicular environments. It defines enhancements to 802.11 (the basis of products marketed as Wi-Fi) required to support ITS applications.

The standard IEEE 802.11p is used as groundwork for dedicated short-range frequency communication (DSRC), which is a short- to medium-range service developed to support vehicle-to-vehicle and vehicle-to-roadside communications. Such communication covers a wide range of applications, including vehicle-to-vehicle safety messages, traffic information, toll collection, drive-through payment, and several others.

VANET is currently in active development by General Motors, which demonstrates the system using Cadillac vehicles. Other automakers such as BMW, Daimler, Honda, Mercedes, and Volvo are also working on the C2C and the C2I communication systems. C2C and C2I communication techniques, described in a number of papers, reflect different design aspects of network configuration, such as common issues [11, 12], the antenna systems arrangement and design [13–15], processing algorithms based on smart antenna development [16–19], simulation, and measurement results [20–23].

The short-range communication network based on IEEE 802.11 technology can support Drive-Thru Internet service [24, 25]. Drive-thru Internet provides wireless local area network (WLAN) access for the moving vehicle during some (relatively short) periods of time by creating hot spots along the road—within a city or on a highway. One or more locally interconnected access points, as shown in Fig. 1.2a, form a so-called connectivity island that may provide local services as well as Internet access.

The WLAN operates in the following frequency bands: 2.4 GHz with the range of 2.4–2.485 GHz; 5 GHz with the ranges of 5.150–5.350 GHz and 5.470–5.725 GHz; and 5.725–5.850 GHz. Table 1.1 summarizes the main parameters of the various IEEE 802.11 standards. The data rate, shown in the table, are the maximum possible values and the range is the upper limit distance between communication devices.

Table 1.2 summarizes the main DSRC parameters.

Table 1.3 shows the frequency bands, which Japan uses for ITS.

The Federal Communications Commission (FCC) in the United States and the European Telecommunication Standard Institute (ETSI) also regulate electromagnetic radiation. For example, the effective isotropic radiated power (EIRP) defined by FCC Rules part 15.247 for an antenna with the gain of 6 dBi has to be less than 1 W.
The base station arrays consist of a dozen or more antenna elements, and there are no dimension requirements for these devices, which are, typically, mounted along the road. They have a medium gain $G_{\text{array}}$, typically, up to 15 dBi; the half beamwidth value varies from $30^\circ$ to $60^\circ$, and they have dimension of about 

![Figure 1.2](image)

**Table 1.1** IEEE 802.11 standard families

<table>
<thead>
<tr>
<th>Standard</th>
<th>802.11a</th>
<th>802.11b</th>
<th>802.11g</th>
<th>802.11n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequencies (GHz)</td>
<td>5</td>
<td>2.4</td>
<td>2.4</td>
<td>2.4; 5</td>
</tr>
<tr>
<td>Range (max) (m)</td>
<td>70</td>
<td>100</td>
<td>100</td>
<td>200</td>
</tr>
<tr>
<td>Data rate (Mbps)</td>
<td>54</td>
<td>11</td>
<td>54</td>
<td>600</td>
</tr>
</tbody>
</table>

**Table 1.2** DSRC technology: frequencies and communication characteristics

<table>
<thead>
<tr>
<th></th>
<th>902–928 MHz</th>
<th>5850–5925 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data rate (Mbps)</td>
<td>0.5</td>
<td>6–27</td>
</tr>
<tr>
<td>Maximum range (m)</td>
<td>100</td>
<td>1000</td>
</tr>
<tr>
<td>Channel capacity</td>
<td>1–2 channel</td>
<td>7 channel</td>
</tr>
<tr>
<td>Interference immunity</td>
<td>Low</td>
<td>High</td>
</tr>
</tbody>
</table>
0.5–2 m. These arrays are omnidirectional in azimuth and directional in the elevation plane, and they have a gain of about 6 dBi at 2.4 GHz and about 4 dBi at 5.8 GHz bands, respectively.

Vehicle-to-roadside or vehicle-to-vehicle antenna arrays do not have to degrade the esthetic car shape. This restriction dictates a compact car array design, sometimes mounted in the hidden parts of the car body, with two to four elements, and reduced interelement spacing. These antenna systems have a gain value less than 10 dBi and wider (compared to the base station arrays) beamwidth. Simple formulas allow estimating the array gain as a function of the antenna beamwidth in two orthogonal planes $\Delta \theta_x$ and $\Delta \theta_y$ (in degrees) \[ 26 \]

$$G_{\text{planar}} \approx \frac{32400}{\Delta \theta_x \cdot \Delta \theta_y \cdot \eta} \quad (1.3)$$

Coefficient $\eta$ determines the loss factor of the feeding network and array elements.

Table 1.4 presents gain values calculated according to the ratio (1.1) assuming that $\eta = 1$ (lossless antenna).

### 1.1.1.2 Electronic Toll Collection Design

The ETC system [27], operating in DSRC spectrum, automatically collects tolls at toll roads. ETC is created as an alternative to manual payment collection in toll plazas. One of the earliest implementations of ETC in the U.S. was on the Dallas North Toll way in 1989. Since then, numerous sites around the world have implemented ETC to increase roadway revenues and easing traffic congestion. The automatic ETC system based on RFID technology is composed of an on-board unit (OBU) with tag antenna, a road side unit (RSU) with the reader antenna, and the other components. When the vehicle passes the toll station, RSU sends out the RF question signal, then the OBU

<table>
<thead>
<tr>
<th>Table 1.3 Frequency bands for Japan ITS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>System</strong></td>
</tr>
<tr>
<td>---------------------------</td>
</tr>
<tr>
<td>VICS</td>
</tr>
<tr>
<td>ETC</td>
</tr>
<tr>
<td>DSRC</td>
</tr>
<tr>
<td>Millimeter wave radars</td>
</tr>
<tr>
<td>Safety driving support system</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 1.4 Antenna gain as a function of the half-power beamwidth for broadside direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \theta_x, \Delta \theta_y$ (degrees)</td>
</tr>
<tr>
<td>Gain (dBi)</td>
</tr>
</tbody>
</table>
responds and the center computer control system identifies vehicle plate number, user name, mailing address, driver’s license, and the toll is deducted from the user account.

ETC can be implemented in different ways. The simplest approach makes use of a toll plaza with individual lanes that separated by barriers. Such method reduces the flow rate, but prevents vehicles from passing through if the toll has not been paid. An alternative approach is an open road tolling (ORT). It uses no barriers, no toll booths. An advanced system includes an overhead reader and a transponder mounted on/in the vehicle. When a vehicle equipped with a transponder passes through a capture zone, the vehicle location is associated with the specific travel lane at that instant in time, and the short length of the zone allows for accurate timing alignment with the vehicle detection systems. The major advantage of ORT is that users are able to drive through the toll plaza at highway speeds without having to slow down to pay the toll. A communication scenario of the toll collection system with a directional antenna is shown in Fig. 1.2b. The signal is transmitted by a roadside antenna array and received by the omnidirectional antenna (tag antenna) mounted on the front car windshield. The transponder responds by generating a microwave signal, which is coded by data stored in the tag. The transmitted signal is received by the roadside antenna array system, which decodes the data and relays this information to a computer to identify the vehicle. ETC base station antenna array provides fast and reliable car detection at the entrance and exit of highway lines. ETC array can operate as a fixed beam system, which covers only one vehicle lane, or as electronic phased array that covers a few driving lanes. Let us introduce a concept, “action range”, that is the region on a road illuminated by the antenna, in which the RFID Tag can interact with the reader antenna. It should be designed to a rectangular region as wide as the roadway lane, should have enough length $L$, which is determined by the velocity of the car, and the operation time of ETC system. According to the basic requirements for global ETC published by Japan highway industry development organization [27] the length $L$ of active communication zone for antenna covering a single lane is about 4 m when the reader antenna is mounted at 5–6 m above the highway. It is necessary to note that the active zone should not be too long. If there are two or more cars in one action range simultaneously, confusion can easily occur.

Several reader antenna parameters are considered as key antenna characteristics:

1) Sufficient bandwidth to get enough data transferring velocity.
2) Sufficient antenna gain to obtain read-and-write distance between the Reader and the Tag.
3) Proper main lobe width to cover required capture zone and low side-lobe level.
4) The signal polarization of the reader antenna is an important factor. For example, the horizontally polarized signal experiences greater attenuation through the windshield, where a tag transponder with an antenna is installed. Also, data indicate that horizontally polarized signals may lead to a higher level of fluctuations in the multipath reflection environment. However, the car body can change the polarization of the signal transmitted by the Tag system.
Therefore, vertical, dual, or circularly polarized reader antenna designs are acceptable. A typical beamwidth of the ETC antenna array is about 30° in the horizontal plane and more than 30° in the vertical plane.

Frequency ranges for ETC are as follows: 866–869 MHz in Europe, 902–928 MHz in North and South America, and 950–956 MHz in Japan and some Asian countries. The new standard uses frequencies between 5.850 and 5.925 GHz of DSRC band in North America, and 5.8 GHz in Europe. The new frequency range provides 75 MHz of frequency bandwidth (915 MHz frequency has only 12 MHz of frequency bandwidth) and permits much higher data transmission rates (6–27 Mbps) than the lower frequency 915 MHz band (0.5 Mbps) and channel capacity up to 7 in comparison with 1–2 for a 915 MHz band.

1.1.1.3 Radar Technology for Automotive Applications

Automotive radars are currently very attractive, although radar technology has been investigated for use in vehicles since the 1970s. There are two different types of automotive radar systems with antenna arrays commercially available: Long-range radar (LRR) and Short-range radar (SRR) [28–30]. Figure 1.3a illustrates the variety of applications of the LRR and SRR systems. The LRR operates at 77 GHz and has a resolution of about 3 m at a distance of 150 m.

The 77 GHz radar technology is used in adaptive cruise control (ACC) applications. One or a few LRR’s main lobes control the driving path in front of the car to determine the constant minimum safety distance relative to the vehicle in front.

Typical performance specifications of an ACC system with antenna are as follows:

a) Transmit frequency = 76–77 GHz;
b) The mean transmitted power level <50 dBm (peak level is 55 dBm);
c) Target range = 2–150 m;
d) Range resolution ±1 m;
e) Velocity resolution ±1 km/h,
f) Azimuth Angular Coverage = ±8° with 3° minimum resolution;
g) Elevation Angular Coverage = 3°–4° (single beam); and
h) Antenna gain = 26–34 dBi.

The SRR system operates at 24 GHz with a range less than 30 m. The SRR system is used to provide side, rear, and front crash safety, intersection safety, blind spot safety, and other kinds of safety enhancements.

Antenna specifications for SRR devices include:

a) Transmit frequency = 22–26 GHz;
b) The mean transmitted power level <0 dBm (peak limit is 20 dBm);
c) Target detection range = 0.05–25 m;
d) Azimuth Angular Coverage = 55° (typical, 3 dB beamwidth);
Fig. 1.3  a Long- and short-range radar applications; b Blind spot information system concept (1-Passing vehicle enters blind spot of the lead vehicle; 2-Lead vehicle’s radar identifies passing vehicle in blind spot; 3-Indicator light illuminated on corresponding side mirror)

Table 1.5  Summary of key parameters for SRR system

<table>
<thead>
<tr>
<th></th>
<th>Blind spot</th>
<th>Parking aid</th>
<th>Stop and go</th>
<th>Simple pre-crash</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum detection range (m)</td>
<td>4–8</td>
<td>2–5</td>
<td>20</td>
<td>7–10</td>
</tr>
<tr>
<td>Required range resolution (m)</td>
<td>0.1–0.2</td>
<td>0.05–0.2</td>
<td>0.2–0.5</td>
<td>0.1–0.2</td>
</tr>
<tr>
<td>Minimum object size</td>
<td>Bicycle</td>
<td>3” PVC Pole</td>
<td>Bicycle</td>
<td>Metal post</td>
</tr>
</tbody>
</table>

e) Elevation 3 dB beamwidth = 15° typical,
f) Range resolution 0.05–0.2 m (depends on the application); and
g) Range Accuracy = ±5 cm.
Table 1.6 LRR and SRR frequency bands

<table>
<thead>
<tr>
<th>Applications</th>
<th>Safety aspect</th>
<th>Technology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaptive cruise control</td>
<td>Normal driving; accident avoidance</td>
<td>77 GHz radar</td>
</tr>
<tr>
<td>Pre-crash</td>
<td>Accident; mitigation of impact</td>
<td>77 GHz/24 GHz radar; 76 GHz/81 GHz radar</td>
</tr>
<tr>
<td>Blind spot detection</td>
<td>Normal driving; accident avoidance</td>
<td>24 GHz Radar/Vision Sensor</td>
</tr>
<tr>
<td>Lane departure warning</td>
<td>Normal driving; accident avoidance</td>
<td>Vision Sensor</td>
</tr>
<tr>
<td>Stop and go</td>
<td>Normal driving; accident avoidance</td>
<td>77 GHz/24 GHz radar; 76 GHz/81 GHz radar</td>
</tr>
</tbody>
</table>

Frequency bandwidth of the SRR is about of 4–5 GHz.

Table 1.5 shows a summary of some key parameters for the SRR system.

Table 1.6 sorts LRR and SRR according to frequency bands.

A lot of automotive manufacturers utilize automotive radar devices: Daimler–Benz, BMW, Jaguar, Nissan, Toyota, Honda, Volvo, Ford, GM, etc.

The blind spot information system (BLIS) (concept is shown in Fig. 1.3b) was recently introduced by Ford in a few car models. The system helps to detect vehicles in blind spots during normal driving and traffic approaching from the sides when reversing out of parking spots. BLIS uses two multibeam radar modules, which are packaged in the rear quarter panels—one per side. The radar recognizes when a car enters the blind spot zone, and an indicator on the corresponding side view mirror provides a warning signal that a vehicle is approaching.

Delphi Rear and Side Detection System (RSDS) developed a single beam monopulse radar, which helps to make drivers aware of approaching vehicles when changing lanes or making turns. Delphi’s Collision Mitigation System (CMC), based on the radar technology and vision sensors, warns of a pending collision when the vehicle approaches a pedestrian or another vehicle. Promising results were obtained for 24 GHz SRR radar operating with the Digital Beamforming processor [30]. This system uses high resolution MUSIC algorithm which significantly improves regular results corresponding to the Rayleigh criterion.

1.1.2 Space Diversity System for FM, Digital Terrestrial TV, and RKE/TPMS Devices

Antennas with two or three elements are widely used for FM broadcasting radio diversity systems [1], which cover the frequency range from 65 to 108 MHz. North America uses the band from 87.5 to 108 MHz, Japan radio stations operate within 76–90 MHz, Eastern Europe from 65.8 to 74.0 MHz, although a number of these countries have added the 88–108 MHz band and are using the two FM bands simultaneously, as in the case of Russia. Space diversity is a simplified MIMO technique named as SIMO method. SIMO systems are good candidates for use in the terrestrial digital video broadcasting (DVB) TV devices mounted on cars. DVB
covers the VHB band from 110 MHz to 270 MHz and UHB band from 350 MHz to 870 MHz (depending on the country).

It is well known that SIMO (1 × 2) schemes based on two receiving antennas significantly increase the communication range of RKE/RSE system and improve the quality of the TPS devices. Figure 1.4 demonstrates the conceptual logic of the SIMO system operation in the condition of the multipath fading propagation when the signal received by the antenna system fluctuates due to the multiple reflections from the building and moving cars. Figure 1.4a schematically demonstrates multiple propagation scenario between the radio station and the car, Fig. 1.4b shows a block diagram of the simplest selection diversity system with two antennas, two low-noise amplifiers, an electronically controlled switch, and a control logic circuit. According to this design, the output of the receiver detects the RF signal, and the control logic circuit (according to the specific algorithm) connects either the first or second antenna to the receiver. The simplest algorithm includes the signal estimation, and when the signal level received by the operating (first) antenna falls below the predetermined level, the switch connects the second antenna to the car radio. A more complicated algorithm includes the estimation of four signal levels: from the first antenna, from the second antenna, from the first and second antennas together in phase, and from the first and second antennas out of phase 180°. Figure 1.4c shows the radiation patterns of an RKE antenna located in two different car body places, and Fig. 1.4d demonstrates the combined “diversity radiation pattern”. Measurements show that, when using a single antenna, the communication range varies from almost 100 m (toward the angle corresponding radiation pattern maximum) to 10 m (toward the angle corresponding radiation pattern minimum). When using diversity system, the variations are only 20 m from the maximum communication range.

1.1.3 Direct Broadcasting Satellite TV

Direct Broadcasting Satellite (DBS) TV steerable beam antenna arrays [31–34] mounted on the car roof (Fig. 1.2c) operate in microwave Ku-band frequency range from 12.2 to 12.7 GHz in North and South America, 10.7–12.75 GHz in Europe, Russia, and Africa), and from 11.7 to 12.2 GHz in Asia and Australia. Passengers of a car can watch satellite television programs while their vehicle is stationary or in motion. Therefore, the system needs to be equipped with a special sensor that provides minimal searching to find the satellite. The tracking process has to keep the maximum radiation antenna pattern at the angle position that corresponds to the satellite angle direction. The main component of the antenna system is a phased array. Classic phased arrays consist of hundreds or even thousands of tiny antenna elements. Relative phases of the different elements vary in such a way that the antenna array radiates maximum energy in a predetermined angle direction. Satellite TV arrays are designed to receive circularly polarized or
linearly polarized waves with electrical adjustment of polarization plane waves. For example, arrays designed for North and South America can pick up signals with both right-hand (RHCP) and left-hand (LHCP) polarization. The antenna beamwidth varies from 1.6 to 3.8° in both the elevation and azimuth directions with the antenna gain of 28—34 dBiC. The antenna has to provide 360° azimuth scanning, and the elevation scanning angle range depends on the TV satellite
location. For example, complete coverage over the continental US requires an elevation angle range of $20^\circ - 65^\circ$ with Direct TV and $15^\circ - 60^\circ$ for EchoStar. The tracking accuracy has to be about $0.5^\circ$ and $2.0^\circ$ in elevation and azimuth, respectively. The polarization is switchable between right-hand circular polarization (RHCP) and left-hand circular polarization (LHCP). Cross polarization isolation is greater than 25 dB. Today, low cost microstrip antenna array is an excellent candidate for the automotive satellite TV applications.

1.2 Antenna Arrays: From Simple Configuration to Advanced Design

The arrays can be categorized as antennas with fixed directional beam or antennas with electrically (or mechanically) steered beam. A system with fixed beam pointing is the simplest configuration of the directional antenna that provides higher (in comparison with omnidirectional design) gain and lower sidelobe level. A more complicated structure is the directional antenna which provides narrow steering beam within the required angle sector and adaptive nulling toward the noise source directions. In noise environment, these arrays are adapted to the dynamically changing traffic volume, communication congestion, or degradation of radio wave propagation characteristics. Such antenna array design, of course, is not simple as the fixed beam array because it includes a special electronic control system to provide the required beam steering.

1.2.1 Fixed Beam Directional Arrays

Today, different fixed beam antenna arrays are used for wireless connectivity between the base station and the electronic device mounted on/in a moving car. Typical concepts of fixed beam directional microstrip arrays are shown in Fig. 1.5a–e. Figure 1.5a presents linear array with corporate (parallel) beam-forming, Fig. 1.5b and Fig. 1.5c shows planar $2 \times 2$ and $4 \times 4$ arrays with a parallel feeding network. Figure 1.5d demonstrates a linear array with series feeding network, and Fig. 1.5e relates to the planar array with combined series–parallel network design. It is necessary to note that combining the single elements into the array requires proper matching to provide minimum reflections at the array output. For example, two single patches, each with 50 ohm output impedance, can be combined if each of them is connected with a quarter wave microstrip transformer with an impedance equal to 71 ohm. Such transformer line converts 50 ohm into 100 ohm. So, when two elements with output impedances equal to 100 ohm form two element array with the parallel feeding network, antenna output impedance becomes 50 ohm. Impedance of the microstrip line is determined by the line width. For example, a microstrip line printed on the FR4 dielectric material (dielectric
constant is 4.6 and thickness is 1.6 mm) has width $w = 3$ mm for 50 ohm impedance, $w = 1.57$ mm for 71 ohm impedance, and $w = 0.65$ mm for 100 ohm impedance. Figure 1.5f shows examples of patch elements forming different types of polarization: linear and circular.

### 1.2.2 Arrays with Simple (ON/OFF) Electronically Switchable Elements

A typical example of ON/OFF electronically switchable steerable array is shown in Fig. 1.6a. The antenna consists of one RF-exited center element [35–37] and a few circularly mounted parasitic elements. Each parasitic element is connected to
a ground plane via a switch that has two states: “ON” when a corresponding parasitic element is connected to the ground or “OFF” when element is not active (disconnected from the ground). Reconfiguration of the radiation pattern shape is provided by connecting a few parasitic elements to the ground using pin-diode switches with a switching time of a few nanoseconds.

An antenna array with Butler matrix provides steering of the radiation pattern. The Butler matrix is a type of the beamforming network. The linear array with the Butler matrix feeding network presented in Fig. 1.6b generates either a multibeam design if each output array port is connected with its own receiver/transmitter or a steering system with a single receiver/transmitter and an electronically controllable switch that sequentially connects each output port with a single receiver/transmitter. Depending on which of the N inputs is accessed, the antenna beam is steered in a specific direction in one plane. The popularity of the Butler matrix operating equally well in transmit and receive mode is due to the easy implementation of hybrids and fixed phase shifters. Arrays with the Butler Matrix circuit and ON/OFF switchable systems are more complicated than the fixed arrays, but still easier to implement than phased arrays with electronically controlled phase shifters and sophisticated adaptive arrays.

**1.2.3 Electronically Controlled Phased Antenna Arrays with Single Output Receiver**

These devices [38] are widely used in the defence industry, however, they are becoming more popular in civil and commercial applications. Beamforming networks with the electronically controllable elements are shown in Fig. 1.7a–d. Figure 1.7a presents popular block diagram of feeding network with electronically controlled phased shifters. The phase shifter of each antenna array element has a special electrical control circuit (for example, pin-diode circuit), which can change the phase of the received signal. According to the predetermined steering angle $\theta_0$ the computer calculates phases for each array element to direct the beam (maximum receiving) at
a certain angle position. The phase control block converts the calculated phases into the electrical signals, and these control signals change the phase shifters “states,” collimating maximum energy at the given angle direction. Figure 1.7b demonstrates prototype example of four element array with two-bit digital pin-diode phase shifters. Typically, phase shifters used for phased array are built as digital phase shifters. It means that practical phase shifter can realize only a discrete number of phase states, for example, a two-bit shifter realizes four phase states with a discrete equal to $90^\circ$ within $360^\circ$. Such systems are not very complicated when using a small number of the array elements and two- or three- (not more) bit phase shifters.

The space fed array shown in Fig. 1.7c consists of feed antenna, for example, horn, array elements, phase control block, and computer. In the transmitting mode, feed horn illuminates array elements located at the feed side. Illuminated waves pass through the antenna element channels, undergo a phase shift, and radiate into space by the antenna elements represented by the v-shaped symbols on the right of the array (Fig.1.7d). The reverse occurs for the energy reception: the elements on the right of the array capture the energy from the source, the phase shifters shift the wave phases, and the antenna elements on the left of the array focus and radiate the energy to the feed. Phase shifters convert spherical illuminated wave into the plane wave and
provide main beam steering as indicated in the previous discussion. Generally, the feed gain pattern (from the feed antenna) is adjusted to achieve a desired sidelobe level for the overall antenna system. In order to obtain a good tradeoff between gain and sidelobe levels for the overall antenna, the feed pattern of the horn has to provide the amplitude level at the edge of the array between 10 and 20 dB below the peak value. Such a design does not need microstrip feeding lines and, therefore, provides reduced losses in comparison with the other systems. A similar array with a few feedings elements shown in Fig. 1.7d, provides multibeam mode operation or switch regime if the single receiver is connected with one of the feeding elements.

**1.2.4 Adaptive Antenna Arrays**

Adaptive antennas are the smartest antenna systems. Each antenna element of the array [39, 40] is associated with a weight (Fig. 1.8a) that is adaptively updated so
that the array gain in a particular look direction is maximized, while toward interfering signals is minimized. In other words, weight coefficients change the reception pattern dynamically to adjust to variations in channel noise and interference in order to improve the SNR of a desired signal. An intuitive operation of the adaptive antenna system can be obtained from Fig. 1.8b, where the weight coefficients $W_m$ ($m = 1, 2 \ldots M; M =$ the total array element number) are adapted to receive the desired user signal and to suppress the noise source. The dark beam pattern is used to communicate with the user on the left, while the light beam is used to communicate with user on the right. It is seen that each pattern has nulls in the direction of the other user. As the user moves, the beam patterns are continuously updated, adapted to the maximum signals toward the desired sources, forming nulls in the directions of the interference signals. Unlike the switched beam approach, the adaptive system is able to continuously distinguish between the signal and the interference, while maintaining enhanced carrier to interference ratio levels. Conventional mobile systems usually employ some sort of antenna diversity (e.g., space, polarization, or angle diversity). These antennas provide the best performances in multipath propagation conditions; however, they are complicated structures, and demand special hardware to regulate amplitude and phase at each array element. Adaptive systems can be designed as analog devices or with a digital beamforming processor, as shown in Fig. 1.8c. Each antenna element has a receiver and analog to digital convertor (ADC). Digitized signals are processed in a digital beamformer (DBF) to create a digital radiation pattern that provides required parameters. A digital signal processing enables adaptive multi-user beamforming, a type of processing that has no equivalent in the analog radio frequency (RF) domain. As a result, in multiple access systems, smart antennas may be combined with interference-canceling multi-user receivers. A digital signal processor that uses high resolution techniques significantly improves angle resolution when estimating the angle directions of the incoming signal sources.
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Part I

Performances and Processing Methods
Chapter 2
Typical Array Geometries and Basic Beam Steering Methods

2.1 Introduction

Any electronic system with an antenna array consists of two or more antenna elements, beam forming network, and a receiver or transmitter. Many different antenna configurations can be utilized as an antenna element in the antenna array: simple dipole, monopole, printed patch design, Yagi antenna, etc. The primary requirement for antennas mounted on/in the car is compact and aesthetic design.

Several locations are considered to use for mounting of the antenna elements on/in the vehicle [1–7, 12]: roof, car window glasses, bumper, or trunk, front panel, side, and rear view mirrors, etc. A typical antenna element mounted on the car roof is a wire or printed on the circuit board monopole. Car glass printed strip antenna elements are proposed for receiving AM/FM radio, TV, and RKE/RSA radio signals, as well as for ITS communication between mowing cars or between the vehicle and roadside base station systems [8–11]. Anti-collision antenna arrays [7] are mounted on the car bumper. Typically, antenna array elements are configured as an equally spaced linear design, planar geometry with equal spacing between adjacent elements in each column and row, or antenna elements arranged in a circle with an equal spacing between adjacent antennas. SIMO diversity systems [4, 6] do not require regular arrays with the predetermined spacing between the antenna elements and can use distributed elements with an inter-element spacing more than operating wavelength. Generally, inter-element spacing has to be chosen so to ensure low-level correlation between signals received by adjacent antenna element channels. According to the theoretical results, the low correlation coefficient is obtained for inter-element spacing more than half wavelength; however, experimental measurements show that this distance can be less [13]. Therefore, both compact antenna arrays and distributed multi-element antenna systems are good candidates for automotive car applications.
2.2 Linear Array Factor for Equally Spaced Elements

The array factor of linear array with equally spaced N isotropic radiating elements placed along horizontal axis $x$ as a function of the angles $\theta$ and $\phi$ in a spherical coordinate system shown in Fig. 2.1a can be expressed by simple formula

$$ AF_{\text{linear}}(\theta, \phi) = \sum_{n=1}^{N} I_n \cdot e^{j(\delta_n + k \cdot d \cdot n \cdot \sin \theta)} $$

(2.1)

where $I_n$ and $\delta_n (n = 1, 2 \ldots N)$ are the amplitude and phase excitation of $n$th array element, $d =$ distance between two adjacent elements, and wave number $k = 2 \cdot \pi / \lambda$ ($\lambda =$wavelength).

Values $I_n$ and $\delta_n$ are determined by specific design of beam, forming network. Typically, the array factor is expressed by an absolute value (2.1) normalized to its maximum and is plotted in dB scale.
\[ |AF_{\text{linear}}(\theta, \phi)| = \frac{|AF_{\text{linear}}(\theta, \phi)|}{\max\{|AF_{\text{linear}}(\theta, \phi)|\}} \quad (2.2) \]

For the uniform amplitude and equal phase distributions \((I_n = I\) and \(\delta_n = \delta, n = 1, 2... N)\) normalized array factor is given by

\[ |AF_{\text{linear}}(\theta, \phi)| = \frac{1}{N} \left| \frac{\sin(N \cdot k \cdot d \cdot \sin \theta)}{\sin(k \cdot d \cdot \sin \theta)} \right| \quad (2.3) \]

It is seen that the linear factor (2.3) does not depend on \(\phi\) value and has a maximum equal to 1 for the angle direction \(\theta = 0\). As we can see, function (2.3) also has maximum value for the following angle directions (grating lobe angle directions)

\[ \theta_r = \pm \arcsin \left( \frac{\lambda \cdot r}{d} \right); \quad r = 1, 2... \quad (2.4) \]

If the distance between the adjacent elements is equal or less than the wavelength \(\lambda\), linear antenna array has only one beam peak within the visible observation angle region \((-90^\circ - 90^\circ)\). When \(d > \lambda\) the unwanted beam peak (grating lobe) occurs in the real angle range of \(-90^\circ - 90^\circ\). Therefore, observation angle range dictates the value of the maximum element spacing to avoid the occurrence of the grating lobe. For example, if the observation angle occurs in the range \(-30^\circ\) and \(30^\circ\) array element spacing can be chosen as \(2 \times \lambda\). As it follows from the formula (2.3), the value of the maximum side lobe (with respect to the main beam peak) for the array with uniform amplitude distribution is about \(-13.1\) dB, and the angle direction of this lobe can be estimated from the following expression

\[ \theta_{\text{max lobe}} = \pm \arcsin \left( \frac{3}{2} \cdot \frac{1}{N} \cdot \frac{\lambda}{d} \right) \quad (2.5) \]

Figure 2.2 shows simulation example results for the normalized linear array factor with different element numbers. All diagrams are obtained for uniform amplitude distribution and normalized to the main lobe value, (normal to the array (direction z) corresponds to the angle 0\(^\circ\)) Figs. 2.2a–d are obtained for inter-element spacing equal half wavelength and Fig. 2.2e–h demonstrate the array factor for inter-element spacing equal to one wavelength. As we can see, one wave spacing generates grating lobes with a magnitude equal main lobe value. Values for the maximum side lobes are around \(-13\) dB as it follows from the expression (2.3). The beamwidth of the main lobe between two adjacent nulls is about

\[ \Delta \theta_{\text{main}} \approx \frac{2 \cdot \lambda}{d \cdot N} \quad (2.6) \]

The directivity of the broadside linear array factor toward the normal to the array with uniform amplitude and phase distribution is given by [15]
Fig. 2.2  Linear array factor. 

(a) Two element array, spacing $\lambda/2$; 
(b) Four element array, spacing $\lambda/2$; 
(c) Eight element array, spacing $\lambda/2$; 
(d) Sixteen element array, spacing $\lambda/2$; 
(e) Two element array, spacing $\lambda$; 
(f) Four element array, spacing $\lambda$; 
(g) Eight element array, spacing $\lambda$; 
(h) Sixteen element array, spacing $\lambda$. 
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For half wave inter-element spacing, directivity $D_{\text{linear}}$ is equal to $N$. Figure 2.3a shows calculated directivity values as a function of element spacing for different numbers of isotropic elements. It is seen that the directivity graph drops at the appearance of the first grating lobe.

Arrays with feed networks shown in Fig. 1.7c, d produce non-uniform amplitude distribution, which reduces sidelobe level and, therefore, protects the receiving system from interference signals. For example, the maximum sidelobe level can be reduced from $-13$ dB up to $-17$ dB (relatively to the main beam peak) if the currents $I_n$ at the edge array elements are about of 0.5 from the maximum value at the central array elements and up to $-21$ to $-40$ dB for the edge antenna array element currents equal to 0. The amplitude tapering for the feed network shown in Fig. 1.7c or d can be controlled by the distance between the feed antenna and the array plane or by variation of the feed antenna radiation pattern. Non-uniform amplitude distribution across the array can also be realized with parallel, series, or parallel-series networks [16–18] shown in Fig. 1.5. For example, the reference paper [16] describes six element array with series fed network, which provides amplitude distribution with sidelobe level of about $-20$ dB. However, the amplitude tapering produces the broadening of the main beam and reduced antenna gain. The broadside directivity of the linear array factor with amplitude distribution $I_n$ and equal phases for all elements is given by [19, 20].
The ratio $\eta_{taper} = \frac{D_{\text{taper}}}{D_{\text{linear}}}$, named as excitation (taper, or aperture) efficiency, determines the directivity loss due to the tapering amplitude from the center array.
to the edges. When the distance between the array elements is equal to half of the wavelength, \( \eta_{\text{taper}} \) is given by

\[
\eta_{\text{taper}} = \left( \sum_{n=1}^{N} I_n \right)^2 
N \cdot \sum I_n^2
\] (2.9)

For a uniform amplitude distribution, excitation efficiency is equal to 1. If the first sidelobe level of about \(-18\) dB \( \eta_{\text{taper}} \) is around 0.95 \((-0.22\) dB) [20], for first sidelobe value of \(-23\) dB \( \eta_{\text{taper}} = 0.81 \((-0.92\) dB), and for first sidelobe level equal to \(-31.5\) dB \( \eta_{\text{taper}} = 0.67 \((-1.7\) dB). Figure 2.4 shows simulation result examples of the linear array factor with the number of elements \( N = 8 \), inter-element spacing equal to half of the wavelength, and different non-uniform amplitude distribution functions (normal to the array (direction z) corresponds to the angle \(0^\circ\)).

\[
I_n = 1 - \gamma \cdot \left( \frac{n - N/2 - 0.5}{N/2 - 0.5} \right)^2
\] (2.10)

Amplitude values (2.10) are symmetrically equal, i.e., \( I_n = I_{N-n+1} \) \( n = 1, 2...N \) for even number \( N \). Value \( \gamma = 0 \) corresponds to the uniform distribution and \( \gamma = 1 \) determines illumination of the array aperture with magnitude \( I_n \) which decreases almost to zero from the center to the edge of the array. Table 2.1 presents the taper efficiency calculated with formulas (2.9) and (2.10) for different element numbers \( N \).

The aperture efficiency value <1 shortens communication range. However, reduced sidelobes increase the immunity to the interference sources. Therefore, antenna design engineer has to choose reasonable compromise between the sidelobes level and the gain loss to satisfy the communication system requirements.

### 2.3 Planar Array Factor

The array factor for the planar equally spaced array with \( N \) elements in each column and \( M \) elements in each row (Fig. 2.1b) is as in following [21]

\[
AF_{\text{planar}}(\theta, \phi) = \sum_{n=1}^{N} \sum_{m=1}^{M} I_{nm} \cdot e^{i(\delta_{nm} + k \cdot d \cdot n \cdot \sin \theta \cdot \cos \phi + k \cdot d \cdot m \cdot \sin \theta \cdot \sin \phi)}
\] (2.11)

For uniform amplitude distribution \( (I_{nm} = 1) \) and equal phase distribution \( (\delta_{nm} = 0) \), the normalized planar array factor is defined as
AF_{\text{planar}}(\theta, \phi) = \frac{\sin\left(\frac{N}{2} \cdot k \cdot d \cdot \sin \theta \cdot \cos \phi\right)}{N \cdot \sin\left(\frac{k \cdot d \cdot \sin \theta \cdot \cos \phi}{2}\right)} \cdot \frac{\sin\left(\frac{M}{2} \cdot k \cdot d \cdot \sin \theta \cdot \sin \phi\right)}{M \cdot \sin\left(\frac{k \cdot d \cdot \sin \theta \cdot \sin \phi}{2}\right)} = S_N(\alpha) \cdot S_M(\beta) \tag{2.12}

where the coordinates \( \alpha \) and \( \beta \) are determined as \( \sin \alpha = \sin \theta \cdot \cos \phi \), \( \sin \beta = \sin \theta \cdot \sin \phi \) and

\[
S_N(\alpha) = \frac{\sin\left(\frac{N}{2} \cdot k \cdot d \cdot \sin \alpha\right)}{N \cdot \sin\left(\frac{k \cdot d \cdot \sin \alpha}{2}\right)}, \quad S_M(\beta) = \frac{\sin\left(\frac{M}{2} \cdot k \cdot d \cdot \sin \beta\right)}{M \cdot \sin\left(\frac{k \cdot d \cdot \sin \beta}{2}\right)}; \tag{2.13}
\]

The main lobe (principal maximum) and grating lobes of the terms \( S_N(\alpha) \) and \( S_M(\beta) \) are located at the angles (similar to the linear array) such that

\[
d_{\alpha} \sin \alpha = \pm r_1; \quad d_{\beta} \sin \beta = \pm r_2; \quad r_1 = 0, 1, 2 \ldots; \quad r_2 = 0, 1, 2 \ldots \tag{2.14}
\]

Main lobe corresponds to \( r_1 = 0 (\alpha = 0^\circ) \) and \( r_2 = 0 (\beta = 0^\circ) \). To avoid grating lobes, the row and column spacing between the elements of the planar array has to be less than the wavelength. The beamwidth value of the main lobe between two adjacent nulls along the axis \( x \) can be determined from the expressions (2.5) and (2.6) by replacing \( \theta \) with \( \alpha \) and element spacing \( d \) with \( d_x \). Similar logic can be used for estimating of the beamwidth value along the axis \( y \) by replacing \( \theta \) with \( \beta \) and \( d \) with \( d_y \). Formulas (2.13) present the pattern of planar array as the antenna pattern of two multiplicatively combined orthogonal linear arrays [22, 23]. These expressions show that the angular resolution of the planar array with \( N^2 \) elements in the main \( X \) or \( Y \) planes can be equivalent to the array consisting of two orthogonal linear arrays with total number of elements \( 2N \). More than 50 years ago, Mills [24] employed such technique (Mills Cross Technique) to achieve high angular resolution with a relatively small numbers of antennas.

Directivity for the planar array factor is expressed by a more complicated formula than Eq. (2.7) or (2.8). However, for the array with a large number of isotropic elements, directivity value can be estimated by the simple rough approximation [21]

\[
D_{\text{planar}} \approx \pi \cdot D_{\text{linear}x} \cdot D_{\text{linear}y} \tag{2.15}
\]

where \( D_{\text{linear}x} \) and \( D_{\text{linear}y} \) are the directivities of linear array factors along the \( x \) and \( y \) axes, respectively. For a planar array with half wave spacing along the \( x \) and \( y \) coordinates, directivity value is proportional to the total array element number \( D \approx \pi \cdot N \cdot M \). More accurate value [25, 26] directivity value for different element numbers, as a function of the element spacing are presented in Fig. 2.3b. Plots, like curves obtained for linear array, have dips caused by the emergence of
grating lobes into the visible region when the element spacing is closed to the wavelength.

2.4 Array Factor for Circular Configuration

Referring to Fig. 2.1d, let us assume that N equally spaced isotropic elements are placed on x–y plane along a circular ring of radius $a$. The antenna factor can be expressed as:

$$AF_{\text{circular}} = \sum_{n=1}^{N} I_n \cdot e^{j(k \cdot a \cdot \sin \theta \cdot \cos(\phi_n - \delta_n) + \delta_n)} \quad (2.16)$$

where $I_n = \text{amplitude excitation of the } n\text{th element}$, $\phi_n = \frac{2 \cdot \pi \cdot n}{N} = n\text{th angular position of element}$, $\delta_n = \text{phase excitation of the } n\text{th array element}$. The maximum of the AF occurs when all the phase terms in (2.16) are equal

$$k \cdot a \cdot \sin \theta \cdot \cos(\phi_n - \delta_n) + \delta_n = 2 \cdot \pi \cdot r \quad r = 0, \pm 1, \pm 2, \ldots \quad (2.17)$$

If $\delta_n = 0$ for all $n$ numbers, the main maximum ($r = 0$) occurs for the angle direction $\theta = 0^\circ$

For uniform amplitude distribution ($I_n = 1$ for $n = 1, 2 \ldots N$) expression (2.16) can be simplified as $AF_{\text{circular}} \approx N \cdot J_0(k \cdot \rho_0)$; where $J_0(x) = \text{zero order Bessel function}$; $\rho_0 = a \cdot \sin \theta$. Typically, circular arrays are used in the smart antenna systems that provide adaptive beamforming to enable the formation (simultaneously or successively) of beam toward the desired signal angle direction and

![Diagram showing grating beams: (a) Element spacing equal $\lambda$, (b) Element spacing equal $2/3 \times \lambda$.](image)
nulls toward the angles of interfering signals. Uniformly circular antenna array can be electronically rotated in the plane of array without significant change of the beam shape, providing 360° azimuth coverage area [27].

2.5 Array Factor for Electronically Controlled Phased Arrays

2.5.1 Design with Analog Phase Shifters

Schematically, linear passive phase array with electronic beam control is presented in Fig. 1.7a. The linear system consists of N equally spaced identical isotropic elements. Each phase shifter has a special electrical control circuit, that can change the phase of the received signal. Let us assume that the space between the elements of the equally spaced linear antenna array is equal to \(d\), and we want to receive a signal coming from the angle direction \(\theta_0\). Assume that electronically controlled phased shifters provide a progressive phase shift between the adjacent antenna elements \(\Delta \delta = \Delta \delta(\theta_0)\), then

\[
\Delta \delta(\theta_0) = -k \cdot d \cdot \sin \theta_0; \quad \delta_n = -k \cdot d \cdot n \cdot \sin \theta_0; \quad (2.18)
\]

The linear antenna array factor (2.1) with uniform amplitude distribution can be expressed as

\[
|AF_{\text{linear}}(\theta, \theta_0)| = \left| \frac{\sin \left(\frac{N}{2} \cdot k \cdot d \cdot (\sin \theta - \sin \theta_0)\right)}{\sin \left(\frac{k \cdot d \cdot (\sin \theta - \sin \theta_0)}{2}\right)} \right| \quad (2.19)
\]

Equation (2.19) has a maximum value equal to \(N\) for the angle directions \(\theta = \theta_r\)

\[
\theta_r = \arcsin \left(\pm \frac{\lambda \cdot r}{d} + \sin \theta_0\right); \quad r = 0, 1, 2, \ldots \quad (2.20)
\]

\(r = 0\) corresponds to the main beam angle position (\(\theta = \theta_0\)) and \(r \neq 0\) determines the angle positions of the grating unwanted lobes.

As we can see from the expression (2.20), the closest unwanted grating lobe will be not appeared in visible space when

\[
\frac{d}{\lambda} < \frac{1}{1 + \sin|\theta_0|} \quad (2.21)
\]

Let us assume that that scanning angle range is equal \(|\theta_0| < 60^\circ\). Expression (2.21) indicates that inter-element space \(d\) in this case is <0.53\(\lambda\). Therefore, to avoid grating lobs in scanning angle sector −60 to +60 degrees we have to choose an inter-element spacing of about 0.53\(\lambda\), not more.
The absolute value of array factor for equally spaced planar array is given by

\[ |AF_{\text{planar}}| = \left| \frac{\sin \left( \frac{N}{2} \cdot k \cdot d \cdot (\sin \theta - \sin \theta_0) \right)}{\sin \left( \frac{k \cdot d \cdot (\sin \theta - \sin \theta_0)}{2} \right)} \right| \cdot \left| \frac{\sin \left( \frac{M}{2} \cdot k \cdot d \cdot (\sin \beta - \sin \beta_0) \right)}{\sin \left( \frac{k \cdot d \cdot (\sin \beta - \sin \beta_0)}{2} \right)} \right| \]  

(2.22)

Where \( \sin \theta = \sin \theta_0 \cdot \cos \phi \); \( \sin \beta = \sin \theta \cdot \sin \phi \); \( \sin \theta_0 = \sin \theta_0 \cdot \sin \phi_0 \)

To avoid grating lobes for scanning angles \( \theta_0 = \pm 60^\circ \) or \( \beta_0 = \pm 60^\circ \) from broadside direction it is necessary to choose inter-space distances along \( x \) and \( y \) coordinates <0.53\( \lambda \).

Figure 2.5 presents the diagram which shows the number of grating beams in a visible range, depending on the scanning angle values \( \theta \) and \( \beta \).

Figure 2.5a corresponds to the spacing between elements equal wavelength and Fig. 2.5b is obtained for spacing equal to two-thirds of wavelength. Equation (2.22) is an estimation of the radiation pattern with analog phase shifters that vary phases continuously from 0° to 360°. Such electronically controllable phase shifters are very expensive and typically are not used in practice.

### 2.5.2 System with Digital Phase Shifters

Most phase shifters are digitally controlled, so they realize phase shifts with a discrete \( \Delta \) equal to \( \Delta = \frac{2\pi}{2^q} \), where \( q \) is the number of bits, and \( 2^q \) is the number of digital phase shifter phase states. For example, a one-bit (\( q=1 \)) digital phase shifter produces only two phases: 0° and 180°, a two-bit digital shifter can realize four phases 0, \( \pi/2 \), \( \pi \), \( 3\pi/2 \), and a three-bit digital phase shifter can realize phases:
0, $\pi/4$, $\pi/2$, $3\pi/4$, $\pi$, $5\pi/4$, $\pi/2$, $7\pi/4$. Figure 2.6a shows the ideal (desired) linear phase curve for electronic scanning as a function of the $x$ coordinate (linear array is placed along this axis) and approximation (actual phase) caused by the stair-step phase. Phase error is demonstrated in Fig. 2.6b.

**Fig. 2.7** Computer simulation of 64 element linear array with spacing $\lambda/2$, scan angle 12°; a Analog phase shifters; b $\theta = 22.5°$; c $\theta = 45°$; d $\theta = 90°$; e $\theta = 180°$
It is seen that the error between the ideal curve and its approximation is a periodic function of the $X$ coordinate. Periodic errors cause main lobe attenuation, produce a set of lobes called as “quantization lobes”, and cause error in the main beam pointing position. It is known [28, 29] that the array factor for a linear antenna array with digital phase shifters can be presented as

$$AF_{\text{linear}}^{\text{digit}} = \sum_{m=-\infty}^{m=\infty} C_m \cdot \sum_{n=1}^{N} I_n \cdot e^{i\left(k \cdot d \cdot \sin \theta - k \cdot d \cdot \left(\sin \theta_0 + m \cdot \frac{\lambda}{2}\right)\right)}$$  \hspace{1cm} (2.23)

where parasitic lobe coefficients $C_m$ are given by

$$C_m = \frac{(-1)^m \cdot \sin \left(\frac{\lambda}{2}\right)}{\left(\frac{\lambda}{2} - \pi \cdot m\right)}$$  \hspace{1cm} (2.24)

Formula (2.23) shows that the array factor of the array with digital phase shifters is a sum of the linear array factors with amplitude weightings (2.24) and beam angle directions

$$\theta_{rm} = \arcsin \left(\frac{\lambda \cdot r}{d} + \left(1 + \frac{2 \cdot \pi \cdot m}{\Delta} \cdot \sin \theta_0\right)\right)$$  \hspace{1cm} (2.25)

where $r, m = 0, \pm 1, \pm 2 \ldots$ (any positive or negative integer numbers).

An array factor with $m = r = 0$ corresponds to the main beam while beams with number $m \neq 0$ determine unwanted (parasitic or quantization lobes) lobes. It is seen that the angle directions (2.25) depend on the scanning angle $\theta_0$, and the parasitic lobe amplitudes decrease with increasing number $m$. Simple estimation of the main beam loss effect due to digital phase shifters is

$$\Delta AF_{\text{linear}} \approx C_0 = \frac{\sin \left(\frac{\lambda}{2}\right)}{\frac{\lambda}{2}}$$  \hspace{1cm} (2.26)

Quantization lobe (QL) values depend only on the scanning angle position and do not depend on the array amplitude distribution. The maximum value of quantization lobe QL ($m = 1$) is equal [with respect to the main lobe (2.26)] to

$$QL \approx \left|\frac{C_1}{C_0}\right| = \frac{1}{\frac{2\pi}{\Delta} - 1}$$  \hspace{1cm} (2.27)

Figure 2.7 presents computer calculations of the linear array factor for the equally spaced ($d/\lambda=0.5$) elements ($N = 64$). Scan angle $\theta_0$ from the normal to the array is equal to $12^\circ$, where normal to the array (direction $z$) corresponds to the angle $0^\circ$. Amplitude distribution provides sidelobe levels $\leq -20$ dB. Figure 2.7a presents the results for analog phase shifters, Fig. 2.7b–e show the array factor for the same antenna with digital phase shifters. As we can see, a linear array factor with one bit phase shifters leads to the being split beam into two equally main
lobes. The calculated values of the levels and angle positions of parasitic lobes approximately correspond to the estimations (2.24)–(2.27).

A few different methods [28–32] were offered to reduce these parasitic lobes. One of the simplest and effective methods can be realized using the feed network

Fig. 2.8 Simulation results for 132 element linear array factor with randomizing periodic phase error: a Three-bit phase shifters without randomizing; b Three-bit phase shifters with randomizing; c Two-bit phase shifters without randomizing; d Two-bit phase shifters with randomizing

Table 2.2 Possible phase states for one bit phase shifters

<table>
<thead>
<tr>
<th>Element Number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scan Angles</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1: 0°–9°</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2: 9°–12°</td>
<td>Π</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>Π</td>
</tr>
<tr>
<td>3: 12°–20°</td>
<td>Π</td>
<td>Π</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>Π</td>
<td>Π</td>
</tr>
<tr>
<td>4: 20°–26°</td>
<td>Π</td>
<td>Π</td>
<td>Π</td>
<td>0</td>
<td>0</td>
<td>Π</td>
<td>Π</td>
<td>Π</td>
</tr>
<tr>
<td>5: 26°–37°</td>
<td>0</td>
<td>Π</td>
<td>Π</td>
<td>0</td>
<td>0</td>
<td>Π</td>
<td>Π</td>
<td>0</td>
</tr>
<tr>
<td>6: 37°–46°</td>
<td>0</td>
<td>0</td>
<td>Π</td>
<td>0</td>
<td>0</td>
<td>Π</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7: 46°–60°</td>
<td>Π</td>
<td>0</td>
<td>Π</td>
<td>0</td>
<td>0</td>
<td>Π</td>
<td>0</td>
<td>Π</td>
</tr>
</tbody>
</table>
shown in Fig. 1.7c, d. An antenna array with digital phase shifters is illuminated by a spherical wave with the phase difference between edge and central elements of about 360°. According to the known array geometry, it can calculate phase shifts required for converting spherical wave into a plane wave-front and to calculate linear phase shift along the array aperture for scanning beam toward the predetermined angle direction. In this case, the periodic error between the illuminated phase and the realized with digital phase shifters phase [32] is destroyed, and parasitic lobes are significantly reduced. Similar effect can be obtained if the illuminated wave is presented by quasi-random phase distribution along the array (for example, uniform random phase distribution in the range –180°–180°). Such phase distribution can be produced by special feeding network design. Random phases required for the compensation of feeding network phases are stored in the computer memory and do not depend on the scan angle. Figure 2.8 demonstrates simulation results for the linear array factor of the antenna array consisting of 132 elements under condition that array phase error shown in Fig. 2.6a is destroyed using random phases, and a scan angle of 12°. Figure 2.8a, b demonstrate linear array factor with and without randomizing phase error for three-bit phase shifters, Fig. 2.8c, d show similar curves for two-bit phase shifters. As we can see, randomizing the periodic phase error significantly reduces the parasitic lobes, while increases the average power sidelobe level \( P_{\text{average}} \)

\[
P_{\text{average}} \approx \frac{\Lambda^2}{12 \cdot N}
\]

This value is a rough estimation and usable for multi-element antenna array.

The error in the main beam pointing of the multi-element array can be estimated as [15]

\[
\delta \theta \approx \frac{\Lambda}{k \cdot d \cdot N \cdot \sqrt{N} \cdot \cos(\theta_0)}
\]

Where \( \theta_0 \) = scanning angle.

For small element arrays, the expression (2.28) has to be revised by computer simulations.

As an example, Table 2.2 [33] shows detailed phased distributions for the 8 element array with an inter-element space \( \lambda/2 \) and one bit digital phase shifters.

Table 2.3 Average linear array factor parameters

<table>
<thead>
<tr>
<th>q (bit number)</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta \theta_0 )</td>
<td>1.76</td>
<td>0.98</td>
<td>0.46</td>
<td>0.23</td>
</tr>
<tr>
<td>( SL_{\text{max}} ) (dB)</td>
<td>-6.97</td>
<td>-10.19</td>
<td>-11.62</td>
<td>-12.18</td>
</tr>
<tr>
<td>( D_{\text{loss}} ) (dB)</td>
<td>0.82</td>
<td>0.2</td>
<td>0.047</td>
<td>0.012</td>
</tr>
</tbody>
</table>

With one bit phase shifter, the phase is limited to two states: 0° and 180°. The maximum deviation from the phase that is required for the antenna element to steer
the beam is $90^\circ$. Only seven phase distributions are available to cover $60^\circ$ scan range.

As we can see, all array elements are in phase for the scan angles from $0^\circ$ to $9^\circ$, and there is no beam steering within this angle range. Note that the maximum power value cannot be reached for $\theta_0 > 9^\circ$ because of the presence of two main lobes symmetrically located with respect to the broadside direction.

A two-bit phase shifter ($q = 2$) provides four phase states within $0^\circ$–$360^\circ$ phase range: $0^\circ$, $90^\circ$, $180^\circ$, and $270^\circ$. The maximum deviation required for each element to steer the beam is then $45^\circ$. The array factor value does not change for scan angles from $21^\circ$ to $30^\circ$ and from $30.5^\circ$ to $40.5^\circ$.

A three-bit phase shifter ($q = 3$) gives eight possible phase states, starting from $0^\circ$ to $45^\circ$. The maximum deviation of the phase of each element is then $22.5^\circ$. The beam pointing remains constant for the largest angular ranges: $43^\circ$–$49^\circ$ and $49^\circ$–$55.5^\circ$.

A four-bit phase shifter corresponds to sixteen phase steps with a discrete equal to $22.5^\circ$. The maximum deviation of the phase is now $11.25^\circ$. Table 2.3 summarizes the average array factor parameters for the eight element array with two- to five-bit phase shifters. The average was realized by considering a scan angle varying from $0^\circ$ to $60^\circ$ with a $0.5^\circ$ step. The scan angle deviation $\delta \theta_0$ is expressed in degrees, $SL_{\text{max}}$ is the maximum of sidelobe level, and $D_{\text{loss}}$ is an average directivity loss.

![Fig. 2.9 Phase shifter circuit topology: a–c Transmission line design; d SP4T switch configuration](image)
2.5.3 Pin Diode Digital Phase Shifter Topology

The phase of an electromagnetic wave is changed when propagating through the channel, which includes phase shifter device. The major parameters of a phase shifter are frequency range, bandwidth, total phase variance, insertion loss, and switching speed. The simplest phase shifter circuits based on transmission line design and pin diodes elements are presented in Fig. 2.9.

Switched line phase shifters generally are digital elements with a discrete $\Delta = \frac{2\pi}{2^N}$. For example, to get a 180° phase shift, the required physical length difference $\Delta L = L_2 - L_1$ should be $\lambda/2$, to provide a phase shift equal to 90°, it is necessary to have a physical length difference of $\lambda/4$, and for a 45° phase $\Delta L = \lambda/8$. Typically, digital phase shifters use PIN diodes as phase control elements due to their high speed switching time (a few microseconds) and relatively simple bias circuits. PIN diodes insertion losses are about 1–3 dB, depending of the frequency range. Commercially available pin diode switch assemblies are classified by the different numbers of outputs: SPST (one input, one output), SPDT (one input, one output).
two outputs), SP3T (one input, three outputs) etc. Pin diode Truth Table shows controllable voltage values (High or Low) when connecting the input line with the output line to provide the desired phase shift. The block diagram example of a two bit phase shifter based on use of SP4T switch is demonstrated in Fig. 2.9d, and Truth Table for such switch is presented in Fig. 2.10a.

The control voltage $V_{\text{High}}$ is equal 5 volts and $V_{\text{Low}}$ is zero volts. The isolation corresponds to the losses of 30 dB and the insertion losses are $<1.5$ dB. Figure 2.10b shows a two-bit switched line phase shifter using SPDT integrated circuits. Many commercially pin diode switches are available on the market, for example, from Skyworks Solutions, RF Micro Devices, Avago Technologies, etc.

2.6 Antenna Array Performances

2.6.1 Array Element Radiation Pattern and Mutual Coupling

So far, we supposed that the array elements have omnidirectional radiation patterns. The elements in a real array are not isotropic or isolated sources. The array element radiation pattern [35] is determined as a pattern taken with a feed at a single element in the array, and all other elements are terminated by the matched loads. The pattern $F_{m \text{ element}}(\theta, \phi)$, called an “active element pattern”, is different from the isolated element pattern $F_{\text{isolated element}}(\theta, \phi)$, which reveals the radiation pattern of the antenna element in free space without coupling from “neighbors”. An active element pattern depends on the position of the element in the array: patterns of edge elements differ from the center located antenna pattern.

The finite array coupling effects may produce increased sidelobes, main beam squint, shifted nulls, and array blindness in some scan angles. Therefore, it is very important to study the antenna array parameters, including mutual coupling effects. An active element radiation pattern surrounded by others elements can be described using coupling scattering coefficients $S_{mn}$ [37]

$$F_{m \text{ element}}(\theta) = F_{\text{isolated element}}(\theta) \cdot \left( C_{mn} \cdot e^{jk \cdot d \cdot (m-1) \cdot \sin \theta} + \sum_{n=1; n \neq m}^{N} S_{mn} \cdot e^{jk \cdot d \cdot (n-1) \cdot \sin \theta} \right)$$

Coefficient $C_{mn}$ denotes the coupling from the array aperture to the output transmission line.

The active reflection coefficient seen at the $m$th element is given as [38]

$$\Gamma_m(\theta) = e^{jk \cdot d \cdot (m-1) \cdot \sin \theta} \cdot \sum_{n=1}^{N} S_{mn} \cdot e^{-(n-1) \cdot k \cdot d \cdot \sin \theta}$$

(2.32)
Generally, $\Gamma(\theta) \neq \Gamma(-\theta)$, except of an infinite array of symmetric elements or for the central element of a finite array having an odd number of symmetric elements.

The results of the fundamental reference paper [35] shows that the gain of the active element pattern in the large array where end effects can be ignored is given by simple formula

$$G_{\text{element}}(\theta) = G_{\text{isolated}}(\theta) \cdot \left[1 - |\Gamma(\theta)|^2\right] \quad (2.33)$$

where $\Gamma(\theta) = \Gamma_m(\theta) = \Gamma_m(-\theta)$ ($m = 1, 2 \ldots N$), $G_{\text{isolated}}(\theta) =$ gain of a single isolated element.

The upper limit (maximum) energy value received by the single element is proportional to the array element area. Furthermore, since the effective area of an element is proportional to its projected area $A = d_x \cdot d_y$ ($d_x$ and $d_y$ are element spacings along x and y axis) in the direction of interest, the gain should have a $\cos \theta$ variation with an angle

$$G_{\text{max element}}(\theta) = \frac{4 \cdot \pi \cdot d_x \cdot d_y}{\lambda^2} \cdot \cos \theta \quad (2.34)$$

The active reflection coefficient $\Gamma_m(\theta_0)$ can be used to compute the active input impedance at the $m$th array element [38]

$$Z_{in}^m(\theta) = Z_0 \cdot \frac{1 + \Gamma_m(\theta)}{1 - \Gamma_m(\theta)} \quad (2.35)$$

where $Z_0$ is the characteristic impedance of the transmission line with matched generator.

If the scanning angle is equal to zero, then

$$Z_{in}^m(0) = Z_0 \cdot \frac{1 + \sum_{n=1}^{N} S_{mn}}{1 - \sum_{n=1}^{N} S_{mn}} \quad (2.36)$$

The matrix $[S]$ for the scattering parameters and matrix $[Z]$ for the impedance parameters are related as [15]

$$[S] = \frac{[Z] - Z_0}{[Z] + Z_0} \quad (2.37)$$

Impedance matrix $[Z]$ contains all the inter-element mutual impedances $Z_{mn}$; the mutual impedances, in principle, are calculated between two elements, with all the other elements open circuited. The mutual impedance between any two elements in the array is found by dividing the open-circuit voltage at one element by the current at the other element.
For an array consisting of two elements, the relationships between mutual scattering components and mutual impedance components are given by

\[ S_{12} = \frac{2 \cdot Z_{12}}{(Z_{11} + 1) \cdot (Z_{22} + 1) - Z_{12} \cdot Z_{21}} \quad (2.39) \]

\[ S_{21} = \frac{2 \cdot Z_{21}}{(Z_{11} + 1) \cdot (Z_{22} + 1) - Z_{12} \cdot Z_{21}} \quad (2.40) \]

\[ S_{11} = \frac{(Z_{11} - 1) \cdot (Z_{22} + 1) - Z_{12} \cdot Z_{21}}{(Z_{11} + 1) \cdot (Z_{22} + 1) - Z_{12} \cdot Z_{21}} \quad (2.41) \]
If the antenna elements are reciprocal, then

\[ S_{11} = S_{22} \text{ and } S_{12} = S_{21} \]

and

\[ Z_{11} = Z_{22} \]

Below, we present some simulation and experiment results for the “active radiation pattern” for the element that is surrounded by the other passively terminated elements.

We collect and summarize the results for two kinds of arrays: monopole systems which are good candidates for car applications because they can be easily mounted on the car roof, and microstrip patch arrays for communication between roadside base stations and the vehicle.

a) Monopole Antenna Array

Figure 2.11a [39, 40] demonstrates simulation results for the central element of the planar array with different number of the radiators.

An array consisting of the quarter wavelength monopole elements is placed on the infinite ground plane (xy plane shown in Fig. 2.1b), and the element spacing is equal to half of the wavelength. The monopoles are assumed electrically thin, with a wire radius of 0.001 \( \lambda \). The radiation pattern is simulated for the single isolated monopole and for the actively exited monopole surrounded by 50 ohm terminated monopoles. Results are presented for the \( E_\theta \) radiation pattern component in elevation plane, ground plane has infinite size. For the planar array with 5 columns and 5 rows the principal peak occurs at \( \theta = 38^\circ \), for the arrays 9 \times 9, 11 \times 11, and 25 \times 25 peak element gain is close to \( \theta = 50^\circ \). It is seen, that for 11 \times 11 array the element radiation pattern has small differences when compared to the results obtained for the 25 \times 25 array. It means that the coupling coefficients \( S_{mn} \) (expression (2.31)) become negligible for the distance between the elements of

<table>
<thead>
<tr>
<th>Table 2.5 Reactive impedance as a function of element location for 11 \times 11 antenna array</th>
</tr>
</thead>
<tbody>
<tr>
<td>Element position</td>
</tr>
<tr>
<td>Center element (0,0)</td>
</tr>
<tr>
<td>Edge element of the center row</td>
</tr>
<tr>
<td>Corner element</td>
</tr>
<tr>
<td>Isolated element (Reference)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2.6 Amplitude of the coupling coefficient (dB scale) between central array element and element number ( n ) (( n = 1, 2, 5 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Element #</td>
</tr>
<tr>
<td>(</td>
</tr>
</tbody>
</table>

\[ S_{22} = \frac{(Z_{22} - 1) \cdot (Z_{11} + 1) - Z_{12} \cdot Z_{21}}{(Z_{11} + 1) \cdot (Z_{22} + 1) - Z_{12} \cdot Z_{21}} \] (2.42)

\[ S_{11} = S_{22} \text{ and } S_{12} = S_{21} \]

\[ Z_{11} = Z_{22} \] (2.43)
about seven wavelength. Also, the center element input impedance versus array size is summarized in Table 2.4. Input impedance for isolated $\lambda/4$ monopole is equal to $36 + j21$ Ohm. The real part of the input impedance of the active element is about 38 ohm and practically does not depend on the array size. However reactive impedance portion decreases when the number of array elements increases as shown in Table 2.4. So, impedance of the $\lambda/4$ monopole with $\lambda/2$ spacing tends to be purely resistive as the number of surrounding loaded monopoles increases, and the resistance is insensitive to the array size.

Figure 2.11b demonstrates the element pattern gain as a function of the element position along the center row of the 11 by 11 monopole array. Approximately, 2.2 dB of asymmetry occurs between the two (left and right) peaks of the edge element pattern. For monopoles, two or more elements away from the edge element, the pattern peak asymmetry is $<0.5$ dB. Table 2.5 shows the input impedance of a few elements of the $11 \times 11$ element array.
As it is seen, the imaginary part of the input impedance varies by \(<10\) ohm. Calculations show that the real input impedance portion is relatively insensitive to element position in the \(11 \times 11\) element array and is about \(39\) ohm.

Table 2.6 presents the experimentally measured coupling scattering parameters \(S\) for the central row elements in a planar antenna array \((11 \times 11)\) operating at \(1.3\) GHz. Data are shown for the coupling coefficient \(|S_{0n}|^2\) between the central active monopole marked as number 0 and \(n\)th element in row. The distance between the adjacent elements is about half of the wavelength.

As we can see, the coupling between adjacent elements is about \(-10\) dB, while the coupling value between the central and fifth element is \(-40\) dB.

b) Rectangular Patch Array

It is known that microstrip antenna arrays \([41–43]\) have found wide application for communication between the roadside base stations and the car antenna due to its several advantages, such as low profile, light weight, and low cost, etc.

Figure 2.12a shows an example of the microstrip finite antenna array model that is used to estimate the radiation pattern for the array element surrounded by a number of terminated to 50 ohm identical radiators. The operating frequency is \(1.41\) GHz, \(W = 10.6\ cm,\ L = 6.55\ cm,\ d = 0.16\ cm,\) spacing between elements is equal to \(0.5 \cdot \lambda_0,\ \lambda_0=\)wavelength in free space, dielectric constant is equal to \(2.55.\) Presented data give an idea of how the mutual coupling coefficient depends on the distance between the adjacent microstrip elements.

Figure 2.12b presents central “active” element gain in the E-plane for the infinite array. The radiation pattern in the H-plane is slightly different from the curve demonstrated in Fig. 2.12b. Figure 2.12c, d show active element gain variations (dB scale) in E and H planes for central element in the passively loaded 50 ohm rectangular patch array schematically shown in Fig. 2.12a. Data are calculated based on the reference paper [41]. Solid horizontal line corresponds to the infinite array. Table 2.7 demonstrates the experimental data of the mutual coupling coefficient \(|S_{12}|^2\)(dB scale) between two adjacent elements as a function of the distance \(S\) for the array shown in Fig. 2.12a.

2.6.2 Array Radiation Pattern

If the equally spaced array consists of a large number of antenna radiators, most of the elements “see” the uniform neighboring environment, and \(F_{n,\text{element}}(\theta, \phi)\) can be approximated by an equal for all elements array radiation pattern \(F_{n,\text{element}}(\theta, \phi) = F_{\text{element}}(\theta, \phi).\) In this case, fully exited array radiation pattern can be expressed as the product of the active element radiation pattern and the array factor

\[
F_{\text{array}}(\theta, \phi) = F_{\text{element}}(\theta, \phi) \cdot AF_{\text{array}}(\theta, \phi) \tag{2.44}
\]
where \( AF_{\text{array}}(\theta, \phi) \) = antenna factor related to the linear or planar array. This well-known \([15, 21]\) multiplication formula determines the array radiation pattern as a product of the element radiation pattern and the array factor. Strictly speaking, this formula is valid for infinite equally spaced array. For an ideally matched array with the element gain, which is given by the ratio \((2.34)\), the maximum array gain toward the scanned angles \( \theta_0 \) and \( \phi_0 \) is given by

\[
G_{\text{array}}^{\text{max}}(\theta_0) = \frac{4 \cdot \pi \cdot d_x \cdot d_y}{\lambda^2} \cdot N \cdot \cos \theta_0 \tag{2.45}
\]

This is the fundamental upper gain limit for the antenna array with a large number of elements when majority of elements sees the same “neighbors” \([36]\). Due to the reflection losses \( \Gamma(\theta, \phi) \), the realized large array gain when scanning the beam toward the angle \( \theta_0 \) is given \([35]\)

\[
G_{\text{array}}(\theta_0, \phi_0) = \frac{4 \cdot \pi \cdot d_x \cdot d_y}{\lambda^2} \cdot N \cdot \left(1 - |\Gamma(\theta_0, \phi_0)|^2\right) \cdot \cos \theta_0 \tag{2.46}
\]

Formula (2.46) assumes identical reflections at each antenna element and does not take into consideration active losses in the feeding network and antenna elements. The gain of a fully exited linear array for \( \theta = \theta_0 \) and non-identical elements is \([35]\)
$G_{\text{array}}(\theta_0) = G_{\text{isolated}}(\theta_0) \cdot \left[ \frac{\sum_{n=1}^{N} \Gamma_n(\theta_0)}{N} \right]^{2}$

Mutual coupling is especially pertinent problem [37, 44] when the number of antenna elements is small, often precluding the use of conventional beam synthesis techniques (Chebyshev, Taylor, Bayliss, etc.). Inter-element coupling usually manifests by increased main beamwidth, filling nulls, and raised sidelobes levels. Small arrays are the main candidates for compact automotive applications, and, therefore, estimation of the array radiation pattern with a small element number is very important. Figure 2.13 shows simulation and measurement results for the linear array of X-band rectangular waveguides in the ground plane [37] with mutual coupling between antenna elements. Each element was in turn a column of 8 rectangular waveguides in a common H-plane, combined via a fixed 1:8 power divider.

The array axis, thus, was parallel to the E-plane and in this plane, the element spacing $d = 1.25$ cm $= 0.517 \lambda$. The isolated element pattern corresponds to a normalized uniform aperture distribution

$$F_{\text{isolated elemnt}}(\theta) = \frac{\sin(kl \sin \theta)}{kl \sin \theta}$$

where $l = 10.2$ mm $= 0.417 \lambda$. Examples of the element patterns for a central and an edge element are shown in Fig. 2.13a. Figure 2.13b demonstrates synthesized 30 dB Chebyshev patterns obtained with and without the mutual coupling. The radiation pattern, calculated according to the multiplication formula (2.44) is presented by a dashed line, where the radiation pattern of the single element is simulated by formula (2.48). A solid line curve is the array pattern in the E-plane.
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with coupling effect. Figure 2.13c shows two radiation patterns for the scanning angle equal $-30^\circ$; theory calculation without mutual coupling and measurement result obtained with coupling effect, which leads to the increasing of the sidelobe by approximately 10 dB.

Similar distortions of the array radiation pattern occur for the amplitude and phase errors due to the array element tolerances. Let us assume that the amplitudes and phases of the array elements have quasi-random errors due to the manufacturing process, and the antenna array consists of a large number of the elements. In such a situation, errors lead to: directivity (gain) reduction; raising of the average sidelobe level and of some individual sidelobes; errors in the main beam pointing and perhaps shape changing. The ratio of the gain obtained with errors to the gain without amplitude and phase distortions and an approximate average sidelobe level for multi-element array can be estimated as

$$\text{Gain loss} \approx e^{-\sigma^2} \approx \frac{1}{1 + \sigma^2}, \text{ Average Lidelobe Level} \approx \frac{\sigma^2}{N} \quad (2.49)$$

where $\sigma^2 = \sigma_a^2 + \sigma_\phi^2$, $\sigma_a$ and $\sigma_\phi$ amplitude and phase standard deviations, respectively.

For a uniform square planar array of $N$ elements per side, the standard deviation of the beam pointing error, in terms of the 3 dB beamwidth is [15]

$$\sigma_\theta \approx \frac{0.66 \cdot \sigma}{N} \quad (2.50)$$

Figure 2.14 illustrates two radiation patterns for a 32 element linear array with ideal elements (element pattern is $\cosh$): the first one is the reference and it is obtained with a feeding network providing $-28$ dB sidelobes, while the second radiation pattern is a quasi-random realization of the radiation pattern with phase and amplitude errors ($\sigma_a = 0.1, \sigma_\phi = 15^\circ$).

According to the expressions (2.48) and (2.49) expected gain losses are about $-0.2$ dB, and the average sidelobe level is equal to $-28$ dB. It is necessary to note that formulas (2.49) and (2.50) present average estimations while different quasi-random realizations of amplitude and phase errors lead to quasi-random radiation pattern parameters.

2.7 Digital Beamforming

In digital beamforming (DBF), the operations of phase shifting, amplitude tapering for each element, and forming of the radiation pattern are produced digitally. From a technological point of view DBF is applicable for both the transmitting and receiving modes. However, for the transmitting mode, beam shape control and pattern nulling are not so critical. For the receiving mode, the main advantages of DBF are as follows:
a) Multibeam operation which aims to scan wide angle sector with a few narrow beams simultaneously
b) Flexible, accurate, and adaptive pattern shaping, including nulling toward the angle direction of the interference sources and synthesizing of the antenna pattern with extremely low sidelobe level
c) High resolution techniques, which aim to resolve sources with closer angular spacing than one beamwidth
d) Array element radiation pattern correction, which is important for small antenna arrays due to the mutual coupling effects

In this section, we show how to implement basic digital radiation pattern and estimate its main parameters.

In digital antenna array (DAA) system [45], the received signals are digitized at the element level. Since microwave frequency is too high to be directly digitized, each DBF receiver shifts the RF signal frequency down to the low intermediate carrier frequency, and then the low intermediate frequency signal is digitized with an analog to digital (A/D) converter. After the antenna signal has been successfully sampled in the digital domain, the signal needs to be processed by a digital down converter (DDC). DDC multiplies the digital signal with a sinusoidal signal and a 90° phase shifted version of the sinusoidal signal, both are generated by a local numerical controlled oscillator (NCO). Finally, both quadrature digital signals are filtered to suppress the intermediate frequency, creating two zero baseband quadrature signals. Figure 1.8d shows a simplified block diagram of the digital
antenna array. Each receiving element of this array shown in Fig. 2.15 has RF front-end with a low noise amplifier and a frequency down convertor, which shifts the signal frequency band to baseband. Analog to digital convertor (ADC), digitizes the baseband signal, and the circuit including numerically controlled oscillator (NCO) produces two quadrature components of the digitized signal that pass through low pass filters (LPF). Let us assume that a plane wave from angle direction \( \theta_1 \) arrives at the element number \( n \). This RF signal with a carrier frequency \( \omega \) is modulated with slow time variable amplitude \( A(t) \) and phase \( \epsilon(t) \). The circuit shown in Fig. 2.15 produces two quadrature digitized samples at a discrete time \( t_r \):

\[
I_n(t_r) = A(t_r) \cdot \cos(k \cdot d \cdot (n-1) \cdot \sin \theta_1 + \epsilon(t_r)) \quad \text{and} \quad Q_n(t_r) = A(t_r) \cdot \sin(k \cdot d \cdot (n-1) \cdot \sin \theta_1 + \epsilon(t_r)).
\]

This information, taken for all array elements, determines the amplitude and phase distribution across the array elements due to the wave impinging on the array from the angle direction \( \theta_1 \). The digital beam processor forms an antenna array radiation pattern similar to the radiation pattern obtained with the electronically controlled phase array. Let us present the output digital signal in complex form (instead of two quadrature signals)

\[
S_n(t_r, \theta_1) = I_n(t_r) + j \cdot Q_n(t_r) = A(t_r) \cdot e^{j k \cdot d \cdot (n-1) \cdot \sin \theta_1 + j \epsilon(t_r)} \tag{2.51}
\]

Without loss of generality we assume below that the incoming signal is a plane nonmodulated wave, i.e. \( A(t_r) \equiv A; \epsilon(t_r) \equiv \epsilon; S_n(t_r, \theta) \equiv S_n(\theta) \). The beamforming processor multiplies the digital codes (2.51) by weighting the coefficients corresponding to some angle direction \( \theta_0 \). The array factor for (DAA) is determined by:

\[
|AF_{DAA}(\theta_0)| = \left| \sum_{n=1}^{N} S_n(\theta_1) \cdot W_n^*(\theta_0) \right| \tag{2.52}
\]

where:

\[
W_n(\theta_0) = \text{Re}W_n(\theta_0) + j \cdot \text{Im}W_n(\theta_0) = \text{complex weighting coefficients stored in the computer for a number of angles } \theta_0.
\]

\[
W_n = e^{j k \cdot d \cdot (n-1) \cdot \sin \theta}. \tag{2.53}
\]

Using (2.52) and (2.53), the absolute DAA factor is given by

\[
|AF_{DAA}(\theta_0)| = A \cdot \left| \frac{\sin \left( \frac{N}{2} \cdot k \cdot d \cdot (\sin \theta_1 - \sin \theta_0) \right)}{\sin \left( \frac{k \cdot d}{2} \cdot (\sin \theta_1 - \sin \theta_0) \right)} \right| \tag{2.54}
\]

The radiation pattern in a digital array can be “scanned” by calculating of the expression (2.54) for different angles \( \theta_0 \), which are determined by weight coefficients \( W_n \) stored in the computer. The process of the radiation pattern calculation is named space beamforming. The beamformer can be implemented by using the Fast Fourier transform (FFT).

This expression is identical to the linear array factor (2.19) obtained for the electronically controllable phase array. If the number of the signal sources with amplitudes is more than one, for example \( L \), and their amplitudes and phases are \( A_l \)

\[
\text{Typical Array Geometries and Basic Beam Steering Methods}
\]
and $\theta_i$, respectively, and the angle distance between them is more than the beamwidth of the antenna factor [see expression (2.5)], the array power factor can be expressed as

$$PF_{\text{DAA}} \approx \sum_{l=1}^{L} A_l^2 \cdot \frac{\sin^2 \left( \frac{k \cdot d \cdot N \cdot (\sin \theta_l - \sin \theta_0)}{2} \right)}{\sin^2 \left( \frac{k \cdot d \cdot (\sin \theta_l - \sin \theta_0)}{2} \right)}$$

(2.55)

Therefore, when the sources are separated from each other by the angle exceeding the array beamwidth function, (2.55) exhibits $L$ distinguish peaks, with each peak being located at a point determined by the angle direction of the corresponding source.

To obtain good performance, the phase difference between the quadrature channels should not deviate significantly from $90^\circ$. The ADC is a critical element since it limits the system bandwidth and dynamic range. The output of an ADC has $2^R$ levels, where $R =$ number of converter ADC bits. For example, an ADC with 10-bit output represent 1,024 ($2^{10}$) signal levels. That means that over the dynamic range from 0 % to 100 %, there will be 1,024 output binary numbers. The bit that represents the smallest voltage change is called the least significant bit. The number of effective bits is limited by the noise floor of the system. The maximum signal to noise ratio SNR and the number of effective bits are related as in [46]

$$\text{SNR} = \text{Number of Effective Bits} \cdot 6.02 + 1.76$$

(2.56)

SNR is expressed in dB scale.

The other important ADC parameters are bandwidth and sampling rate. Bandwidth describes the frequency range in which the input signal can pass through the analog section of the ADC with minimal amplitude loss. It is recommended that the bandwidth of the digitizer be 3 to 5 times the highest frequency component of interest in the measured signal with minimal amplitude error [47]. The theoretical amplitude error of a measured signal is calculated from the ratio of the digitizer’s bandwidth in relation to the input signal frequency $f_{\text{input}}$

$$\text{Error} (%) = \left( 1 - \frac{\text{ratio}}{\sqrt{1 + \text{ratio}}} \right) \cdot 100$$

(2.57)

where \( \text{ratio} = \frac{\text{bandwidth}}{f_{\text{input}}} \).

The sampling rate has to be greater than the theoretical Nyquist rate. The Nyquist theorem states that to avoid aliasing, a signal must be sampled at a rate greater than twice the highest frequency component of the signal to reconstruct the waveform accurately. However, to digitize the incoming signal, the digitizer’s real-time sample rate should be at least three to four times the digitizer’s bandwidth [48].

In addition, it is necessary to note that for proper operation of digital beamformer processor, the ADCs of all array elements have to convert analog signals to digital codes synchronically, otherwise the digital outputs will produce amplitude
and phase errors and eventually distort the computed antenna array factor [49]. The calibration of an ADC [50] is a key initial step in the successful application of algorithms reliant on spatial relationships across a multiple-antenna system.
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Chapter 3
Smart Beamforming: Main Adaptive Techniques

3.1 Adaptive Systems

3.1.1 Introduction

The adaptive arrays are expected to dramatically improve the performance of wireless communications systems because they have the potential to expand coverage, increase the capacity, and improve the signal quality. They utilize sophisticated signal processing algorithms to form beam minima toward the interfering signals, continuous beam steering, to distinguish between desired signals, and to calculate their directions of arrival. An adaptive array was first introduced by Van Atta in 1959 [1] to describe a self-phased array, which reflected all incident signals back in the direction of arrival by using phase conjugation circuits. Later, Applebaum developed an analog sidelobe canceler for automatic interference nulling [2, 3], which maximizes the signal-to-noise ratio. This technique is named the Howells–Applebaum algorithm. Another popular algorithm, named as Least Mean Squares (LMS), developed by Widrow [4], minimizes the mean square error (MSE) between the input and the reference signal. In the early years Howells–Applebaum and Widrow antennas were utilized exclusively in radar systems, however, they have now become standard devices in commercial wireless communication where it is necessary to improve quality in the multipath and noise environment. The excellent reference book [5] written by Monzingo, Haupt, and Miller describes different algorithms employed in the adaptive array technology. Adaptive antennas can be implemented as the analog or digital devices. Generally, both of them regulate amplitudes and phases (weight coefficients), sometimes only amplitudes or only phases of the array elements. Adaptive algorithm provides the shape of radiation pattern according to the certain criteria, for example, with nulls in the directions of the incoming interferences sources or MSE between a signal arriving from the desired angle direction and an output array signal. The analog design of the fully adaptive system assumes that each
antenna array element has an analog receiver that controls amplitude and phase of the signal passing through the element channel. In the digital beamforming system, the output signal from each element is digitized with the analog to digital (A/D) convertor and digital signals are processed in the adaptive digital beamformer. The digital beamformer is a very flexible device that adapts weighting coefficients according to a number of different algorithms. However, the frequency of the radio signals is too high to be directly digitized, and, therefore, digital beamforming receivers use analog “RF translators” to shift the signal frequency down before the ADC, as shown in Fig. 2.15. The ADC have to provide high dynamic range and speed of operation (depending on the signal bandwidth).

Partially, adaptive systems [6, 7] mainly use high gain antenna or the array without adaptive elements and an additional low gain adaptively controlled array which serves to suppress interference sources while keeping the main beam without significant degradation.

Adaptive technique, based on perturbation of element phase only, is very attractive in a phased array because the required control is available at no extra cost. Adaptive phase control methods have been extensively addressed in the literature [8–16]. For example, Steyskal [9] developed a linearization method to place nulls at specified directions using small phase perturbation. Baird and Rassweiler [10] have shown that the optimal phase distribution across an array with phase-only nulls placed at known directions can be exactly represented as the phase of a weighted sum of partial beams pointed at the desired signal and interferences. Such representation significantly reduces dimensionality of the nonlinear problem when the number of interferences is small. A number of authors [11–15] investigated the phase-based algorithm using minimum output array power criteria. Some of these algorithms adjust phase setting, using the random phase perturbation, to provide the minimum output power. Some of them [12] form an approximate numerical gradient and use a steepest descent method to find minimum power. In order to avoid a degradation of the main beam, Haupt [11] used only the least significant bits of the digital phase shifters. One of the high effective beam space algorithms assumes that the location of the interference is known. This algorithm forms a cancellation beam in the direction of the interference. The level of the cancellation beam is adjusted to cancel the sidelobes in the corresponding direction. This method is fast, however, it requires the knowledge of the interference source angle location. Davis [16] developed a phase-only gradient-based adaptive algorithm that estimates the search direction using cross-correlating binary perturbation sequences.
3.1.2 Maximum Signal-to-Noise Ratio: Applebaum Loop

3.1.2.1 Full Adaptive Configuration

Consider an N-element adaptive array. Elements of the array are assumed isotropic and separated by a half wavelength. A typical block scheme of a full adaptive array with variable element weights $w_n (n = 1, 2, 3 \ldots N)$ is shown in Fig. 1.8a. A few interference signals impinge on the array elements from different angle directions, and the receivers employed for realization of adaptive process are noisy. Antenna is assumed to be a steered beam adaptive array; noise signal received by $n$th array element is characterized by complex envelope $x_n(t)$

$$x_n(t) = \sum_{r=1}^{R} A_r(t) \cdot e^{j k d (n-1) \sin \theta_r + j \varepsilon_r(t)}$$  \hspace{1cm} (3.1)

where $r = \text{number of the interference source} (r = 1,2 \ldots R), A_r(t) = \text{amplitude of the signal with the index } r, \varepsilon_r(t) = \text{phase of the signal with the index } r, \text{and } \theta_r = \text{angle direction of the corresponding external noise source. Complex signal Eq. (3.1) received by each antenna element is multiplied by a complex weight } w_n(t) \text{ to produce combined array output } y(t) = \sum_{n=1}^{N} w_n(t) \cdot x_n(t). \text{ The average noise power in the } k^{th} \text{ channel (before weight multiplying) is denoted by } \mu_{kk}, \text{ and the covariance of } x_k(t) \text{ is given by}

$$\mu_{kl} = \langle x_k(t)^* \cdot x_l(t) \rangle$$  \hspace{1cm} (3.2)

The upper line indicates math expectation by time $t$. Asterisk (*) denotes the complex conjugate. Optimal Applebaum maximum signal-to-noise ratio (MSN) solution [2] for steady-state weight coefficients can be expressed as

$$W_{\text{opt}}^{\text{ss}} = e \cdot M^{-1} \cdot S$$  \hspace{1cm} (3.3)

where $W_{\text{opt}}^{\text{ss}} = \text{column vector, which consists of } N \text{ weight components } w_n^{\text{ss}}, M = [\mu_{kl}] = \text{covariance matrix from components Eq. (3.2); } M^{-1} = \text{inverse of matrix } M, S = \text{column vector with the elements } S_n = e^{j k d (n-1) \sin \theta_0} (\theta_0 \text{ is an angle of desired signal); } e = \text{arbitrary constant.}$

The steady-state array factor (after adaptation) at the angle direction of the incoming interference signal is given by

$$\text{AF}_{\text{adlinear}}(\theta_0, \theta_1) = \left( \frac{p_0}{p_0 + N \cdot p_1} \right) \cdot \text{AF}_{\text{linear}}(\theta_0, \theta_1)$$  \hspace{1cm} (3.4)

where value $\text{AF}_{\text{linear}}(\theta_0, \theta_1)$ for uniform amplitude and phase distribution is determined by the formula (2.19), $p_0 = \text{average thermal receiver noise power level of each array element, } p_1 = \text{average (over time } t) \text{ interference source power.}$
Hence, the adaptive control reduces the gain in the direction of noise source by the factor

\[ Q = \frac{1}{1 + \frac{N_p}{p_0}} \]  \hspace{1cm} (3.5)

Ratio Eq. (3.5) shows that level of the interfering source after adaptation cycle reduces with the increase of the element numbers and the power ratio between the jammer and the thermal element power noise level.

The Applebaum system provides interfering signal suppression effectively when the number of jammers is less than the number of array elements, and when the angle direction of the jammer does not coincide with the main beam angle direction. Figure 3.1a shows the sketch of the radiation pattern after adaptation. Resultant pattern is the difference between the quiescent array and cancellation pattern, which is produced by the weight coefficients \( w_n \).

The preceding formulas present the steady-state solution for adaptive coefficients. In the real environment, when interference signal impinges on the antenna array, the processor dynamically adapts the weighting coefficients to steady-state values Eq. (3.3). Figure 3.1b shows a practical electronic circuit loop built at each antenna array element according to the Howells–Applebaum algorithm. Adaptive processing operation of the loop is given by the following equation

\[
\tau \cdot \frac{w_i(t)}{dt} + w_i(t) = G\left\{ S_i^* - \sum_{n=1}^{N} w_n(t) \cdot x_i^*(t) \cdot x_n(t) \right\} \] \hspace{1cm} (3.6)

where \( \tau \) = time constant of the integrated circuit, \( G \) = amplifier gain, \( S_n = e^{j k d \cdot (n-1) \cdot \sin \theta_0} \) = complex coefficient, which specifies the desired signal arrival angle \( \theta_0 \).

Simulation results of the full adaptive array consisting of eight, four, and two isotropic elements are presented in Figs. 3.2, 3.3, and 3.4. All simulation radiation patterns demonstrate steady-state regime for signal-to-noise ratio equal to 30 dB. Arrows in figures show the angle positions of the interference sources. Graphs in Fig.3.2 show the radiation patterns of the antenna array, which consists of eight isotropic antenna elements. Each antenna element provides amplitude and phase adaptive regulations of the passing through the antenna elements signal. Figure 3.2a presents the quiescent pattern before adaptation. Figure 3.2b–d demonstrates the radiation pattern when one, two, and three interference sources impinge on the adaptive array system. As we can see, the signal levels toward the interference sources are significantly suppressed for all three scenarios. Because the array with a small element number is our prime interest we also present simulation results for the antenna with four and two adaptive elements. Figure 3.3 shows the results related to four array elements and Fig. 3.4 presents the adaptive radiation pattern for two array elements.
3.1.2.2 Partially Adaptive Topology with Amplitude and Phase Regulation

Figure 3.5 demonstrates simulation results for the cost-effective partially adaptive array. Such system includes the main array or one antenna with non-adaptive weight coefficients and a few adaptive elements.

Figure 3.5a–c is related to the array with six regular elements (with no adaptive loop), and two edge elements include the adaptive weights. Figure 3.5d and e

Fig. 3.1 a Radiation pattern concept of the Applebaum array; b Howells–Applebaum adaptive loop circuit; c Adaptive array based on LMS algorithm

3.1.2.2 Partially Adaptive Topology with Amplitude and Phase Regulation

Figure 3.5 demonstrates simulation results for the cost-effective partially adaptive array. Such system includes the main array or one antenna with non-adaptive weight coefficients and a few adaptive elements.

Figure 3.5a–c is related to the array with six regular elements (with no adaptive loop), and two edge elements include the adaptive weights. Figure 3.5d and e
represents the radiation pattern of the array with one adaptive element and seven non-adaptive elements. It is seen that the partially adaptive array with only one adaptive element shows reasonable results when suppressing one interference source.

3.1.3 Least Mean Square Algorithm

The least mean squares (LMS) algorithm was developed by Widrow [4] and can be explained as follows (Fig. 3.1c). Assume that the signal $x_i(t)$, impinging on the array element number $i$, consists of the desired signal, a few interfering signals, and noise. The purpose of this algorithm is to choose weight coefficients that provide MSE between the desired signal $d(t)$ and resultant output weighted signal

$$y(t) = \sum_{i=1}^{N} w_i(t) \cdot x_i(t).$$

$$|e(t)|^2 = |d(t) - y(t)|^2 = \min$$

Fig. 3.2 Steady-state radiation pattern of full adaptive eight-element array: a Radiation pattern before adaptation; b Radiation pattern after adaptation, one interference source; c Two interference sources; d Three interferences
Fig. 3.3 Steady-state radiation pattern of full adaptive four-element array versus the interference source angle position: a Radiation pattern before adaptation; b Source angle 20°; c Source angle 40°; d Source angle 60°

Fig. 3.4 Steady-state radiation pattern of full adaptive two-element array versus the interference source angle position: a Radiation pattern before adaptation; b Source angle 20°; c Source angle 40°; d Source angle 60°
Time averaging in Eq. (3.7) is symbolically denoted by an upper overall bar. The optimal solution for the adaptive weight coefficients are given

\[ W_{\text{LMS}} = \mu_0 \cdot R^{-1}_{xx} r_{xd} \]  

(3.8)

Fig. 3.5 Simulation Results of the partially adaptive array: a to c Six non-adaptive and two adaptive elements: a Radiation pattern before adaptation, six elements; b One interference, 30°; c Two interferences, 30° and 60°; d Radiation pattern before adaptation, seven elements; e Radiation pattern after adaptation, seven non-adaptive and one adaptive elements, one interference, angle 25°
where the covariance matrix $R_{xx}$ is given by

$$
R_{xx} = \begin{bmatrix}
    x_1(t) \cdot x_1^*(t) & \ldots & x_1(t) \cdot x_N^*(t) \\
    x_2(t) \cdot x_1^*(t) & \ldots & x_2(t) \cdot x_N^*(t) \\
    \vdots & \ddots & \vdots \\
    x_N(t) \cdot x_1^*(t) & \ldots & x_N(t) \cdot x_N^*(t)
\end{bmatrix}
$$  \hspace{1cm} (3.9)

and the vector $r_{xd}$ is expressed as

$$
r_{xd} = \begin{bmatrix}
    x_1(t) \cdot d^*(t) \\
    \vdots \\
    x_N(t) \cdot d^*(t)
\end{bmatrix}
$$  \hspace{1cm} (3.10)

and $\mu_0$ is a constant value.

Gradient solution for the weighting coefficients $w_n(t_q)$ in digital form is expressed as

$$
\bar{w}_n(t_{q+1}) = w_n(t_q) + \mu_1 \cdot \bar{e}^*(t_q) \cdot x_n(t_q)
$$  \hspace{1cm} (3.11)

where $t_q = \text{discrete time}$, which can be expressed as $t_q = q \cdot \Delta t$. Upper line in formula (3.11) means averaging over fast time fluctuations. The convergence of the algorithm (3.11) is proportional to the step size $\mu_1$. If the step size is too small, convergence is slow. If the convergence is too slow, the adaptive array cannot track the changing signal. If the convergence is too fast (step size $\mu_1$ is too large), the adaptive weights oscillate around the optimum values. Stability of convergence is provided [5] when

$$
0 \leq \mu_1 \leq \frac{1}{2 \cdot \lambda_{\text{max}}}
$$  \hspace{1cm} (3.12)

where $\lambda_{\text{max}}$ = the largest eigenvalue of matrix Eq. (3.9).

### 3.1.4 Adaptation Based on Phase Variations

Phase shifters are part of the phased array, and, therefore, adaptation using only these electronic elements is very attractive for such types of antennas. As we noted before, a number of reference studies [8–16] have addressed phase only nulling in low-sidelobe antennas. Genetic algorithm for large antenna arrays [11, 12] is one of the most effective technique that demonstrates fast convergence and high nulling level toward the interferences. The algorithm is based on the minimization of the output power by perturbation of a few last bits of the digital phase shifters. Detailed discussion of genetic method using special computer program is beyond the scope of this book; therefore, here we only show some results of simulations that conform the efficiency of this method.
Figure 3.6 presents the simulation results [12] for 20 elements of fully adaptive array with only phase perturbation.

Each antenna element has a six-bit phase shifter, which corresponds to the following phase settings:

<table>
<thead>
<tr>
<th>Bit</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase</td>
<td>$\pi$</td>
<td>$\pi/2$</td>
<td>$\pi/4$</td>
<td>$\pi/8$</td>
<td>$\pi/16$</td>
<td>$\pi/32$</td>
</tr>
</tbody>
</table>

Only three smallest phase discrete $\pi/32$, $\pi/16$, and $\pi/8$ are used to minimize the output power. It is important to note that these last three bits do not significantly perturb the main beam. Elements of the array are 0.5λ apart. There is 20 dB low sidelobe Taylor amplitude taper. Figure 3.6a presents the steady-state radiation pattern for two 30 dB interference plane waves incident to the array at the angles 111° and 117°. Convergence curve for the algorithm is shown in Fig. 3.6b. The output power decreases monotonically, but the power received from the individual interference source varies. At times, the power received by the array from one interference source will go up or down relative to the power received from the second interference source. The output power of the desired signal shows little variation because the main beam remains virtually unperturbed.

### 3.2 Systems with Multi-Antenna Elements at the Transmitter and Receiver Ends

#### 3.2.1 SISO, MISO, SIMO, and MIMO Design: Brief Introduction

Standard wireless communication system includes the following components: a transmitter with a transmitting antenna, propagation channel, and a receiver with a
receiving antenna. Various propagation effects, such as reflections from the ground, buildings, and surrounding vehicles (multipath propagation) cause the distortions of the received signal. This means that each antenna element receives direct signal from the transmitting antenna as well as reflecting waves from the surrounding objects. For example, when two radio waves with opposite phases impinge on the antenna, the received radio signal becomes weaker. Sometimes, not only one reflecting wave, but several waves reach the antenna element from different reflection paths. The reception quality is also degraded due to the car body effect. For example, the directionality of an antenna inserted in a car glass window is not omnidirectional. It has a few directionality dips over 360°. Toward the angle “dip”, the signal-to-noise ratio of the wireless system can be dramatically reduced.

MIMO systems were developed to improve the quality of reception when the wireless system suffers from the multipath fluctuations and distortions in the antenna’s radiation pattern. Multiple antenna systems at the transmitter and receiver sides as well as special transmitting and receiving techniques can significantly enhance the reception quality in reach multipath environment.

A few techniques utilize multiple antennas from the transmitter side. For example, spatial multiplexing (SM) is a technique in which independent and separately encoded data streams are transmitted simultaneously in parallel channels from each element in an array. Using this scheme, the bit stream of data to be transmitted is de-multiplexed into two sub-streams, then modulated and transmitted simultaneously from each transmit array antenna element. At the receiving end, the signal is demodulated, the original sub-streams are combined to yield the original bit stream of data. An alternative method designed for use with multiple transmit antenna elements, known as space time coding (STC), uses redundant copies data stream from the transmitter to the receiver in the hope that some of them are not distorted when propagation through the physical path between the transmitter and the receiver [13]. Therefore, both the antenna array and propagation channel with statistical description in the propagation environment have to be treated together for benefit estimation of multi-element systems.

A few different multi-element antenna system configurations are applicable to increase reception quality in the multipath propagation environment. Figure 3.7 shows several basic diagrams of the MIMO topologies. Each arrow represents the combination of all signals between two antennas that include the direct line of sight (LOS) path and multipath signals created by reflections from the surrounding environment, as shown schematically in Fig. 3.7b.

The general MIMO system presented in Fig. 3.7a includes an array with M transmit elements $T_1, T_2, \ldots, T_M$, an array with N receive elements $R_1, R_2, \ldots, R_N$, and the propagation channel with a number of electromagnetic waves between transmit and receive arrays. The SIMO system (Fig. 3.7c) uses single the transmitter and multi-element receiving antenna, the MISO topology presented in Fig. 3.7d uses multi-element transmitter array and the single receiver antenna, and single input single output (SISO) design is shown in Fig. 3.7e. In the SIMO system, benefit in signal to noise ratio can be reached by space, polarization, and pattern diversity techniques, or adaptive beamforming, and beam steering methods.
One of the most important parameters named as the channel capacity was introduced by Shannon in 1958. Shannon channel capacity defines the theoretical maximum information transfer rate in bit per second (bit/s) that can be transferred through the noisy communication channel. The simplest channel includes the wireless communication link between the transmitting and the receiving antennas and the thermal noise caused by electronic devices. In a changing link, such as mobile communication, the propagation channel becomes a random variable, and is estimated by statistical parameters for link characterization. As it is shown in numerous papers, the MIMO systems improve the channel capacity in the communication systems.

Fig. 3.7 a MIMO system; b Propagation channel concept; c SIMO configuration; d MISO design; e SISO channel
### 3.2.2 SISO System and Communication Channel

The simplest scenario shown in Fig. 3.7e includes one transmit antenna, one receive antenna, and a multipath propagation channel characterized by the transfer coefficient $h$. The transmitting or receiving antennas can be implemented as the single antenna, fixed beam antenna array, or phased array with beam steering. The antenna system has a single output, which is connected with a transmitter from one end and with a receiver from the other end. Let us express the received signal $y$ as

$$ y = x \cdot h + n $$  \hfill (3.13)

The average received power is given by

$$ P_{r1} = P_r + P_n = |x|^2 |h|^2 + |n|^2 $$  \hfill (3.14)

where $P_n = |n|^2 = N_0$ is a thermal averaged receiver noise power. Typically, thermal noise is a random value: the real and imaginary parts of the noise are statistically independent Gaussian random variables with zero mean and variance $\sigma^2$, and statistical expectation equal $P_n = 2 \cdot \sigma^2 = N_0$. Value $P_r$ can be expressed with Friis transmission formula

$$ P_r = \frac{P_t \cdot G_t \cdot G_r \cdot |F^\text{norm}_t(\theta_0, \phi_0)|^2 \cdot |F^\text{norm}_r(\theta_0, \phi_0)|^2 \cdot \lambda^2}{(4 \cdot \pi \cdot R_{11})^2} \cdot |h|^2 $$  \hfill (3.15)

where $G_t$ and $G_r$ are the gains of transmit and receive antenna, respectively, and $F^\text{norm}_t(\theta, \phi)$ and $F^\text{norm}_r(\theta, \phi)$ are normalized radiation patterns for transmit and receive antennas, $R_{11} =$ distance between transmitting and receiving antennas, $\lambda =$ wavelength, $\theta_0$ and $\phi_0$ angles, which determine the direction from transmitting to receiving antenna. Multiplier $|h|^2$ in formula (3.15) is a propagation channel coefficient, which equals to one only for free space propagation. In general, coefficient $h$ is a random value, which reveals the properties of the fading environment (propagation channel) and, therefore, is specified by certain statistical parameters. Comparing value (3.15) and value $P_r$ in relationship (3.14) the ratio $|x|^2$ can be written as

$$ |x|^2 = \frac{P_t \cdot G_t \cdot G_r \cdot |F^\text{norm}_t(\theta_0, \phi_0)|^2 \cdot |F^\text{norm}_r(\theta_0, \phi_0)|^2 \cdot \lambda^2}{(4 \cdot \pi \cdot R_{11})^2} $$  \hfill (3.16)

So, Eq. (3.16) presents the coefficient, which depends on the transmitting and receiving antenna parameters, the distance between antennas, and wavelength. The signal-to-noise ratio SNR is given by

$$ \text{SNR} = \frac{P_r}{P_n} = \frac{|x|^2 \cdot |h|^2}{N_0} = \rho \cdot |h|^2 $$  \hfill (3.17)
In this representation, the total SNR is decomposed into two multipliers: first factor $\rho$ is determined by the transmitting power, antenna parameters, free space path loss and thermal receiver noise power. The second factor $|h|^2$ characterizes only properties of the propagation channel. The additive white Gaussian noise (AWGN) Shannon capacity, obtained for thermal receiver noise in the antenna elements, (normalized to transmission bandwidth) expressed in bits per second (bit/s/Hz) \[17, 18\] is given by

$$C = \log_2(1 + \rho)$$  \(3.18\)

Formula (3.18) assumes that propagation coefficient $h$ is equal to one.

For random fading SISO channel, the capacity is a random and characterized by the average value

$$\overline{C} = \log_2 \left( 1 + \rho \cdot |h|^2 \right)$$  \(3.19\)

Figure 3.8a shows the average capacity of the Rayleigh fading channel (RFC) and AWGN Shannon capacity for SISO channel. Propagation Rayleigh channel is presented by two orthogonal independent random Gaussian components with zero mean and unit variance. The amplitude has a Rayleigh distribution and the power $|h|^2$, (which is the square of the amplitude), is distributed exponentially. It is seen from the plots that Shannon and Rayleigh capacity values are different, but not significantly.

### 3.2.3 MIMO System Capacity

Let us suppose that the propagation channel between M transmitting antenna elements and N receiving antennas is characterized by the matrix with the elements $h_{nm} = \frac{y_n}{x_m}$, which determine the ratio between the signal $x_m$ transmitted by $m$th antenna element and the signal $y_n$ received by $n$th antenna (Fig. 3.7a)
The transmitted voltage signals can be described by vector \( X = \{x_1, x_2, \ldots x_M\} \) and the received voltage signals are given by vector \( Y = \{y_1, y_2, \ldots y_N\} \). In reality, values \( x_n \) and \( y_n \) are functions of time \( t \), but for simplicity and without restriction of generality, index \( t \) is omitted.

Suppose also that the signal received by any antenna element contains additional additive white Gaussian noise with statistically independent identically distributed components for different elements. White noise can be presented as a vector \( N = \{n_1, n_2, \ldots n_N\} \). The propagation channel is described in the matrix form

\[
Y = H \cdot X + N
\]  

Generally, for equally divided power among the \( M \) transmit antennas, the capacity value can be estimated using the following formula \[18\]

\[
C = \log_2 \left( \det \left( I + \frac{\rho}{M} \cdot H \cdot H^* \right) \right)
\]  

where \( I \) is identity matrix of dimension \( N \), and \( \rho/M \) characterizes signal-to-noise ratio at the receive element. It should be noted that Eq. (3.22) holds for a deterministic propagation channel.

In a case of \( M \times M \) uncoupled Shannon channels Eq. (3.22) can be simplified \[19\].

\[
C = M \cdot \log_2 \left( 1 + \frac{\rho}{M} \right)
\]  

Formula (3.23) shows that the MIMO system, which enables the transmission of multiple data streams simultaneously on the same frequency, can increase the bandwidth efficiency by the number of data streams employed. Figure 3.8b presents graphs calculated according to the formula Eq. (3.23) as a function of signal-to-noise ratio \( \rho \) expressed in the dB scale. From this graph it is straightforward to see that the channel capacity increases with the number of antennas at the transmitter and the receiver sides. For example, for high signal-to-noise ratio, the channel capacity of a MIMO (4 \( \times \) 4) system is two times higher than the channel capacity of a MIMO (2 \( \times \) 2) system, and the channel capacity of a MIMO (2 \( \times \) 2) system is also two times higher than the channel capacity of a SISO system.

When the propagation channel is random (stochastic), the capacity is random, too. The mean (ergodic) capacity can be defined in this case \[18\] using the expectation over the channel matrix in Eq. (3.22)
In a case of independently, identically distributed (i.i.d.) MIMO Rayleigh fading channels, simplified approximations for capacity \( \bar{C} \) held in the paper [20]. Complex channel gain \( h_{ij} \) is modeled as an i.i.d. Gaussian random variable with zero mean and unit variance. Figure 3.9 presents the ergodic capacity curves based on the formula approximation calculations. Plots are drawn as a function of the signal-to-noise ratio for different number of channels \( (M = N) \).

Expression (3.22) can be simplified for the SIMO \((M = 1)\) scenario when the branch with the highest SNR is selected as the output signal [17]

\[
C_{\text{SIMO}} = \log_2 \left( 1 + \frac{\rho}{M} \cdot \max \left| h_{ij} \right|^2 \right). \tag{3.25}
\]

The components \( h_i (i = 1, 2, \ldots, N) \) determine the propagation channel coefficients between transmit antenna and receive array elements. For combined diversity system capacity is expressed as

\[
C_{\text{SIMO}} = \log_2 \left( 1 + \rho \cdot \sum_{i=1}^{N} |h_i|^2 \right) \tag{3.26}
\]

For the MISO system without channel knowledge

\[
C_{\text{MISO}} = \log_2 \left( 1 + \frac{\rho}{M} \cdot \sum_{i=1}^{N} |h_i|^2 \right) \tag{3.27}
\]

### 3.2.4 Correlation Effect and MIMO Capacity Value

MIMO systems in multipath Gaussian uncorrelated fading environment provide a large increase in capacity compared to a single antenna. However, in many practical situations, correlation among the antenna elements in realistic situations.
environments due to the poor scattering conditions, results in capacity decrease and, finally, when the correlation coefficient equals to unity, no advantage is obtained by the MIMO architecture. The fading correlation depends on the characteristics of the propagation channel between the transmitting and receiving antenna systems (spatial correlation) and on the mutual array elements coupling effect, which is determined by the scattering (coupling) array matrix $S$-parameters described in Chap. 2. The effect of signal correlation on the MIMO systems has been studied by Monte Carlo simulation in [21] and analytically [22–25].

For correlated Rayleigh channels, a separable correlation model is often assumed [24], and matrix $H$ in Eq. (3.24) can be written as

$$H = F_R U F_T$$

(3.28)

where $F_R$ and $F_T$ represent the instantaneous correlation matrices from the receiver and transmitter sides, respectively. The matrix $U$ is an $N \times M$ complex channel gain matrix containing i.i.d. complex Gaussian values with unit variance. Loyka [25] presents simple explicit capacity expression as a function of the correlation coefficient $r$ for $2 \times 2$ MIMO system

$$C = \log_2 \left( 1 + \rho + \left(1 - |r_{12}|^2 \right) \cdot \left(\frac{\rho}{2}\right)^2 \right)$$

(3.29)

The ratio (3.29) is obtained under condition of equal received power by each antenna element.

When $r_{12} = 0$ (uncorrelated channels), Eq. (3.29) reduces to Eq. (3.23) for $M = 2$, when $r_{12} = 1$ (completely correlated channels, Eq. (3.29) is a classical Shannon formula obtained for single propagation channel.

Figure 3.10a shows $2 \times 2$ channel capacity Eq. (3.29) versus the absolute value of correlation coefficient $|r_{12}|$ for three values of the signal-to-noise ratio $\rho$: 10 dB, 20 dB, and 30 dB.

Rough analytical estimation of the channel capacity function [23] for the system with $M$ array elements ($M \geq 2$) from the transmitter and the receiver side leads to the plots shown in Fig. 3.10b. Analysis is based on the assumption that the MIMO system operates in Rayleigh-fading environment, with uncorrelated signals at the transmit side, with correlated signals at the receiving antennas, and exponential model for correlation coefficients

$$r_{ij} = r^{-|i-j|}$$

for $i, j = 1, 2, \ldots, M$

(3.30)

Figure 3.10b shows the mean value of capacity as a function of antenna element number $M$ ($M = N$), for $\rho = 10$ dB and different values of $r$. Shown plots indicate that the mean capacity increases almost linearly with the number of antennas; the presence of exponential correlation among the receiving antennas only affects the
slope of the curves. Furthermore, the reduction of capacity due to the correlation is negligible for values smaller than 0.4.

Real correlation coefficient dependence in a spatial correlation model can be estimated as follows. Let us assume that many independent multipath signals are arriving to the array within ±Δ of the mean angle ϕ of arrival as shown in Fig. 3.11a. If the probability density function of the arrival angles is assumed to be uniform then the signal correlation coefficient between the ith and the kth antenna array elements is

\[
 r_{in} = \frac{1}{2 \cdot 2} \cdot \int_{\phi - \Delta}^{\phi + \Delta} \exp[j \cdot k \cdot d \cdot (i - n) \cdot \sin \varepsilon] \cdot d\varepsilon \quad (3.31)
\]

where \( k = \frac{2 \pi}{\lambda}, \) \( d = \) inter-element space, and \( 2\Delta \) is the angle spread of the incoming multipath waves. For \( \Delta = \pi (\phi = 0) \) Eq. (3.31) is a classical expression [26]

\[
 r_{in} = J_0[k \cdot (i - n)] \quad (3.32)
\]
where $J_0$ is the zero-order first kind Bessel function.

Figure 3.11b (Jakes model graph) represents computer calculation results of the envelope correlation coefficient as a function of the spacing $d$ between two array elements

$$|r_{12}| = \left| J \left( \frac{2 \cdot \pi \cdot d}{\lambda} \right) \right|$$  \hspace{1cm} (3.33)

Figure 3.11c (Jakes model graph, no mutual coupling between elements) plots the average capacity versus spacing for $2 \times 2$ MIMO system for signal-to-noise ratio equal to 20 dB. The mean capacity was computed over 7,000 realizations for each antenna spacing. It is seen from the graph presented in Fig. 3.11c (Jakes Model) that if the distance between the array elements is more than 0.4 $\lambda$, then the mean capacity value is about 11 bits/s/Hz, which is almost the same ($C = 11.34$ bits/s/Hz) as predicted by formula (3.24) obtained for the AWGN MIMO model. When the correlation coefficient is equal to one, the calculation results lead to the classical Shannon formula ($C = 6.6$ bits/s/Hz).
3.2.5 Mutual Coupling and MIMO Capacity

For evaluation of the MIMO system parameters, both antennas and the propagation channel have to be treated simultaneously. Formula (3.33) ignores the mutual coupling between antenna array elements, which means that the adjacent elements with spacing \( d \) are considered as a no coupling system. Some papers report higher capacity values for closely spaced elements and the others show opposite dependence \([27, 28]\). It seems that this conflict is caused by ignoring the fact that the total system capacity depends on a number of array element parameters: mutual coupling, element radiation pattern of the isolated element, efficiency, and matching with feeding line. Higher or lower capacity values (in comparison with non-coupling elements) are, in principle, possible and can be specific for different antenna element types. From this point of view, the complete RF system model for analysis of MIMO arrays is of great interest \([29, 30]\). Such investigation involves a few RF parts: the transmitting antennas, RF channel, and the receiving antennas. For example, when including the mutual coupling between two parallel half wave dipoles \([31]\), the spatial correlation coefficient is different from the well-known expression (3.33). Figure 3.11b (mutual coupling graph) represents the computer simulation results of the correlation coefficient as a function of the spacing between two half wave dipoles shown in Fig. 3.12.

Jakes model corresponds to the omnidirectional antennas with no mutual coupling elements, and the mutual coupling model corresponds to the measurement of the received signal by one antenna with the other terminated by matched impedance. Figure 3.11c (mutual coupling plot) shows the mean capacity value plot versus the receive antenna spacing \([31]\) obtained with mutual coupling in the Rayleigh fading environment. The mutual coupling coefficients were calculated for two half wave dipoles shown in Fig. 3.12 using the Moment Method. The MIMO system is equipped with similar antenna elements at the transmitter and receiver ends. The transmitting dipoles are spaced at one wave distance. Figure 3.11c takes into consideration the array topology and the propagation channel effect. Mathematical simulation clearly shows that for a small spacing due to the
mutual coupling effect mean, the capacity value becomes higher. Similar results are shown in the reference papers [29, 32, 33]. Coupling between elements leads to the following channel matrix $H_c$ [34]

$$ Y = C^r \cdot H \cdot C^t \cdot X + N = H_c + N $$

(3.34)

where matrix $H$ is obtained for no coupling elements.

The capacity in this case becomes

$$ C_{\text{coupling}} = \log_2 \left( \det \left( I + \frac{\rho}{M} \cdot H_c \cdot H_c^* \right) \right) $$

(3.35)

where the coupling matrices $C^r$ and $C^t$ determine coupling coefficients from the receiver and transmitter ends, respectively. Mutual coupling effect can also be characterized by a correlation coefficient [35]. For two element array it can be estimated as

$$ \left| r_{12}^{\text{coupling}} \right| = \frac{|S_{11}^t \cdot S_{12}^r + S_{21}^r \cdot S_{22}^t|^2}{\left( 1 - (|S_{11}|^2 + |S_{21}|^2) \right) \cdot \left( 1 - (|S_{22}|^2 + |S_{12}|^2) \right)} $$

(3.36)

### 3.2.6 SIMO Diversity Techniques

#### 3.2.6.1 Main Combining Schemes

Antenna diversity techniques are widely utilized in SIMO topology. Four main diversity combining schemes support three different antenna diversity methods: spatial diversity, pattern diversity, and polarization diversity [36, 37]. Spatial diversity employs antennas that are physically separated. Polarization diversity combines antennas with orthogonal or near orthogonal polarizations. Typically reflected signals in the multipath propagation channel undergo polarization changes. By pairing two polarizations, signal processor circuit can maximize SNR of the incoming signal. A pattern diversity technique uses two or more antennas with different radiation patterns. Combining methods can be characterized by the following main features:

(a) Switched Combining

The simplest combining method requires only one receiver for $N$ branches as shown in Fig. 3.13a and one transmitting antenna. The receiver is switched according to the certain (predetermined) algorithm from one to the other branch only when SNR on the current branch is dropped below the predefined threshold.

The threshold can be fixed or variable value depending on the switchable logic. This method is widely used in the automotive industry for FM radio reception. Typically antenna array elements are implemented as printed on car glass array antenna elements.
(b) Selection Combining

The selection combining method presented in Fig. 3.13b is similar to switched combining except that N receivers are required to monitor instantaneous SNR at all branches. The branch with highest SNR is selected as the output signal.

(c) Equal Gain Combining

In order to improve SNR at the output, the signals from all branches are combined to form the output signal as shown in Fig. 3.13c. The signals from different branches are not in phase. Therefore, signal that passes through each
branch is multiplied by a complex weight with phase $\vartheta_i$ ($i =$ branch number), and all output signals have the same phase combining coherently.

(d) Maximum Ratio Combining

In order to maximize the SNR at the output, each $i$th signal is applied with a weight $w_i$ before all signals are combined coherently (Fig. 3.13d). A weight factor is proportional to the signal amplitude. That is, branches with a strong signal are further amplified, while weak signals are attenuated.

Comparing all combining methods we can conclude that:

1. Switched combining technique is the simplest, requiring only one receiver and power measurements;
2. Selection combining requires only power measurements, however, it uses multiple receivers, the gain in signal-to-noise ratio in comparison with one receiver topology is about $\ln (N)$, where $N =$ number of the receive branches;
3. Maximum ratio combining is optimal in SNR sense, the increase of the SNR in comparison with SISO method is equal to $N$, however, requires knowledge of the phase and amplitude channel parameters;
4. Equal gain combining is not optimized as a maximum gain combining method. However, it only requires information about phase channel parameters and, therefore, may be a good tradeoff for the implementation.

Estimation plots of Fig. 3.13e summarize improvement in average SNR versus the number of receiving branches for a few combining techniques.

3.2.6.2 Diversity Gain

Diversity gain is one of the main parameters that determine the efficiency of the diversity system. Diversity gain quantifies the improvement in the signal-to-noise ratio of a received signal that is obtained using different receiver branches. Diversity gain for a given cumulative probability $p$ is given by

$$G_{\text{div}} = \gamma_{\text{div}}(p) - \gamma_1(p)$$

where $\gamma_{\text{div}}$ is the SNR with diversity and $\gamma_1$ is the signal-to-noise ratio of the single branch without diversity combining. Thus, diversity gain is the improvement in the signal-to-noise ratio due to the diversity technique, for a given cumulative probability or reliability.

Diversity gain can be estimated using cumulative distribution function (cdf) for Rayleigh signal which for one channel is given by

$$P_r(SNR < SNR_0) = 1 - e^{-\frac{SNR_0}{SNR_{av}}}$$

where $SNR$ is the instantaneous signal-to-noise ratio, $SNR_{av}$ is the mean SNR, and $P_r(SNR < SNR_0)$ is the probability that the SNR will fall below the given threshold, $SNR_0$.

For a selection combiner with $N$ independent branches, assuming that the $N$ branches have independent signals and equal mean $SNR_{av}$, and the probability of
all branches having a SNR below SNR\(_0\) is equivalent to the probability for a single branch raised to the power \(N\) as:

\[
P_r(SNR < SNR_0) = \left(1 - e^{\frac{SNR_0}{SNR_{av}}}\right)^N
\]  

\((3.39)\)

Figure 3.14a demonstrates function \(P_r\), calculated by formula (3.39) for different number of diversity branches. Value SNR\(_0\) is expressed in dB scale. Using these curves, it can estimate the diversity gain for the certain outage probability.

Figure 3.14b [38] shows diversity gain curves as a function of the correlation coefficient \(|r_{12}|\) for two different probability values \(P_r = 0.1\) and 0.01 for two different combing methods: selection combining and maximum ratio combining methods. These plots, which are obtained for two receive branches, allow estimating diversity gain according to the known value of the correlation coefficient between them.

### 3.3 High Resolution Processing Algorithms for Direction Finding (DF) Applications

Beamformer techniques described in Chap. 2, which based on the electronically or mechanically scanning antenna arrays, are considered as a fundamental to direction finding (DF) applications. However, the accuracy of these methods drops dramatically when two incident waves are within the main beam of the antenna array. This problem can be overcome by utilizing high resolution DF techniques, for example, Bartlett, Capon, Multiple Signal Classification (MUSIC), or Estimation of Signal Parameters via Rotational Invariance Techniques (ESPIRIT), which are based on the estimation of cross correlation of the signals received by
different array elements [39, 40]. Among all techniques, the most exploited is the MUSIC method. Detailed mathematical explanation of this method is beyond the scope of this book. However, we present short review of the high resolution MUSIC technique.

Let us consider an N element linear array with equally spaced isotropic antenna elements. Assume that each element has its own receiver that is able to record the complex envelope of the incoming signal, and the number of waves impinging on the array is Q. Data recorded by \( n \)th element at \( t_s \) time moment (\( s = 1, 2, 3 \ldots S \)) is given by

\[
x_n(t_s) = \sum_{q=1}^{Q} A_q(t_s) \cdot e^{j k d n \sin \theta_q + j e_q(t_s)} + n_n(t_s)
\]

where \( A_q(t_s) \) = time variable amplitude of the incident wave number \( q \) applied to the array, \( e_q(t_s) \) = time variable phase of the source wave, and \( n_n(t_s) \) = receiver noise of the \( n \)th element with average equal to 0 and variance \( N \). Cross correlation matrix element \( R_{mm} \) between the received signals \( x_m(t_s) \) and \( x_n(t_s) \) can be written as

\[
R_{mn} = E[x_m(t_s) \cdot x^*_n(t_s)]
\]

Temporal averaging \( E[\cdot] \) over S snapshots (samples) in Eq. (3.41) is determined by

Fig. 3.15 Simulation results for MUSIC algorithm, four-element linear array with 0.5\( \lambda \) spacing, SNR = 20dB, one source with the following angle direction: a 0°; b 20°; c 40°
Cross correlation matrix $R$ consisting of the elements (3.42) can be eigenvalue decomposed as shown in reference paper [39]. The matrix $R$ belong to orthogonal signal subspace and noise subspace is given by

$$R_{mn} = \frac{1}{S} \sum_{s=1}^{S} x_m(t_s) \cdot x_n^*(t_s)$$  \hspace{1cm} (3.42)

Cross correlation matrix $R$ consists of the elements (3.42) can be eigenvalue decomposed as shown in reference paper [39]. The matrix $R$ belong to orthogonal signal subspace and noise subspace is given by

$$R = \tilde{V}_Q \cdot \Lambda_Q \cdot \tilde{V}_Q^* + \tilde{V}_{\text{noise}} \cdot \Lambda_{\text{noise}} \cdot \tilde{V}_{\text{noise}}^*$$  \hspace{1cm} (3.43)

where $\Lambda_Q = \{\lambda_1, \lambda_2 \ldots \lambda_Q\}$ and $V_Q = [V_1, V_2 \ldots V_Q]$ determine eigenvalues and corresponding eigenvectors from signal subspace, while $\Lambda_{\text{noise}} = \{\lambda_{Q+1}, \lambda_{Q+2} \ldots \lambda_N\}$ and $V_{\text{noise}} = [V_{Q+1}, V_{Q+2} \ldots V_N]$ are related to the noise space. It is
shown [39] that the dimension of the signal subspace is \( Q \), while the dimension of the noise subspace is \( N – Q \). Eigenvalues from noise subspace are the smallest eigenvalues and equal to \( N \). As it follows from the MUSIC method, the number of signals impinging on the array can be estimated as

\[
\hat{Q} = N - \hat{k}
\]  

(3.44)

where \( \hat{k} \) = the number of smallest eigenvalues.

Based on the presentation of cross correlation matrix \( R \), peaks corresponding to the angle of incoming signals can be found from the following algorithm

\[
P_{\text{MUSIC}} = \frac{1}{W(\theta) \cdot \hat{V}_{\text{noise}} \cdot \hat{V}_{\text{noise}}^* \cdot W^*(\theta)}
\]  

(3.45)

where steering vector \( W(\theta) = \{1, e^{jkd\sin \theta}, e^{2jkd\sin \theta}, \ldots, e^{(N-1)kd\sin \theta}\} \).
Figures 3.15, 3.16, 3.17, 3.18, 3.19 present simulated radiation patterns of four isotropic element linear antenna array with the interelement spacing of 0.5λ when using MUSIC algorithm. For comparison all figures show results obtained using traditional beamforming spatial spectrum plots. Calculations are performed for the antenna array illuminated by one, two, and three RF sources with variable angle distances between them. Correlation matrix elements (3.42) are averaged over 10,000 random realizations, and RF waves incoming from different angle directions are noncoherent.
Results demonstrated in Figure 3.15a–c are obtained for one incident plane. Figures 3.16 and 3.17 present simulation results for two sources with variable angle distance between them.

As we can see MUSIC algorithm provides much higher resolution than achieved by Rayleigh spatial criterion estimated by the following formula

$$\delta \theta \approx \frac{\lambda}{L}$$  \hspace{1cm} (3.46)

Fig. 3.19 Simulation results, estimation of angle resolution for MUSIC technique, three sources and SNR = 40 dB, source angles for plots a, b, c, d are: 10°, 12°, and 15°; source angles for plots e, f, and g are: 10°, 15°, and 20°.
where \( L = \) antenna linear dimension. According to this criterion, \( \delta \theta \) for four-element array with half wave spacing should be 20°.

As it is seen from Fig. 3.17, system with the MUSIC algorithm starts to resolve two sources when the minimum angle between them is equal to 2°, which is ten times less than according to Eq. (3.46) criteria. Finally, Figs. 3.18 and 3.19 illustrate simulation results for three sources for signal-to-noise ratio values: 20 dB (Fig. 3.18) and 40 dB (Fig. 3.19). Plots (a), (b), (c), (d) correspond the same angle positions 10°, 12°, and 15° but with different series of random realizations. Plots named as (e), (f), and (g) are obtained for angles 10°, 15°, and 20°. It is seen that the system with 20 dB signal-to-noise ratio resolves three sources only when angle separation between them is about 5°. However, for signal-to-noise ratio 40 dB, angle resolution is achieved for 2° angle separation between the plane waves.
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4.1 Butler Matrix Topology

Switched beam architecture is considered by many as a cost effective alternative to the fully adaptive array in wireless communication with multiple users. Switched beam systems are technologically simpler and can be implemented using Butler Matrix technology [1–3]. Examples of the Butler matrix for four and eight elements antenna array are shown in Fig. 4.1a, b. The transmission lines are interconnected by a 90° hybrid coupler which schematically is shown in Fig. 4.1c. It provides a 90° phase shift between the signals at the output ports P2 and P3 when input the signal is applied to the port P1 or P4. Figure 4.1d shows the example of the crossover that assures isolation among signals at the crossing lines. It is obtained by cascading two hybrids [4, 5]. Typical achievable insertion losses for the coupler operating at the frequency range 2.4 GHz are about 0.3–0.4 dB, return loss are less than $-25$ dB, and isolation losses among different ports are less than $-20$ dB.

As sketched in Fig. 4.1, the number of beam ports equals the number of element ports. The signal injected at any of the beam input terminals excites all radiating elements equally in amplitude, with phase shifts between adjacent antenna elements equal to $180°/N$, where $N$ is the total number of the array elements. The radiation pattern of beam number $m$ is given by

$$F(m) = \frac{\sin\left(\frac{\pi}{2} \cdot \left[ k \cdot d - (2 \cdot m + 1) \cdot \frac{\pi}{N} \right]\right)}{\sin\left(\frac{\pi}{2} \cdot \left[ k \cdot d - (2 \cdot m + 1) \cdot \frac{\pi}{N} \right]\right)}$$  \hspace{1cm} (4.1)

The $N$ beams specified by formula (4.1) cross over at about 4 dB below the beam maximum.

Table 4.1 demonstrates the phase shifts among the four element matrix input and output ports for matrix shown in Fig. 4.1a.

Table 4.2 shows the phase shifts among adjacent antenna ports for different output ports and beam angle directions for the uniform linear array with inter-element spacing equal to $\lambda/2$. 

A Butler matrix needs a switching network to direct the appropriate beam to the desired angle location.

Figure 4.2a, which demonstrates eight orthogonal beams produced by the uniform 8 × 8 Butler matrix, shows that central beams have the narrowest beamwidths, whereas the edge beams are the widest. Due to the uniform amplitude distribution across the array elements system has an increased sidelobe level (SLL). It is possible to reduce SLL, by the equal combining of two adjacent ports [6, 7]. It
is well-known that a cosine or cosine-squared illumination leads to better performance of the sidelobes. From the expression

\[ \cos \theta = \frac{e^{j\theta} + e^{-j\theta}}{2} \]  

(4.2)

it is obvious that cosine-tapered illumination can be regarded as the combination of two uniform illuminations having a progressive phase shifts relative to each other. Consider ports \( q \) and \( r \) that form excitations \( e^{-j k d n u_q} \quad \text{and} \quad e^{-j k d n u_r} \), where \( u_q = \sin \theta_q \) and \( u_r = \sin \theta_r \), scan angles are equal to \( \theta_q \) and \( \theta_r \), respectively. Suppose that \( u_r = u_q + \delta \). In this case, the combined input

\[ e^{j k d n (u - u_q)} + e^{j k d n (u - u_r)} = 2 \cdot \cos(k \cdot d \cdot n \cdot \delta/2) e^{j k d n (u - u_q - \delta/2)} \]  

(4.3)

where \( u = \sin \theta \), and \( \theta \) = observation angle. We see that the combined beam is pointing between two original beams and the amplitudes at the elements have cosine function from the central element to the edges. Calculations show that combining of the beams 3L–4L leads to the maximum SLL equal to \(-21.4\) dB; 2L–3L \(-22.6\) dB; 1L–2L \(-24.2\) dB; 1L–1R \(-25.8\) dB. However, due to the suppression of the sidelobes, beamwidth increases up to \(4^\circ\) for the combination 1L–1R. Hence, each of the combined patterns has SLL < 20 dB, and the maximum of each resultant beam lies approximately at the middle of the two adjacent generating beams shown in Fig. 4.2a. The seven corresponding beams are produced by the combining of two adjacent generating beams, as shown in Fig. 4.2a, are presented in Fig. 4.2b.

### 4.2 Sectored Antenna Array

The other type of beam switch directional antenna, which can cover 360° with narrow beam, is a sector antenna array (Fig. 4.3) that can utilized for a base station system [8, 9].
Figure 4.3a demonstrates the concept of the sector configuration considering of six antennas. Each antenna presents an antenna array, producing the directional radiation pattern in the certain angle sector. The patterns of the directional antennas are partially overlapped, as shown in Fig. 4.3b, thus, the system provides 360° coverage. The maximum gains of the adjacent antennas are separated 60° from each other. As shown in Fig. 4.3b, the signal from the incoming source can be received by a few directional antennas but with different signal strength. The simplest algorithm for (direction of arrival) DOA estimation is to choose the strongest signal and identify the DOA as the angle sector with corresponding maximal received power. The system requires a switching network, which provides a successive connection directive antenna with a single receiver. An example of the network with a pin diode switching system built for eight antenna elements covering 360° is shown in Fig. 4.3c.

4.3 Array with Parasitic Elements (ESPAR)

The alternative design to the electronically steerable phased array is the electronically steerable passive antenna radiator (ESPAR) array [10, 11] with electrically controlled parasitic reactive elements. The ESPAR system is a switched beam antenna that steers the radiation pattern within the required angle sector and provides adaptation to the interference sources with low computational cost.
The concept of reactively controlled directive arrays was introduced by Harrington [10], who demonstrated that an antenna array system consisting of one active dipole and a number of passive parasitic elements, that are a short distance from the central element and loaded with the reactive grounded impedances, has a directional radiation pattern. He found that, the beam angle position of the ESPAR array depends on the parasitic elements reactive impedances and can be determined by the matching circuit with electrically controlled varactor diodes. ESPAR antenna systems are expected to play an important role in future wireless communications. They have a couple of advantages over traditional electronically steerable phased arrays: there are no transmission lines to the individual elements, the excitation of elements being accomplished by electromagnetic interaction; elements are relatively closely spaced to provide sufficient electromagnetic interaction, which is a positive factor for antennas mounted on the car roof where the compact factor is very important. Figure 4.4a shows a classic ESPAR circular array configuration example with seven monopole elements (central is an active and six are passive) and Fig. 4.4b demonstrates a typical reactance circuit with one parasitic element. Figure 4.4c demonstrates linear array configuration with one active element and two parasitic monopoles. The length of each monopole and the

Fig. 4.4 a ESPAR array concept sketch. b Block diagram of individual reactance circuit. c ESPAR linear array configuration. d Radiation pattern of ESPAR array with adaptive control
radius of the circular grid are usually closed to one-quarter wavelength of the RF signal. The vector of the current distribution \( \mathbf{W} \) at the ESPAR array, which determines the radiation pattern, is given by [12, 13]

\[
\mathbf{W} = 2 \cdot z_s \cdot (\mathbf{Z} + \mathbf{X})^{-1} \cdot \mathbf{u}_0
\]  

(4.4)

where the \((N + 1) \times (N + 1)\) matrix \( \mathbf{Z} \) is the mutual impedance matrix, the diagonal matrix \( \mathbf{X} = \text{diag}[z_s, jx_1, \ldots, jx_N] \) is the reactance matrix depending on the desired beam angle position, \( \mathbf{u}_0 = [1, 0, 0, \ldots, 0]^T \) is the \((N + 1)\) component vector, \( z_s = 50 \) ohm is the receiver input impedance. Superscript \(-1\) is the matrix inverse operator. In this case, the circular array factor of the ESPAR system can be expressed as

\[
F_{\text{circular}}(\theta) = \mathbf{W}^T \cdot \mathbf{S}(\theta)
\]  

(4.5)

where \( \mathbf{S}(\theta) \) is the steering vector, which for circular array is given by

\[
\mathbf{S}(\theta) = [s_{n}(\theta)] = [1, e^{j \frac{2\pi}{M} \cos(\theta - \Psi_1)}, \ldots, e^{j \frac{2\pi}{M} \cos(\theta - \Psi_N)}];  \quad \Psi_m = \frac{2 \cdot \pi}{M} \cdot (m - 1);
\]

\[
m = 1, 2, \ldots, N
\]  

(4.6)

A number of adaptive techniques to provide maximum radiation power toward the desired angle and nulls of the radiation pattern toward the interference are employed in ESPAR array systems [14–17]. One of them is a method based on the maximization of normalized cross correlation coefficient \( r_{yd} \) [14] between the desired \( d(t) \) and the received \( y(t) \) output array signal

\[
r_{yd} = \frac{y(t) \cdot d^*(t)}{\sqrt{y(t) \cdot y^*(t) \cdot d(t) \cdot d^*(t)}}
\]  

(4.7)

The total signal \( y(t) \) received by the array includes one desired signal incoming from the angle direction \( \theta_0 \) and a few unwanted signals applied to the array from angle directions \( \theta_1, \theta_2, \ldots, \theta_Q \). The objective function \( J \) is chosen as a mean square error that has to be minimized for the optimal solution

\[
J = 1 - |r_{yd}|^2
\]  

(4.8)

The output signal of interference ratio is approximately represented by [14]

\[
\text{SINR} \approx \frac{|r_{yd}|^2}{1 - |r_{yd}|^2}
\]  

(4.9)

For digital implementation, time \( t \) has to be replaced by time samples \( t_n \) or simply \( n \). A few procedures are used to provide minimum of function (4.8), or maximum of correlation function: steepest gradient method [15], method based on simultaneous perturbation stochastic approximation with a maximum cross
correlation criterion [16], Hamiltonian algorithm [17], power pattern cross correlation method [14], etc. The algorithm, which maximizes (4.7) or minimizes (4.8), [14, 16] can be presented as follows:

$$x(m + 1) = x(m) - \mu \cdot \nabla J(m)$$  \hspace{1cm} (4.10)

where $$\nabla J(m) = \left[ \frac{\partial J(m)}{\partial x_1}, \frac{\partial J(m)}{\partial x_2}, \ldots, \frac{\partial J(m)}{\partial x_M} \right]^T$$.

Reactance value vector $$x(m)$$ and gradient $$\nabla J(m)$$ are obtained at the $$m$$th iteration. Each gradient value can be estimated directly by the perturbation method as $$\frac{\partial J(m)}{\Delta x_n} \approx J(m + 1) - J(m)$$ when the $$n$$th reactance $$x_n$$ is perturbed by $$\Delta x_n$$ value. The step size $$\mu$$ and $$\Delta x_n$$ can be chosen as positive constants. Figure 4.4d presents the example of the radiation pattern in the H-plane for the array shown in Fig. 4.4b with the following structured parameters: $$L = 0.22 \lambda; R1 = 2R = 0.48 \lambda$$, and operating frequency is 2.4 GHz. The design is carried out for maximum gain at the azimuth angle 0° and minimum signal toward the interference source (90°). It is seen that the algorithm for this specific scenario shows cancellation of the interference −20 dB in comparison with the maximum value.

However, variable parasitic element reactance complicates the system substantially; therefore, the idea to replace the variable reactance with a simple switch on/off is very attractive. A number of studies [18–20] have followed upon this work with different antenna configurations and investigated the ability to control the principle direction of the radiation pattern. Figure 4.5a [19] shows the circle antenna design consisting of one central active monopole and rings of parasitic monopoles. They can be in open or grounded positions using pin-diode switches, as schematically shown in Fig. 4.5b. By activating (shorting to the ground) the required number of parasitic elements and the pointing of the radiation pattern should be electronically controlled in the azimuth plane. The driven (active) monopole is a quarter wavelength element, and the parasitic elements are arranged in two concentric circles centered at the $$/4$$ monopole. The diameters of the inner and outer circles is approximately $$/3$$ and $$\lambda$$, respectively. There are eight parasitic elements in each circle spaced at 45° intervals. The direction of the maximum radiation pattern in the azimuth plane can be rotated by an activated set of parasitic elements shown in Fig. 4.5c.

Figure 4.6a, b [19] demonstrate the azimuth and elevation radiation patterns of the array configured according to the Fig. 4.5a.

### 4.4 Single Receiver Antenna Array with Digital Beamforming

The standard digital array beamformer processing technique is based on the simultaneous processing of the time sampled signals recorded by all antenna array elements and, hence require that the number of receivers should be equal to the number of receiving antennas. However, for compact, cheap applications, the use
Fig. 4.5 Array with on/off switchable parasitic elements. a Array model. b Individual element simplified switch circuit. c Direction of maximum radiation

Fig. 4.6 a Azimuth radiation pattern for vertical polarization. b Elevation radiation pattern
of multiple receivers is impractical. Therefore, single channel techniques are of interest [21–27], particularly in mobile scenarios. One such technique is demonstrated with the sketch shown in Fig. 4.7a.

Method, known as spatial multiplexing of local elements (SMILE) [21], is based on turning on and off individual antenna elements sequentially at a speed above the signal bandwidth. The system presented in Fig. 4.7a includes antenna array elements, a multiplexing circuit with switchers, a single RF channel with a low noise amplifier (LNA), mixer, demultiplexer, low pass filters (LPF), ADC, and a digital signal processor. The multiplexing network is driven by the digital sequence generator (not shown in Figure) so that signals from the array elements are sequentially multiplexed to form a single channel RF output that is connected to the LNA. An example of the digital sequence time diagram is shown in Fig. 4.7b. Figure 4.7c shows the shape of the power spectrum due to the sampling of the signal with carrier frequency $f_c$ and signal bandwidth $B$. The width of the main spectra lobe is $\frac{2}{\tau_s}$ and the spacing between repeated spectra is $f_s = \frac{1}{N \tau_s}$, where $N$ is the number of the array elements. To avoid the aliasing effects, the minimum switching rate has to satisfy the following expression (Nyquist sampling theory):

$$f_s \geq B \cdot N \quad (4.11)$$
The analog demultiplexer, driven the same sequence generator, is then used to separate the signals from the different array elements. LPFs are used to reconstruct the continuous signals from the samples. The baseband signal is reconstructed if the cutoff frequency $f_{\text{lpf}}$ is selected with the condition

$$\frac{B}{2} < f_{\text{lpf}} < f_s - \frac{B}{2} \quad (4.12)$$

Digitized signals at the output of ADCs are utilized in digital beam processor to calculate antenna array factor. Figure 4.7d demonstrates base band spectrum after LPF.

One problem arises when using the switching network (multiplexing circuit) due to the time delay during the switches among antennas (“time shifting”) [25]. The time delay causes additional phase shifts among array elements reconstructed at the ADC outputs. However, these phases are determined by known switching time, and, therefore, can be compensated at the final step when calculating the antenna array factor. Experiments with four element antenna array operating at 5.8 GHz and the sampling rate of 500 k samples per second (or 1.5 times the Nyquist sampling rate) [21] showed a slightly shifted peak of the radiation pattern (around 2° at the angle 20°) due to phase errors caused by the finite switching speed of the pin diode switching network and leakage in the switching pin diodes.

### 4.5 Time-Modulated Array Configuration

The time-modulated technique synthesizes “time average” tapered amplitude distribution at the uniformly excited array while forming an ultra-low sidelobe radiation pattern [28, 29]. The concept of the time modulated array can be explained with reference to Fig. 4.8a.

If all switches are closed, the array operates as a conventional antenna with uniform amplitude distribution. For the duration of time modulation, each element is connected to the receiver (switched “ON”) for a certain period of time proportional to the relative amplitude weights $A_n$ ($n = \text{element number}$).

Another potentially powerful attribute of time-modulated antenna array is the harmonic beam steering. As it is shown in recent publications [30, 31] a sequential switching sequence applied to the elements across the length of a linear array can be used to generate harmonic radiation patterns that are scanned within the certain angle range. Under certain conditions, a designer can combine this technique with low sidelobe pattern synthesis.

The antenna array factor for the linear array consisting of $N$ uniform spacing $d$ and omnidirectional elements is given by:

$$F_{\text{linear}}(\theta, t) = e^{j2\pi f_0 t} \cdot \sum_{n=1}^{N} A_n(t) \cdot e^{jkd\sin \theta} \quad (4.13)$$
Let us define switched ON/OFF time function

$$A_n(t) = \begin{cases} 
1, & \text{if } \tau_{n\text{ON}} \leq t \leq \tau_{n\text{OFF}} \leq T_p \\
0, & \text{others}
\end{cases}$$

(4.14)

where $\tau_{n\text{ON}}$ and $\tau_{n\text{OFF}}$ represent the switch-on and switch-off times of element n, respectively, and $T_p$ is the time modulation period (one cycle switching sequence time for all elements). Due to the periodicity of function $A_n(t)$, response (4.13) can be represented through its Fourier series

$$F_{\text{linear}}(\theta, t) = e^{j 2 \pi f_0 t} \cdot \sum_{m=-\infty}^{\infty} \sum_{n=1}^{N} C_m(n) \cdot e^{j (m - \frac{2 \pi n}{T_p}) t} \cdot e^{j k d n \sin \theta}$$

(4.15)

$$C_m(n) = \frac{\sin \left( \frac{\pi m (\tau_{n\text{OFF}} - \tau_{n\text{ON}})}{T_p} \right)}{\pi m} \cdot e^{-j \frac{\pi m (\tau_{n\text{ON}} + \tau_{n\text{OFF}})}{T_p}}$$

(4.16)

For fundamental harmonic ($m = 0$)
As we see fundamental antenna array harmonic has amplitude weighting coefficients (amplitude distribution along the array elements) proportional to the time pulse durations \( \tau_n = \tau_{nOFF} - \tau_{nON} \). If we choose \( \tau_n \) values corresponding, for example, to the tapered Chebyshev or Taylor amplitude distribution, then fundamental array radiation pattern harmonic will have ultra-low sidelobe levels (less than \(-30\) dB). Fourier coefficients (4.16) may be interpreted as complex weights in which the term

\[
\omega_n = \frac{\sin \left( \frac{\pi (\tau_{nOFF} - \tau_{nON})}{T_p} \right)}{\pi} \tag{4.18}
\]

controls the amplitude of the array elements and the term \( \pi \cdot \frac{\tau_{nON} + \tau_{nOFF}}{T_p} \) introduces a progressive linear phase shift at the harmonic frequencies defined by \( m \). Figure 4.8b [32] shows the element switching sequence required for \(-35\) dB sidelobe Chebyshev weighting function \( \tau_n = \tau_{nOFF} - \tau_{nON} \) to scan the first harmonic beam of the 16 element array to 15°. The corresponding array factors at the fundamental frequency and first three harmonic frequencies are shown in Fig. 4.8c, where it is observed that the SLL \(-35\) dB is achieved at both fundamental and first harmonic frequency.

Hence, electronic control of the values \( \tau_n = \tau_{nOFF} - \tau_{nON} \) leads to the equivalent weighting of the coefficients (4.18), which provides the concept of the adaptive nulling [33, 34] to the time-modulated antenna arrays. For example, well-known adaptive Applebaum algorithm described in Chap. 3 may be utilized for regulations of amplitude weighting coefficients only. The algorithm is employed dynamically when the interference source angle direction is unknown or weighting amplitude coefficients and subsequent time values \( \tau_n \) are calculated in advance. The angles of interference sources are predetermined in advance and do not change during the system operation. System operation with an unknown source angle direction requires RF receivers in each array channel with digital control [33], as shown schematically in Fig. 4.9a. This structure can be named as a hybrid analog–digital adaptive beamforming control, because the analog output RF signal is controlled by the digital feedback loop circuit. Figure 4.9b–d shows simulation results of the 8-element isotropic linear array with \( \lambda/2 \) equal spacing when the interference plane wave comes to the array from the angle equal to 25°. Figure 4.9b corresponds to the initial (before adaptation) radiation pattern, Fig. 4.9c obtained after adaptation cycle, and Fig. 4.9c demonstrates amplitude weight coefficients. As we can see, when applying amplitude adaptation, weight coefficients are symmetrical relative to the array physical center, and the radiation pattern has two symmetrical dips (25 and \(-25\)°). A number of papers [35–38] is
Fig. 4.9  a Hybrid analog-digital single receiver adaptive array.  b Radiation pattern for 8-element linear array with half wave spacing (before adaptation).  c Radiation pattern after adaptation, interference source angle is 25°.  d Weight coefficient values
devoted to the amplitude and phase adaptation in the time-modulated arrays. These effective methods based on the signal to noise maximum LMS criteria can be employed for the adaptation of fundamental harmonic as well as for first time-modulated array harmonic.

4.6 Partially Adaptive Small Phased Array with Three-Bit Digital Phase Shifters

Low cost and efficient design is the priority for any commercial system. In this section, we demonstrate simulation results of a small phased array that uses a simple brute force adaptive method to form radiation pattern nulls toward the interference source. In computer science, brute-force search is a trivial but very general problem-solving technique that consists of systematically enumerating all possible candidates for the solution and checking whether each candidate satisfies the problem’s statement. Let us apply this technique for an adaptive array with small element numbers and discrete phase shifters. An adaptation criterion is based on minimizing the array output power of the signals incoming from the interference sources. As we noted earlier in Chap. 3, Sect. 3.1.4, Haupt investigated smart genetic algorithm (GA) [39] for the array with digital phase shifters that have minimal phase discrete \( \Delta = \pi/32 \). In this case, direct brute-force method is impractical. For example, for the array consisting of 20 elements and six bit phase shifters total number of measured power samples for all phase variations is equal to \( 2^{120} \). However, for a vehicular mounted compact array with two or four elements and phase discrete equal to \( 45^\circ \), simple brute-force technique should be reasonable.

Let us assume that we have a linear array with isotropic elements, discrete electronically controllable Q-bit digital phase shifters, and a single receiver. \( N + M \) array elements provide beam steering while \( M \) antennas additionally provide adaptive phase perturbations. \( L \) interference sources with amplitudes \( I_l \) \((l = 1, 2, \ldots, L)\) arrive at the array from the unknown angle directions \( \theta_l \). Q-bit phase shifter has \( 2^Q \) different phase states and the phase discrete \( \Delta = \frac{2\pi}{2^Q} \). The measured output power is given by:

\[
P = P(\psi_1, \psi_2, \ldots, \psi_M) = \left| \sum_{l=1}^{L} I_l \left( \sum_{n=1}^{N} e^{j\cdot k\cdot d\cdot (n-1)\cdot \sin \theta_l} + \sum_{m=1}^{M} e^{j\cdot k\cdot d\cdot (N+m)\cdot \sin \theta_l + j\cdot \psi_m} \right) \right|^2
\]  

(4.19)

where each of the phases \( \psi_m \) can take any value between 0 and \( 360^\circ \) from the following discrete set: \( \Delta, 2\Delta, \ldots, 2\pi - \Delta \). Expression (4.19) is obtained, assuming that the angle of desired source is known, the antenna array consisting of \( N + M \) elements electronically is directed to the desired source, and the receiver noise power is much lower in comparison with the output power received by
the array (before and after adaptation) from the interference source. Adaptive algorithm is based on minimizing the output power $P$ signal measured by signal strength indicator (RSSI) circuit. It is assumed that the desired signal is not received or transmitted during the adaptation process. During the adaptive process, value $P$ is measured for phase variations from the possible discrete set for each element number $m$. Hence, the total number of measured power data is equal to $R = 2^Q M$. Among these $R$ measured power values, the computer selects minimal power and corresponding set of $M$ discrete phases $\Psi = \{\psi_1, \psi_2, \ldots, \psi_M\}$. The elements of this set are utilized as the adaptive phase weighting coefficients. For example, for the array with two adaptive elements, and phase discrete $45^\circ$, $R = 64$, which is practically reasonable. To prevent signal degradation toward the main beam direction in parallel with phase perturbations, it is estimated radiation pattern toward the desired signal incoming angle $\theta$

$$|F_{\text{max}}|^2 = \left| N + \sum_{m=1}^{M} e^{j\psi_m} \right|^2$$

(4.20)

If value (4.20) is less than certain level, then corresponding phase set $\Psi = \{\psi_1, \psi_2, \ldots, \psi_M\}$ is replaced by the other one which produces nulling of the interference and reasonable main peak level.

Figure 4.10 shows simulation results of the array consisting of four half-wave spaced isotropic elements, two of them (adjacent elements positioned from one edge) have adaptive phase regulation with a discrete $45^\circ$. One interference plane wave arrives at the angle $\theta$. The radiation pattern after adaptation cycle is calculated as:

$$|F(\theta)|^2 = \left| \sum_{n=1}^{N} e^{j k d (n-1) \sin \theta} + \sum_{m=1}^{M} e^{j k d (N+m) \sin \theta + j \psi_m} \right|^2$$

(4.21)

where $N = 2$ and $M = 2$

Figure 4.10a shows a quiescent radiation pattern of four isotropic elements, each of Figs. 4.10b–e represents the radiation pattern after adaptation for the interference source arriving at a different angle, which is shown by the arrow. Adaptive cycle for certain interference angle position consists of measuring 64 output power levels (4.19) for different sets of discrete phases $\psi_m$ ($m = 1, 2$), and choosing phase set $\Psi = \{\psi_1, \psi_2\}$ that produces deep nulling and low main lobe reduction. Table 4.3 demonstrates the final adaptive phase set, the number of iterations after it reached minimum power toward the interference, and corresponding main lobe loss level. Suppression values of sidelobes and main lobe level are presented in comparison with correspondent values of quiescent radiation pattern.

Results demonstrate reasonable quality interference suppression and low loss of the main lobe peak.
Table 4.3 Final adaptive phase set, and number of iterations required to obtain minimum power toward the interference source angle

<table>
<thead>
<tr>
<th>Angle of interference (degree)</th>
<th>Successful step number</th>
<th>Phase for element #1 (degree)</th>
<th>Phase for element #2 (degree)</th>
<th>Sidelobe (dB) level suppression</th>
<th>Main lobe loss level (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>9</td>
<td>45</td>
<td>45</td>
<td>-13</td>
<td>-0.7</td>
</tr>
<tr>
<td>40</td>
<td>63</td>
<td>315</td>
<td>315</td>
<td>-18</td>
<td>-0.7</td>
</tr>
<tr>
<td>50</td>
<td>54</td>
<td>270</td>
<td>270</td>
<td>-23</td>
<td>-3</td>
</tr>
<tr>
<td>60</td>
<td>1</td>
<td>0</td>
<td>45</td>
<td>-12</td>
<td>-0.5</td>
</tr>
</tbody>
</table>

Fig. 4.10 Simulation results of the radiation pattern for the adaptive phase array with three-bit digital phase shifters, total element number 4, two adaptive elements with three-bit phase shifters.

- a Before adaptation.
- b Interference source angle 20°.
- c Interference source angle 40°.
- d Interference source angle 50°. Interference source angle 50°.
4.7 A Novel Small Phased Array with Two-Bit Phase Shifters for DOA Applications

Generally, antenna systems for DOA applications use beam steering phased antenna arrays with electronically controlled phase shifters [40] or digital arrays with a processor that provides high-resolution algorithms [41]. Most phase shifters utilized in the electronically steered phased array are digital. It is known [42] that the accuracy of DOA estimation increases for a large antenna array with multi-bit digital phase shifters. Typically, complicated and expensive multi-element arrays are employed only for military applications. DF digital arrays utilize a number of complicated receivers with RF circuits, digital components, and a special calibration system that synchronizes signals to be detected by different antenna elements.

This section describes a direction finding system that includes a low cost, compact, electronically controlled phased antenna array with only two-bit phase shifters. Specific phase variations of phase shifters and the processing algorithm provide improved (in comparison with conventional phased array) resolution of the DOA estimation. Proposed array topology allows estimating amplitude and phasing distribution over the array aperture with one receiver that measures only power of the incoming signal.

4.7.1 Array Topology

The antenna array is the key of the DF system. A small array with two-bit digital phase shifters and a processor that estimates bearing angle using only power measurements is presented [43]. Design is based on the holography principle [44], and a block diagram of the investigated antenna is shown in Fig. 4.11a. The linear antenna array consists of \( N \) equally half-wave spaced elements (below we use four elements as the base design for the experiments). Each of the \( N - 1 \) antenna elements with uniform amplitude distribution has electronically controlled two-bit digit phase shifters, for example, based on pin-diode switchers [45].

Two-bit phase shifter changes the phase of the signal captured by the antenna element in the range \( 0 \div 360^\circ \) with a discrete equal to \( 90^\circ \). One reference channel without a phase shifter has a LNA with gain \( G \). The antenna array has a simple summing feed network based, for example, on a microstrip printed parallel combiner. The output of the combiner is connected with a power estimator; the output of the power estimator is connected with a digital correlator; and the output of the digital correlator is connected with a beamforming processor that estimates the DOA.

It is known that the regular scanning phased array with two-bit digital phase shifters can significantly degrade beam pointing performance [42]. Consider, for example, an array with three omnidirectional elements (adjacent element distance is equal to half of the wavelength). Table 4.4 presents calculated two-bit phase values \( \phi_n \) (in degrees) for each antenna element for scanning angle \( \theta_0 \) in the range of \( 10^\circ \) to \( 80^\circ \) (Table 4.4).
As we see from the table, for scanning angles $\theta_0$ from 10° to 20°, 50° to 60°, or 70° to 80°, two-bit phase shifters realize the same phase code combination. Hence, such phased array configuration does not provide accurate beam direction pointing. Presented solution consists of phase manipulation (using two-bit phase shifter) of the signal captured by each array element, recording of power variations received at the array output, processing of these variations with a digital correlator and beamforming processing that estimates DOA of the incoming signal.

Fig. 4.11 Simulation results for small array with two-bit digital phase shifters and reference element. a) Array topology. b) Maximum absolute angle error in beam pointing versus amplifier gain of reference element. c–f) Root mean square error in beam pointing versus RF source location. c) $N = 4$, $G = 15$ dB; d) $N = 4$, $G = 20$ dB; e) $N = 8$, $G = 15$ dB; f) $N = 8$, $G = 20$ dB.
4.7.2 Description of the Processing Algorithm

The proposed procedure includes measuring an antenna array power variations $P_k(\theta, r)$ (using power the estimator shown in Fig. 4.11a) caused by phase changes $\Delta \phi_r = \pi \cdot r/2$ of the $k$th element’s phase shifter ($k = 1, 2, N - 1$). Angle position of the incoming source is $\theta$.

Measured results are processed with a digital correlator

$$\text{Re}_k(\theta) = \sum_{r=1}^{4} P_k(\theta, r) \cdot \cos(\pi \cdot r/2) \quad (4.22)$$

$$\text{Jm}_k(\theta) = \sum_{r=1}^{4} P_k(\theta, r) \cdot \sin(\pi \cdot r/2) \quad (4.23)$$

Values (4.22) and (4.23) can be expressed in complex form

$$E_k(\theta) = \text{Re}_k(\theta) + j \cdot \text{Jm}_k(\theta) \quad (4.24)$$

or

$$E_k(\theta) = |E_k(\theta)| \cdot e^{j\psi_k(\theta)}$$

Calculated values in Eq. (4.24) are multiplied by complex weights $w_k(\theta_0) = e^{j\pi(k-1) \cdot \sin \theta_0}$ in the beamforming processor, and function $F(\theta, \theta_0)$ is estimated for different scanning angles $\theta_0$

$$F(\theta, \theta_0) = \sum_{k=1}^{N-1} E_k(\theta) \cdot e^{j\pi(k-1) \cdot \sin \theta_0} \quad (4.25)$$

We will show that if an amplifier gain $G$ of the reference channel is more than the number of the antenna array elements, then expression (4.25) determines the AOA of the RF incoming signal.
4.7.3 Algorithm Analysis

The power of the signal received by a linear phased antenna array (up to a constant factor independent of the element number) due to phase change at kth element in interval 0–360° with a discrete 90° can be expressed as:

\[ P_k(\theta_0, r) = |B_k(\theta) \cdot e^{j\varphi_k} + D_k(\theta) \cdot e^{j(\pi(k-1)\sin\theta + \pi r/2)} + G \cdot D_N(\theta) \cdot e^{j(\pi(N-1)\sin\theta + \varphi_k)}|^2 \]  

(4.26)

Array with equally half-wave spaced elements and uniform amplitude distribution consists of (N – 1) elements with phase shifters and one reference element with LNA; k = 1, 2, 3, ..., N–1.

\[ D_k(\theta) = \text{radiation pattern of the kth element toward the arrival angle direction} \]  

Reference element of the array is connected to a summing network via the LNA with a gain equal \( G \cdot e^{j\varphi} \).

\[ B_k(\theta) \cdot e^{j\varphi} = \sum_{n=1}^{N-1} D_n(\theta) \cdot e^{j\pi(n-1)\sin\theta} - D_k(\theta) \cdot e^{j\pi(k-1)\sin\theta} \]  

(4.27)

Measured data (4.26) can be expressed as follows:

\[ P_k(\theta, r) = S_{k0}(\theta) + S_{k1}(\theta, r) + S_{k2}(\theta, r) \]  

(4.28)

where

\[ S_{k0}(\theta) = B_k^2(\theta) + D_k^2(\theta) + (G \cdot D_N(\theta))^2 + 2B_k(\theta) \cdot G \cdot D_N(\theta) \cdot \cos(\delta_k) \]  

(4.29)

\[ \delta_k = \pi \cdot (N - 1) \cdot \sin\theta + \varepsilon - \varphi_k \]

\[ S_{k1}(\theta, r) = 2B_k(\theta) \cdot D_k(\theta) \cdot \cos(\pi \cdot (k - 1) \cdot \sin\theta + \pi \cdot r/2 - \varphi_k) \]  

(4.30)

\[ S_{k2}(\theta, r) = 2G \cdot D_N(\theta) \cdot D_k(\theta) \cdot \cos(\pi \cdot (k - N) \cdot \sin\theta + \pi \cdot r/2 - \varepsilon) \]  

(4.31)

For simplification, assume that radiation patterns of the different antenna elements \( D_k(\theta) \) are identical, i.e., \( D_k(\theta) = D(\theta) \); k = 1, 2, 3, ..., N.

Substituting (4.28)–(4.31) into (4.22) and (4.23) the result can be written as:

\[ E_k(\theta) = 4 \cdot D^2(\theta) \cdot e^{-j\pi(k-1)\sin\theta} \cdot \left( C_k(\theta) \cdot e^{j\varphi_k} + e^{j(\pi(N-1)\sin\theta + \varphi_k)} \right) \]  

(4.32)

where \( C_k(\theta) \cdot e^{j\varphi_k} = F_0(\theta) - e^{j\pi(k-1)\sin\theta} \), and \( F_0(\theta) = \sum_{k=1}^{N-1} e^{j\pi(k-1)\sin\theta} \)

Beamforming processor computes formula (4.25) based on the expression (4.32)

\[ F(\theta, \theta_0) = \sum_{k=1}^{N-1} E_k(\theta) \cdot e^{-j\pi(k-1)\sin\theta_0} = F_1(\theta, \theta_0) + F_2(\theta, \theta_0) \]  

(4.33)
where

\[
F_1(\theta, \theta_0) = 4 \cdot D^2(\theta) \cdot \sum_{k=1}^{N-1} C_k(\theta) \cdot e^{j\phi_k} \cdot e^{j(\pi(k-1) - \sin(\theta_0 - \sin \theta))} \quad (4.34)
\]

\[
F_2(\theta, \theta_0) = 4G \cdot D^2(\theta) \cdot e^{j(\pi(N-1)) \sin \theta + \xi)} \cdot \sum_{k=1}^{N-1} e^{j(\pi(k-1) - \sin(\theta_0 - \sin \theta))} \quad (4.35)
\]

The output of the beamforming processor has two components: component (4.35), with a maximum absolute value \(q_2 = 4G \cdot (N-1) \cdot D^2(\theta)\) directed to the scanning angle \(\theta_0\) equal arrival angle \(\theta\), and component (4.34), with absolute maximum value \(q_1 = 4 \cdot D^2(\theta) \cdot |F_0(\theta)| \cdot (N - 2)\) for \(\theta_0 = \theta\). If the ratio \(q_2/q_1\) is much larger than 1, then expression (4.33), as determined by (4.35), estimates AOA. Because the maximum value of \(|F_0(\theta)|\) is equal to \(|F_{\text{max}}(\theta = 0)| = (N - 1)\), condition \(q_2/q_1 \gg 1\) corresponds to the expression

\[
G \gg (N - 2) \quad (4.36)
\]

Ratio (4.36) means that amplifier gain \(G\) has to be much larger than the number of the elements. Correct AOA estimation as a function of the amplifier gain will be based on the simulation results of the proposed process.

4.7.4 Simulation Results

MATLAB software simulations are conducted for the equally spaced \(N\) omni-directional antenna array system shown in Fig. 4.11a with uniform amplitude distribution and the distance among elements equal to half of the free space wave. Figure 4.11b presents the maximum absolute angle error in beam pointing as a function of the amplifier gain \(G\). Each angle error is calculated as a maximum value within the arrival angle range \(\theta\) of \(5^\circ - 80^\circ\). It is seen that for the gain values 5 and more angle error does not exceed \(5^\circ\) for both four and eight element antenna arrays. It means that an acceptable DOA error can be reached for the amplifier gain value less than is determined by the ratio (4.36).

In practice, digital phase shifters exhibit discrete phase shifts \(\pi \cdot r/2\) with errors \(\eta_k(r)\), i.e. \(\eta_k(r) = \pi \cdot r/2 + \xi_k(r)\) \((r = 0, 1, 2, 3)\), where \(k\) is element number, \(r\) is number of phase discrete. Typically, phase errors \(\xi_k(r)\) vary randomly from one phase state to another and from one number of elements to the another. As a result, these errors cause additional antenna array errors in beam pointing, gain reductions, increasing of average SLL, perhaps shape change. For us, the most important parameter is the beam pointing value. Figure 4.11c–f shows simulation results of the root mean square error (RMSE) in beam pointing value (in degrees) as a function of the original RF source angle location. The RMSE results based on 500 random phase error sets \(\eta_k^n(r)\) are drawn as a function of the arrival angle \(\theta\)
Each phase error set values \( \xi_k^m(r) \) are assumed to be uniformly and randomly distributed in the following intervals: \( \Delta = \pm 11.25^\circ \) or \( \Delta = \pm 22.5^\circ \), or \( \Delta = \pm 45^\circ \) independent for different \( r \) and \( k \) numbers. Error \( \varepsilon_m = \theta_{est}^m - \theta \) (\( m = 1, 2, \ldots, 500 \); \( \theta_{est}^m \) = estimated arrival angle) is calculated for each \( m \) number and then \( \text{RMSE} = \sqrt{\frac{\sum_{m=1}^{500} \varepsilon_m^2}{500}} \) is estimated. The results are presented for four and eight array elements. Simulation results show that the RMSE values calculated for two different amplifier gains equal to 15 dB and 20 dB are almost the same.

Multipath fading is another source of the error when estimating the beam pointing angle. Because the varying path lengths, phases, amplitudes, and angles of arrival for the reflected waves are random, the signal received by each array element becomes a random variable. The signal impinging on \( n \)th element of the equally half wavelength spaced antenna array with uniform amplitude distribution and identical radiation patterns of antenna elements can be expressed as:

\[
S(n) = a_0 \cdot D(\theta) \cdot e^{j(\pi(n-1) \sin \theta + \phi)} + D(\theta) \cdot \sum_{m=1}^{M} a_m \cdot e^{j[\pi(n-1) \sin \theta_m + \gamma_m]} \tag{4.37}
\]

The first component of the expression (4.37) is line-of-sight signal and second component includes a number of waves reflected and scattered by cars that surround driver’s car. For computer simulation, we consider Jakes modeling method of scatters modeling [46]:

(a) Signals received by an antenna array are assumed to be plane waves;
(b) Random and independent, for different scattering waves, amplitudes \( a_m \) of scatters have Rayleigh distribution;
(c) Random phases \( \gamma_m \) are uniformly distributed over interval \([ -\pi \pi ]\) for all \( k \) and they are mutually independent;
(d) Angle of arrival \( \theta_m \) is a random value uniformly distributed over the interval \( \theta \pm \delta \theta \). Note, that \( \theta \) is an angle of RF source arrival (amplitude of this signal is \( a_0 \)). We used \( M = 50 \) harmonics for simulation process.

Figure 4.12 shows simulation results of the RMSE based on 500 random samplings for the signal to noise ratio 10 dB (\( \sum_{m=1}^{M} \varepsilon_m^2/\varepsilon_0^2 = 10 \)). Calculated for four and eight elements array and for amplifier gain values 15 and 20 dB curves as a function of arrival angle \( \theta \) are presented for different \( \delta \theta \) values: \( \pm 10, \pm 20, \) and \( \pm 50^\circ \).

### 4.7.5 Experimental Results

Experimental DOA measurements were conducted with four elements array that include three elements with two-bit phase shifters and one element with LNA. Block diagram of the array is shown in Fig. 4.13a.
Fig. 4.12  RMSE for multipath fading as a function of versus RF source angle, results are based on 10,000 random sampling for SNR equal 10 dB.  

- \( a \) \( N = 4, G = 15 \text{ dB} \)  
- \( b \) \( N = 4, G = 20 \text{ dB} \)  
- \( c \) \( N = 8, G = 15 \text{ dB} \)  
- \( d \) \( N = 8, G = 20 \text{ dB} \)

Fig. 4.13  Experimental set up for four linear array, three elements with two-bit digital phase shifters, one reference element with an amplifier.  

- \( a \) Block diagram of the linear array.  
- \( b \) Set up for measurements.  
- \( c \) Antenna array prototype
Each element operating at 2 GHz presents linear polarized patch antenna with the following dimensions: length $L = 35.9$ mm, width $W = 32$ mm. Inserted microstrip feed line section provides 50 ohm input element impedance. Two-bit phase shifters are implemented based on switched-line concept, which uses electronically controlled switches and lines of different lengths to obtain a set of phase steps. The outputs of the antenna array elements are connected with 50 ohm inputs of feed line that has 50 ohm output impedance and combines all signals into one output. AOA measurement setup is shown in Fig. 4.13b. The linear array mounted on turntable can change azimuth position relative to RF incoming source angle. A photograph of the fabricated array prototype is shown in Fig. 4.13c. The designed array is fabricated on an $h = 1.6$ mm FR-4 substrate with an element separation equal to 7.5 cm which is 0.5 of the free space wavelength. The switch system consists of commercially available SPDT switches RF2436 from RF Micro Devices. The array is built according to the block diagram shown in Fig. 4.13a. Integrated amplifier ERA-6 (measured gain is about 9 dB) is used for amplification in the reference channel. The power supplier and control circuits are placed on the back side of the FR-4 board.

Two series of experiments were conducted with four antenna array elements: the first series refers to the RF wave coming from the angle $\theta = 20^\circ$ to the array normal and the other series to $\theta = 40^\circ$. Tables 4.5 and 4.6 show the power measurements results $P_k(\theta, r)$ (dB scale normalized to the value $P_k(\theta, 0)$) due to the differential phase shifts $0^\circ$ ($r = 0$), $90^\circ$ ($r = 1$), $180^\circ$ ($r = 2$), and $270^\circ$ ($r = 3$) realized by $k$th element phase shifter.

Using power measurement results and formulas (4.1)–(4.4), we estimated arrival angle $\theta_{\text{est}}$: $\theta_{\text{est}}(\theta = 20^\circ) = 22^\circ$ and $\theta_{\text{est}}(\theta = 40^\circ) = 34^\circ$. Simulations based on an amplifier gain equal to 10 dB in the reference channel show $\theta_{\text{est0}}(\theta = 20^\circ) = 21^\circ$ and $\theta_{\text{est0}}(\theta = 40^\circ) = 36^\circ$. We see good agreement between the measurements and the simulation. The error $4^\circ$ between the simulation and the

<table>
<thead>
<tr>
<th>$k \setminus r$</th>
<th>$r=0$</th>
<th>$r=1$</th>
<th>$r=2$</th>
<th>$r=3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = 1$</td>
<td>0</td>
<td>-0.2</td>
<td>2.29</td>
<td>1.58</td>
</tr>
<tr>
<td>$k = 2$</td>
<td>0</td>
<td>-1.6</td>
<td>0.31</td>
<td>1.39</td>
</tr>
<tr>
<td>$k = 3$</td>
<td>0</td>
<td>-2.76</td>
<td>-4.98</td>
<td>-0.42</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$k \setminus r$</th>
<th>$r=0$</th>
<th>$r=1$</th>
<th>$r=2$</th>
<th>$r=3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = 1$</td>
<td>0</td>
<td>-1.5</td>
<td>-3.8</td>
<td>-3.6</td>
</tr>
<tr>
<td>$k = 2$</td>
<td>0</td>
<td>3.3</td>
<td>4.5</td>
<td>0.3</td>
</tr>
<tr>
<td>$k = 3$</td>
<td>0</td>
<td>-4</td>
<td>0</td>
<td>-3.1</td>
</tr>
</tbody>
</table>

Table 4.5 Power estimator measurements due to phase variations at the array Elements, angle of arrival $\theta = 20^\circ$

Table 4.6 Power estimator measurements due to phase variations at the ARRAY elements, angle of arrival $\theta = 40^\circ$
original AOA for arrival angle equal to 40° can be reduced up to 1° by increasing the amplifier gain to the value 20 dB.

Table 4.7 demonstrates the effect of instrumental errors in power measurements. We used the power measurement data from Table 4.6, added random errors (imitating measurement errors) and performed DOA algorithm. Table 4.7 shows 10 random DOA estimations for uniformly and randomly distributed instrumental errors: row 1 corresponds to the interval ±0.5 dB; row 2—to the interval ±1 dB; and row 3—to the interval ±2 dB.

It is seen that random errors in power measurements ±2 dB or less do not effect on DOA errors more than 10°.
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Part II
Practical Design for Automotive
Chapter 5
Base Station Array Examples for Communication with Vehicles

Base station antenna arrays with different topologies are available on the market now. They provide wireless communication services such as WLAN, RFID, Intelligent Transportation Service (ITS), etc. A couple of excellent reference books [1, 2] describe the fundamental concepts and typical antenna engineering solutions for general base station applications. This discussion covers the design of the arrays that are more specific for automotive applications: toll collection systems, antenna arrays for vehicle identification at the parking lot area with high density of the cars, WLAN arrays with fixed beam, and configurations with electronically steerable beam. Main examples are related to the low cost and high efficient printed on circuit board antenna systems.

5.1 Fixed Beam Directional Arrays

5.1.1 Linear Polarized Toll Collection Design for 915 MHz

An overhead printed dipole array for electronic toll collection [3] is designed on the base of V-shaped printed dipole antenna element and operates within frequency a range 909–921 MHz. Single element structure, shown in Fig. 5.1a, consists of a V-shape printed dipole on the underside of the substrate and U-shape feed balun microstrip line on the upper surface of the substrate. The dipole is fabricated on the substrate RT4350 (dielectric constant is equal 3.35) with the thickness equal to 1.5 mm. Similar design of the printed dipole antenna element with an adjustable integrated balun for different frequency bands is presented in a number of papers [4, 5]. Figure 5.1b represents the sketch of the 4 × 6 array (4 rows of 6 elements).

Feed circuit is composed of four identical row feed boards which are connected to 4:1 combiner. The feed board shown in Fig. 5.1c is the 1 by 6 power divider. When designing the feed circuit, important requirement is co-phasing of the pass
**Fig. 5.1**  
(a) Individual element structure.  
(b) Sketch of $4 \times 6$ element array.  
(c) Feeding network topology.  
(d) E-plane radiation pattern.  
(e) H-plane radiation pattern.  

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>909-921 MHz</td>
</tr>
<tr>
<td>Peak Gain</td>
<td>17 dBi</td>
</tr>
<tr>
<td>Sidelobe Level (SLL)</td>
<td>-20 dB</td>
</tr>
<tr>
<td>Return Loss</td>
<td>$&gt;10$ dB</td>
</tr>
<tr>
<td>Polarization</td>
<td>Linear</td>
</tr>
<tr>
<td>3-dB Beamwidth E-Plane</td>
<td>18°</td>
</tr>
<tr>
<td>3-dB Beamwidth H-Plane</td>
<td>23°</td>
</tr>
<tr>
<td>Size of the Array (mm)</td>
<td>925×960×167</td>
</tr>
<tr>
<td>Dielectric Material, Thickness</td>
<td>RT4350, 1.52 mm</td>
</tr>
</tbody>
</table>

lengths from each divider port element to the common output. Simulation shows a maximum phase difference equal 3°. Simulated and measured gain in E and H planes at 915 MHz are presented in Fig. 5.1d and e. It is seen that the peak gain is about of 17 dBi, half power (−3 dB) beamwidth for E and H radiation patterns is 18° and 23°, respectively, and −12 dB beamwidth is about 40° for both planes. Beamwidth 40° covers the road spot with 4 × 4 m if the array is mounted at a height of 6 m above the road. The numerical estimation of the power received by the transponder of the board unit (OBU), which is mounted on the car as the function of the road side unit (RSU) can be derived from Friis Transmission formula

$$P_r = \frac{P_t \cdot G_t \cdot G_r \cdot \lambda^2}{(4 \cdot \pi \cdot d)^2} \quad (5.1)$$

or in dB scale format

$$P_r = P_t + G_t + G_r + \text{Loss} \quad (5.2)$$

Assume that the transmitting power of the RSU is about $P_t \approx 15$ dBm, the transmitting gain $G_t$ corresponding to the angle directions ±20° from the normal to the array is $G_t = 5$ dBi (−12 dB from the maximum value equal 17 dBi), the gain of the receiving (OBU) antenna mounted in the interior part of the car is around $G_r \approx -15$ dBi, Friis Transmission Loss $= -20 \cdot \log(4 \cdot \pi \cdot d/\lambda) \approx -48$ dB for the frequency 900 MHz, and the distance between the transmitter and the receiver is equal $d = 6$ m. In this case, the received power calculated from (5.2) is equal $P_r \approx -43$ dBm. This value is higher than the OBU sensitivity, which varies for different countries [6, 7] from −50 to −70 dBm. Power transmitted by transponder (uplink communication) is about of $P_t \approx 10$ dBm, and the power received by RSU in this case is $P_r \approx -48$ dBm, which is also higher than the RSU sensitivity equal −75 dBm. Hence, rough estimation of the link budget shows that the designed antenna array satisfies the ETC requirements. Table shown in Fig. 5.1 summarizes the measurement data obtained for the antenna array design presented in Fig. 5.1b. Figure 5.2 shows 900 MHz band transponder loop antenna printed on the circuit board in the left portion of the assembly.

Typically, transponder is attached to the car front window behind the rear-view mirror.

One of the known northeastern US E-ZPass electronic toll-collection system [8] uses reader antenna array, which is made of nine tuned plate elements in the 3 × 3 array operating at the 900 MHz frequency range. Each square element in the array has dimensions of about 150 × 150 mm and the total array size is about of 0.5 m.
5.1.2 Circular Polarized 16-Element Microstrip Array for Toll Collection Application

According to China national specifications [7] ETC system has to operate in a 5.8 GHz frequency band. The main requirements for the reader antenna array parameters are as follows:

1. Bandwidth: 5.78–5.85 GHz;
2. Polarization: Right Hand circular (CP);
3. Half power beamwidth: horizontal <38° and vertical <45°;
4. Gain: >14 dBi

The planar microstrip array [9] developed according to these requirements is presented in Fig. 5.3. Antenna array consisting of 16 patch elements operates at 5.795–5.815 and 5.855–5.875 GHz frequencies, and has right hand circular polarization (RHCP) design. Circular polarization of each square patch with linear dimensions equal 16.6 × 16.6 mm² is obtained by the truncated corner with the length 2.6 mm. Adjacent patches are separated by distances of 21.49 and 21.52 mm in the X and Y directions, respectively. The antenna includes four subarrays (2 × 2 elements) with total dimensions 136.92 × 148.21 mm. The measured gain is more than 15 dBi, sidelobe level is about of −20, 3 dB beamwidth is 20°, and the axial ratio is <3 dB in the operating frequency band. Array is fabricated on a substrate with a 1.54 mm thickness and a relative dielectric constant of 2.17. It should be noted that this antenna array can be utilized not only for toll collection but for DSRC between a road side base station and a moving car system. A summary of data is presented in Fig. 5.3.
Figure 5.4 shows the sketch of the low cost base station omnidirectional planar array. System can be used as drive-thru Internet antenna which provides Internet connectivity for some period of time as the vehicle passes through (or located in) the access point AP’s coverage area. The array consists of the top and bottom traces \[10\]. The traces on the top layer of the antenna alternate from wide to narrow complementing the narrow to wide traces on the bottom layer. The last upper trace is narrow and shorted to the center of the last wide bottom trace. The length \(L\) of each section is approximately \(0.275\lambda\), the narrow line with width \(W_1\) provides 50 ohm of sections is chosen such that it forms 50 ohm impedance of the microstrip line. The wide \(W_2\) is approximately five times as wide as a narrow trace \(W_1\). This antenna may be viewed as a set of \(\lambda/2\) microstrip transmission lines. The total number of sections may be altered to provide a desired gain. Simulation analysis predicts a gain of 5.5 dBi for five sections, 6.9 dBi for seven sections, and 7.6 dBi for nine sections. Seven sections designed to operate at 2.45 GHz presented in Fig. 5.4 have the following dimensions: \(W_1 = 2.06\), \(W_2 = 16.25\) \(L = 36.58\) mm. Shorting pins located on either end of the antenna have a 0.5 mm radius. The measured gain of the antenna shown in is about 5 dBi. Summarized data are presented in Fig. 5.4.
5.1.4 Printed Dipole Array with Reflector Plane for 2.45 GHz Band

A double side dipole array with a parallel reflector plane for 2.45 GHz shown in Fig. 5.5a (top and bottom sides) is one of the antenna systems manufactured by Canadian company SuperPass [11]. The patented antenna was developed by Waterloo University Electrical Engineering department. Each antenna element is formed by printing metal strip lines on both sides of the printed circuit board. Shorting inductive pin provides the operation in the required frequency band. The length of the single dipole arm $L_1$ is equal to 53.4 mm and the width $W_1$ is 3.15 mm. The reflector plane is mounted from the circuit board at a distance equal to $\frac{\lambda_0}{4} \approx 25$ mm. A feeding network provides 50 ohm output impedance with return losses $<-10$ dB in the frequency range from 2 to 2.48 GHz. Summarized data for four element array are shown in Fig. 5.5b. A data summary table is presented in Fig. 5.5c.

A similar broadband double sided dipole array with a parallel reflector plane for 2.45 GHz [12] is demonstrated in Fig. 5.5b. The length of the single dipole arm
Fig. 5.5 Double side dipole array with parallel reflector plane: a SuperPass design. b 4 × 4 2.45 GHz printed topology concept. c Data for superpass design. d Data for 2.45 GHz array
\( L_2 \) is equal to 26 mm and the width \( W_2 \) is 12 mm. The array prototype is fabricated on the substrate R04003 (\( h = 0.5 \) mm and dielectric constant 3.38). The reflector plane is mounted from the array at a distance equal to \( \lambda_0/4 = 30 \) mm. The total dimensions of the printed board are \( 80 \times 70 \) mm\(^2\). The feeding network provides 50 ohm output impedance with return losses \(< -10 \) dB in the frequency range from 2 to 3 GHz. Summarized data for four element array are shown at the table shown in Fig. 5.5d.

### 5.2 Antenna Arrays with Electronically Controlled Beam

#### 5.2.1 System with ON/OFF Parasitic Microstrip Structure

Figure 5.6a shows the concept of the reconfigurable array [13]. The system consists of the horizontally polarized printed antenna element mounted at the center of the circle, as shown in Fig. 5.6a. The antenna is surrounded by \( N \) identical and equally spaced metallic parasitic radial sectors. As shown in Fig. 5.6b, parasitic elements can be electrically connected with pin-diode RF switches (ON position). Position OFF of the switching diodes corresponds to the disconnected radial elements. Connected radial sectors provide backward directional radiation, as shown by the arrow in Fig. 5.6b, and block the radiation in the opposite direction. An activated central antenna element is the antenna with fixed omnidirectional radiation pattern in the horizontal plane. The antenna system described in the reference paper [13] consists of 18 parasitic radial sectors and Z-shaped Alford loop central [14] printed antenna. F-type topology presented in Fig. 5.6d is also good candidate for operating in such systems. The array, described in reference paper [13] with \( N = 18 \) parasitic elements for 2.45 GHz application, is fabricated and tested for the following geometry: the outer diameter of the antenna (with parasitic elements) is equal to 72 mm, the inner diameter of the area, which occupies Z-shape antenna element, is equal to 28 mm. Geometry of Alford loop printed on FR4 substrate (thickness is 0.8 mm and dielectric constant 4.6) (Fig. 5.6c), has the following strip line dimensions: \( l_w = 17.8 \), \( W_w = 1.5 \), \( W_a = 6.36 \) mm.

Radial angle, which occupies single parasitic element, is equal to 17°, and the angle gap among the adjacent radial sections is 3°. It was found, that the minimum number of connected parasitic sectors to obtain a minimum front to back ratio more than 5 dB and minimum VSWR < 2:1, is equal to 3. The measured VSWR values are \(< 2.5:1\) within the frequency range from 2.3 to 2.6 GHz. Experimental results show that connection of the parasitic elements with numbers 13, 14, 15, 16, 17, and 18 leads to the array main beam directed to \( \phi \approx 345^\circ \); when the radial elements with numbers 12, 13, and 14 are connected, the angle direction of the main beam is \( \phi \approx 27^\circ \), for connections of the element numbers 2, 3, 4, 5, 6, and 7, main beam angle direction is equal to 165°. The beamwidth of the antenna system in the horizontal plane for horizontal wave polarization is about 120°.
This section presents a switchable antenna array prototype that provides a 360° (in azimuth) electronically steerable beam. The array consists of six linear polarized directive antenna elements: three Landstorfer antennas (Fig. 5.7a) and three Yagi elements (Fig. 5.7b) [15]. The antenna elements are fabricated on a Roger 4003 substrate PCB with the thickness of 0.5 mm. The topology of the feeding network with Yagi, Landstorfer antenna elements, and a pin-diode switch system is shown in Fig. 5.7c. The pin-diode system, marked by letter S, operates in open/short...
(OFF–ON) states and provides scanning beam over 360° in azimuth. The topology of the feeding network with three Yagi and three Landstorfer elements provides smaller dimensions in comparison with six Landstorfer elements and greater gain in comparison with six Yagi elements. The overall size is 269 mm (269 mm
corner to corner) with hexagonal shape. The array contains six ports: Port1, Port3, Port5 are the Landor Dorfer element ports associated with the Landstorfer antennas. The other three ports: Port2, Port4, Port6 are related to the Yagi antenna elements.

Each of six antenna elements can be selected to orient an independent directive beam using switching network shown in Fig. 5.7d. The RF input port and output ports are labeled by RF IN (Port X) and Ports 1–6, respectively. While one of the control ports (V1 to V6) is triggered by a DC voltage (3.3 V), the corresponding path is turned on. For example, when the PIN diode (D1) is turned on, the RF signal can go through from RF IN (Port X) to Port 1. The RF IN (Port X) is isolated from the other Ports (i.e., Port 2, 3, 4, 5, 6) since the PIN diodes D2, D3, D4, D5, D6 are off. Each antenna element is activated by applying 3.3 V on its control pins, respectively. Summarized data, obtained by testing the antenna prototype, are shown in the Table of Fig. 5.7.

5.2.3 Example of Practical Array with Simple 4 × 4 Butler Matrix

Figure 5.8a presents a practical example of four patch element antenna array [16, 17] with etched on the same board 4 inputs/4 outputs Butler Matrix. All four radiating elements of the antenna array are identical, and they are designed by utilizing rectangular patch shape. Each antenna element of the array operates within the frequency band of 5.25 GHz. The effective length and width of the patch antennas are calculated and optimized using simulation Ansoft HFSS software. A Butler matrix with the antenna elements are fabricated on RT/Duroid 5880 substrate, which has dielectric constant $\varepsilon_r = 2.2$, dissipation factor $\tan \delta = 0.0002$, and thickness of 0.787 mm. The Butler matrix includes 3-dB directional couplers (quadrature hybrid couplers), two fixed strip line 45° phase shifters, and two crossovers, which provide isolation among signals at the crossing of lines. Quadrature hybrid is 3-dB directional coupler with 90° phase difference in the outputs of the through and coupled arms.

Basic operation of coupler is as follows. With all ports matched, the power entering port P1 is divided between ports P2 and P3, with a 90° phase shift between them. No power is coupled to port P4. Crossover is an efficient circuit, which provides two transmission lines crossing with a minimal coupling between them.

Table 5.1 shows a summary of the corresponding magnitudes and phase shifts between the inputs and the outputs of the matrix.

The array exhibits four directional beams in the different angle directions as shown in Fig. 5.8. Figure 5.8b, c, d, and e illustrate radiation patterns of 1R, 2L, 2R, and 1L beams, respectively. It is seen from the measurement results that the angle positions of the beams are as following: 16°, −39°, 38°, and 15°. For the beams at −15° and 16° the side lobe level is lower than −10 dB, however, for 2L and 2R beams SSL is greater than −10 dB.
Fig. 5.8  Linear four element array with Butler matrix: a Array layout. b Radiation pattern from 1R output. c Radiation pattern from 2L output. d Radiation pattern from 2R output. e Radiation pattern from 1L output
5.2.4 Circular Array with Electronically Controllable Dipole Elements

Commercially available circular base station array [18] with vertically oriented dipole elements is presented in Fig. 5.9.

The antenna consists of eight half-wave dipoles mounted on the circle with the diameter equal to operating wave length. The distance among neighboring dipoles is about 0.4\lambda. The feeding network with electronically controllable phase shifters and pin-diode attenuators/switches supports a few different operation modes:

1. Simple co-phasing of the signal from all elements in the predetermined azimuth angle position
2. Diversity (MIMO) operation with a few antenna elements
3. Adaptive operation with suppression side lobe suppression or even deep nulling in any user direction, when adjusting phases of each dipole in the array.

<table>
<thead>
<tr>
<th>Port</th>
<th>1R</th>
<th>2L</th>
<th>2R</th>
<th>1L</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mag</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.524</td>
<td>0.506</td>
<td>0.472</td>
<td>0.48</td>
</tr>
<tr>
<td>Phase</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>129.4</td>
<td>90.8</td>
<td>47.98</td>
<td>-1.45</td>
</tr>
<tr>
<td>Mag</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0.481</td>
<td>0.496</td>
<td>0.507</td>
<td>0.497</td>
</tr>
<tr>
<td>Phase</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>44.94</td>
<td>175.3</td>
<td>-54.4</td>
<td>88.75</td>
</tr>
<tr>
<td>Mag</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0.497</td>
<td>0.507</td>
<td>0.496</td>
<td>0.481</td>
</tr>
<tr>
<td>Phase</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>88.75</td>
<td>-54.4</td>
<td>175.3</td>
<td>44.94</td>
</tr>
<tr>
<td>Mag</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.48</td>
<td>0.472</td>
<td>0.506</td>
<td>0.524</td>
</tr>
<tr>
<td>Phase</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-1.45</td>
<td>47.98</td>
<td>90.83</td>
<td>129.4</td>
</tr>
</tbody>
</table>

**Fig. 5.9** Circular array with dipole elements
For conventional regime (without adaptation) measurements show gain of about 7.5 dBi in azimuth plane, sidelobe equal to -12 dB, and -3 dB beamwidth of about 80°. Adaptation toward the interference signal leads to the side lobe suppression of about -25 dB.

5.2.5 Single RF Channel Digital SMILE Array

Four element patch antenna array example, presented in Fig. 5.10a, is used for demonstration of a single receiver technique [19–22].

The array spacing is half of free-space wavelength at the resonance frequency of 5.8 GHz. The patch antennas with feed network are etched on a 1.57 mm Duroid substrate with dielectric constant equal to 2.33. Because each antenna element is switched ON/OFF, the loading of the antenna elements to the feeding network changes from 50 ohm to the open circuit. In this design, all transmission lines have the same characteristic impedance $Z_0$ with unbalanced T-junctions, as shown in Fig. 5.10a. The path lengths of the feed network are multiple of $\lambda/2$, and, therefore, only one path matched to $Z_0$ will be seen by the signal. It was found [19]
that the length $l$ from the inset feed of the element to pin-diode location can significantly affect the radiation pattern of the individual element. The pin-diode location can change the variations of the radiation pattern values up to 7 dB [21]. The element radiation pattern for the best location of the pin-diode is almost identical to the radiation pattern of the isolated element. After the signals received by each channel are recovered, the DBF processor estimates the direction of arrival (DOA) using MUSIC technique and regular Fourier method, as shown in Fig. 5.10b. Error for DOA estimation with MUSIC method does not exceed a few degrees. The array uses HJFET LNA elements NE32485C as the switching devices.

5.3 Parking Lot Vehicle Localization Antenna Systems

Vehicle localization is the part of ITS, which includes different aspects of traffic control managing. The difficulty of finding a car in a large or multilevel parking lot, at shopping or airport centers, close to the music or sporting events can be very annoying. The problem is so common that many parking ramps have special cars to drive people around to help them find their car. For example, GPS system [23] can be used in the open parking area. However, GPS signal strength is not enough to locate the vehicle in closed parking lots. Cost is another issue because such technique requires GPS equipment in each car that uses DF service.

According to the logic of the simplest DF system with an omnidirectional vehicle mounted antenna [24] car owner presses a button of the hand-held transmitting module, and a receiver, mounted on the vehicle, turns on a flushing light or horn sound, which can be recognized by the motorist. However, the area in the big parking lot includes a lot of sections and car owner can miss a response from the light or sound signal.

More sophisticated and advanced DF systems have an antenna array mounted on each vehicle, which is equipped with this service [25–31]. The antenna array elements can be combined using different schematics. Low cost DF system solution assumes a single receiver with multiple array elements and some kind of switching logic among the elements. It is known [25, 31] two different communication scenarios that are utilized for the localization of the vehicle at the areas, where visual finding of the car is difficult due to the high density of the parked vehicles. We discuss both scenarios: first, based on mounting antenna array on each vehicle, and second that uses single antenna array mounted on the lighting pole at the parking area.
5.3.1 Communication Scenarios

The simplest communication scenario is demonstrated in Fig. 5.11a. RF signal radiated by an antenna of the hand-held car owner transmitter/receiver unit (Path 1) is received by an antenna array mounted on the car. Antenna array, mounted on each vehicle, includes single receiver and the electronically controllable switch connecting one array element with a receiver at one time, as it is shown in Fig. 5.11b. The antenna elements of the array are arranged circumferentially around their reference point, spaced apart at equal angles, for example 45°, when using eight array elements. Each directional antenna element covers the certain predetermined angle sector so that the total covered area of the system is 360° in azimuth. Each antenna is connected to the rotating switch that completes the revolution during 1/8 of the dwell time. The signal from the antenna passes through a single digital receiver, digital algorithm compares the power levels received by each antenna element, sorts them according to the signal strength, and the angle of the incoming signal corresponds to the angle sector with the highest received signal. The signal with DOA information is transmitted (using small omnidirectional antenna) back (path 2) to the car owner and activates, for example, car owner compass [32], which shows the car angle location. Note that the system

---

**Fig. 5.11** a Communication scenario for the array mounted on the car. b Circular array with single receiver for DOA estimation. c Simulation test set up for vehicle localization in the car garage. d Communication scenario with antenna array positioned on the lighting pole
requires the mounting of the antenna array on the each car equipped with this service.

Figure 5.11d shows an advanced communication scenario. The RF signal radiated by an antenna of the hand-held car owner transmitter/receiver unit (Path 1 shown in Fig. 5.11d) is received by a compact omnidirectional antenna mounted on the car. For example, car roof omnidirectional antenna, which described in reference paper [33], provides a communication range of about 200 m.

The omnidirectional antenna of the car retransmits the signal (Path 2 in Fig. 5.11d) with identification code that belongs to the owner vehicle. Retransmitted signal is received by the antenna array system mounted on the parking lot base station tower. Note that the array processor is activated only by the signals with the identification code, which specifies signal transmitted by the car (not hand-held unit). The processor calculates DOA of the vehicle with respect to the reference angle position, and omnidirectional antenna of the base station transmits signal with DOA data (Path 3) toward the driver’s hand-held unit. As a result, car owner obtains car location information. Direction information can be updated as car owner moves relative to the car. It is very important that, according to the second scenario communication, the system uses only one sophisticated antenna array, which is installed on the special beacon or on the lighting pole at the parking area.

### 5.3.2 Single Channel Eight Element Circular Array for 2.4 GHz Applications

This section presents simulation results of the vehicle localization at the parking garage area with circle array, which has eight directional antenna elements [25]. Parking garage is the area with dimensions of $60 \times 60$ m and 46 vehicles surrounding a testing vehicle, which has a receiving antenna array. Each car has the following size: $4.8 \times 1.8 \times 1.5$ m$^3$. The testing car is located in environment with multiple reflections, which are modeled using commercial software package Wireless InSite [34]. The circular array, consisting of eight equally spaced antenna elements, is centered on the vehicle’s roof at the height 1.5 m. Array radius is equal to quarter wave length. Total signal captured by the individual antenna element is modeled as a combination of the direct signal, reflected and diffracted signals from the surrounded objects, such as cars, ceiling, floor, support spots, and so on. The floor, ceiling, and support posts are comprised of concrete, entry way massive room is modeled as a cube made of concrete, and the vehicles are made from the perfect electric metal body and rubber wheels (dielectric constant is equal to 3). More detail description of parking garage, channel model, and the propagation scenario is given in [34].
The simulation is performed for the antenna element radiation pattern, which covers sector of 45 or 90° in azimuth in both E and H planes. The antenna array is connected to the rotating switch, as shown in Fig. 5.11b, that completes a full revolution (360°) during the time interval equal to $T_{360}$. The connection time with each array element is equal to $T_{360}/8$. The single receiver connected with each antenna element estimates a power received by the different antenna elements, compares these values, and chooses the angle sector with highest received signal strength indicator (RSSI) power level. This sector is determined as the DOA estimated sector. Sets of 122 different transmitter possible positions are placed on the horizontal plane of the parking garage area to provide statistical confidence in the evaluation of the described algorithm. Each transmit point can be thought of as a user at the specific location to obtain a unique DOA estimate. The transmitter has a vertically polarized dipole antenna operating at 2.4 GHz within bandwidth of 1 MHz. Figure 5.11c shows a garage configuration used in simulation scenario and the position of the car with the receiving antenna array. Table 5.2 shows pass rate percentage for the RSSI algorithm in terms of the four different heights of the transmitting dipole antenna. Pass rate percentage is defined as the total number that falls within $\pm 22.5°$ of the true DOA out of the possible 122 points.

It is seen from the table that the receiving antenna with 45° beamwidth exhibits better results. This is because the antenna with greater beamwidth, and, therefore, smaller gain has an increased beam pointing error due to the multiple reflections. Also, it can be noted that the results for greater antenna heights are better due to the lower level of reflections from the floor. Algorithm performs best, when the receiving antenna array is placed on the vehicle’s roof.

<table>
<thead>
<tr>
<th>Height (m)</th>
<th>Beamwidth 45°</th>
<th>Beamwidth 90°</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>64.8</td>
<td>51.6</td>
</tr>
<tr>
<td>1.25</td>
<td>70.5</td>
<td>52.6</td>
</tr>
<tr>
<td>1.50</td>
<td>82.8</td>
<td>68.0</td>
</tr>
<tr>
<td>1.75</td>
<td>84.8</td>
<td>59.8</td>
</tr>
</tbody>
</table>

5.3.3 Example of Conformal Smart 2.45 GHz Array for Lighting Pole Installation at the Parking Area

Lighting pole-mounted base station antenna [35–37], shown in Fig. 5.12a, allows estimating the azimuthal angle location of the radiating objects (in comparison with the reference position). Array consisting of six pentagonal elements covers 360° in azimuth. The array with diversity mechanism enabling the selection one of the six radiating array elements, is capable of operation in either right or left circular polarization. Common topology of the individual element and the array is shown in Fig. 5.12b and c, respectively. The array element is a slit disk antenna
etched on FR4 material with 1.6 mm thickness on the pentagonal ground plane. The ground plane of each element is taken only slightly larger than the circular patch resonator dimensions (Patch diameter is 33.5 mm). The antenna can operate on circular polarization by appropriate placement of the probe position.

Figure 5.13 presents the concept radiation patterns which show the maximum radiation angle for different antenna elements (Fig. 5.12c). Directions of the LHCP radiation pattern maximum as a function of the angle $\theta$ are shown by the arrow for each of all five antenna element locations (excluding element #1). Almost omni-directional radiation pattern of the antenna #1 is shown in Fig. 5.13 as a black circle spot. The gain level of this pattern is around $-12$ dB in comparison with the maximum radiation patterns measured for the remaining five antennas.

The beamwidth of the radiation pattern for each of the antenna elements (#2 to #6) is between 50° and 60°. This design allows using different processing algorithms for DOA estimation. Originally, the system was suggested to estimate angle of arrivals for the indoor radiating objects: the achievable accuracy was about of a few meters when using high resolution MUSIC algorithm. However, presumably, this system can be utilized for OAA estimation of the car in the big parking lot area where it is necessary to provide beam steering of 360° azimuth.
Fig. 5.13 Concept radiation patterns showing the angle radiation of different array elements
References

6.1 Design Examples for 2.45 GHz

6.1.1 Reactively Steered Ring Array Printed on Car Glass

As stated earlier in Chap. 1, relatively simple, reactively steered arrays include a main active antenna and a number of parasitic elements with electronically controllable reactance circuits. Figure 6.1a to c presents an example of 2.4 GHz reactively steered ring antenna array mounted on the vehicle glass [1]. The design does not degrade the appearance of the vehicle and saves installation space for other devices. Three overlapping ring-shaped wires, each one wavelength, are provided without any mutually nodal points. A feed point and five reactance circuits are embedded in the wires. By changing the values of the reactance circuit, beam direction can be controlled in xy plane. Reactance circuits are made of varactor diodes, the values of which are controlled by changing their input voltages. As described in [2], a one-wavelength ring antenna can be represented by two in-phase dipole antennas with a spacing of 0.27. Therefore, the ring element array is assumed to have an equivalent model as shown in Fig. 6.1d, which is composed of six dipole elements. Math simulation optimizing the antenna geometry for 2.4 GHz shows the following dimensions: $H = 39.8; \ D = 0.125; \ G = 312.5; \ L1 = 1.5,$ and $L2 = 0.03$ (Fig. 6.1a). Figure 6.2 shows radiation patterns as a function of $\phi \ (\theta = 90^\circ)$ calculated for beam direction toward $\phi = -90, -30, 0, 30, 90^\circ$. Calculations are performed using two different methods: MOM technique and equivalent dipole [2] presentation. Reference paper [1] also describes antenna prototype that is constructed on a typical Teflon substrate with thickness of 0.6 mm and dielectric constant of 2.6. Copper is etched on both sides of the substrate, and the reactance is realized using varactors, capacitors, and resistors.
The prototyped antenna is mounted at the upper center of the windshield, as shown in Fig. 6.1c. The distance between the metal roof top and the nearest side of the prototype is about 40 mm. The angle between the windshield and the horizontal plane is approximately 30°. Figure 6.3a and b shows the beam patterns toward the $\phi = 10$ and $\phi = 30^\circ$ (coordinate system is shown in Fig. 6.1c).

Three patterns at every $10^\circ$ of elevation angle from $\theta = 90$ to $\theta = 70^\circ$ are plotted in Fig. 6.3a and b. Reactance values in ohm calculated by method of moment (MOM) are summarized at the Tables shown in Figs. 6.3c and d. It is seen that the radiation patterns are somewhat noisy due to the multiple reflections from the car body. The dimensions of the practically designed antenna module with bias circuits are $220 \times 50 \text{ mm}^2$. The antenna is composed of copper-etched multilayered films. The feed ring wire and parasitic wire are placed on the independent films. The reactance circuits are mounted using conductive paste. The films are made of a transparent polyethylene (PET) substrate with the thickness of 125 $\mu$m.

Fig. 6.1 Reactively steering array system printed on car glass. a and b Antenna array concept. c Array location on the glass. d Equivalent array representation. [1] © 2007 IEEE
6.1.2 Steerable Disk Patch Configuration

Detailed description of the disk patch antenna with parasitic elements is given in Ref. [3]. Figure 6.4a presents the schematic concept of the antenna system. The antenna occupies the area of less than 0.3 \times 0.3 \lambda and is composed of a driven element (circular patch) and four surrounding parasitic elements. The central patch is driven by the inner conductor of a coaxial line. The outer conductor is connected to the ground plane. The bottom end of each \( T \)-shaped parasitic element is either short or open circuited to the ground plane (for simulation, the ground plane is chosen as an infinite). The main antenna dimensions for 2.45 GHz are as follows: the disk patch diameter is 29.4, patch and parasitic element heights above the ground are 9.8 mm, and horizontal length of each parasitic element is 24 mm. This compact array design, which could be easily mounted on the car roof, provides beam steering azimuth directions (\( \phi = 0, 45, 90, 135, 180, 225, \) and 315\(^\circ\)). Steering of the angle in azimuth plane is realized with switches named in Fig. 6.4a as a, b, c, and d. It is found that the antenna array generates \( E_\theta \) components from the vertical currents along the vertical central-driven pins, edge pins, and parasitic \( T \) element pins. Cross polarization component is \(<-30 \text{ dB}\).

![Radiation patterns](image)
The antenna is a vertically polarized structure with a maximum $E_\theta$ value for $\theta=90^\circ$ (horizontal plane). Figure 6.4 b to e shows the angles of maximum radiation as a function of the switch states a, b, c, and d. Any switch shown in the circle is the shorted switch and switch without the circle is in the open position.

### 6.1.3 Low Profile Vertically Polarized F-Antenna Array for Roof Mount Applications

Figure 6.5a presents $F$-type roof-mounted antenna array [4], which is a suitable candidate for automotive applications where compact design is required. The geometry of all elements is the same with the exception of one feature: each of the two actively excited identical elements (#1 and #2) has amplitude and phase control as shown in Fig. 6.5b and each of the two identical parasitic elements (#3 and #4) equipped with a varactor diode (Fig. 6.5c) can adjust the reactance value to provide beam steering. The antenna radiates vertically polarized waves...
and can operate as an adaptive system, forming the desired angle direction of the main beam and nulls in the directions of the interference sources. The lengths of the individual components of the antenna element for 2.45 GHz applications are as follows: \( h = 11 \), \( L_1 = 17.8 \), \( L_2 = 4.9 \), and \( L_p = 2.5 \) mm. The lengths \( h \), \( L_1 \), \( L_2 \), and \( L_p \) are adjustable, so that the imaginary part of the input impedance of the actively excited elements becomes 0 for a frequency of 2.45 GHz. Combined length \( h + L_1 + L_2 \) is approximately equal to \( \lambda/4 \). The total dimensions of the

Fig. 6.4  

(a) Schematic concept of the disk patch array configuration;  
(b) to (e) Angles of maximum radiation versus switch states
antenna are 35.5 x 35.5 x 11 mm³. Figure 6.6 illustrates the calculated normalized, vertically polarized radiation patterns for the horizontal plane using numerical electromagnetic code (NEC). Referring to the figure, the unit of $A_1$ and $A_2$ is amplitude, $\phi_1$ and $\phi_2$ is degree, and $X_3$ and $X_4$ is expressed in ohm. As emphasized in reference source [4], antenna structure can form a beam toward arbitrary angle direction in the horizontal plane by properly adjusting the values of the excitation amplitudes $A_1$ and $A_2$, excitation phases $\phi_1$ and $\phi_2$, and reactance values $X_3$ and $X_4$.

When these values are adjusted, as shown in Fig. 6.7 the antenna system radiates beams and forms nulls in the directions marked in the figure by arrows. Figure 6.8 shows a few antenna array topologies described in the Ref. [4] which can also be beneficial for the car roof-mounted systems.
6.2 Prototype Samples for 5.2 and 5.9 GHz Frequency Bands

6.2.1 Endfire Array for ITS Applications Providing Forward/Backward Radiation

A compact array configuration operating within frequencies from 5.85 to 5.925 GHz, schematically shown in Fig. 6.9a [5, 6], is another suitable candidate to generate directional beam radiation pattern for automotive applications.

The proposed array has scan capability in two directions, forward endfire or backward endfire. As shown in Fig. 6.9a, the array contains $N$ number of $L$ shaped wire monopole antenna elements mounted on the ground PC board. Bended elements are utilized instead of monopole antennas to decrease the overall height. The distance between the adjacent elements is around a quarter of wavelength, which is about 13 mm at 5.9 GHz. Each element has a length $l$ of horizontal section and $h$ mm of vertical section. The prototype of the antenna is based on the following parameters: number of antenna elements is equal to four and $h = 6$ mm. PCB is made of low-loss RF material with a dielectric constant of 2.3. Figure 6.9b presents the combination of two directional couplers to provide equal distribution of energy between four ports of the antenna array elements. They are numbered from #1 to #4 and two isolated feeding ports are numbered as Port 1 and Port 2. The feed network shown in Fig. 6.9b provides a 90$^\circ$ phase shift between adjacent elements. Therefore, when Port 1 is excited, energy radiates toward the element #4 and when Port 2 is excited, energy radiates toward the element #1. The array gain...
is about 11.5 dBi and $-3$ dB beamwidth of the array is 82 and 40° in the azimuth and elevation planes, respectively. The table shown in Fig. 6.9 summarizes the antenna measurement parameters.

### 6.2.2 System Integrated into the Vehicle Body

The drawing of the patch antenna array integrated into the vehicle body is shown in Fig. 6.10a [7, 8]. Configuration presented in Fig. 6.10a imitates (roughly) an array inserted into the side car door and, therefore, allows radiating energy toward the angle directions #1 or #2 as shown in Fig. 6.10d. The prototype of the array described in the reference papers [7, 8] is composed of three radiating elements: the mid-patch is the transmitter antenna with port #1 and the other two are receiving elements with port #2 (Fig. 6.10c). The antenna element is built on the top side of the dielectric board while the bottom side is grounded.

Printed on FR-4 PCB with thickness 1.6 mm, the patch element has the following dimensions: length is equal to $L = 11.8$ and width $W = 15$ mm for 5.8 GHz, the inset feed distance from the patch edge is equal to 3.5, and the width...
of the transmission line is 3 mm (Fig. 6.10b). The distance between adjacent elements is equal to 26 mm, which corresponds to the half of the wavelength in free space. It is shown that one mid-antenna element has the peak gain of about 5 dBi with main beam ripples of the order ± 2 dB and ripples of the sidelobes of about 5–7 dB due to the conducting plates. Two receiving antennas with spacing of one wavelength provide $-3$ dB beamwidth of about $60^\circ$ and, the gain theoretically, two times higher than the gain of single patch element. The measured efficiency of the antenna in free space is equal to 0.75, the efficiency between conducting plates is about 0.72, and for the array in the dielectric case efficiency is equal to 0.62. These data are obtained for 5.8 GHz frequency. In a real environment, the car body shape generates ripples of the directionality, and peak gain level differs from the above noticed values. Therefore, final radiation pattern has to be measured experimentally for specific car model.

### 6.2.3 Compact Smart Topology for Wi-Max Radio

Figure 6.11a shows a compact, lightweight, uniform eight-element circular switched beam array antenna prototype [9]. The antenna system with a diameter of
75 mm covers a 360° field of view in the azimuth plane and operates at 5.8 GHz. In a switched beam regime array creates 16 fixed overlapping radiation patterns, as shown in Fig. 6.11b. The antenna unit contains two functional blocks: the circular monopole array with the radius of 24.6 mm and a beamformer. The main algorithm of the array has three main components: searching, beamforming, and tracking. The searching component collects the received signal from the connected radio at each predetermined angle position and selects the one desired signal with maximum received power. Once a desired signal from the known direction is chosen, the main beam of the antenna array can be tracked toward the variable arrival angle.

Let us assume that, beam \( m \) is chosen. To update, we compare the signal strength from beam \( m \) and its neighbor beams: beam \( m - 1 \) and beam \( m + 1 \), and choose the strongest one as the updated beam. The tracking cycle is chosen so that the target will not travel out of the small angle range between beam \( m - 1 \) and \( m + 1 \). The reference paper [9] demonstrates the experimental results of the proposed array.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>5.85-5.925 GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak Gain</td>
<td>11.5 dBi</td>
</tr>
<tr>
<td>Return Loss</td>
<td>&gt;15 dB</td>
</tr>
<tr>
<td>Polarization</td>
<td>Linear</td>
</tr>
<tr>
<td>3-dB Beamwidth, ( E_{\theta} ) Horizontal Plane (( \theta = 90^\circ ))</td>
<td>82°</td>
</tr>
<tr>
<td>3-dB Beamwidth, ( E_{\phi} ) Vertical Plane (( \phi = 0^\circ ))</td>
<td>40°</td>
</tr>
<tr>
<td>Total Dimensions of the PCB Ground (mm)</td>
<td>80\times60</td>
</tr>
<tr>
<td>Element Material</td>
<td>Wire</td>
</tr>
<tr>
<td>Vertical Wire Portion (mm)</td>
<td>6</td>
</tr>
<tr>
<td>Horizontal Wire Portion (mm)</td>
<td>6</td>
</tr>
<tr>
<td>Number of Elements</td>
<td>4</td>
</tr>
</tbody>
</table>

Fig. 6.9  **a** Forward and backward endfire array topology; **b** Combining two directional couplers to provide equal distribution energy between four ports of the antenna array elements
6.2.4 Roof-Mounted Four-Element Patch Array for V2V Communication

An automotive antenna module consisting of four individual antenna elements for V2V/V2I communication [10] is demonstrated in Fig. 6.12a.

This system operates in the frequency band from 5.480 to 5.720 GHz, which is close to the main DSRC frequency 5.9 GHz [10, 11]. The antenna system can be utilized for MIMO applications with four individual output ports, as well as an antenna array with one combined output that realizes narrow scanning (if using additional phase shifters) beam or fixed beam antenna system. Due to the limited mounting space inside the module and with respect to a limited height, the antenna design is based on the low profile patch antenna elements. Four roof antenna elements form linear array separated by \( \frac{\lambda}{2} \) at the operating frequency range. The \( Y \)-axis denotes vehicle driving direction. It is assumed that the antenna elements are integrated into the rooftop antenna module, which also includes six \( \frac{\lambda}{4} \) parasitic passive monopoles, as shown in Fig. 6.12a. These elements are short circuited in their respective root points such that they act as discrete scatters in the antenna compartment. The total length of the antenna module \( L \) is 130 and width \( W \) is 50 mm. Individual antenna element sketch shown in Fig. 6.12b represents a short circuit ring patch operating at TM\(_{01}\) mode to provide a “monopole” radiation pattern [12]. The antenna prototype is manufactured using Rohacell dielectric material with a thickness of \( t_{\text{patch}} = 1 \) mm and dielectric constant of 1.0. The outer diameter of the circular patch is equal to \( F \),

![Image of antenna module and array elements](image-url)
Fig. 6.11  a Compact adaptive circular monopole array for roof mount applications; b Multibeam radiation pattern, [9] © 2009 IEEE

Fig. 6.12  a Antenna module with four individual antenna elements for V2V/V2I communication; b Individual antenna element topology
Scattering parameters, which estimate mutual coupling coefficients between all four individual antennas, are below $-12$ dB in the entire frequency band of operation. They are measured for the roof antenna module mounted on a small electric ground plane with the diameter of 200 mm. Impedance matching at 50 ohm provides return loss for all elements $<-10$ dB.

### Table 6.1 Measured gain in dBi scale for different antenna elements (#1 through #4)

<table>
<thead>
<tr>
<th>Antenna element #</th>
<th>$G_1$</th>
<th>$G_2$</th>
<th>$G_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>7.1</td>
<td>9.1</td>
<td>7.8</td>
</tr>
<tr>
<td>#2</td>
<td>7.5</td>
<td>9.6</td>
<td>6.8</td>
</tr>
<tr>
<td>#3</td>
<td>5.7</td>
<td>9.5</td>
<td>7.5</td>
</tr>
<tr>
<td>#4</td>
<td>4.8</td>
<td>7.8</td>
<td>3.4</td>
</tr>
</tbody>
</table>

![Figure 6.13](image)

**Fig. 6.13** a Square loop array design; b Angle directions of the radiation pattern maximum in azimuth plane, components $E_\theta$, and $E_\phi$ are marked by solid and dashed arrows, respectively; c Circular array configuration; d Combined two square loop topology

$d_{\text{patch}} = 10.0$ mm, and the shorting post thickness $d_{\text{sp}} = 1.0$ mm. Scattering parameters, which estimate mutual coupling coefficients between all four individual antennas, are below $-12$ dB in the entire frequency band of operation. They are measured for the roof antenna module mounted on a small electric ground plane with the diameter of 200 mm. Impedance matching at 50 ohm provides return loss for all elements $<-10$ dB.
Table 6.1 demonstrates measured gain in dBi scale for different antenna elements (#1 through #4) under the following conditions:

The gain $G_1$ corresponds to the antenna module mounted on a sophisticated custom-made ground plane with a diameter equal to 1 m, rolled edges in order to reduce diffraction effects of the electromagnetic field, and without parasitic pins;

The gain $G_2$ is obtained when the antenna module includes shorting pins, and the ground plane has a 1 m diameter;

The gain $G_3$ is the gain estimation for the antenna module mounted on the car roof.

All results are demonstrated for the vertical component of the electric field, tilt angle $\theta=75^{\circ}$, and correspond to the maximum values obtained within azimuth angle $0-360^{\circ}$.

Due to the passive scatters gain of all elements are increased and as indicated in reference paper [10], gain distribution over $360^{\circ}$ becomes more uniform. Finally, the realistic vehicular antenna integration and roof mounting significantly affects the gain of proposed solution.

### 6.2.5 Low Profile Beam Switched Loop Design

The schematic topology of a few compact loop antenna arrays [13, 14] with beam steerable capability is presented in Fig. 6.13a, c, and d.

The loop antennas demonstrated in Fig. 6.13 make use of a number of equally spaced feeds. Upon activating one feed at a time, the beam can be steered from one point to another, thus, realizing a steerable antenna. The loop antenna is etched on the printed circuit board with a ground plane on the bottom side and a metal strip line on the upper side. Each port is activated with pin-diodes providing beam switching over a $360^{\circ}$ azimuth.

The square loop antenna shown in Fig. 6.13a feeds from ports $M_1, M_2, M_3$, or $M_4$ and can produce four fixed beams steering in $90^{\circ}$ steps. The antenna built on the PCB with a dielectric constant of 3.45, dielectric thickness of 12, square side length 30, and loop conductor width 1.5 mm has two resonance frequencies: 3 and 5.2 GHz, which is popular for Europe WLAN communication. For example, an active port $M_1$ generates a titled $E_\theta$ radiation pattern component along $\phi_{\text{max}}=0^{\circ}$ and $\theta_{\text{max}}=45^{\circ}$ at 5.2 GHz. The beam also has an $E_\phi$ component with two maxima for $\theta_{\text{max}}=45^{\circ}$, $\phi=45^{\circ}$, and $\phi=-45^{\circ}$. Directions of the maximum components $E_\theta$(solid line) and $E_\phi$(dashed line) for cut $\theta_{\text{max}}=45^{\circ}$ in the $\phi$ plane are shown in Fig. 6.13b.

The circular loop design presented in Fig. 6.13c has eight ports $F_1, F_2...F_8$ and provides eight fixed beams with 45 steps over a $360^{\circ}$ azimuth using pin-diode switches. For the inner loop radius equal to 19.09, strip width equal to 1.5, $h=12$ mm, and dielectric constant of PCB $\varepsilon_r=3.45$, antenna resonates at the frequency 4.4 GHz. The radiation pattern for activated port $F_1$ generates beam directed to the following angles: $\theta_{\text{max}}=45^{\circ}$ and $\phi_{\text{max}}=0^{\circ}$. 

---

152 6 Compact Car-Mounted Arrays
The switched beam antenna shown in Fig. 6.13d is combined with two squares. The antenna has the following parameters: \( L = 30 \), \( w = 1.5 \), \( h = 12 \) mm, and \( \varepsilon_r = 3.45 \). Antenna has two resonant frequencies: 2.7 and 4.3 GHz. The beam for activated port \( E_a \) is directed toward \( \theta_{\text{max}} = 45^\circ \) and \( \phi_{\text{max}} = 180^\circ \). When all ports are activated the radiation pattern has eight beams covering 360° in the azimuth plane with an angle shift equal to 45°.

### 6.2.6 Low Profile Omnidirectional Horizontally Polarized Topology

This section presents conical beam array (Fig. 6.14) suitable for high performance radio local network (HIPERLAN) between the vehicle and the base station. The radiation pattern is omnidirectional in the horizontal plane with horizontal polarization and directional in the elevation plane with zero value toward zenith angle direction [15]. Figure 6.14a and b shows two possible array configurations: three- and four-patch antenna elements arranged in a ring formation. Designed antennas are fabricated on PTFE substrate with a dielectric constant \( \varepsilon_r = 2.55 \), dielectric material thickness \( h = 1.524 \), and loss tangent of 0.0024. If it is assumed that the patches are equally excited with electric current components in the direction of increasing \( \phi \), there will be null radiation in zenith, and the far field components should be horizontally polarized waves. Each patch of the three-antenna system has output impedance 150, which suggests a simple approach of connecting 150 lines at the patch edge, without any inset. Such lines provide 50 ohm match at the antenna system output.

The four-patch antenna array uses 4.9 mm inset on the radiating edge to obtain 80 ohm resonant impedance, and 80 ohm microstrip lines are attached at these points. At the center pin, each line has a quarter wavelength transformer raising the impedance to 200 ohm, and the antenna system output again has 50 ohm output impedance. The sizes of the finite ground plane are selected.

A set of measured patterns for three-patch array (75 × 75 mm) is presented in Fig. 6.14c and d, the radiation patterns for four-patches (80 × 80 mm) are demonstrated in Fig. 6.14e and f. It is clearly seen that the measured radiation patterns have null toward zenith and almost omnidirectional patterns over a 360° in the horizontal plane (peak-to-peak variations are 2 dB).
Fig. 6.14  a Three patch array arranged in ring formation; b Four patch array; c Elevation radiation pattern for three patch array; d Azimuth radiation pattern for three patch array; e Elevation radiation pattern for four patch array; f Azimuth radiation pattern for four patch array, © 2003 IEEE
6.3 Broadcasting Vehicle-Mounted Multi-Element Systems

6.3.1 FM Radio Space Diversity Topology

Figure 6.15 shows (by the arrows) potential FM diversity antenna locations in the interior or exterior parts of the car. Figure 6.15a demonstrates three-element array printed on the car glass. Usually, such antennas exhibit gain in the range of 7–15 dB less than the gain of the regular whip system and, therefore require low noise amplifier application. The typical gain of the amplifier varies from 6 to 15 dB, depending on the passive antenna portion gain. Noise figure of the amplifier is about of 2–4 dB. The antennas can be mounted on the rear or side glasses, as shown in Fig. 6.15a and b.
When antennas occupy small glass area and have small output impedance value (much < 50 ohm) in the entire FM frequency range, it is possible to utilize a high input impedance amplifier, which provides low output noise of the system [16, 17]. Figure 6.15b shows the option of the diversity system, which uses the combination of the regular roof antenna design with a printed on the glass solution. Figure 6.15c demonstrates two hidden diversity antennas mounted on the car rear spoiler [18]. The system mounted in the roof rails equipped with the phase space diversity system, is described in the reference patent [19] and shown in Fig. 6.15d. Design provides the combined diversity technique, that is presented in Chaps. 1 and 4. The antenna elements are separated by the distance of about half of the wavelength, and, therefore, multipath fading signals impinging to the antenna elements are practically uncorrelated. Figure 6.15e shows in mirror integrated diversity antenna elements. This compact solution may be applied for the FM diversity system [20], as well as for SDARS, Cell phone, or TV diversity design. Figure 6.15f, g, and h illustrates the conceptual radiation patterns for the two antenna elements diversity system: the first figure is related to the first antenna element, the second figure shows the radiation pattern of the second antenna, and final third figure is a combined (due to operation of the diversity system) radiation pattern. As we can see, the combined radiation pattern is almost omnidirectional while pattern measured for each antenna has dips more than 15 dB. A designer who starts to build an antenna diversity system must achieve a compromise between price and quality of the reception. For example, requirements for TV diversity reception system have to be more stringent in comparison with FM radio because it receives voice and video signals.

6.3.2 Examples of Diversity Systems for Digital Terrestrial TV

Digital video broadcasting (DVB) is a new combination of various digital technologies that provides better quality pictures in comparison with an analog TV. More and more countries are using DVB to transmit television and broadcast programs. As we mentioned before, DVB covers the VHF band from 110 to 270 MHz and the UHF band from 350 to 870 MHz (depending on the country). Broadband, low cost, and a compact antenna system are key for high-quality TV reception in a vehicle. Generally, mobile TV antennas have some problems when receiving TV signals, compared to the household fixed antenna systems. A TV mobile antenna is installed lower in comparison to a typical household fixed antenna, and as a result, the received signal is lower. It is known [21] that the correction factor for received electric field strength in the UHF band for reception at 10 and 1.5 m above the ground is 16 dB. This means that the received electric strength for the lower mounted antenna could be much less in comparison with the high-mounted antenna design. In addition, the signal received by a moving antenna suffers from significant fluctuations. Figure 6.16a shows an example of variation of the 509-MHz frequency signal (the bandwidth is about 430 kHz) received while
moving at 36 km/h. The figure shows that the electrical field strength drops many times during the short traveling distance of 10 m. Therefore, the typical antenna system for TV terrestrial applications uses the diversity technique, and each antenna element has a low-noise amplifier to increase the dynamic range of the receiving signals. A broadband amplifier has to provide signal amplification in a wide frequency band with minimal inserted noise. A high input impedance amplifier [22], which has a gain of about 15–20 dB in the entire frequency band, can be a suitable candidate for broadband TV applications.

Figure 6.16b shows a communication scenario between the TV base station and the car in the multipath environment. As noticed in Chap. 3, the best diversity solution in such a situation is the maximum ratio combining technique, which is used to design the antenna system consisting of four antenna elements printed on the front and rear car glasses, as shown in Fig. 6.16c [23]. The dimensions of the

Fig. 6.16 Examples of diversity systems for terrestrial TV. a Fluctuations of the signal recorded by the receiver installed in the moving car; b Communication scenario between base station and the car in the conditions of multipath propagation; c TV array mounted on the front and rear car glasses; d Car glass antenna array element; e Array element printed on flexible foil; f TV diversity system mounted on the car bumpers
The single antenna element shown in Fig. 6.16d are $L_T = 257$ and $H = 60$ mm. The system prototype based on the design with four antennas and combined diversity technique [23] generates almost omnidirectional radiation pattern with variations of about 3 dB over 360°.

The diversity system configuration printed on the flexible foil [24] is shown in Fig. 6.16e. Four identical antennas are mounted on the front and rear bumpers of the vehicle, as schematically demonstrated in Fig. 6.16f. The antenna element dimensions are 470 by 100 mm. The typical folded dipole intended for TV reception in the VHF band (90–222 MHz in Japan) is about 1,300 mm long. The suggested antenna is 830 mm shorter than the folded dipole. The designed antenna has a balun that transforms the input impedance of 300 ohm to the output impedance equal to 50 ohm. The measured VSWR in the 90–108 MHz band is $<4:1$, in the 170–220 MHz band $<6:1$, and in 470–770 MHz band $<4:1$. As shown from experimental results, the minimal antenna sensitivity for a horizontally polarized wave for any of the four bumper-mounted antenna elements is more than 40 dBu. Each antenna element has a low-noise amplifier, which provides a high-quality diversity system.

### 6.3.3 Satellite TV Arrays

Generally, a satellite TV antenna is mounted on the roof of the vehicle. The satellite receiving system tracks the signal received by an antenna from the satellite transmitter when the car is in motion. Therefore, the system has to be equipped with a special sensor to know where to find the satellite with minimal

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Europe requirements (NATALIA Project)</th>
<th>US requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>10.7–12.75 GHz</td>
<td>12.2–12.7 GHz</td>
</tr>
<tr>
<td>Polarization</td>
<td>Linear with electrical control</td>
<td>Circular: LHCP/RHCP</td>
</tr>
<tr>
<td>Coverage angles</td>
<td>360° in Azimuth, 20–70° in Elevation</td>
<td>360° in Azimuth, 15–65° in Elevation</td>
</tr>
<tr>
<td>Peak gain (without LNA)</td>
<td>&gt;20 dBi</td>
<td>&gt;30 dBi</td>
</tr>
<tr>
<td>3-dB Beamwidth in both angle</td>
<td>~ 10.3°</td>
<td>~ 2.7°</td>
</tr>
<tr>
<td>directions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross polarization isolation</td>
<td>&gt;15 dB</td>
<td>&gt;25 dB</td>
</tr>
<tr>
<td>Dimensions</td>
<td>200 Diameter, 20 mm Height</td>
<td>600 Diameter, 50 mm Height</td>
</tr>
<tr>
<td>Gain of low noise two stages</td>
<td>12–15 dB (including phase shifter loss)</td>
<td>12–15 dB (including phase shifter loss)</td>
</tr>
<tr>
<td>amplifier (LNA)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Noise figure</td>
<td>1–1.5 dB</td>
<td>1–1.5 dB</td>
</tr>
<tr>
<td>The ratio of the gain to the noise</td>
<td>&gt;−6 dB/K</td>
<td>&gt;10 dB/K</td>
</tr>
<tr>
<td>temperature (G/T-A figure of merit)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
searching. The tracking process has to keep the maximum radiation antenna pattern at the angle position corresponding to the satellite angle direction [25–28] and it has to meet certain requirements. Table 6.2 summarizes the main array parameters for Direct Broadcast Satellite (DBS) TV antenna systems intended for European and North American applications [25, 31].

European new tracking antenna project (NATALIA) [31] investigates the compact cost-effective receiving full electronically steerable antenna array for automotive applications. The system has to communicate with broadcast satellites emitting dual orthogonal linearly polarized signals. For a mobile receiver, these polarizations may appear at arbitrary orientations. In accordance with this condition, the array has to be configured to reorient the polarization electronically. For North American applications [25], the polarization of the signal is switchable between right-hand circular polarization (RHCP) and left-hand circular polarization (LHCP). An array for North America has to provide the following tracking parameters: elevation tracking rate of $20^\circ$/s with an acceleration of $50^\circ$/s$^2$ and in the azimuth, the tracking rate must be $45^\circ$/s with an acceleration rate of $60^\circ$/s$^2$.
6.3.3.1 Ridged Waveguide Antenna Array with Circular Polarization

An antenna design using a ridged waveguide [26–28] with an electronic scan capability in the elevation plane is shown in Fig. 6.17a. The array consists of 32 ridge waveguides, with RHCP and LHCP outputs located on opposite ends of the antenna. A single waveguide with a radiating element is shown in Fig. 6.17b. The waveguide couples the energy from all radiating elements in the waveguide and combines the energy together. The radiating surface of the waveguide antenna uses multiple radiating elements distributed at uniform spacing along the waveguide axis. In the presented antenna, the radiating elements are X-shaped cross-slots, as shown in Fig. 6.17b.

The phase centers of the cross-slots are positioned along a straight line along the waveguide axis and between the center line of the waveguide ridge section and one of the walls. The radiation elements are placed about half a waveguide wavelength apart. The width of the waveguide is about 2 cm, the height is about 1 cm, the ridge height is around 0.7 cm, and the length of the radiating element is about 1 cm. The total length of the waveguide is about 60 cm with around 30 cross-slot elements spaced 2 cm apart. The angle beamwidth of one waveguide at the plane of the waveguide location is around 2.3–2.4°. RHCP and LHCP outputs are shown in Fig. 6.17a. Each of the 32 waveguides has an antenna output “probe” located on each end of the waveguide. The antenna “probe” is used to couple the output signal from the waveguide to the beamforming combiner, which adds

Fig. 6.18 a Common size of the NATALIA array; b Antenna element topology; c Feeding network for single element; d Side view of the radiating element with increased bandwidth
signals from all 32 waveguides, providing the maximum radiating energy toward the TV satellite. Each antenna “probe” has a low-noise amplifier, and (depending on the structure of the beamforming network structure) a passive combiner with the output connected with a single receiver or an active combiner with a receiver in each antenna “probe”. The antenna design has to have a small profile (<60 cm) and to be embedded in the vehicle roof, or between the roof and the headliner, while meeting the requirements for DBS antennas.

6.3.3.2 Linear Polarized Patch Antenna Array: NATALIA Project

The planar array shown in Fig. 6.18a is composed of 156 circular polarized elements arranged in a hexagonal grid. Figure 6.18b presents the simplified topology of the element realizing linear wave polarization [29–31]. With reference to Fig. 6.18b antenna array element consist of a circular patch printed on the substrate, ground plane with H-shaped slot line, and the microstrip feed line, which provides patch excitation.

The ground plane, located between the microstrip line and the radiating element, is configured to communicate signals through the slots only, separating the feed circuit layer from the radiating circuit layer. Complete decoupling of the feed
line layer from the patch avoids unwanted radiation of the feeding and, therefore, improves the antenna parameters. The benefits of using $H$-shaped slot includes more compact size compared to the linear slot and offers a smaller required surface for coupling with the patch. Figure 6.18c shows the concept of the feed network that provides two orthogonal linear polarizations. A 90° hybrid coupler converts them into two circularly polarized waves. Figure 6.18d demonstrates the side view of the radiating element with increased bandwidth of the antenna element [29]. This configuration with two stacked patches positioned at the certain spacing allows for the increase in bandwidth from 5 (single patch) to 20 %, according to the system requirements. LHCP and RHCP wave components are applied to the microwave monolithic integrated circuit (MMIC) with low-noise amplifiers, digital phase shifters, and polarization combiner of two circularly polarized wave components into a linear polarized wave with electronically adjusted tuned angle direction. The antenna array uses 4-bit digital phase shifters, which realize phases with the discrete equal to 22.5°.
6.4 Diversity Design for RKE/RSE/TPMS

As stated in the earlier sections, the communication range that can be achieved in a radio system depends strongly on the antenna gain. As previously discussed, hidden antennas invariably suffer from performance problems due to shielding from the vehicle. Extended range for hidden automotive antennas can be a problem for some angle directions. For some designs maximum to minimum antenna directionality values over $360^\circ$ show differences of up to 30 dB. This ratio is equivalent to about ten times the range ratio. Let us assume that the maximum radiation pattern value of the RKE system corresponds to the range 100, while the minimum directionality value corresponds to the range $<10$ m. In this case, one of the most effective ways to increase the range is to use the antenna diversity technique. A highly efficient, small size, diversity antenna system [32], integrated with a low-noise amplifier and based on the meander line antenna operating at 315 MHz, is presented in Fig. 6.19.

A 315 MHz band meander line antenna with linear dimensions 70 by 50 mm is shown in Fig. 6.19a. Figure 6.19b presents a diversity system with two RKE/RSE/TPS antennas placed under the front dash panel. Generally, the quality of the keyless entry system can be estimated using the probability $P(D > L)$ that the range $D$ is more than a certain value $L$. This probability is the ratio of the number $M$ of the points for which the range $D$ is more than $L$, to the total number $M_0$ of the measuring points. Figure 6.19c shows the probability $P(D > L)$ (in percentage scale) as a function of the range $L$ (in meters) calculated from the measurement results for the vertical polarization of the transmitting wave (horizontal plane). Similar plots for horizontal polarization are shown in Fig. 6.19d. For example, the probability that the maximum range would be more than 100 m for antenna 1 $P(D > 100)$, as observed in Fig. 6.19a and b is 87 and 72 % for horizontal and vertical polarizations, respectively, while for the diversity technique, the corresponding values are equal to 98 and 90 %.

6.5 MIMO Capacity Estimation for the Vehicle-Mounted Antenna Systems

6.5.1 Distributed Roof-Mounted Four-Element Array

This section describes the MIMO performances for two distributed antenna configurations operating at 5.9 GHz band and mounted on the car [33, 34] that are proposed for MIMO automotive system. The array consists of three antennas mounted on the car in different positions. For the first configuration, a monopole antenna is placed at the center of the roof at a height of 1.4 m above the ground, whereas the square patch antenna elements are mounted to the front and left side mirrors, as shown in Fig. 6.20a. The patch antennas are vertically polarized with
the main beams oriented in the direction of the motion. The distance between the side mirror antennas and the roof antenna is 137 cm; the distance between side mirrors is 167 cm. The gain radiation patterns for both components $G_\theta$ and $G_\phi$, as the functions of the azimuth angle $\phi$ for $\theta=90^\circ$, are shown in Fig. 6.20b. The driving direction $X$ corresponds to the angles $\phi = 0$, $\theta = 90^\circ$. The gain radiation patterns for both components $G_\theta$ and $G_\phi$ as the functions of the elevation angle $\theta$ for azimuth angle $\phi = 0^\circ$ are shown in Fig. 6.20c. The patch antenna [35] provides the $\theta$ gain component value of about 5 dBi for the elevation angles $\theta$ between 40 and $140^\circ$, whereas the monopole gain value for the $\theta$ component is $-1$ dBi in the horizontal plane. In contrast to an ideal monopole, the gain maximum is shifted to higher elevation angles and additional sidelobes appear due to the finite size of the ground plane.

A significant $\phi$ gain component value is caused by the asymmetrical ground plane (the monopole antenna is mounted on the roof close to the rear window, as shown in Fig. 6.20a). Common topology of the patch antenna element is shown in Fig. 6.20d.
The second antenna array geometry includes three identical patch antennas shown in Fig. 6.21a. A module with elements is positioned at the same place where the first configured monopole antenna is placed. The distance between the side antennas and the front antenna is 9.2 cm, and the distance between the side antennas is 4 cm. Square patch antennas are optimized to maintain impedance matching within DSRC and WLAN applications. The horizontal gain patterns of the front and rear left antenna elements for both polarization components \( G_\phi \) and \( G_\theta \) presented in Fig. 6.21b are drawn for maximum antenna gain for elevation angle \( \theta = 70^\circ \).

For an engineer, who designs MIMO antenna array system for vehicle applications, it is desirable to estimate (using simulation methods or experimentally) the maximum capacity value that characterizes the data transmission rate. The use of the MIMO system can be beneficial when the propagation channel between the transmitting and receiving antennas suffer from multipath reflections, as seen in the following study. Radio propagation effects and antenna influence on the channel are based on the developed software [36], which models two communicating vehicles under LOS conditions. It is assumed that they share information about the traffic situation and move in opposite directions on the same major road. The operating frequency is 5.9 GHz and the transmitting power is 23 dBm. Detailed parameters for the simulation scenario are presented in the papers published by Communication Workshop (ICC), 2010 IEEE International Conference [37]. Figure 6.21c [33] shows SNR for maximum ratio combining diversity (MRS) method when using the following communication scenario. At the beginning of the simulation, the vehicles move along different perpendicular major roads toward the intersection under nonline of sight (NLOS) conditions. Since one vehicle (RX) receives a warning message, it breaks down to yield right of way to the other vehicle (TX). The vehicles pass to each other at the point corresponding 9.5 s. After TX turned left at the intersection, the vehicles accelerate and move in opposite directions. The curve marked as distributed antennas is obtained for the array shown in Fig. 6.20a, a rooftop module plot is related to the mounting demonstrated in Fig. 6.21a, and a single rooftop graph is obtained for single rooftop monopole antenna. It is clearly seen that both array topologies lead to higher SNR in comparison with the single rooftop antenna. Figure 6.21d [34] demonstrates spectral efficiency (capacity normalized to the bandwidth), which calculated according to the formulas presented in Chap. 4, for three systems: SISO, \( 2 \times 2 \), \( 3 \times 3 \) MIMO. SISO cc scenario uses roof isotropic monopole antennas (from transmit and receive sides) mounted at the origin of the coordinate system (Fig. 6.20a), SISO ll scenario graph is obtained for transmitting and receiving patch antennas located in position 3 (Fig. 6.20a), \( 2 \times 2 \) scenario uses one roof and left side patch antennas, and \( 3 \times 3 \) system uses all tree antennas. As expected, \( 3 \times 3 \) system shows significant (3 times) increase in spectral efficiency in comparison with the reference topology. However, this benefit rapidly drops after the
cars have passed each other, since the information contribution added by the two patch antennas significantly decreases.

6.5.2 Comparison of SISO, SIMO, and MIMO Systems for Moving Cars

This section presents the results of a capacity evaluation for a MIMO antenna system that realizes the communication between moving cars in urban environment [37–44]. The evaluation is based on a simulation of radio a propagation channel which takes into consideration the multipath propagation and dynamic road traffic model [38]. The simulator has three main parts: a road traffic model, comprehensive model of the road environment, and accurate model for multipath wave propagation between the transmitting and receiving vehicles. Traffic model provides realistic description of the traffic and considers the motion of every vehicle with different velocities and acceleration and deceleration. Ray-optics method is used for channel description [39]. Ray-optics model is based on the assumption that the wavelength is small compared to the dimensions of the model objects in the simulation scenario. The Fresnel reflection coefficients are used to model the reflections. To describe scattering from the trees the surface of the tree model is subdivided into small squared tiles.

Vertically polarized omnidirectional antennas have been assumed to operate at 5.9 GHz. The simulation scenario [37] consists of four lanes of traffic and vicinity of parked cars, houses, traffic signs, and trees. The transmitter is located on one of the middle lanes and wave propagation is calculated for evenly distributed receiving points along the road. All points on the four lanes are considered as potential receivers. The distance between the transmitter and the receiver is <200 m. The spacing between the receiving points is chosen equal to 5λ to provide good interpolation when modeling the wave propagation between those points. The receiving points have been investigated for five different heights: 30, 60, 90, 120, and 150 cm. Receiver and transmitter are always at the same heights. To evaluate the performances of the single and multiple antenna systems, the channel capacity was calculated. The capacity is a function of SNR and the channel matrix $H$, which describes transfer coefficients between the transmitting and receiving antenna elements. White noise power calculated for 10 MHz bandwidth and room temperature 20°C is equal to $-103$ dBm. The transmitted power for single transmit antenna is equal to 23 dBm. Figure 6.22 shows the simulation results: Fig. 6.22a demonstrates results for the SISO system, Fig. 6.22b shows the calculations for the SIMO system, and Fig. 6.22c presents results for the MIMO $2 \times 2$ technique.

To calculate the capacity for SISO system, the well-known Shannon formula has been used.
\[ C = \log_2 \left( 1 + \frac{\text{SNR}}{|h|^2} \right) \]  

(6.1)

SIMO design computer simulations are obtained for maximum ratio combining which is described in Chap. 3.

\[ C = \log_2 [\det (I + \text{SNR} \cdot H \cdot H^*)] \]  

(6.2)

For the $2 \times 2$ MIMO system, the transmitting power for each antenna is halved compared with the SISO system.
Figure 6.22 shows the cumulative distribution function, which defines the probability that a real-valued random capacity variable will be found at a value less than or equal to a certain value.

From the simulations it can conclude that the 30 and 150 cm antenna heights show better results in comparison with 60, 90, and 120 cm. As it follows from the reference paper [40], this result is explained by better LOS propagation conditions for the heights 30 and 150 cm. Also, it is clearly seen from the results that 2 × 2 MIMO system is significantly better than SISO or SIMO design.

It is necessary to emphasize that this simulation reflects only a rough approximation of the real-world environment. However, it gives an idea of the benefits of utilizing the MIMO system in C2C (V2V) communication.

### 6.5.3 Impact of Mutual Coupling on MIMO Vehicle-to-Vehicle System

As we noted earlier, MIMO capacity is determined by the propagation channel and antenna array parameters. In V2V communication, robust compact antennas with reduced visual presence and aerodynamic drag can be utilized as the components of the MIMO system. Therefore, transmitting and receiving arrays with small interelement spacing are desired. Zajic [45] from the US Naval Research Laboratory presented interesting investigation that analyzes the 2 × 2 MIMO system in the vehicle environment with variable spacing between antenna elements. The analysis was confirmed by experimental results on urban surface streets (USS) and Interstate Highway (IH) road surfaces [45–48]. It is assumed that both the transmitters and receivers are in motion and equipped with vertically polarized half-wavelength electric dipole antenna elements. The MIMO system is operating at the WLAN frequency band equal to 2.45 GHz (\( \lambda = 123.3 \text{ mm} \)). Figure 6.22d and e show the mean capacity value versus antenna spacing for USS and IH environments, respectively. The instantaneous capacity is averaged over 5,000 channel realizations. Plots are drawn for a few different conditions: (a) no coupling between the elements; (b) antenna element is matched to the characteristic impedance of transmission line load Z₀ (characteristic match); (c) antenna is matched to the complex conjugate match value, but without mutual coupling (self-impedance match); (d) input impedance is matched with complex conjugate value taking into consideration coupling effect (input impedance match). It is seen that the capacity in USS and IH environments are relatively similar, and for the element spacing more than 0.3\( \lambda \), the system with mutual coupling does not significantly differ from the system with decoupling antenna elements. Also, it is seen from the figures that different matching techniques have no significant effect on the
capacity values, even for the no coupling case. Again, we would like to emphasize that these results take into consideration propagation channel parameters in a vehicle environment and the mutual coupling effect between antenna elements.
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Chapter 7
Radar Arrays for Vehicle Applications

7.1 Introduction

Rapid progress in radar technology has a direct impact on the design issues of high performance systems. Radar performs well in all weather conditions and, therefore, is utilized in a variety of applications: short- and long-range automotive radars (SRR and LRR), traffic monitoring, the automotive radars for intelligent cruise control [1], etc. Some of these applications are demonstrated in Fig. 1.3a.

For example, 24 GHz SRR system with range operation below 30 m is used to provide side, rear, front, blind spot, and other types of safety enhancements. Long-range radar (LRR) operates at 77 GHz, provides the range up to 150 m and can be used for adaptive cruise control (ACC) applications.

Traffic monitoring systems, which are used to detect vehicle speed, can operate with an unmodulated (CW) signal. The receiver in such a circuit processes the signal reflected from the vehicle. Due to the Doppler Effect, the mutual speed of the car related to the antenna causes the frequency shift that can be determined by

\[
\delta f = 2 \cdot \frac{v \cdot f}{c} \cdot \cos \alpha
\]

(7.1)

where \( v \) is the speed of the car, \( f \) the operating frequency, \( c \) the light speed, and \( \alpha \) the angle between the speed vector and the vector that determines the direction along the line between the vehicle and the radar. When the vehicle and radar are getting farther apart, the observed frequency is lower than the transmit frequency \((\alpha > 90^\circ)\) and when the vehicle and transmitter are getting closer together, the observed frequency is higher than the transmitting frequency \((\alpha < 90^\circ)\). Such a Doppler system is the heart of the well-known police speed radars with a typical range up to 100 m, when using a transmitter power of 10–100 mW.

Frequency-modulated continuous wave pulsed radars are arranged in monostatic or bistatic modes and provide information on speed and distance. The monostatic arrangement utilizes a single antenna to transmit and receive, while the bistatic system has two separate antennas, one connected to the transmitter and
the other to the receiver. The angle information can be obtained using a directional receiving antenna array. Directional arrays can be arranged as fixed beam systems or electronically scanned arrays as shown in Fig. 7.1a and b. An electronically scanned system can be designed based on a regular phased array, multiple-channel array with digital beam processing, as shown in Fig. 7.1c, or by using the simplified switched topology presented in Fig. 7.1d.

The radar cross section (effective reflected area) of a car is an important factor for radar-range estimation because it determines the maximum detectable range of the automotive radar. It is well known that the received radar power signal reflected from the object in free space is calculated by the following expression:

\[
P_r = \frac{P_t \cdot G_t}{4 \cdot \pi \cdot R^2} \cdot \frac{1}{4 \cdot \pi \cdot R^2} \cdot \frac{G_r \cdot \lambda^2}{4 \cdot \pi} \quad (7.2)
\]

where \(P_t\) and \(G_t\) are power and the gain of the transmitting antenna toward the vehicle, respectively; \(P_r\) and \(G_r\) are received power and receiving antenna gain, \(R\) is the distance between the radar and a vehicle, \(\lambda\) the wavelength, and \(\sigma\) the vehicle radar cross section (RCS) value toward the radar. It is seen that the received power is proportional to the RCS of the car: a low cross section value leads to the low level of the received power and, as a result, reduced radar operating range.
Formula (7.2) is obtained assuming free space propagation. In a real ground environment, the signal strength at the receiver side can be reduced by ground reflections. Power from the transmitting antenna and the scattering object reaches the receiving antenna via ground reflection in addition to the direct path. The level of reflections depends on the angles of incidence. For example, for incidence angles between 5 and 0.5°, the reflection coefficients for horizontal and vertical polarizations are similar and about 0.7–0.8 in magnitude and the phase shift is close to 180° [2]. Let us replace formula (7.2) with the following ratio:

$$P_{\text{ground}} = P_r \cdot \beta$$  \hspace{1cm} (7.3)

where factor $\beta$ takes into account ground effect. Maximum radar range $R_{\text{max}}$ can be made using expressions (7.2) and (7.3).

$$R_{\text{max}} = \left[ \frac{P_t \cdot G_t \cdot G_r \cdot \sigma \cdot \beta \cdot \lambda^2}{(4 \cdot \pi)^3 \cdot P_{\text{r min}}^\text{dBm}} \right]^{1/4}$$  \hspace{1cm} (7.4)

As an example, estimate the maximum range for SRR assuming the following system parameters: transmitting power $P_t = 10$ dBm; transmitting and receiving antenna gains are equal $G_t = G_r = 25$ dBi; wavelength corresponding to the operating frequency 25 GHz is equal to 1.2 cm. We will make calculations for the worthy case when the direct signals and those reflected from the ground reach the object and the receiving antenna in opposite phases (180° phase shift) and we also assume that reflection coefficient from the ground is equal to 0.8. In this case, factor $\beta$ is equal to $(0.2)^4 = 0.0016(-28 \text{ dB})$. The number of rough measurements [3–5] show that the radar RCS of the road vehicle varies within the interval 10 m² to $(1/10)$ m², depending on the aspect angle. We estimate (7.4) for the highest value of RCS equal to 10 m² that is obtained for the front (0°), rear (180°), and side (90° or 270°) aspect angles. Value $P_{\text{r min}}$ in formula (7.4) determines the minimum detectable signal, which depends on the receiver sensitivity. Assuming that $P_{\text{r min}} = -95$ dBm, we obtain that $R_{\text{max}} \approx 50$ m. According to the requirements for

<table>
<thead>
<tr>
<th>Applications</th>
<th>Detection range (m)</th>
<th>Safety aspect</th>
<th>Technology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaptive cruise control</td>
<td>200</td>
<td>Normal driving; accident avoidance</td>
<td>77 GHz Radar</td>
</tr>
<tr>
<td>Pre-crash</td>
<td>30</td>
<td>Accident; mitigation of impact</td>
<td>77 GHz/24 GHz Radar; 76 GHz/81 GHz Radar</td>
</tr>
<tr>
<td>Blind spot detection</td>
<td>20</td>
<td>Normal driving; accident avoidance</td>
<td>24 GHz Radar/vision sensor</td>
</tr>
<tr>
<td>Lane departure Warning</td>
<td>60</td>
<td>Normal driving; accident avoidance</td>
<td>Vision sensor</td>
</tr>
<tr>
<td>Stop and go</td>
<td>30</td>
<td>Normal driving; accident avoidance</td>
<td>77 GHz/24 GHz Radar; 76 GHz/81 GHz Radar</td>
</tr>
</tbody>
</table>
SRR [6], the maximum range is about 20–50 m. Of course, this is a rough estimate; however, example can help an engineer to make a quick estimation of the radar range as a function of the main system parameters. Table 7.1 shows typical detection range values for various short- and long-range radars that are required for automotive safe applications.

A lane departure warning system (Table 7.1) designed to warn a driver when the vehicle begins to move out of its lane on freeways and arterial roads typically uses vision sensor instead of microwave system.

7.2 Brief Review of Anti-Collision Radar Automotive Antenna Arrays

7.2.1 Patch Double Planar Topology

Figure 7.2 shows an example of a planar double antenna system that consists of two identical patch arrays etched on PCB dielectric material.

One array operates as a transmitting antenna and the other functions as a receiving sensor. A parallel feeding network provides a matching design with minimal reflections (typical return loss less than 20 dB). A topology designed for
24 GHz with 14 × 6 patch elements [7] has the gain of 26 dBi, in the E-plane −3 dB beamwidth is 6° and in −3 dB H-plane beamwidth is equal to 18°. Inter-element space is of equal wavelength in free space.

7.2.2 Combined Long- and Short-Range Spherical Lens Configuration

Figure 7.3 demonstrates an array aperture developed for the integration of LRR and SRR systems [8]. It consists of a spherical dielectric lens antenna with multiple feeds located around it. The spherical lens with 3.62 cm diameter has a dielectric constant of approximately 3. The length is surrounded by waveguide feeds positioned to create the 10° outer beams at 24 GHz and 3.5° beams at 77 GHz. This multibeam antenna system has a directivity of about 26 dBi for 24 GHz band and 33 dBi for 77 GHz. The azimuth and elevation beamwidth for 24 GHz are around 10° and 3.3° for 77 GHz. The multibeam system covers azimuth angle sector equal to −75 to 75° for 24 GHz and −6 to 6° for 77 GHz.

7.2.3 Yagi-Uda Array for 76 GHz Band

Figure 7.4a illustrates a car mounted planar end-fire Yagi-Uda antenna array with RF integrated circuits for operation within the 76–77 GHz band [9, 10].
The array is printed on high-permittivity and low loss alumina substrate with a dielectric constant of about 10. Each of the three identical planar array elements is shown in Fig. 7.4b. The measured gain of a single antenna element is about 5.4 dBi, the HPWB is 65° in the E-plane, and 54° in the H-plane. The system is mounted on a car with a cylindrical parabolic reflector, which focuses the beam in the elevation plane (H-plane), and a beam focusing in the azimuth plane is provided by the array in the E-plane.

The measured element HPWB with the reflector becomes 7° in the H-plane. With three array elements the measured HPWB in the E-plane is 30°.

### 7.2.4 Parabolic Transreflector Array System

Figure 7.5a demonstrates a schematic diagram of the low profile 76–77 GHz antenna array module with a parabolic transreflector for beam collimation [11]. The module is mounted on the reverse side of the antenna ground plane with a few (three in the design presented in the paper [11]) waveguide feeds.

A system with 145 mm diameter has a resolution of about 3.2 m at a distance of 100 m. The waveguide ports of the module radiate a millimeter wave toward the transreflector on the inner surface of the lens with the polarization orthogonal to the polarization of the reflector. This radiation is reflected by the transreflector toward the twist-reflector (named as twist-circuit in the figure), which in turn reflects it back to the transreflector with its polarization rotated at 90° so that it passes through the reflector. The parabolic lens collimates and focuses energy before it is radiated from the antenna. A detailed description of the transreflector and twist-circuit design is presented in patent [12].
7.2.5 Topology with Microstrip Reflect Array

The antenna array concept presented in Fig. 7.5b [13] is a compact design based on the millimeter wave microstrip reflect array. The key feature of this design is how the individual elements of the twisting and focusing reflect arrays are made to scatter with the desired phases. The basic design principle requires that the phase of the field reflected from an element in the reflect array be chosen so that the total phase delay from the feed to a fixed aperture plane in front of the reflect array is equal to $2\pi n$, where $n$ is any integer number. Additionally, the wave reflected from the microstrip elements has to pass through the polarizing grid with minimal loss. The reflect array itself is realized on a 0.254 mm thick substrate with a dielectric constant of 2.2; unit cell size is 2.2 mm $\times$ 2.2 mm (see solid lines in Fig. 7.3). The beamwidths are about of 3° in both planes, maximum gain at this frequency is 33.7 dB, 3 dB bandwidth is 10 GHz, and the aperture efficiency is 46 %. The diameter of the array operating at 76.5 GHz is 90 mm and the height is equal to 26 mm. Detailed calculation of the reflected wave phase, as a function of the patch size based on a full-wave moment method solution, was presented by Pozar [14] where experimental results for the operating frequency 28 GHz are also demonstrated.

7.2.6 Array Concept with Cylindrical Lens Configuration

Figure 7.6a shows the array concept using a cylindrical lens configuration. A cylindrical lens is illuminated by an E-plane oriented column of series fed microstrip patches, presented in Fig. 7.6b [15–18].
In the H-plane, receiving antennas form the uniform linear array of \( N_H \) patch subarray columns that are positioned on the focus line of the cylindrical lens with equidistant spacing \( d_H \). This lens significantly simplifies the array design, reducing the number of radiators in E-plane \( N_E \). A tapered aperture distribution in the E-plane for a low sidelobe level could be achieved with a tapered patch width, as shown in [16]. The column spacing is usually equal to half free space wavelength, which corresponds to 3.9 mm for operating frequency 77 GHz. Simulations [17] are conducted for \(-1.5\) dB half power beamwidth in the E-plane \((4.5^\circ)\) and result in the following lens parameters for \( N_E = 2: F = 15\) mm, \( D = 40\) mm at the lens dielectric constant 3. The antenna gain is about 17 dBi and \(-3\) dB beamwidth in the H-plane is about \(30^\circ\). The experimental prototype of the array with 16 columns in the H-plane and dielectric cylindrical lens is described in reference paper [18]. The dimension of the lens in the azimuth plane is 94 mm. The antenna system has digital outputs and uses high resolution MUSIC and ESPRIT algorithms for DOA estimation. Results show [18] that DOA estimation accuracy is less than \(0.2^\circ\) and the target range is up to 200 m for the radar cross sections of the objects of 10 m\(^2\) with relative target speeds between \(-60\) m/s and \(+20\) m/s.

### 7.2.7 System with Rotman Lens

Figure 7.7a shows the sketch of the planar antenna array with the planar Rotman lens [19].

This system consists of a parallel plate region (body), antenna element ports connected with the array elements on one side, beam ports on the other side, and dummy ports on the side walls, as shown in Fig. 7.7a. The design of the lens is governed by the Rotman–Turner design equations, which are based on the geometry of the lens. The equations generate the positions of the antenna ports, beam ports, and dummy ports that are loaded with matched loads or with loss.
material. The lens provides equal or linear phase distribution along the array elements, and allows focusing the array toward the normal or at the predetermined angle to the array baseline (line along the linear array element placement). The design example described in reference paper [20] ($N_A = 8$ antenna element ports and $N_B = 4$ beam outputs) is conducted for 0.127 mm Ro3003 substrate (dielectric constant 3) and 50 ohm delay lines, parallel plate region size is $L_1 = 10$ mm by $L_2 = 8$ mm, frequency band 77 GHz. The resulting beam pointing angles are equal to $\pm 18^\circ$ in azimuth. The loss of the lens with delay line network amounts to approximately 4 dB. An example of the Rotman lens body etched on the printed circuit board is presented in Fig. 7.7b.
7.3 Systems for Road Traffic Flow Estimation

Real-time road traffic density, especially in megacities is an important factor for signal control and effective traffic management. For example, congestion is a major problem for modern busy roads and highways. But building new roads to relieve that congestion is very expensive. Vehicle detectors are an integral part of the ITS [21]. Various detector technologies can currently provide traffic parameters, such as the presence and number of vehicles, as well as vehicle speed, for ITS systems. Early technologies are based predominantly on inductive loop detectors installed in the roadway subsurface [22]. A disadvantage of such detectors is their location in the roadway surface, where heavy traffic and construction can cause damage. These detectors are also inflexible; repair work is expensive, and requires closing traffic lanes. Overhead mounted video camera traffic monitoring systems, on the other hand, have been shown to provide several benefits [23, 24]. One benefit, such as, reduced maintenance costs, since maintenance can be performed with minimal traffic blockage. However, the algorithms for vision-based vehicle detection are not perfect when the weather or light conditions are not ideal [25–28].

A great advantage of microwave radar is that it is generally insensitive to inclement weather. The basic premise of this technology is that the microwave transmitter sends a signal toward the roadway. When a vehicle passes through this electromagnetic field, some of the signal energy is reflected back to the receiving antenna, providing a momentary pulse that indicates a vehicle has been detected. On the other hand, microwave radar applications must ensure that the receiving antenna beamwidth and transmitted waveform are suitable for the application. For example, only narrow beamwidth radar can monitor a single lane of flowing traffic. Some microwave detectors use a Doppler-shift principle. In this case, the receiver senses a change in signal frequency, thus, detecting both the vehicle and its speed. For any radar planned for traffic flow estimation, the key issue is analyzing the changes of the echo power amplitude and/or power spectrum between the vehicles and the backgrounds. Another microwave technology uses a remote traffic microwave sensor (RTMS) with a frequency-modulated continuous wave beam. RTMS operates as a presence detector to detect motionless vehicles, but it can also be used to detect vehicle speed. For example, Wavetronix developed Smart radar sensor (Model 125), which can detect up to 10 lanes of traffic and has a detection range of 250 feet. It also has the ability to measure traffic volume and individual vehicle speed using two receive antennas positioned side by side with enough space between them to create two separate, high definition beams. By measuring the time it takes for a vehicle to pass between the two antennas to within a fraction of a millisecond, Smart Sensor HD provides a highly accurate measurement that is then used to calculate each individual vehicle’s speed. Simulations for smart radar with high resolution digital antenna array are presented in the reference paper [29]. The radar operates at a frequency band of 25 GHz (λ = 1.2 cm), includes nine element linear array with half-wave inter-element spacing, linear FM signal with sweeping bandwidth 100 MGz, and pulse period 0.75 ms. The sample frequency is
500 kHz, which satisfies Nyquist sample rate. The image observations include three targets at the following angles: $\theta_1 = -6^\circ$, $R_1 = 10.5$ m; $\theta_2 = 0^\circ$, $R_2 = 10$ m; $\theta_3 = 3^\circ$, $R_3 = 15$ m. Figure 7.8a is an imaging solution using conventional beamforming. The dotted line illustrates the true position of the targets. Conventional Rayleigh resolution is determined by the beamwidth of the antenna

$$\Delta \theta \approx \frac{\lambda}{L_0} \quad (7.5)$$

where $L_0$ is the receiving antenna aperture and $\lambda = $ wave length. Because angle difference and range difference between targets 1 and 2 are all smaller than their corresponding resolutions, limited by antenna aperture and sweep bandwidth, these two targets are not correctly resolved. Figure 7.8b shows the results of high resolution method, as described in Chap. 3. As we can see, all three targets are correctly resolved with the high resolution method versus the conventional method where targets located at distances 10.5 and 10 m are not resolved.

### Table 7.2 Vehicle detection results

<table>
<thead>
<tr>
<th>Cars in lane</th>
<th>Cars missing</th>
<th>False alarm</th>
<th>Out-lane detected</th>
<th>Totally detected</th>
</tr>
</thead>
<tbody>
<tr>
<td>417</td>
<td>5</td>
<td>0</td>
<td>45</td>
<td>467</td>
</tr>
</tbody>
</table>

Fig. 7.8 a Imaging via conventional beamforming. b Imaging via high resolution algorithm; [28] © 2010 IEEE
7.4 Experiment Results of High Resolution System for Traffic Flow Estimation

The pulse radar with digital output processing for traffic flow estimation [25] operates at the carrier frequency of 24.125 GHz, pulse width of 350 ps, sweep time of 20 ms, pulse repetition time of 250 ns, and peak power equal to 5 dBm. The radar has directional transmitting and receiving arrays, each consisting of six elements. The beamwidth along the traffic flow is about 13°, which enables to measure objects that are just below the radar, which is fixed above a single lane with a perpendicular distance of about 6 m to the lane. The existence of the passing vehicle is based on the number of reflecting echo points during a few sweeps. For example, a car moving with a speed of 100 km per hour along a highway passes 0.5 m during one sweep time. Hence, for a typical car length of 5 m the number of reflecting points with increased intensity from the vehicle is about 10. In the experiments, it was assumed that if, there are more than three reflecting responses stronger than a certain threshold level in 20 sweeps, the vehicle is present below the radar (one reflecting response corresponds to one sweep time). The results of the vehicle detection are shown in Table 7.2.

Data demonstrated in the table clearly show that the proposed technique resolves signals reflected from the metal body against the reflections from the ground.
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