This chapter explores the relative strengths and weak-

nesses of program theory as a toolfor inferring causality

and outlines afive-stage approach that makes increased

use of inductively built program theories and takes more

deliberate account d the varying levels d certainty that
. arerequired for evaluative conclusions.

Ascertaining Causality In
Theory-Based Evaluation

E.Jane Davidson

“Causation. The relation between mosquitos and mosquito bites” (Scriven,
1991,p. 77). Although causality is easily understood in everyday life, for-
mulating a precise definition that spells out how it must be demonstrated
proves to be considerably more difficult (for example, Sosa and Tooley,
1993). Rather than delving into this difficult philosophical debate, this
chapter focuses on the main issue for the practicing evaluator—determin-
ing whether observed changes are due to the program (and can correctly be
referred to as program effects), are due to some other cause, or are purely
coincidental.

Why is causality important? If an evaluator erroneously concludes that
a program is meritorious (because it is thought to have caused some posi-
tive changes), resources may be wasted on continuing it or expanding itin
its current form. In addition to the obvious monetary costs to funders, there
are serious opportunity costs for recipients and program staff, who could be
putting their time and efforts into something more worthwhile. Conversely,
a good program might be discontinued or altered if negative changes are
wrongly attributed to it or if its positive effects are thought to be due to
something else. In other words, causality is not merely an issue of relevance
to academics; it deeply affects the lives of many stakeholder groups, whether
they realize it or not.

The attribution of causality to programs and other types of evaluand is
a daunting challenge. However, there are a number of methods available,
both traditional and nontraditional, that can help the practitioner address
this issue. This chapter explores the relative strengths and weaknesses of
program theory as a tool for inferring causality and makes two broad rec-
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ommendations: pay greater attention to the decision-making context, and
increase the use of inductively built program theories. A set of criteria for
inferring causality is outlined, as is a step-by-step strategy intended to guide
the practitioner through the process of building an evidence base for causal
attributions.

There are a number of terms currently in use that describe the kind of
evaluation first proposed by Suchman (1967) and later developed by Weiss
(1972), Bickman (1987), Chen (1990), Lipsey (1993), and others. In this
chapter, I have used the term theory-based rather than theory-driven in order
to avoid the impression that any particular theory should “drive” the eval-
uation. I have also avoided the term program theory evaluation because it
could be construed to imply that the main task is the evaluation of program
theory rather than the evaluation of the program itself. As some examples
in the next section illustrate, these definitional issues are far more impor-
tant than they first appear because they may lean the evaluator toward
approaches to using program theory that limit his or her ability to infer
causality. In this chapter, the term theory-based evaluation refers to the use
of program theory (or logic models) as a framework in the determination of
merit or worth.

Testing Causal Mechanisms with
Theory-Based Evaluation

The introduction and development of theory-based evaluation and its vari-
ants (for example, Bickman, 1987; Chen, 1990; Lipsey, 1993; Suchman,
1967; Weiss, 1972) sparked an increased focus on understanding the mech-
anisms by which programs produce their effects. This is an important devel-
opment because we can increase our confidence in a causal claim if we have
some understanding of the causal mechanism involved (Sayer, 1992). A
claim such as “drug resistance education programs cause increased drug
use” becomes considerably more convincing when at least one element in
the causal chain is illuminated. For example, Donaldson, Graham, and
Hansen (1994) discovered that students who received such a program not
only reported higher levels of drug use in later years but also considered
drug use in school to be significantly more prevalent than those who had
not taken the resistance program. When the links between these elements
were tested and found to be significant, the evidence in favor of a causal
effect was enhanced still further.

Despite the purported focus of theory-based evaluation on investigat-
ing the causal mechanisms by which a program achieves its effects, sur-
prisingly few actually do this. For example, Weiss (1997) inspected some
thirty studies that claimed to draw on program theory and found that very
few of them measured the mediator variables identified in the model, let
alone tested the links between them and the program and its outcomes.
However, logic models are often used in other ways.
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Many evaluations appear to use program theory as a framework for
determining the variables that should be measured in an evaluation or as a
means of better understanding the evaluand. For example, an evaluation of
Project TEAMS (Technology Enhancing Achievement in Middle School),
meta-evaluated by Cooksy (1999), used a logic model to provide a concep-
tual representation of the program, of which a small fraction of the variables
were measured (often necessary when there are budgetary constraints). The
model provided a useful conceptualization of the program, although the
causal links specified in the model were not tested. Accordingly, Cooksy
noted that one of the major weaknesses of the evaluation was “the inability
to attribute the changes reported to TEAMS” (p. 135).

Saxe and Tighe’s (1999) evaluation of Fighting Back, a series of com-
munity programs designed to combat alcohol and drug use, encountered a
similar problem. The authors used a very comprehensive logic model to
identify a wide range of important variables that were measured as part of
the evaluation, thereby ensuring good coverage of key performance criteria.
However, Saxe and Tighe also reported difficulty inferring causality, attribut-
ing this to their inability to use randomized designs and the unavailability
of control groups. |

In both of the preceding cases, the evaluators appear to have been con-
strained in their ability to employ more complex experimental or quasi-
experimental designs (Cook and Campbell, 1979), a factor that no doubt
contributed to their problems with the causality issue. But how might it
have helped to test the linkages among the variables in the program mod-
els, and what could they have concluded from such tests?

Reynolds’s evaluation (1998) of the High/Scope Perry Preschool Pro-
gram for disadvantaged children not only specified a comprehensive logic
model for the evaluand but also tested the links in the model using struc-
tural equation modeling. When testing the causal mechanism, expected
changes in the mediators and outcome variables, coupled with a good fit of
the data to the hypothesized model, were considered to be strong evidence
that the program was indeed causing the effects. However, as Reynolds
noted, “Inferences about treatment-are largely dependent on the validity of
the program theory” (p. 217).

Reynolds’s comment hits squarely on the greatest weakness of the the-
ory-testing approach to the use of logic models in evaluation. Even when
the model appears to be strongly supported, the fact remains that any num-
ber of models might fit the data, making it impossible to conclude that a
model is “correct” simply because it “fits” (Cohen and Cohen, 1983).

If alternative logic models are developed exclusively from existing theory
or stakeholder input, or both, as recommended by Chen (1990), the possibil-
ity remains that one or more important causal chains (or alternative explana-
tions) exist that are not covered by existing theory or did not occur to either
- stakeholders or evaluators. This may not be fatal in an evaluation whose pri-
mary purpose is to build organizational capacity for self-evaluation and inquiry
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or in instances where other evidence already provides the required level of cer-
tainty about causal attributions. However, failing to check a possible causal
chain may be a serious flaw in a high-stakes evaluation, when accurate causal
inference is critical to being able to draw defensible conclusions.

Hunting for Causal Mechanisms

The difficulty associated with tracking down potential causes is very simi-
lar to that of hunting for side effects. Most evaluators who use program the-
ory would agree that unintended consequences are just as important to
track down as goal-related outcomes (for example, Chen, 1990). However,
a program model that is generated from program goals (or theory derived
from the academic literature or from stakeholders) inevitably focuses pri-
marily on intended outcomes and is therefore in considerable danger of fail-
ing to include important potential side effects as variables in the model
(Rogers and McDonald, 1999).

The same will be true in the hunt for causal explanations using these
theories. A causal model built using social science or stakeholder theory, or
both, may fail to include not only potential side effects (and the causal
chains leading to them) but also any causal paths not predicted by the pro-
gram theory.

There has been considerable work in the development of qualitative
methods that trace causal chains of events to produce defensible conclu-
sions. Examples include the modus operandi method used by detectives to
investigate crime (Scriven, 1974a), process tracing (Ford and others, 1989),
and qualitative causal modeling (Miles and Huberman, 1994). Because these
methods have strong similarities, it would be redundant to discuss each one
separately. Scriven’s (1974a) modus operandi method provides the best con-
ceptual description of the logic behind these methods and will be outlined
in more detail here. |

The modus operandi method uses the detective metaphor to describe
the way in which potential causal explanations are identified and tested.
Scriven describes how chains of causal events often leave signature
“traces” that the evaluator tracks down by moving both up and down the
causal chain. Starting with the observed effects (the “clues”), one can
move up the causal chain, identifying what might have caused them.
Using the previous example of the drug resistance training program (Don-
aldson, Graham, and Hansen, 1994), one could start with the increase in
self-reported student drug use and search for possible reasons—for exam-
ple, by asking students what they think gave rise to the increase or by
observing their behavior.

In the opposite direction, one can start with the program itself (the
“suspect”) and trace down the causal chain to see what impacts it might
have had, and through what mechanisms. If evidence is consistent with the
expected trace left by a particular causal chain, then confidence in that chain
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as the correct causal explanation is increased. Evidence that contradicts the
expected trace eliminates that causal chain as a possibility, and missing evi-
dence makes the explanation more doubtful. In the Donaldson, Graham,
and Hansen (1994) study, the increased prevalence estimates support the
explanation that the program increased self-reported drug use by making
students think drug use was more widespread than they had previously
believed. Had prevalence estimates not increased, that causal chain would
have been eliminated as a possibility.

Methods of Inferring Causality

Scriven (1974a) describes two methods for inferring causality using the
modus operandi method. The first is causal list inference: suppose we have a
list of almost all possible causes of a certain effect. If the effect occurred, and
only one of the possible causes occurred, then it is very probable that that
was the true cause. The second is modus operandi inference: if more than one
of the possible causes occurred, but only the characteristic causal chain (or
modus operandi) for one of those possible causes was present, then that was
probably the cause, especially if the modus operandi is highly distinctive.

What other criteria might the evaluator use to help build an evidence
base for causal inference? The three most commonly used criteria are those
proposed by philosopher David Hume (as cited in Huberman and Miles,
1998). They are temporal precedence (A before B), constant conjunction (when
A, always B), and contiguity of influence (a plausible mechanism links A and
B). Unfortunately, there are problems with some of these criteria if taken too
literally. For example, the constant conjunction criterion might imply that
a program should have similar impacts on every type of recipient in every
context, and the contiguity of influence criterion might lead one to discount
mechanisms that seem implausible because they are not well known. How-
ever, all are still useful rules of thumb for checking causal claims, as long as
they are not applied too rigidly.

Huberman and Miles (1998) suggest four additional criteria taken
from the field of epidemiology. They are strength of association (much more
B with A than with other possible causes), biological gradient (if more A,
then more B), coherence (the A-B relationship fits with what else we know
about A and B), and analogy (A and B resemble the well-established pat-
tern noted in C and D). Although not all of these criteria would fit every
possible evaluation situation, and they could not alone constitute sufficient
evidence to infer causality, they clearly add some useful sources of evidence
that could be used by evaluators with access to either qualitative or quan-
titative data. The following is a list of the nine potential types of evidence for
inferring causality:

1. Causal list inference (almost all Bs are caused by A, A, A”, . . ., or A,;;
B has occurred; A did occur; but A, A”, . . ., A, did not occur).
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2. Modus operandi inference—use if more than one possible cause

occurred (only the characteristic causal chain/modus operandi for one

of the possible causes, A, was present; inference strengthened if the

modus operandi in question is highly distinctive).

Temporal precedence (A before B).

Constant conjunction (when A, always B).

Contiguity of influence (a plausible mechanism links A and B).

Strength of association (much more B with A than with other possible

causes). :

Biological gradient (if more A, then more B).

Coherence (the A-B relationship fits with what else we know about A

and B). :

9. Analogy (A and B resemble the well-established pattern noted in C and
D).

o VLA W
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Causal Tracing: A Five-Stage Process

The nine potential types of evidence for inferring causality provide a useful
starting point for the practitioner attempting to develop a body of evidence
that either confirms or refutes whether a program did in fact give rise to
observed changes. But how can the practitioner maximize the power of the-
ory-based evaluation to build an evidence base for causal attribution, given
the problems highlighted earlier with the traditional theory-testing approach?

Two changes to the way we use theory-based evaluation should help
alleviate these problems. The first is gaining a solid understanding of the
decision-making context, as well as the information needs of the client. The
second is supplementing tests of program theory with a more open-ended
causal tracing and inductive approach to theory building, an approach
referred to here as goal-free theory-based evaluation. To illustrate these rec-
ommendations and guide the practitioner, I would like to propose a five-
stage process for causal tracing using theory-based evaluation.

1. Information needs assessment, which determines required level of cer-

tainty

Goal-free search for all important changes

Inductive hunt for the causes of those changes =, which builds draft

logic model, possibly using input from program staff in the later stages

4. Supplementation of inductive program theory with additions of possi-
ble effects and causal chains from the literature

5. Test of the revised logic model, preferably using information sources
and recipients not used to build the inductive model

W

In order to conclusively demonstrate causality in a particular case,
one would have to eliminate all other possible causal explanations, includ-
ing those whose mechanisms are not yet understood. In reality, 100 per-
cent certainty is an unachievable (not to mention unnecessary) goal. As
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in a criminal or civil trial, the evidence needs to be sufficiently compelling
to satisfy the relevant standards of proof in that context (for example,
beyond a reasonable doubt or preponderance of the evidence). Similarly, in
evaluation it is necessary to produce a body of evidence that will stand up
to the scrutiny to which it will be subjected and that is commensurate
with the relative costs of Type I errors (in causality terms, erroneously
attributing a coincidental charge to a program) and Type II errors (erro-
neously concluding that an effect caused by the program was coinciden-
tal) in the given context. Accordingly, stage one in the causal tracing
process involves an information needs assessment, in order to establish
the degree of certainty to which conclusions about causality must be
drawn. This should preferably be addressed when assessing program
evaluability—that is, what information is needed, to what degree of cer-
tainty, and within what time and budgetary constraints? Note that it is not
simply a matter of asking clients what they think is needed. Rather it is up
to evaluators to determine this, based on multiple sources of information,
using their evaluation expertise. '

Bearing in mind the standard of proof needed for a particular evalua-
tion, stage two begins with an open-ended and goal-free effort to detect all
important outcomes of positive or negative value (Scriven, 1974b). Ideally,
this should be carried out by someone thoroughly trained in the discipline
of evaluation, but with minimal substantive knowledge of the particular
type of evaluand and no knowledge of the program’s specific goals. This
ensures that the search does not focus primarily on outcomes that would
have been predicted by theory or that were intended by staff, thereby reduc-
ing the chance that something important will be missed. The scope of this
task will be dictated by the time and budgetary constraints associated with
the evaluation, so it need not necessarily be hugely time consuming.

Stage three involves the goal-free theory-based approach—the use of
inductive techniques to trace the causes of the effects uncovered in stage
one. Here it would be ideal to use an individual or team that was highly
skilled in the qualitative methods described earlier, with at least one mem-
ber who had little knowledge of academic theories pertaining to the evalu-
and. At this point, the evaluation may start to incorporate the implicit
theories held by program recipients or staff. However, it is not necessary
(and may not be desirable) to fully involve them in the theory development
process unless there are compelling reasons for doing so (for example, a lack
of buy-in for evaluation results could cause serious problems in trying to
implement improvements). For the evaluator on a limited budget and a
tight time line, this step may involve some extended questioning of program
recipients about what they attribute certain changes to. For a high-stakes
evaluation, the approach will need to be considerably more thorough. In
each case, the depth and breadth of the hunt for causes will need to match
the required standards of proof established in stage one.

By the end of stage three, there should be a draft program theory cre-
ated through a fully inductive process. This is developed further in stage four
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to incorporate any relevant theories from the literature that might shed light
on missing links or puzzling data and that might identify new mechanisms
that could explain the observed results. Although a comprehensive litera-
ture review would be ideal for the large-scale evaluation, the evaluator on a
tight budget may find that perusal of the draft logic model by a subject mat-
ter expert would be sufficient. Program goals may also be incorporated at
this point to make sure that the evaluation covers all the information the
client needs.

In stage five, the model is tested using a combination of qualitative and
quantitative methods. The focus here should be not so much on the overall
statistical fit of the model, but on the testing and elimination of alternative
causal explanations for the observed effects, using both qualitative and
quantitative methods. This should continue until there is a sufficient body
of evidence to satisfy the appropriate standards of proof for the given situ-
ation. For the evaluator on a shoestring budget, this may involve some
observation or interviewing to test any potentially suspect causal paths.

Conclusions

This chapter has noted some of the difficulties associated with the attribu-
tion of causality to programs and other types of evaluand and the strengths
and limitations of theory-based evaluation as a tool for doing so. The main
weakness of theory-based evaluation in this respect was its overreliance on
the validity of a program theory that rested on prior knowledge, either from
the social science literature or from program staff.

The hunt for alternative causal explanations in addition to predicted
explanations is as important and as difficult as the hunt for side effects in
addition to intended outcomes. Missing just one serious alternative could
spell the difference between a valid and an invalid conclusion, and there
are no predetermined road maps for ensuring that all possibilities have
been covered. In an attempt to guide the practitioner through this chal-
lenging task, a five-stage strategy is outlined in this chapter. This combines
goal-free, inductive, and theory-testing modes of investigation and offers
options for practitioners operating under a range of budgetary and time
constraints.

A second point noted in this chapter is that the weight and quality
of evidence required to infer causality varies dramatically depending on
the context in which the evaluation is being conducted. The usual stan-
dards from the social sciences (which are roughly equivalent to beyond
a reasonable doubt) will be too lenient in some situations and too strin-
gent in others. What is crucial is that the required level of certainty is
ascertained by the evaluator early on in the evaluation planning stage,
that estimates are made of what evidence is required to meet that stan-
dard, and that decisions are made as to whether theory-based or other
approaches are used.
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Finally, as Cook (Chapter Three) notes, theory-based evaluation should
not be seen simply as a replacement for experimental and quasi-experimental
designs. For high-stakes evaluations with large budgets and extended time
lines, the two may be used in conjunction to allow virtually bulletproof causal
attributions, provided they are used skillfully. For the everyday evaluator under
more serious time and budgetary constraints, ideas from both methodologies
should be considered in order to build evidence for inferring causality (see the
list of potential types of evidence for inferring causality earlier in this chapter).
The depth and breadth of the required evidence base is a key consideration
in evaluation planning and should be based on a thorough assessment by the
evaluator of stakeholder information needs. This not only will help with bud-
geting the evaluationmore accurately but also will facilitate any up-front dis-
cussions with the client about the trade-offs between budgets, time lines, and
the certainty of conclusions.
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