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Preface to first edition

This book is designed to introduce students to the nature of the atmosphere
near the ground. It is especially aimed at those whose curiosity about the
atmosphere has been raised by an introductory course or general interest, but
who are daunted by the technical nature of most micro- or biometeorological
texts which assume a reasonably advanced ability in physics and
mathematics. I believe that the frustration felt by such students can be
alleviated by the more qualitative approach to the physics of the lower
atmosphere used here. The book is based on the application of simple
physical principles, and an exposition that is explanatory rather than
descriptive. 1t is expected to appeal to two groups of students: first, those who
want to know about the role of the atmosphere in environmental science and
its applications in geography, agriculture, forestry, ecology, engineering and
planning; second, those embarked on a more specialist course in small scale
meteorology who wish to supplement their technical material with examples
of atmospheric systems from many real world environments.

The book is organized in three sections. Part —Atmospheric Systems—provides a
simple scientific introduction to atmospheric processes operating in the planetary
boundary layer. The idea of the flows and transformations of energy and mass through
systems is developed. This supplies the basic concepts embodied in modern energy and
water balance climatology and sets the framework for the subsequent analysis of the
climates of a wide range of surface environments. Thus in Part II—Natural
Atmospheric Environments—climates are presented by first considering the special
mix of physical properties (radiative, thermal, moisture and aerodynamic)
characterizing a particular system, then interpreting the effects they have upon the
exchanges of energy, mass and momentum, before describing the resulting climatic
qualities. Boundary layer climates are therefore viewed as the outcome of the unique
way each surface responds to external forcing functions such as solar heating,
precipitation and airflow. This provides a process-response (cause and effect)
framework rather than the more traditional case study approach to understanding
climates, and a rational basis for the analysis of the climatic impact of human activities
in Part III—Man-Modified Atmospheric Environments.

XV



xvi Preface to first edition

The text attempts to be illustrative rather than comprehensive. The reader who
requires further examples and case studies is recommended to consult Geiget’s classic
study The Climate Near the Ground (1965). For those with the appropriate scientific
background who wish to extend their knowledge into the more technical fields of
micro- and biometeorology Appendix A2 provides an introduction to some of the
approaches used to evaluate quantitatively the flows of energy, mass and momentum.
Throughout the book Systéme International (SI) units are used. Thus the basic units of
length, mass and time are the metre, kilogram and second respectively. A fuller outline
of SI units and their equivalents in other systems is given in Appendix A4.
Mathematical equations have been kept to a minimum and the symbols used conform
closely to those suggested by the World Meteorological Organization.

I am very grateful to the many colleagues who provided their views on
early drafts of the manuscript (see Acknowledgements). Naturally I remain
responsible for any remaining errofs.

Finally I wish to thank my wife and children for affording me the time and
the happy supportive environment necessary for writing.

Vancounver T. R. O.
1977



Preface to second edition

Gratified by the generous reception accorded to the first edition of this book,
and the helpful comments of many readers, I have been encouraged to
provide this updated and slightly expanded edition.

The approach and objectives are retained. I have tried to keep the book
pitched at about the same introductory level so that it continues to appeal
across a range of disciplines.

The main changes include a re-casting of Chapters 1 and 2 with greater
emphasis given to the layering of the atmosphere near the surface, the nature
of thermals and convective cloud, atmospheric stability and the structure of
the full planetary boundary layer. Chapter 4 includes new material on the
climate of leaves, and also on vegetation roughness and evapotranspiration
differences between crops and forests. Chapter 5 gives more attention than
before to the effects of topography in modifying airflow. Chapter 8 has been
up-dated to include developments in our understanding of airflow and the
energy balance of cities and the effects of building geometry on the urban
heat island. There is a completely new appendix dealing with radiation
geometry and a section on the Combination Model for evapotranspiration.
The reference tables have been expanded and there are almost 50 new
figures.

Vancounver T. R. O.
1987
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Atmospheric systems







Energy and mass exchanges

1ATMOSPHERIC SCALES

The Atmosphere is characterized by phenomena whose space and time
scales cover a very wide range. The space scales of these features are
determined by their typical size or wavelength, and the time scales by their
typical lifetime or period. Figure 1.1 is an attempt to place various atmospheric
phenomena (mainly associated with motion) within a grid of their probable
space and time limits. The features range from small-scale turbulence (tiny
swirling eddies with very short life spans) in the lower left-hand corner, all
the way up to jet streams (giant waves of wind encircling the whole Earth)
in the upper right-hand corner.

In reality none of these phenomena is discrete but part of a continuum,
therefore it is not surprising that attempts to divide atmospheric phenomena
into distinct classes have resulted in disagreement with regard to the scale
limits. Most classification schemes use the characteristic horizontal distance
scale as the sole criterion. A reasonable consensus of these schemes gives
the following scales and their limits (see the top of Figure 1.1):

Micro-scale 102 to 103 m
Local scale 102 to 5X104 m
Meso-scale 104 to 2X105 m
Macro-scale 105 to 108 m

In these terms this book is mainly restricted to atmospheric features whose
horizontal extent falls within the micro- and local scale categories. A fuller
description of its scope is given by also including characteristic vertical
distance, and time scales.

This book is concerned with the interaction between the Atmosphere
and the Earth’s surface. The influence of the surface is effectively limited to
the lowest 10 km of the Atmosphere in a layer called the #roposphere (Figure
1.2). (Note—terms introduced for the first time are italicized and the meaning

3
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Figure 1.1 Time and space scales of various atmospheric phenomena.
The shaded area represents the characteristic domain of boundary layer
features (modified after Smagorinsky, 1974).

of those not fully explained in the text is given in Appendix A5.) Over time
periods of about one day this influence is restricted to a very much shallower
zone known as the planetary or atmospheric boundary layer, hereinafter
referred to simply as the boundary layer. This layer is particularly
characterized by well developed mixing (turbulence) generated by frictional
drag as the Atmosphere moves across the rough and rigid surface of the
Earth, and by the ‘bubbling-up’ of air parcels from the heated surface. The
boundary layer receives much of its heat and all of its water through this
process of turbulence.

The height of the boundary layer (i.e. the depth of surface-related
influence) is not constant with time, it depends upon the strength of the
surface-generated mixing. By day, when the Earth’s surface is heated by
the Sun, there is an upward transfer of heat into the cooler Atmosphere.
This vigorous thermal mixing (convection) enables the boundary layer depth
to extend to about 1 to 2 km. Conversely by night, when the Earth’s surface
cools more rapidly than the Atmosphere, there is a downward transfer of
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Figure 1.2 The vertical structure of the atmosphere.

heat. This tends to suppress mixing and the boundary layer depth may
shrink to less than 100 m. Thus in the simple case we envisage a layer of
influence which waxes and wanes in a rhythmic fashion in response to the
daily solar cycle.

Naturally this ideal picture can be considerably disrupted by large-scale
weather systems whose wind and cloud patterns are not tied to surface
features, or to the daily heating cycle. For our purposes the characteristic
horizontal distance scale for the boundary layer can be related to the distance
air can travel during a heating or cooling portion of the daily cycle. Since
significant thermal differences only develop if the wind speed is light (say
less than 5 ms1) this places an upper horizontal scale limit of about 50 to
100 km. With strong winds mixing is so effective that small-scale surface
differences are obliterated. Then, except for the dynamic interaction between
airflow and the terrain, the boundary layer characteristics are dominated by
tropospheric controls. In summary the upper scale limits of boundary layer
phenomena (and the subject matter of this book) are vertical and horizontal
distances of ~1 km and ~50 km respectively, and a time period of ~1 day.

The turbulent surface layer (Figure 1.2) is characterized by intense small-
scale turbulence generated by the surface roughness and convection; by
day it may extend to a height of about 50 m, but at night when the boundary
layer shrinks it may be only a few metres in depth. Despite its variability in
the short term (e.g. seconds) the surface layer is horizontally homogeneous
when viewed over longer periods (greater than 10 min). Beneath the surface



6 Boundary Layer Climates

layer are two others that are controlled by surface features, and whose
depths are dependent upon the dimensions of the surface roughness
elements. The first is the roughness layer which extends above the tops of
the elements to at least 1 to 3 times their height or spacing. In this zone the
flow is highly irregular being strongly affected by the nature of the individual
roughness features (e.g. blades of grass, trees, buildings, etc.). The second
is the laminar boundary layer which is in direct contact with the surface(s).
It is the non-turbulent layer, at most a few millimetres thick, that adheres to
all surfaces and establishes a buffer between the surface and the more
freely diffusive environment above. The dimensions of the laminar boundary
layer define the lower vertical size scale for this book.

The lower horizontal scale limit is dictated by the dimensions of relevant
surface units and since the smallest climates covered are those of insects
and leaves, this limit is of the order of 10-2 to 103 m. It is difficult to set an
objective lower cut-off for the time scale. An arbitrary period of approximately
1 s is suggested.

The shaded area in Figure 1.1 gives some notion of the space and time
bounds to boundary layer climates as discussed in this book (except that it
requires a third co-ordinate to show the vertical space scale). Two aberrations
from this format should be noted. First, it should be pointed out that
precipitation and violent weather events (such as tornadoes), which might
be classed as boundary layer phenomena, have been omitted. The former,
although deriving their initial impetus near the surface, owe their internal
dynamics to condensation which often occurs at the top or above the
boundary layer. The latter are dominated by weather dynamics occurring at
much larger scales than outlined above. Second, the boundary layer treated
herein includes the uppermost layer of the underlying material (soil, water,
snow, etc.) extending to a depth where diurnal exchanges of water and
heat become negligible.

2 A SYSTEMS VIEW OF ENERGY AND MASS EXCHANGES
AND BALANCES

The classical climatology practised in the first half of the twentieth century
was almost entirely concerned with the distribution of the principal
climatological parameters (e.g. air temperature and humidity) in time and
space. While this information conveys a useful impression of the state of
the atmosphere at a location it does little to explain how this came about.
Such parameters are really only indirect measures of more fundamental
quantities. Air temperature and humidity are really a gauge of the thermal
energy and water status of the atmosphere respectively, and these are tied
to the fundamental energy and water cycles of the Earth-Atmosphere system.
Study of these cycles, involving the processes by which energy and mass
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are transferred, converted and stored, forms the basis of modern physical
climatology.

The relationship between energy flow and the climate can be illustrated
in the following simple manner. The First Law of Thermodynamics
(conservation of energy) states that energy can be neither created nor
destroyed, only converted from one form to another. This means that for a
simple system such as that in Figure 1.3, two possibilities exist. Firstly:

Energy Input=Energy Ouptut (1.D

in this case there is no change in the net energy status of the system through
which the energy has passed. It should however be realized that this does
not mean that the system has no energy, merely that 7o change has taken
place. Neither does it mean that the Output energy is necessarily in the
same form as it was when it entered. Energy of importance to climatology
exists in the Earth-Atmosphere system in four different forms (radiant,
thermal, kinetic and potential) and is continually being transformed from
one to another. Hence, for example, the Input energy might be entirely
radiant but the Output might be a mixture of all four forms. Equally the
Input and Output modes of energy transport may be very different. The
exchange of energy within the Earth-Atmosphere system is possible in three
modes (conduction, convection and radiation (see Section 3 for
explanation)).
The second possibility in Figure 1.3 is:

Energy Input=Energy Output+Energy Storage Change

For most natural systems the equality, Input=Output, is only valid if values
are integrated over a long period of time (e.g. a year). Over shorter periods
the energy balance of the system differs significantly from equality. The
difference is accounted for by energy accumulation or depletion in the
system’s energy store. (The energy storage term may have a positive or
negative sign. By convention a positive storage indicates the addition of
energy.) In climatic terms, for example, if energy is being accumulated in a
soil-atmosphere system it probably means an increase in soil and/or air
temperature.

Hence we see the link between process (energy flow) and response
(temperature change). The whole relationship is referred to as a process-
response system, which in essence describes the connection between cause
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and effect. The degree of detailed understanding of the system depends on
how well the internal workings of the ‘box’ in Figure 1.3 are known. Inside
the box the energy is likely to be channelled into different subsystems, and
converted into different combinations of energy forms and modes of
transport. Some will lead to energy storage change and others to energy
output from the system. This partitioning is not haphazard, it is a function
of the system’s physical properties. In the case of energy these properties
include its ability to absorb, transmit, reflect and emit radiation, its ability to
conduct and convect heat, and its capacity to store energy.

In the analogous case of water flow in a soil-atmosphere system the
mass of water is conserved at all times but it may be found in three different
states (vapour, liquid and solid); be transported in a number of modes
(including convection, precipitation, percolation, and runoff); and its
accumulation or depletion in stores is measured as changes of water content
(atmospheric humidity, soil moisture or the water equivalent of a snow or
ice mass). Similar analogues can be extended to the mass balances of other
substances cycled through systems as a result of natural or human
(anthropogenic) activities including sulphur, carbon, nitrogen, and
particulates. In the case of atmospheric systems the accumulation of these
substances beyond certain levels constitutes atmospheric pollution. This
occurs when the natural cycling of substances is upset by human activities.
For example, in urban areas, if the emission (input) of these materials
exceeds the physical capability of the local atmospheric system to flush
itself (output) in a short period of time, the result is an increase in the local
concentration of that substance (i.e. increased storage). Therefore in the
most general form we may write the following energy or mass balance
equation for a system:

Input-Output-Storage Change=0 (1.2)

There are two fundamental cycles of importance in understanding
atmospheric systems. These are the cycles of solar energy (heat), and water
(mass). The remainder of this chapter is concerned with a description of
the workings of these two cycles. This is followed in Chapter 2 by an
explanation of the way these exchange processes and balances are linked
to the vertical distributions of such climatological elements as temperature,
humidity and wind speed in the boundary layer.

3 ENERGY BALANCES

(a) Radiation characteristics

Radiation is a form of energy due to the rapid oscillations of electromagnetic
fields. It is transferred by photons, or bundles of energy that have properties
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similar to both particles and waves. The oscillations may be considered as
travelling waves characterized by their wavelength N\ (distance between
successive wavecrests). In most atmospheric applications we are concerned
with wavelengths in the approximate range 0-1 to 100 pm (1 pm=10¢ m),
representing only a very small portion of the total electromagnetic spectrum
(Figure 1.4). The visible portion of the spectrum, to which the human eye
is sensitive, is an even smaller fraction extending from 0-36 pm (violet) to
0-75 pm (red). Radiation is able to travel in a vacuum, and all radiation
moves at the speed of light (3x108 ms1), and in a straight path. The
wavelength is uniquely related to the photon energy so that it is possible to
calculate the photon energy flux at any given wavelength or waveband
(see Appendix A4f, p. 399).

All bodies possessing energy (i.e. whose temperatures are above absolute
zero, 0 K=-273-2°C, see p. 395) emit radiation. If a body at a given temperature
emits the maximum possible amount of radiation per unit of its surface area
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in unit time then it is called a black body or full radiator. Such a body has
a surface emissivity (¢) equal to unity.

Less efficient radiators have emissivities between zero and unity. The relation
between the amount of radiation emitted by a black body, and the wavelength
of that radiation at a given temperature is given by Planck’s Law. In graphical
form this law shows the spectral distribution of radiation from a full radiator
to be a characteristic curve (Figure 1.5). The shape consists of a single peak
of emission at one wavelength (\,,.), and a tailing-off at increasingly higher
wavelengths. The form is so characteristic that in Figure 1.5 the same Planck
curve on different scales, describes the emission spectra from full radiators at
300 and 6000 K. However, the total amount of radiation given out and its
spectral composition are very different for the two cases.

The total energy emitted by each body in Figure 1.5 is proportional to
the area under the curve (including the tail at longer wavelengths that has
been truncated). This is the basis of the Stefan-Boltzmann Law:

Energy emitted = ¢T§ (1.3)

where, s—Stefan-Boltzmann proportionality constant=5-67x10- Wm-2K+, and
Ti—surface temperature of the body (K). In the typical range of temperatures
encountered in the E-A system (-15 to 45°C) a change of 1 K in T, of a full
radiator results in a change of the emitted radiation of between 4 and 7
Wm2 (see Appendix A3, p. 394). If the body is not a full radiator, equation
1.3 can be re-written to include the value of the surface emissivity:

Energy emitted = eaT4. (1.4)

Note that the energy emission given by these equations is the radiant flux
(rate of flow of radiation) (Js1=W) from unit area (m?) of a plane surface into
the overlying hemisphere. The flux per unit area of a quantity is termed its
Slux density (Wm2). Further, irradiance is the radiant flux density incident on
a surface whereas emittance is the radiant flux density emitted by a surface.

The effect of temperature change on the wavelength composition of the
emitted radiation is embodied in Wien’s Displacement Law. It states that a
rise in the temperature of a body not only increases the total radiant output,
but also increases the proportion of shorter wavelengths of which it is
composed. Thus as the temperature of a full radiator increases, the Planck
curve is progressively shifted to the left, and the wavelength of peak emission
(\,.) moves with it so that:

Ninax=288%10-3/T;, (1.5

with ... in metres and T, on the Kelvin scale.
The temperatures in Figure 1.5 were chosen because they approximately
represent the average surface temperatures of the Sun and the E-A system,
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Figure 1.5 Spectral distribution of radiant energy from a full radiator at a
temperature of (a) 6000 K, left-hand vertical and lower horizontal axis, and (b)
300 K, right-hand vertical and upper horizontal axis. N, is the wavelength at
which energy output per unit wavelength is maximal (after Monteith, 1973).

and thus illustrate the nature of the radiation each emits. Obviously the E-
A system emits smaller total amounts of energy than the Sun, but also the
wavelength composition is very different. From equation 1.5 it can be seen
that the Sun’s peak wavelength is about 0-48 pm (in the middle of the
visible spectrum), whereas for the E-A system it is about 10 pm. Typical
wavelengths for radiation from the Sun extend from 0-15 pm (ultra-violet)
to about 3-0 um (near infra-red), whereas E-A system radiant wavelengths
extend from 3-0 pm to about 100 um, well into the infra-red. In fact the
difference between the two radiation regimes is conveniently distinct; about
99% of the total energy emitted by the two planets lies within these limits.
On this basis atmospheric scientists have designated the radiation observed
in the range 0-15-3-0 um to be short-wave or solar radiation, and that in the
range 3-0-100 pm to be long-wave radiation.

Radiation of wavelength N incident upon a substance must either be
transmitted through it or be reflected from its surface, or be absorbed. This
is a statement of the conservation of energy. By expressing the proportions
transmitted, reflected and absorbed as ratios of the incident energy, we
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Table 1.1 Radiative properties of natural materials.

Surface Remarks Albedo Emissivity
a £

Soils Dark, wet 0-05— 0-98—
Light, dry 0-40 0-90

Desert 0-20-0-45 0-84-0-91

Grass Long (1-0 m} 0-16- 0-90-
Short (0-02 m) 0-26 0-95

Agricultural crops,

tundra 0-18-0-25 0-90-0-99

Orchards 0-15-0-20

Forests

Deciduous Bare 0-15- 0-97~
Leaved 0-20 0-98
Coniferous 0-05-0-15 0-97-0-99

Water Small zenith angle 0-03-0-10 0-92-0-97
Large zenith angle 0-16-1-00 0-92-0-97

Snow Old 040~ 0-82-
Fresh 0-95 0-99

Ice Sea 0-30-0-45 0-92-0-97
Glacier (-20-0-40

Sources: Sellers (1965), List (1966), Paterson (1969) and Monteith (1973).

define the transmissivity (§s,), the reflectivity («,) and the absorptivity ()
and it follows that:

Y +a,+{ =1 (1.6)

These are radiative properties of the substance (expressed as dimensionless
numbers between zero and unity). Strictly equation 1.6 is only valid for the
case of a single wavelength. In practice it is usually acceptable for fairly
wide wavebands (e.g. for solar radiation « is referred to as the surface
albedo—see Table 1.1 for typical values). It is however essential that each
property refers to the same incident radiation.

It can also be shown that for the same radiation:

{=¢, 1.7)

This is Kirchhoff’s Law, which holds that at the same temperature and
wavelength good absorbers are good emitters. It follows that for a full
radiator {,=¢=1, and from equation (1.6) a,={,=0. Further, for an
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opaque (,=0) non-black body there is some reflection which is given
by:

a=1-{,=1-¢, (1.8)

In boundary layer climatology these relations are very helpful in long-wave
exchange considerations (i.e. between bodies at typical E-A system
temperatures). Although they are theoretically valid for short-wave exchange,
their use does not arise because no E-A system bodies emit short wavelength
radiation. Typical values of long-wave surface emissivity (&) for natural
surfaces are given in Table 1.1. It is readily apparent that most of these
surfaces are close to being full radiators (€ typically greater than 0-90), so
that reflection of long-wave radiation is small (i.e. from equation 1.8 @y, is
generally less than 0-10).

During its passage through the Atmosphere the solar beam encounters
clouds and other atmospheric constituents including water vapour, salt
crystals, dust particles and various gases. Each of these constituents has its
own set of radiative properties with respect to the incident short-wave
radiation, thus part of the beam is reflected (scattered), a part is absorbed
and the rest is transmitted to the surface. The ratio of the extraterrestrial
input to these amounts defines the atmospheric reflectivity, absorptivity
and transmissivity (a,, {, and {,).

The nature and amount of absorption depends on the absorption spectra
of the atmospheric gases (Figure 1.6) and of cloud and other aerosols.
Figure 1.6 demonstrates that the Atmosphere is not a very good absorber of
short-wave radiation (0-15-3-0 pm). Ozone (O;) is very effective at filtering
out ultra-violet radiation at wavelengths less than 0-3 pm, and water vapour
becomes increasingly important at greater than 0-8 pm, but in the intervening
band where the intensity of solar radiation is greatest (i.e. near A, in
Figure 1.5) the Atmosphere is relatively transparent. Even the absorption
by liquid water drops in cloud is relatively small.

The portion of the incoming solar radiation that is reflected and scattered,
together with that multiply-reflected between the surface and the atmosphere
(back-scattered), gives diffuse short-wave radiation (D). As an approximation
we may consider this radiant receipt to arrive from all parts of the sky
hemisphere, although in cloudless conditions it is greater from the area of
the sky around the solar disc and near the horizon. Clouds are very effective
at diffusing short-wave radiation.

Finally, the portion of the incoming solar radiation that arrives at the
Earth’s surface, without being absorbed or diffused, is called the direct-
beam short-wave radiation (S). Since it can be approximated as a parallel
beam, the irradiance of an exposed surface depends on its orientation to
the beam such that:

S5=S,cosO (1.9
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Figure 1.6 Absorption at various wavelengths by constituents of the Atmosphere,
and by the Atmosphere as a whole (after Fleagle and Businger, 1963).

where S is the flux density of the beam radiation at the surface, §; is the flux
density normal to the beam and O is the angle between the beam and the
normal to the surface. This corollary of Lambert’'s Law (Appendix Al, p.
350), called the cosine law of illumination, is illustrated in Figure 1.7a,
which shows that the greater the angle to the surface the larger is the area
over which it is spread and hence the less the irradiance. (Note—in order to
generalize equation 1.9 it is necessary to know the surface geometry and
the azimuth and zenith angles of the Sun, see Appendix A1.)
The total short-wave radiation received at the surface (K{) is simply:

Kl=5+D (1.10)

as illustrated in Figure 1.7b.

The process of long-wave radiative exchange in the Atmosphere is very
complex. At all levels the Atmosphere absorbs long-wave radiation arriving
from below (emitted from the surface and lower layers of air and cloud)
and from above (higher layers of air and cloud). The absorption depends
upon the long-wave absorptivities of the constituents present. In general
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Figure 1.7 (a) Hlustration of the areas irradiated by a
circular beam on planes placed normal to, and at an
angle O to, the beam. The radiant energy flux (Js) is
spread over unit area (=r(0-5AC)2) at normal incidence
but over a larger area (=n(0-5BC)2) on the surface. The
flux density (Wm-2) on the surface (S) is less than that
at normal incidence (Si) by the ratio AC/BC=cos® or
sinf3. Therefore, S=S,cos® and when ©=0°cos®=1 and
S=§.. For a horizontal surface ®=Z the zenith angle of
the Sun. (b) The components of incoming solar
radiation at the Earth’s surface (modified after
Monteith, 1973).

the Atmosphere is a relatively good absorber in the long-wave band (3 to
100 um). As shown in Figure 1.6, this is particularly due to the absorptivities
of water vapour (H O), carbon dioxide (CO ) and ozone (O ). Of these,
water vapour is by far the most important. 1f liquid water is present, as
cloud droplets, the absorptivity is even greater. There is, however, one
important gap in a cloudless Atmosphere’s absorption spectrum for long-
wave radiation. Except for a narrow band of ozone absorption (96 to 9-8
um), the Atmosphere is open to the transmission of radiation in the 8 to 11
m band. This gap is called the atmospheric ‘window’. 1t is through this
‘window’ that most of the E-A system longwave loss to Space occurs.
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However, even this ‘window’ can be partially closed by clouds or atmospheric
pollutants.

At all levels the atmosphere emits long-wave radiation consistent with
its temperature (7;,) and emissivity (g,) in accord with equation 1.4. We
might also note that from Kirchhoff’s Law since {,=¢,, just as the Atmosphere
does not absorb in the ‘window’ region, it also will not emit those
wavelengths. The atmospheric emission is directed both upwards and
downwards. The processes of absorption and re-emission take place on a
continuous basis throughout the Atmosphere, but quantitatively they are
most important in the lowest layers where the concentrations of water
vapour and carbon dioxide are greatest. The net portion which emerges
from the top of the Atmosphere is lost to Space, and that which arrives at
the Earth’s surface is sometimes referred to as counter-radiation (L)
because it counteracts the outgoing long-wave radiation from the surface
(L. As with the diffuse solar radiation it is usually acceptable to assume
that Ld arrives equally from all parts of the sky hemisphere. In reality it is
greatest from areas near the horizon and least from the zenith (directly
overhead the point of concern).

Conduction

Thermal conduction is the process whereby heat is transmitted within a
substance by the collision of rapidly moving molecules. It is usually an
effective mode of transfer in solids, less so in liquids and least important in
gases. In general pure molecular conduction is negligible in atmospheric
applications, except within the very thin laminar boundary layer (p. 37).
On the other hand it is very important to the transport of heat beneath the
surface. The conduction of heat is dependent on the thermal properties of
the substrate. Theoretical considerations are covered in Chapter 2.

Convection

The process of convection involves the vertical interchange of air masses
and can only occur in liquids and gases. In the Atmosphere the parcels of
air (or eddies) transport energy and mass from one location to another.
The eddies may be set into turbulent motion by free or forced convection.
Free convection is due to the parcel of air being at a different density than
the surrounding fluid. If for example a parcel is warmer than its
surroundings, it will be at a lower density and will tend to rise. Conversely,
if it is cooler it will be denser and tend to sink. The motion of water in a
heated kettle is free convection, and a similar ‘bubbling-up’ of air parcels
occurs when the Earth’s surface is strongly heated by solar radiation. If
the state of the Atmosphere is conducive to free convection it is said to be
unstable, and if it inhibits such motion it is stable (see p. 51). The
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atmosphere near the Earth’s surface may also be physically thrown into
motion when it flows over obstacles. This is forced, or mechanical,
convection and depends upon the roughness of the surface and the speed
of the horizontal flow. Often free and forced convection co-exist giving
mixed convection.

If the addition or subtraction of energy to a body is sensed as a rise or
fall in its temperature then it is referred to as sensible beat. On the other
hand, to enable a substance to change from liquid at a given temperature
to vapour at the same temperature, requires the addition of heat. This heat
which is not sensed as a temperature change is called latent beat. It is
locked up within the substance and is available for release should the
substance revert to its former state. Energy is taken up to move in the
direction of a higher energy state (e.g. solid to liquid, or liquid to vapour)
and released in moving in the opposite direction.

Convection transports heat to and from the Atmosphere in both its
sensible and latent forms. Sensible heat is carried from a warmer surface
into the cooler air above by turbulent eddies and is released when it
mixes with the environmental air. The reverse transport occurs when the
air is warmer than the surface. Latent heat transport is tied up with that of
water vapour. The latent heat imparted to a parcel of moist air in the
evaporation of water at the surface is liberated to warm the air when the
water vapour condenses into cloud. Convection provides the means of
transport and mixing.

This process is also responsible for the exchanges of carbon dioxide
and pollutants between the surface and the Atmosphere and also for the
extraction of momentum from the mean flow. The essential principles
governing convective (turbulent) transport in the boundary layer are
outlined in Chapter 2.

(b) Energy balance of the total Earth-Atmosphere system

In this section we will use the annual energy balance of the Earth-Atmosphere
system to illustrate the linkages between the various energy exchanges and
the concept of energy balance. In so doing we will establish both the
magnitude of the driving force for the E-A hydrologic cycle (see Section
4(b)) and the energetic context within which all E-A system climates (macro-
, meso-, local and micro-) operate.

A schematic depiction of the annual energy balance of the E-A system is
given in Figure 1.8. It recognizes the Earth, the Atmosphere and Space as
separate sub-systems and places magnitudes on the energy exchanges
between them. The E-A system is a closed one (i.e. it is closed to the import
or export of mass, but it does allow exchange of energy with the exterior
(Space). The constant stream of radiant energy emitted by the Sun is the
sole input to the system. The magnitude of this input, known as the solar
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Figure 1.8 Schematic diagram of the average annual solar energy cascade
of the Earth-Atmosphere system. Values are expressed as percentages of the
average annual extra-terrestrial solar radiation (=342 Wm-) (data from Rotty
and Mitchell, 1974).

constant (1), is 1367 Wm-2 (Wehrli, 1985). It is the value observed outside
the Atmosphere on a plane surface placed normal to the solar beam. This
represents a practical upper limit for short-wave radiation in the E-A system
because the depletion of the Atmosphere is not included and the definition
includes the ideal orientation of the receiving surface (i.e. in equation 1.9
cos®=1). When averaged over the top of the Atmosphere for one year, the
spatial mean input (Kg,) is exactly I/4= 342 Wm-=2 (29-5 MJm-2day-1). In
Figure 1.8 all fluxes are represented as percentages of this value. Over the
period of a year exactly the same amount of energy must be lost from the
E-A system to Space. If this were not so the system would experience a net
energy gain or loss, resulting in a net storage change and a rise or fall of the
average E-A system temperature (i.e. a climatic shift). Equally, if the sub-
systems were not in balance the system would be in disequilibrium. By
tracing the energy pathways we will see how balance is achieved.

In the Atmosphere clouds reflect about 19% of Kg, back to Space (KT )
and absorb about 5% (K*,.). Atmospheric constituents scatter and reflect
about 6% to Space (kT ) and absorb about 20% (K*,). The remainder of
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the original beam is transmitted to the Earth’s surface where approximately
3% is reflected to Space (K?) and the remaining 47% is absorbed (K*q)).
Thus, in summary, the solar radiation input is disposed of in the following
manner:

Kex = Kfao + Kfaa + Kiag + Kiaa) + Klgs + Kl
100=19 + 6 + 5 + 20 + 3 <+ 47

—— S~ Earth Earth
Atmospheric Atmospheric reflection absorption
reflection absorption

Three basic features of the short-wave radiation portion of the balance
emerge. First, 28% of the E-A input is reflected to Space and does not
participate further in the E-A system energy balance. Secondly, only 25% of
the input is absorbed by the Atmosphere. Thus, as noted earlier, the
Atmosphere is semi-transparent to short-wave radiation and consequently
is not greatly heated by it. Thirdly, almost one-half (47%) of the input is
absorbed at the Earth’s surface. This considerable amount of energy is
converted from radiation into thermal energy which warms the surface.

The Earth’s surface emits long-wave radiation in accord with equation
1.4. Given that most natural surfaces have emissivities close to unity (Table
1.1), and that the Earth’s mean annual temperature is approximately 288 K,
this results in an upward emission (LT@)) of 114% of Kg,. This apparent
anomaly is possible because the Atmosphere blocks the loss of LT and
forces the surface temperature above the value it would otherwise have
with no Atmosphere. In fact only 5% is lost directly to Space, the remaining
109% being absorbed by the Atmosphere. It should also be noted that the
Earth emits long-wave over its entire surface area, but only receives short-
wave over the sunlit hemisphere. The Atmosphere emits long-wave radiation
to Space (67%) and to the Earth’s surface, L, (96%), amounting to a total
output of 163%.

Let us summarize the radiation budgets of the E-A system and the Earth
and Atmosphere sub-systems. The whole E-A system is in radiative
equilibrium because the solar input (100%) is matched exactly by the sum
of the short-wave scattering and reflection (19+6+3=28%) and the long-
wave emission from Earth and its Atmosphere (5+67=72%).

The sub-systems are not in equilibrium. The Earth’s surface receives a
net input of short-wave radiation (K*g) equivalent to 47% of Kg,, but
experiences a net loss of long-wave radiation (Z*g) of 18% (because it
emits 114% to the Atmosphere but receives 96% in return). Thus the net all-
wave radiation budget for the Earth (Q*y) is positive and represents 29%
(47-18) of the original extra-terrestrial input. In the case of the Atmosphere
it gains 25% as K*., due to absorption by clouds and atmospheric constituents
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(see equation 1.7), but loses 54% as L*.,, (because although it absorbs 109%
from the surface, it emits 163% to Space and back to the surface). Thus the
net all-wave radiation budget of the atmosphere (Q*.)) is -29% (25-54).

Therefore the Earth has an annual radiant energy surplus of 29% and
the Atmosphere has an annual radiant energy deficit of the same amount.
This does not mean there is a balance. Considering their respective
physical and thermal properties, this situation would result in the Earth
warming up at the rate of approximately 250°C day-! and the Atmosphere
cooling at approximately 1°C day-!! Such heating and cooling rates are
not observed because convection transports energy equivalent to the
radiative surplus of the Earth into the Atmosphere thereby offsetting its
deficit; 5% of the exchange is as sensible heat (Qy) and 24% is as latent
heat (Qp). For completeness we should note that conduction does not
appear in Figure 1.8 because over the annual time period net sub-surface
storage is zero.

(c) Diurnal energy balance at an ‘ideal’ site

In Section 1 it was noted that boundary layer climates respond to processes
operating on time scales of less than one day. This section outlines the
most important general features of the diurnal energy regime at a given
site. This is best accomplished by considering the case of an ‘ideal site.
Such a location presents the minimum complication being horizontal,
homogeneous and extensive. These constraints ensure that surface/
atmosphere fluxes are spatially uniform and confined to the vertical direction.
To minimize fluctuations in the time domain only cloudless conditions are
considered initially, so that the solar input is a smooth wave. The surface is
a flat, moist, bare soil (or short grass) located in the mid-latitudes in the
warm season. In Part II of the book these constraints are removed.

Figure 1.9 shows the diurnal variation of the important radiation budget
components at a site meeting our ‘ideal’ criteria, and the accompanying
table summarizes the daily energy totals. The pattern of incoming short-
wave radiation (K{) is controlled by the azimuth (Q) and zenith (Z) angles
of the Sun relative to the horizon, with a maximum at local solar noon.
(Definitions of these angles and methods to calculate them for any latitude,
time of year and hour are given in Appendix Al together with information
concerning the path of the Sun across the sky and the effect of horizon
obstruction.)

In the middle of a cloudless day the proportion of K? arriving as
diffuse radiation is anywhere from 10 to 25% depending on the amount
of water vapour haze; in smoggy urban and industrial areas it will be
even greater. Early and late in the day the diffuse proportion also increases
due to the greater path length of the Sun through the Atmosphere (see
Figure 1.12).
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Figure 1.9 Radiation budget components for 30 July 1971, at
Matador, Saskatchewan (50°N) over a 0-2 m stand of native grass.
Cloudless skies in the morning, increasing cloud in the later
afternoon and evening (after Ripley and Redmann, 1976). (Note—
In the text no signs have been given to individual radiation fluxes,
only to net fluxes (K*, L* and Q*). However, in figures such as this
radiative inputs to the surface (K, Zl) have been plotted as
positive, and outputs (KT, LT) as negative to aid interpretation.)
The following table gives the radiation totals for the day (MJ m-

2day-1).
Kl 27-3 L 275
K1 4-5 Lt 368
K* 22-7 L* -9-3
af 0-16 O* 13-4

T Dimensionless
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In a relatively clean atmosphere approximately 50% of K{ is in the visible
portion of the electromagnetic spectrum.

The short-wave radiation reflected from the surface (KT) depends on
the amount of incident radiation (K1) and the surface albedo (e, see
Table 1.1, p. 12):

KT=kl(a) (1.11)

Although a is not a perfect constant through a day (e.g. see p. 86 and
Figures 3.12 and 4.14) to a first approximation, it is reasonable to expect KT
to be a reduced mirror-image of Ky (Figure 1.9). Given that the surface is
opaque to short-wave radiation (i.e. yiy,=0), the portion of K that is not
reflected is absorbed, so the net short-wave radiation (K*) is:

K=K|-KT
=kl(1-a) (1.12)

Therefore in our example, since a=0-16, Ky would describe a curve with
positive values of about 0-84K{, in Figure 1.9.

The incoming long-wave radiation emitted by the atmosphere (L) in
the absence of cloud depends upon the bulk atmospheric temperature and
emissivity (which itself depends on the distributions of temperature, water
vapour and carbon dioxide) in accord with the Stefan-Boltzmann Law
(equation 1.4). Neither of these properties fluctuates rapidly and hence L
is almost constant through the day (see Figure 1.9; note the increase of L{
between 18 and 24 h is discussed on p. 20).

The outgoing long-wave radiation from the surface (LT) is similarly
governed by its temperature and emissivity. If the surface is a full radiator
(&=1) the output is given by equation 1.3, but if &, is less than unity:

LT =E[)O'Tg+(1 —EU)L,L (1.13)

The second term on the right accounts for the amount of Z{ that is reflected
(see equation 1.8). For most surfaces the adjustment is small. Because the
values of T and &, are greater than their atmospheric counterparts, and
because 7 varies considerably through the day, the value of LT is both
greater in magnitude and more variable than Z{.

The difference between the two long-wave fluxes is the surface net
long-wave radiation budget (Z*):

=117 (1.14)

The value of I* (not plotted in Figure 1.9) is usually negative, and relatively
small (75 to 125 Wm?2) if the surface and air temperatures are not significantly
different. If the surface is considerably warmer than the air (e.g. as in
Figure 7.3, p. 233) I* may be much larger. The diurnal course of L* is
usually in phase with LT.
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The net all-wave radiation (Q*) is the most important energy exchange
because for most systems it represents the limit to the available energy
source or sink. The daytime surface budget is the sum of the individual
short- and long-wave streams:

O*=K\-KT+L-LT

=K*+L* (1.15)
and, at night solar radiation is absent so that:
o*=1d-LT
=[* (1.16)

Thus the typical diurnal course of Q* (Figure 1.9) involves a daytime surface
radiant surplus when the net short-wave gain exceeds the net long-wave
loss; and a nocturnal surface deficit when the net long-wave loss is
unopposed by solar input. At a given location the terms K{, and L{, are
unlikely to show significant spatial variability because they are governed
by large-scale atmospheric, or Earth-Sun geometric relationships. On the
other hand KT and LT are governed by sensitive site specific factors (i.e. KT
by «a; A by 7; and &). Thus it is these terms which govern the differences
in radiation budget (Q*) between surfaces in the same local region. In
conclusion it should be noted that the range of Q* values over different
surfaces is damped somewhat by a built-in negative feedback mechanism.
The range of natural surface & values is small (Table 1.1) and hence
differences in Q* effectively depend upon the values of a and 7. A surface
with a low albedo will absorb well, but unless it possesses channels for
rapid heat dissipation this will result in a high surface temperature. Thus
the large K* gain will be matched, at least in part, by a large L* loss.

Appendix A2 provides examples of the currently utilized methods
(measurement and calculation) for the determination of the surface radiation
balance fluxes, and the relevant surface radiative properties.

The net all-wave radiation flux is not only the end result of the radiation
budget but also the basic input to the surface energy balance. Figure
1.10a shows the typical diurnal variation of the components of the surface
energy balance at an ‘ideal” site, and its table summarizes the daily
energy totals. At any given time it can be seen that any surface radiative
imbalance is accounted for by a combination of convective exchange to
or from the atmosphere, either as sensible (Qy) or latent heat (Qg), and
conduction to or from the underlying soil (Qg). Thus the surface energy
balance is:

Q*=0u+Q:+0Qc (1.17)

The sign convention employed in Figure 1.10a (and throughout the
remainder of the book) is that non-radiative fluxes directed away from a
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Figure 1.10 () Energy balance components for 30 May 1978
with cloudless skies at Agassiz, B.C. (49°N) for a moist, bare
soil, and (b) temperatures at the surface, in the air at a height
of 12 m and in the soil at a depth of 0-2 m (after Novak and
Black, 1985). The following table gives the energy totals for the
day (MJm-=2day-).

Energy balance Derived terms

Q* 18-0 B 0-17
Ou 2-3 QO™ 075
Os 13-4 E(mm) 5-45

QG 2‘3




Energy and mass exchanges 25

surface (or system) are positive. Thus the terms on the right-hand side of

equation 1.17 are positive when they represent losses of heat for the
surface (or system), and negative when they are gains. On the left-hand
side Q* is positive as a gain and negative when a loss. When both sides of
the equation are positive it describes how the available radiative surplus
is partitioned into sub-surface and atmospheric energy sinks; and this is
usually the situation by day. When both sides are negative the equation
states how the surface radiative deficit is partitioned between heat gain
from available sub-surface and atmospheric sources; and this is the normal
nocturnal situation. The flux of momentum is an exception to this
convention (see Chapter 2).

The exact partitioning of the radiative surplus or deficit (between Qy, Ok
and Qg) is governed by the nature of the surface, and the relative abilities
of the soil and atmosphere to transport heat. The particular apportionment
arrived at by a surface is probably the most important determinant of its
microclimate.

The diurnal course of Q* in Figure 1.10a is very similar to that of Figure
1.9. Under the given conditions the daytime Q* is dissipated as Qg, Qg and
Qy in descending order of importance. The dominant role of Qg is a result
of the free availability of soil moisture for evaporation at this irrigated
site. If water became more restricted we might expect the role of Qg to
drop, and of Qy to rise. No matter which dominates it is clear that
convection is the principal means of daytime heat transport away from
the interface.

At night on the other hand the situation is reversed. The nocturnal Q*
loss is most effectively replenished by conduction upwards from the soil,
and the convective contribution is least effective from Q. The essential
difference between the two convective situations is due to the fact that by
day free convection is enhanced, but by night it is damped by the atmospheric
temperature stratification (p. 51). The size of Qg is not greatly different
between day and night. In fact, although Qg is a significant energy source,
or sink, on an hourly basis, when integrated over the full day its net effect
is not large (see the table accompanying Figure 1.10). In summer the daytime
storage slightly exceeds the nocturnal output and the soil gradually warms.
The reverse is true in winter.

Figure 1.11 provides a convenient schematic summary of the terms
involved in the surface radiation and energy budgets of an ‘ideal’ site.

Before concluding this section a few remarks should be added concerning
the effects of cloud, and non-uniform surface properties, upon the ‘ideal’
situation described above. Clouds exert a major influence on the exchanges
of short- and long-wave radiation. The surface receipt of K? is reduced
because of cloud absorption and the reflection from cloud tops, and with
partly cloudy skies short-term variability becomes great. For example, in
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(@) Day

Figure 1.11 Schematic summary of the fluxes involved in the radiation budget
and energy balance of an ‘ideal’ site, (a) by day and (b) at night.

the afternoon of the day shown in Figure 1.12 the very rapid fluctuations in
K are due to the almost complete elimination of S by cloud. At the same
time there are relative increases in D. Notice also the short-term bursts of
K4 that exceed the cloudless values by about 5-10%. These occur when the
recording station is in receipt of direct-beam and diffuse sky radiation as
normal plus reflection from the sides of isolated cumulus clouds in the
vicinity. With a complete overcast of low, thick cloud K1 can be reduced to
10% of the cloudless value and beam irradiation is completely eliminated.
Contrary to the cloudless case, D is greater from the zenith than from near
the horizon.

The surface long-wave budget is profoundly affected because clouds are
almost black bodies (p. 15) and thus absorb and emit very efficiently. Clouds
therefore absorb much of LT from the surface and re-emit it back so that L
is enhanced, and Z* reduced. The arrival of cloud explains the abrupt increase
of Ll noted in Figure 1.9 after 18 h. The cloud emission depends on the
cloud-base temperature, therefore the effect of Stratus (low, relatively warm)
is much greater than Altus or Cirrus (high, cold) cloud. The net result of
cloud is to damp the diurnal surface radiation budget variation, and serves
to reduce the diurnal temperature range. This explains why cloudy weather
is associated with comparatively uniform temperatures because daytime
solar heating and night-time long-wave cooling are both reduced.
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Figure 1.12 Variation of incoming solar radiation (K?) on a very hazy
day (10 August 1975) in central Illinois (39°N), including the
distinction between direct-beam (§) and diffuse radiation (D)
(modified after Wesely, 1982).

If the site is not sufficiently extensive it is possible that heat exchange
can occur between it and upwind surfaces possessing different energy
partitioning. For example, if our grass site was downwind of a hot dry soil
surface it is possible that horizontal airflow could carry air with greater
sensible heat content (and therefore higher temperature) across the grass.
This would alter the atmospheric conditions and give rise to an adjustment
in the surface energy fluxes. In the example used it would tend to suppress
the local surface value of Q and to augment Q (this is explained more
fully in Chapter 5). The net hotizontal convective heat transport (both sensible
and latent) is called advection (AQ ). Unless specifically noted it may be
assumed that the surface climates outlined in Part II are advection-free. In
reality this is rarely completely true.

(d) Atmospheric motion

Horizontal temperature variations in the E-A system give rise to horizontal
pressure differences, which result in motion (winds). In this way thermal
energy from the solar energy cycle is converted into the kinetic energy of
wind systems. The energy then participates in the kinetic energy cascade
involving the transfer of energy to increasingly small scales of motion by
turbulence. This is the sequence depicted in Figure 1.1. Kinetic energy
enters the cascade at a size-scale governed by the forces generating the
motion. The energy is then passed down to smaller-sized eddies until it
eventually reaches the molecular scale and is dissipated as heat (i.e. it
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returns to the thermal portion of the solar energy cycle). This energy does
not appear in Figure 1.8 because on an annual basis there is a balance
between kinetic energy production and dissipation.

In the boundary layer we are concerned both with motion generated on
the micro- and local scales, and with the modification of existing airflow
generated on scales larger than those of the boundary layer. In the first
category we are concerned with wind systems generated by horizontal
thermal differences in the boundary layer. These local scale thermal winds
are especially prevalent across the boundaries between contrasting surface
types. Examples include the breezes occurring at land/sea (lake), mountain/
valley, forest/grassland, and urban/rural interfaces. In the second category
we are concerned with the role of surface roughness in shaping the variation
of wind speed with height, and with the way in which uneven terrain (e.g.
hills and valleys) and isolated obstacles (e.g. a tree or a building) perturb
existing flow patterns. All of these aspects are considered in Chapter 5.

4 MASS BALANCES

(a) Properties of water

Water possesses a number of unusual properties which make it an important
climatological substance. One important thermal property is its high beat
capacity (see p. 36 and Table 2.1, p. 44). This effectively means that in
comparison with most other natural materials it takes much more energy
input to cause a similar rise in the temperature of water. Equally, subtraction
of energy does not cause water to cool as rapidly. This property makes
water a good energy storer, and a conservative thermal influence.

Water is the only substance that exists in all of its states at temperatures
normally encountered in the E-A system. In changing between ice, water
and water vapour, latent heat is taken up or liberated and as a result the
energy and water balances become enmeshed. The energy required to
effect a change between the ice and water phases (i.e. consequent upon
melting or freezing) is 0-:334 MJkg- at 0°C, and is called the latent heat of
Susion (Lp. The change between liquid water and water vapour (i.e.
consequent upon evaporation or condensation) at 0°C requires 2-50 MJ
kgt which is almost 7-5 times more energy. This is the value of the latent
heat of vaporization (Z,), and at 10°C it is 2:48, at 20°C 2-45 and at 30°C
2:43 MJkg (see Appendix A3, p. 393). In the event that the water changes
directly between the ice and vapour phases (i.e. sublimates) the latent
beat of sublimation (L) is the algebraic sum of I; and L,, and at 0°C it is
2:83 MJkg1. To gain some measure of the energy amounts involved it
should be realized that the energy locked-up in evaporating 1 kg of water
is roughly equivalent to that necessary to raise 6 kg of water from 0°C to
100°C.
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Figure 1.13 Schematic diagram of the average annual hydrologic
cycle of the Earth-Atmosphere system. Values expressed as
percentages of the mean annual global precipitation of 1040 mm
(data from Chow, 1975).

(b) Water balance

The annual global cycle of water in the E-A system is given in Figure 1.13.
All quantities of water are represented as percentages of the mean annual
global precipitation, which is approximately 1040 mm. Utilizing energy
provided by the energy balance (Figure 1.8) water is evaporated from open
water surfaces (oceans and lakes) and the soil, and is transpired from
vegetation. The composite loss of water to the air from all sources is called
the evapotranspiration (E). The water vapour is carried up into the
Atmosphere by unstable air masses, and mechanical convection. Eventually
the vapour is cooled to its dew-point (p. 64), and it condenses as a cloud
droplet, or ice crystal. Under favourable conditions the cloud droplets or
crystals may grow to a size where they can no longer be held in suspension
and they fall to the Earth as precipitation (p). Near the surface water may
also be deposited by direct condensation or sublimation as dew, hoar frost,
and rime, or be impacted as fog-drip. Over land areas p is greater than E,
and the excess is transported as streamflow to the oceans where E is greater
than p (Figure 1.13). So that for the Land and Ocean sub-systems their
annual water balance may be written:

DP=E+Ar

where, Ar—net runoff (i.e. the net change in runoff over a distance). This
term may have a positive or negative sign. It is positive if more water leaves
than arrives as is normally the case on sloping land. Ar is negative when
surface flow leads to accumulation of water such as when lake levels rise.
For the total E-A system on an annual basis the balance is even simpler:

Dp=E
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because the system is closed to the import or export of mass and hence all
horizontal transfers (such as runoff or ocean currents) are internal, and the
net storage change for the system is zero.

We will accept the macro-scale conditions as given, and concentrate on
small-scale surface/atmosphere interaction over relatively short time periods.
Let us return to the case of our ‘ideal’, or short grass, site with a moist soil
on level terrain. If we consider the water exchanges through the surface
plane (Figure 1.14a) then we can formulate the surface water balance
equation as:

p=E+f+Ar (1.18)

where f-infiltration to deeper soil layers. Normally fis positive due to gravity.
Although less common f can be negative, for example, where a ground
water table intersects a hillslope leading to spring seepage. Infiltration is
not easily determined so for practical purposes it is better to consider a
column (Figure 1.14b) which extends from the surface to a depth where

(a)

(b)

Figure 1.14 Diagrammatic representation of the
components of the water balance of (a) a natural
surface, and (b) a soil-plant column.
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significant vertical exchanges are absent (i.e. where f—0), then the water
balance is given by:

p=E+Ar+AS (1.19)

where AS—the net change in soil moisture content. The soil moisture content
is a measure of the mass of water stored in a soil in the same way as soil
temperature is a measure of the soil heat content. Equation 1.19 shows
how the water storage in the system is dependent upon the water input
which is usually mainly p, and the water output via E and Ar. Input could
also be supplied by irrigation which would require an additional term on
the left-hand side of equation 1.19, or it could be as dewfall (i.e. convective
transfer from the air to the surface—FE). Evapotranspiration consists of
evaporation of free surface water (e.g. puddles), and soil pore water, and
water transpired from vegetation.

The time scale over which equation 1.19 is valid proves awkward if we
are properly to integrate it with the surface energy balance (equation 1.17)
on time periods of a day or less. This arises because the input/output
processes are fundamentally different in nature. Precipitation usually occurs
in discrete, short-period bursts, whereas evaporation is a continuous and
variable function. Thus, for example, during periods with no precipitation
water input is zero but the soil moisture store is being almost continually
depleted by evapotranspiration. In these circumstances equation 1.19
effectively reduces to:

E=AS (1.20)

because Ar is negligible on level terrain. Therefore, unlike the annual
situation where net water storage is zero, on the short time-scale AS is non-
zero and very important.

Soil moisture is significant in surface energy balance considerations
because it is capable of affecting radiative, conductive and convective
partitioning. For example, the addition of moisture can alter the surface
albedo thereby changing K* and Q*. Equally the thermal properties of a
soil are changed by adding water, so that heat transfer and storage are
affected. Most important however are the potential latent heat effects of
soil moisture.

The common term in the water and energy balance equations is
evaporation. The fluxes of mass (E) and energy (Qg) associated with
evaporation are linked by the relation:

Qe=LE (1.2D

where the units of E are kgm-2s-1 (mass transport through unit surface area
in unit time). Therefore if the energy scale of Figure 1.10 were divided by
L, the curve of Qp becomes the diurnal course of E.
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When temperatures are at or below 0°C and the change of water phase
is to or from the solid state (ice), the equivalent expression is:

AQy=LM (1.22)

Here AQ, is the energy flux density needed to melt water at the mass flux
density M (kgm-2s-1), or it is the energy flux density that is released upon
freezing.

For hydrologic purposes it is convenient to express the mass flux densities
E and M in terms of an equivalent depth of water (millimetres) over the
period of concern (usually an hour or a day). They are then consistent with
the normal units of precipitation. Details of the conversion factors involved
are given in Appendix A4e (p. 398). The simple conversion 1 mm
evaporation=2-45 MJm- has been applied to the daily total value of Q in
the table accompanying Figure 1.10 to yield the daily water loss in millimetfes.

It is also satisfying to note that conversion of the Q annual energy term
in Figure 1.8 to an equivalent height of water evaporated gives a value of E
very close to that in Figure 1.13. Thus loss of water to the air not only
depletes the mass store (soil moisture) but also the energy store (soil and
air temperature) as a result of taking up latent heat. Condensation operates
in the reverse sense by adding to both the mass and energy stores. Melting
and freezing are energetically less significant, but still of importance especially
in soil climate.

The measures of soil moisture content, and the processes of soil moisture
movement and evaporation, are outlined in Chapter 2.

(c) Other mass balances

The cycles of energy and water are by far the most important in explaining
surface climates, but it should be noted that there are others operating in
the E-A system on similar space and time scales. Examples include the
cycles of carbon, nitrogen, oxygen and sulphur. Of these the CO portion
of the carbon cycle is of most immediate interest to this book bécause it
interacts with both solar energy and water in the process of photosynthesis.
This is dealt with in Chapter 4 and an example of the diurnal flux of CO is
given in Figure 4.10. ’
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1 EXCHANGES AND CLIMATIC RESPONSES NEAR SURFACES

This section opens by considering the concept of a ‘surface’ and how
exchanges at this interface produce climatic effects. It then considers the
corresponding relations for a volume rather than a plane. Finally, it explains
how surface influences are conveyed to the boundary layers adjacent to
the surface. For simplicity the arguments will be restricted to the case of
heat exchange and temperature near an ‘ideal surface’. The generality of
these concepts will become apparent in the rest of the chapter which
includes the cases of momentum and mass exchange and their related
climatic effects.

(a) The ‘active’ surface

Frequent reference has already been made to the Farth’s ‘surface’. In technical
terms a surface is a plane separating two different media. Of itself it contains
no energy or mass, but it is the site of very important energy and mass
exchange and conversion.

Problems arise in determining the position of the surface in many natural
environments. For example, the surface may be in motion (e.g. water), or
be semi-transparent to radiation (e.g. ice, snow, water, plant cover), or be
composed of many elemental surfaces (e.g. leaves on a tree), or may be
serrated by large roughness units (e.g. trees in a forest, buildings in a city).
For climatic purposes we define the ‘active’ surface as the principal plane
of climatic activity in a system. This is the level where the majority of the
radiant energy is absorbed, reflected and emitted; where the main
transformations of energy (e.g. radiant to thermal, sensible to latent) and
mass (change of state of water) occur; where precipitation is intercepted;
and where the major portion of drag on airflow is exerted. Where appropriate,

33
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the position of the active surface will be identified for each of the
environments treated in this book.

Viewed in detail no surface is flat, but is composed of some form of
roughness element, therefore some degree of simplification is necessary as
a working basis. For climatic purposes it seems best to retain a pragmatic
concept of the active surface which is adjustable to allow for the scale of
inquiry and the entity under study.

The location of the surface and the relationship between the surface
energy balance and the surface temperature (7) is relatively simple for the
case of a flat bare soil such as that in Figure 1.10 (p. 24). At all times
equation 1.1 is satisfied: for most of the daytime the input to the system is
entirely radiatively (Q*) driven. After about 16 h some asymmetry in the
temperature curve is introduced by the reversal of the soil heat flux density
(Qq). This pattern, with a sharper warming than cooling limb to the
temperature curve, is typical. The magnitude of the warming is a complex
result of the thermal and moisture properties of the soil (especially the
thermal admittance, p. 46) and the state of turbulence and air mass properties
of the air. The nocturnal cooling is also radiatively driven with a further
drain due to some evaporation. Overall the course of the surface temperature
wave (including the time of the peak) is closely linked to the surface radiation
budget.

(b) Exchange in a volume

The formulation of the surface energy balance (equation 1.17):

Q=0nt Qe+t

is consistent with equation 1.1 (Energy Input=Energy Output) because the
surface is considered to be a massless plane which itself has no heat content.
In many of the systems we are about to analyse it is more appropriate to view
the energy balance as relating to a volume (or layer). It is then necessary to
include changes of energy storage (?Qs) as described by equation 1.2 (Energy
Input-Energy Output-Energy Storage Change=0), so that we should write:

Q" =0u+Qe+Qc+?0s 2.1

The term AQ;s arises because of energy absorption or release by the volume.
This means that the input and output of at least one of the individual fluxes
(O*, Oun, Or and Qg) do not balance. This concept is illustrated in Figure 2.1
where the arrows represent fluxes of energy into (Q,), and out of (Q..),
the system volume. The length of the arrows represents the magnitude of
the flux. There are three possibilities:

) O, exceeds Q,,—from simple systems considerations if the input
of energy exceeds the output then there must be a net energy
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(b)

Figure 2.1 Schematic depiction of (a) vertical flux convergence, (b) vertical
flux divergence and (¢) horizontal flux divergence, in a volume.

storage gain (+AQs) in the volume. This situation is one of flux
convergence, and will result in a warming of the volume (Figure
2.1a2). The amount of the temperature change per unit of energy
storage change will depend upon the thermal properties of the
materials of the volume.

(ii) O, is less than Q,,—if input is less than output the volume must be
losing energy, thereby depleting its energy store (-AQs) and hence
cooling. This is the case of flux divergence (Figure 2.1b).

(iii) Oun=0,u—if input equals output there is no net change in the energy
status of the volume (i.e. AQs=0), or its temperature.

The concept of convergences and divergence is more general than depicted
in Figure 2.1. For example, the direction of the flux is unimportant, it is the
net change in the flux that influences the energy balance of the volume.
Convergence and divergence of horizontal fluxes can also contribute to
warming and cooling (Figure 2.1¢). This is advection (AQ,) and its effects
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are dealt with in Chapter 5. Thus it is often necessary to consider a full
three-dimensional balance. Moreover, the flux arrows in Figure 2.1 could
represent a conductive, radiative or convective transport, or any combination
of the three.

An example will help to illustrate this rather abstract concept. Imagine
that the arrow in Figure 2.1a represents the flux density of sensible heat
(Q ) downward into a volume of soil, typical of daytime conditions. Since
thé flux density (arrow) emerging from the base of the soil volume is less
some of the heat energy has been retained, and the soil would warm due
to conductive heat flux convergence. _

The actual mean temperature change AT'is of course proportional to the
amount of heat absorbed (+AQ) but it also depends upon the thermal
properties of the soil. (Note—the Sverbar indicates a time-averaged quantity.)
When considering unit mass of the substance, the appropriate property is
the specific heat (¢, with units of Jkg1K-1). Here when dealing with unit
volume, the property is the beat capacity (C, with units of Jm-K-1), which is
defined as the amount of heat (J) necessary to raise unit volume (m3) of a
substance through a temperature change of 1 degree (K). Typical values of
¢ and C are listed in Table 2.1 (p. 44) where it is clear that, compared to
most other materials, water requires a large heat input to effect a given
change in temperature whereas air requires very little.

We can quantify the case of our hypothetical soil volume by writing:

AQs _ o AT, (2.2)
Az s At
which says that the change of heat flux density in the layer ?z (or change of
heat flux in the volume) is equal to the product of the heat capacity of the
soil and the heating/cooling rate (temperature change over time period ?%).
Using realistic midday values of Q,,=100 Wm-=2, Q,,=10 Wm-2, Az=0-5 m, for
a dry clay with C,=1:42x106 Jm3K-1, after re-arranging the equation we find
the warming rate to be:

AT, _ _AQ, _ 90 Jm~ 25!
At Az-C, 05mx142x10°] m3 K !

=127 x 107* K s!
which is about 0-46 Kh-1,

This concept of flux convergence and divergence in a volume (or a layer
if the substance is horizontally uniform) is crucial to an understanding of
how boundary layer climates are formed. It lies at the heart of how exchanges
of entities such as heat, mass and momentum are related to their associated
climatological properties of temperature, water vapour, wind speed, etc.
The entity, the processes involved in its exchange, the substance of the
medium and the direction of the exchange can all be different from the
preceding example, but the principle remains the same.
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(c) Exchange in boundary layers

As noted in Chapter 1, it is appropriate to divide the soil-atmosphere system
into a series of boundary layers aligned approximately parallel to the active
surface. Here we will set out their nature in more detail.

(i) Sub-surface layer

The influence of the active surface extends down into a relatively shallow
layer of the sub-strate. Confining ourselves to the semi-solid case of soil for
the moment, the interaction between the active surface and this layer is
mostly confined to molecular exchange. If we again use the case of heat
flow and temperature we can note that heat will flow from areas of high to
lower temperature. The magnitude of the flux will be proportional to the
temperature difference over the layer (more accurately to the mean heat
concentration gradient, C; (AT,/Az)), and the constant of proportionality is
called the molecular diffusion coefficient (or molecular diffusivity) because
the transfer of energy is due to molecular collisions transferring kinetic
energy. Thus in mathematical form:

Oc = ~ kuCar 23)
where ky; is the soil thermal diffusivity (m2s-1). The negative sign indicates
that the flux is in the direction of decreasing concentration. This flux-gradient
form of equation, i.e.:

Flux _ Ability to Gradient of a
of an Entity Transfer Relevant Property

will re-occur throughout our discussions including other media than soil
and other entities than heat.

Because the active surface is the site of greatest energy absorption by
day and depletion by night, it is also where the greatest thermal response is
found. The effects diminish with distance away from the interface down
into the soil. The surface energy balance and temperature wave (see Figure
1.10) establish a temperature gradient and soil heat flux directed downwards
by day and upwards at night. The size of both diminish with distance away
from the interface giving the vertical distribution (profile) of soil temperature
illustrated in Figure 2.2. Similarly, the amplitude of the temperature wave
decreases, and the time taken for the wave to penetrate increases, with
depth (compare 7; and in Figure 1.10b).

(ii) Laminar boundary layer

Immediately above the surface is the laminar boundary layer. It is the thin
skin (only a few millimetres) of air adhering to all surfaces within which
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the motion is laminar (i.e. the streamlines are parallel to the surface with
no cross-stream component). The connotation is that adjacent layers
(laminae) of the fluid remain distinct and do not intermix. The flow is
therefore smooth in appearance. The slow flow of water from a laboratory
faucet, or of smoke from a smouldering cigarette or taper in a still room,
are laminar initially. Figure 2.3a shows how a boundary layer grows with
distance over a flat plate (see also Figures 4.6 and 6.13). The thickness of
the laminar boundary layer grows but eventually a critical combination of
properties (speed of flow, distance and viscosity) is exceeded after which
the flow breaks down into the haphazard jumble of eddies characteristic of
turbulent flow. However, note that a laminar sub-layer still remains at the
surface. The thickness of the sub-layer mainly depends upon the roughness
of the surface and the external wind speed. Over relatively smooth surfaces,
and especially with high wind speeds, the layer becomes very thin or is
temporarily absent.

In the laminar sub-layer there is no convection, therefore all non-radiative
transfer is by molecular diffusion, and following equation 2.3 we can express
the flux of heat through the layer as:

aT dT
QH = —PCpKHa ‘E = —CaKta ’5; (2.42)

and for water vapour:

apy
E = —kva 75;— (2.4b)
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Figure 2.3 (a) Development of a laminar boundary layer over a flat plate
and its transition to turbulent flow, (b) The vertical variation of the flux of
any entity, the associated diffusion coefficients and the concentration of its
property.

and for momentum:

T = PKMa Z—Z (2.40)

where 7—air density (kgm3), c,—specific heat of air at constant pressure
(Jkg1K-), p,—vapour density (p. 63), u—horizontal wind speed (ms-1) and
Risa, Ry and ky, are the molecular diffusion coefficient in air for the subscripted
entities (m2s-1). The values of these diffusivities are essentially constant
depending only slightly on temperature (Appendix A3). k values are very
small, of the order of 105 mz2st, thus providing an important insulating
barrier between the surface and the bulk of the atmosphere. Thus the
gradients of climatic properties (7, p,, u, etc.) are very steep in this layer,
and since both the flux and the diffusivity are constant with height the
vertical profile of a property is approximately linear, i.e. the gradient is
constant.

In this book we will only concern ourselves with the laminar boundary
layer when dealing with small objects, e.g. leaves or animals.
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(iii) Roughness layer

Surface roughness elements cause complex flows around them including
eddies and vortices. These three-dimensional effects are strongly dependent
on the characteristics of the elements including their shape, plan density,
flexibility, etc. Exchanges of heat, mass and momentum and the related
climatic characteristics are difficult to express in this zone, but generalized
features can be established.

(iv) Turbulent surface layer

There is no precise definition of this layer, but it is that part of the planetary
boundary layer immediately above the surface where small-scale turbulence
dominates transfer and vertical variation of the vertical fluxes is less than
10%. For this reason it is also referred to as the ‘constant flux’ layer. The
depth of this layer is about 10% of the whole planetary layer. Turbulent
diffusion is very much more efficient than that due to molecular activity,
and the process is very different. Nevertheless meteorologists have found it
useful to extend an analogy between the role played by eddies in convection
to that of molecules in molecular diffusion. Hence using the flux-gradient
formulation of equations 2.3 and 2.4, we will write closely analogous
equations for heat mass and momentum transfer in the turbulent surface
layer by merely replacing the k’s with K’s called eddy diffusivities (see
equations 2.9, 2.12, 2.14 and 2.17). These values are not simple constants,
they vary greatly with time and space. In particular the K’s vary with the
size of the eddies and these increase with height above the surface (Figure
2.3). The value of the K’s increases from about 10> m2s- near the top of the
laminar sub-layer to as large as 102 m2 s well up into the planetary boundary
layer. Given that the flux is essentially constant but that the diffusivity
increases with height, we see that the profile of the related climatic property
has a curved (usually logarithmic) shape with a decreasing gradient further
away from the surface (Figure 2.3b).

The example of the air temperature profile in the lower portion of the
turbulent surface layer is illustrated in Figure 2.2. By day temperatures
decrease with height. This is referred to as a lapse profile. The gradient
(d1/0z) has a negative sign! and the numerical rate of change with height
is termed the lapse rate. At night temperature increases with height. This
is called an inversion and the gradient has a positive sign. As in the soil
case there is a lag for the surface temperature wave to penetrate up into
the air due to the thermal inertia of the system, but it will be noted that
the time is shorter in the air due to the greater diffusion by turbulence
(see T,,, in Figure 1.10b).

1This convention may not agree with some meteorology texts.
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We noted in Section 1(b) that changes in climatic properties are due to
flux convergence or divergence. Given the heat capacity of air (C') to be
1010 Jm-3K-1, we find from equation 2.2 that a convergence of sensible
heat (Q ) ot only 042 Wmz2 in the lowest 1-2 m would be sufficient to
explain 'the warming rates of about 1-25 Kh+ observed in the morning
period of Figure 1.10b. Since such rates decrease with height (note the
rapid decrease of the diurnal temperature range in Figure 2.2), they are
consistent with the idea of a ‘constant flux’ layer to within 10% of the
surface value.

Most of this book is concerned with conditions in the roughness and
turbulent surface layers where interactions between the atmosphere and
biosphere are concentrated.

(v) Outer layer

The turbulent region extending above the surface layer up to the top of the
planetary boundary layer (i.e. 90% of its depth) is called the outer layer. Its
depth is variable since it depends on the strength of turbulence generated
at the ground surface. On a sunny day with light winds thermal convection
may push the layer up to 1-2 km above the surface. At night with weak
winds and little cloud it may contract to less than 100 m or become non-
existent. On windy, cloudy days or nights the depth depends on the strength
of the wind and the roughness of the surface. Defining the top of the layer
is not always simple. It can be considered to be the depth of turbulent
activity, which may not be easy to identify. Often it is set equal to the
height of the lowest inversion. As will be shown, turbulence is damped by
temperature inversions.

The effects of roughness in generating forced convection decrease more
rapidly with height than the effects of heating on thermal convection.
Therefore in the daytime most of the outer layer is dominated by free
convection involving rather large eddy sizes associated with thermals (see
p. 73) and heat plumes. They may even include organized convective
circulation cells extending throughout its depth (Figure 2.4a). This may
lead to small cumulus clouds at the topmost limb of the updrafts. Often the
mixing of airborne materials (e.g. dust, pollutants, spores, etc.) is so efficient
that the whole of the layer is occupied by a uniform haze. Hence the
daytime convective layer is called the mixed layer.

In this excellent mixing layer profiles of climatic properties show very
little variation with height as illustrated by the daytime temperature profile
in Figure 2.4a. The flux profile usually shows an approximately linear
decrease with height, becoming zero near the inversion base. In the case of
heat (Q ) the flux actually reverses direction in the topmost 10% of the
mixed ldyer (Figure 2.4a). This is due to the turbulent activity which causes
thermals to bombard the base of the inversion. Some overshoot into the
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Figure 2.4 Schematic representation of airflows in the outer layer, (a) The
daytime mixed layer, and the associated vertical profiles of the sensible heat flux
density (Q ) and potential temperature (6) within a mixed layer of depth h*. (b)
The corresponding conditions in the nocturnal stable layer. (Note—see p. 53 for
the definition of 6.)

overlying warmer air and when they are repelled they transport heat
downwards. This is referred to as convective entrainment.

At night, due to stability, turbulence is largely restricted to a shallow
layer. Convection is entirely of mechanical origin. A true mixed layer is not
present, but turbulent transfer removes heat from the lowest layer to form
an inversion layer (Figure 2.4b). Turbulenc may even become so weak that
radiative flux divergence plays a role in shaping the temperature profile. At
the top of the inversion layer turbulence may break down into wave-like
oscillations.

2 SUB-SURFACE CLIMATES

(a) Soil heat flux (Q,) and soil temperature (T )

Heat transfer and the thermal climate of soils are governed by four linked
thermal properties: thermal conductivity, heat capacity, thermal diffusivity
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and thermal admittance. As already noted, heat is conducted down into the
soil by day and upwards at night. We can re-write equation 2.3 to express
this sensible heat flux density (Q ) as Fourier’s law:

G

QG = _ks aTs = —}h (TZ - Tl)

1774 s (2 — 21)

where the subscripts refer to levels in the soil (see Figure 2.2). As before,
the sign indicates the flux is in the direction of decreasing temperature,
therefore by day when @1z is negative the equation gives a positive
value of Qg which is in accord with the flux convention adopted on p. 23;
k, is known as the thermal conductivity (Wm-K-1), which is a measure of
the ability to conduct heat. Tt is formally defined as the quantity of heat (J)
flowing through unit cross-sectional area (mz2) of the substance in unit time
(s), if perpendicular to it there exists a temperature gradient of 1 degree m-
1, Typical values for a range of natural materials are listed in Table 2.1; of
these motionless air is the most notable because it is such a very poor
conductor of heat (i.e. it is a good insulator).

Unfortunately &, is not a simple constant for a given soil. It varies both
with depth and with time. However if we restrict ourselves to bulk averages
k, depends upon the conductivity of the soil particles, the soil porosity, and
the soil moisture content. Of these the soil moisture content is the only
short-term variable for a given soil. The addition of moisture to an initially
dry soil increases its conductivity (Figure 2.5a). This happens for two reasons.
First, coating the soil particles increases the thermal contact between grains.
Second, since the soil pore space is finite the addition of pore water must
expel a similar amount of pore air. From Table 2.1 we can see that this
means replacing soil air with a substance whose conductivity is more than
an order of magnitude greater.

We have already introduced heat capacity (C) (p. 30). It relates to the
ability of a substance to store heat and expresses the temperature change
produced as a result of gaining or losing heat. The value of C; for a soil can
be calculated by evaluating the fractions of soil solid, water and air (Appendix
A2, p. 375). The value for a given soil is strongly dependent, in an almost
linear fashion, on the soil moisture content (Figure 2.5b). Adding water
with a very high heat capacity excludes a proportionate volume of soil air
of low heat capacity (see Table 2.1). The result is a reduction in the soil’s
thermal sensitivity.

The thermal diffusivity of a soil (kys) is its ability to diffuse thermal
influences. It controls the speed at which temperature waves move and the
depth of thermal influence of the active surface. From equations 2.3 and
2.5 we see that ky,=k/C, which shows that thermal influences are directly
proportional to the ability to conduct heat (k) but inversely proportional to
the amount of heat necessary to effect temperature change (Cy). Thermal
diffusivity may be viewed as a measure of the time required for temperature

(2.5)
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Figure 2.5 Relationship between soil moisture content: (a) thermal conductivity, (b)
heat capacity, (¢) thermal diffusivity and (d) thermal admittance for most soils.

changes to travel. For example, the daytime heat input will generate a
temperature wave that travels rapidly and to considerable depth in soil
where conductivity is high, but if it takes large amounts of heat to warm
intermediate layers because of a high heat capacity it will be slowed and
not penetrate as far. Typical values of ? are given in Table 2.1.

The value of ? is obviously affected by the same soil properties that
influence &£ and C*, especially soil moisture (Figure 2.5¢). Note that adding
moisture to'a dry soil initially produces a sharp increase in ? by increasing
thermal contact and expelling soil air (i.e. increasing & as in Figure 2.52).
However, in most soils beyond about 20% soil moisture’ content by volume
? begins to decline. This happens because whereas k levels off (Figure
252) the value of C continues to increase at higher ‘moisture contents
(Figure 2.5b). ’

Soils with high diffusivities allow rapid penetration of surface temperature
changes and permit these effects to involve a thick layer. Thus for the same
heat input their temperature regimes are less extreme than for soils with
low diffusivities. By day the surface heating is used to warm a thick layer of
soil, and at night the surface cooling can be partially offset by drawing
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upon heat from a similarly thick stratum. Soils with poor diffusivities
concentrate their thermal exchanges only in the uppermost layer, and
consequently experience relatively extreme diurnal temperature fluctuations.
Therefore, in general a wet clay has a conservative thermal climate, whereas
an almost dry peat is extreme.

This is a convenient juncture to introduce a related thermal property
called the soil thermal admittance (u; = CSK;{/f = (kSCS)I/Z. Technically
this is a surface rather than a soil property. It is a measure of the ability of
a surface to accept or release heat since it expresses the temperature change
produced by a given heat flux change. This is why some materials with
high 4 (such as metals) initially feel cooler to the touch than those with low
u (such as wood) even though both are actually at the same room
temperature of, say, 20°C (for values see Table 7.4). Your finger is at a
temperature of about 30°C and the 10-degree temperature difference is
rapidly sensed at a surface of high u because heat transfer at the finger-
material interface is excellent. Similarly, note the apparent difference of
placing your bare foot on a clay tile bathroom floor compared with a bathmat
or cork tile. On the other hand, if the materials being touched are at a
higher temperature than your hand or foot, that with higher 4 would initially
feel warmer.

A surface also has an analogous atmospheric admittance (p,= C,Ky1/2).
The relative magnitude of the two properties are important in determining
the sharing of sensible heat between the soil and the atmosphere since:

//ts///ta=QGQH

The amplitude of the surface temperature wave is closely linked to these
properties. The larger these values are the easier it is for heat to be transported
to or from the interface and the smaller will be the surface temperature
variations. For a given site the value of p, is determined by the state of
turbulence (i.e. the eddy diffusivity, Ky), and g, by the soil moisture (Figure
2.5d). For a given state of the atmosphere, sites with large z, (Table 2.1) will
accept or release heat to or from soil storage with relative ease and hence
will exhibit relatively small surface temperature changes through a day.

The course of soil temperature with time is very regular in comparison
with any other atmospheric element. Typical soil temperature variations at
a number of depths on a cloudless day are given in Figure 2.6a. The near-
surface temperature variation is wave-like and agrees closely with that of
the surface. The wave penetrates downward to lower depths, but in doing
so its amplitude decreases, and the times of maximum and minimum
temperature are lagged (shift to the right in time). Both features depend on
k, The wave amplitude at any depth (AT), is given by:

1

(AT,), = (AT )oe ™/ nD) (2.6)
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Figure 2.6 Generalized cycles of soil
temperature at different depths for (a) daily
and (b) annual periods.

where, (AT)O —surface temperature wave amplitude, e—base of Naperian
logarithms, P—wave period (s). This shows that the diurnal temperature
range decreases exponentially with depth. In most soils the daily surface
temperature wave is only discernible to a depth of about 0-75 m. In soils
with low k, values it is even less, indicating that flux convergence has
extinguished Qg in a thin near-surface layer. The time lag for the wave crest
(maximum) and trough (minimum) to reach lower depths is given by:

(b —t1) = (zz—zil—) (Plrkys) V2 2.7
where #, and £, are the times at which the wave crest or trough reaches
depths z, and z,. Note that because of this time lag, at any given time the
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soil may be cooling in its upper layers but warming at only a short distance
beneath, and vice versa when the upper layers are warming (Figure 2.6a).

The annual soil temperature regime (Figure 2.6b) follows a wavelike
pattern entirely analogous with the diurnal one. The wave period is of
course dependent upon the annual rather than the daily solar cycle. With
that adjustment, equations 2.6 and 2.7 still apply to the wave amplitude
and lag with depth. With a longer period the wave amplitude decreases
less rapidly with depth, and the depth of the affected layer is much greater
than for the diurnal case. In fact the difference between the depth of
penetration of the annual and daily waves is approximated by the square
root of the ratio of their respective periods, i.e. (3-15x107s /8-:64x 104s)1/
2219. Therefore given the daily depth is 0.75 m in typical soils, the annual
wave may penetrate to about 14 m. This would then be termed the depth
of zero annual range. The temperature at this depth is sometimes used as a
surrogate for the average annual air temperature of the site. This is based
on the premise that long-term thermal equilibrium exists between the soil
and the atmosphere. During the warm season soil temperatures decrease
with depth and the associated downward heat flux builds up the soil’s heat
store. In the cold season the gradient is reversed and the store is gradually
depleted. The spring and autumn are transitional periods when the soil
temperature gradient reverses sign. These reversals (or ‘turnovers’) are
important biological triggers to soil animals and insects. In the spring they
may come out of hibernation, and/or move upwards towards the warmer
surface layers. In the autumn they retreat to depths where soil warmth is
more equable.

The effects of cloud on the diurnal soil temperature pattern are fairly
obvious. With overcast skies absolute temperatures are lower by day but
warmer at night, and the wave amplitude is smaller; variable cloudiness
induces an irregular pattern upon the diurnal wave. Using the same argument
as for the annual/daily comparison a 15 min temperature variation induced
by cloud would only travel about one tenth of the distance of the daily
wave, so typically it would not be registered below about 75 mm. Rainfall
is capable of either increasing or decreasing soil temperatures depending
upon the temperature of the rain in comparison with the soil. It is also
capable of transporting heat as it percolates down through the soil. The
effects of a snow or vegetation cover over the soil are dealt with in Chapters
3 and 4, respectively.

Appendix A2 (pp. 359 and 374) provides examples of the instruments
for measuring soil heat flux and soil temperature in the field.

(b) Soil water flow (J) and soil moisture (S)

Soil moisture is usually expressed in one of two ways. Soil moisture content
(8) is a measure of the actual water content, and is defined as the percentage
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volume of a moist soil occupied by water. This is particularly pertinent in
water balance studies (p. 31) where changes in mass are important. Soil
moisture potential () on the other hand is an indirect measure of water
content, and may be visualized as the energy necessary to extract water
from the soil matrix. The units of {s are those of negative pressure (Pa=mbx10-
2), which can also be expressed as a head of water displaced (1 m head of
water=1-0x104 Pa). This concept is of value in estimating the availability of
water for plant use, and in calculating moisture movement. Methods for
determining these two terms are given in Appendix A2 (p. 388).

The forces which bind soil water are related to the soil porosity and the
soil water content (Figure 2.7). The forces are weakest in the case of open
textured, wet soils, and greatest for compact dry soils. Thus at a given value
of § the water potential is greatest for a clay, least for a coarse sand, and
intermediate for a loam. Similarly in a given soil the potential increases as
S decreases, but not in a linear fashion. It is relatively easy to extract moisture
from a wet soil but as it dries out it becomes increasingly difficult to remove
additional units. Figure 2.7 shows that in the range of water potentials
which permit plants to extract soil water, sand has the least available water
(7% vol.) and a silt loam the most (16% vol.).

T

Not
available
| to plants

Available
to plants

¥ (X10° Pa)

Excess
to plants

-0.0001
0

S (% vol.)

Figure 2.7 Relationship between soil moisture potential () and soil
moisture content (S) in soils with different textures. Heavy
horizontal bars show the volumetric water available to plants
(modified after Buckman and Brady. 1960).
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Figure 2.8 Profiles of soil moisture content (S) and soil moisture
potential () in a sandy loam during a drying phase (after Rouse and
Wilson, 1972).

Figure 2.8 conveniently illustrates these two concepts of soil moisture. It
shows profiles of both § and { at the same site during a period of one
month when the soil was almost continually drying-out. As S decreased
throughout the period, the value of { increased. It is possible to utilize
such changes in soil moisture content to estimate evapotranspiration losses
to the atmosphere by integrating the area between successive profiles in
time. In this case it appears as though the soil down to a depth of 0-8 m
participated in the soil-air exchange.

The vertical flux of soil water (J) in the absence of percolating rain, is
composed of both liquid (/) and vapour (/) flow. The movement of
liquid moisture in a saturated or unsaturated soil may be considered
analogous with the flux-gradient relationship for heat (equation 2.3). In
this case the flux of water is related to the vertical water potential gradient
by Darcy’s Law:

=~ K A4 2.9
gz
where K—hydraulic conductivity. The effect of evapotranspiration is to
create a potential gradient which becomes greater than the opposing
gravitational gradient and encourages the upward movement of water from
low to high water potential. Unfortunately in unsaturated soils K; is not a
constant, but depends on both § and { as well as other soil factors.
The flow of water vapour (/) obeys the flux-gradient relationship of
equation 2.4b: Y

J,=—Kva

9Py
oz
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where k& —molecular diffusivity for water vapour (see Appendix A3, p.
393) and p “—vapour density (p. 63) or water vapour concentration. The air
in the pore spaces of moist soils is in close contact with soil water and is
therefore commonly close to being saturated. The saturation vapour
concentration is directly related to temperature (see Figure 2.15), being
higher at higher temperatures. This creates a water vapour concentration
gradient and a corresponding vapour flux from high to low soil temperatures.
Thus noting the temperature distributions in Figures 2.2 and 2.6a, there is a
tendency for vapour to flow down into the soil by day and up towards the
surface at night. The nocturnal vapour flux in the soil commonly results in
condensation upon the cold soil surface known as distillation. This is not
the same process as dewfall (p. 67) which involves the turbulent transfer of
atmospheric vapour down onto the surface.

3. SURFACE LAYER CLIMATES

(a) Lapse rates and stability

The dominant process in the lower atmosphere is convection (free, forced
and mixed, see p. 16). A major control on the type and extent of convective
activity is the vertical temperature structure as expressed in the concept of
stability. Therefore it is helpful to explain stability before proceeding.

Consider a discrete parcel of air moving up through the atmosphere,
and assume that it neither receives nor gives out heat to the surrounding air
(such a parcel is said to be moving adiabatically). As it rises it encounters
lower atmospheric pressure because the mass of air above it becomes
progressively less. Thus the internal pressure of the parcel becomes greater
relative to its surroundings and the parcel will tend to expand. To push
away the surrounding air requires work and therefore energy. But the only
energy available is the thermal energy of the parcel itself (since we are
assuming no exchange with the surroundings), thus as the parcel rises it
cools. In dry (unsaturated) air the rate of temperature change of such a
parcel with height is the constant value of 9-8x103°Cm- called the dry
adiabatic lapse rate (I'). If the parcel becomes saturated some vapour
condenses into droplets thereby releasing latent heat (Z ) which reduces
the rate of cooling, but the value is not constant. In most of the applications
in this book (i.e. in the boundary layer below cloud base height) the dry
adiabatic assumptions are approximately valid. Eventually of course the
parcel will cease to rise and will impart its heat by mixing with the air at
that level.

It is important however not to confuse the dry adiabatic lapse rate (I")
with the environmental lapse rate (ELR). The former is the rate at which a
dry parcel will cool if it is moved upward through the atmosphere, and also
the rate at which it will warm if it moves down towards the ground (i.e.
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when it encounters increased atmospheric pressure and becomes
compressed). The ELR, on the other hand, is a measure of the actual
temperature structure existing above a given location as sensed by
thermometers at fixed heights on a mast, or attached to a balloon or an
aircraft. The temperature structure above a location is quite likely to exhibit
variations in the ELR in different layers, some being lapse, some inversion
and some isothermal.

Atmospheric stability may be viewed as the relative tendency for an air
parcel to move vertically. It can be evaluated in a dry atmosphere by
comparing the values of the actual ELR at any time against the constant rate
?, in the following manner. First, select the level of interest, z,. In
microclimatological applications we are usually interested in the stability of
air near the ground, but in the examples which follow we will choose
some other level so that we can illustrate the results of both upward and
downward displacement. Secondly, construct a line with slope ? (such a
line is called a dry adiabat) so as to intersect the ELR at the selected level,
z,. From the preceding discussion we know that any parcel displaced above
(below) that level will cool (warm) according to ? (i.e. its temperature will
follow the adiabat). Third, when the displacing force is removed at any
level the future motion of the parcel depends on its density relative to the
environmental air at the same level, so we compare the two temperatures.
If the parcel is warmer than the air around, it will be less dense, possess
buoyancy, and continue to rise unaided rather like the heated water at the
bottom of a kettle. Conversely, if it is colder, and therefore denser than its
surroundings, it will sink. If the air in the parcel and surrounding environment
at the same level are identical, the parcel possesses no net buoyancy and
will remain static.

Three possibilities exist depending upon the value of the ELR, namely:

1) ELR greater than I'—this is the situation described by ELR; in
Figure 2.9a and is typical of sunny days near the ground when
surface heating gives rise to a strong lapse rate. If a parcel at z; is
displaced upwards its temperature (which follows I') is always
higher than that of the environmental air, therefore if the displacing
force is removed it possesses buoyancy and will continue to rise.
The layer is therefore said to be unstable. The greater the value
of ELR, the greater is the divergence between the two lines and
hence the greater the instability. Notice also that had the parcel
originally been displaced below z, it would always find itself
colder than the environmental air, and if left alone would tend to
continue sinking. Instability is therefore independent of the
direction of displacement.

(i) ELR smaller than I'—if the ELR is negative or between 0 and 9-8
x10-3°Cm-! the layer is stable. These conditions are obviously met
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Figure 2.9 Height vs temperature graphs illustrating (a) unstable
and (b) stable atmosphere. The uneven line is measured
temperature profile (ELR), and the broken, sloping line is a dry
adiabat drawn through level z, (for details see text). Arrows at
right give visual impression of motion of a parcel displaced above
z,. Motion would be a mirror image if displacement were
downward.

in an inversion such as that described by ELR, in Figure 2.9b. In
this case a displaced parcel above z; always finds itself colder
than the environmental air and hence tends to sink back towards
z,. Equally if displaced below z; it would find itself warmer and
tend to rise back up to its equilibrium position. The greater the
difference between the ELR and T the greater is the damping
tendency.

ELR equal to I'—in this situation (not shown in Figure 2.9) the
layer is said to be neutral. After displacement to any level above or
below its initial position z;, the temperature of the parcel and of
the air are the same. Hence there will be no relative tendency for
the parcel to rise or sink, and if the displacing force is removed the
parcel remains stationary. This situation occurs in the boundary
layer under cloudy, windy conditions. Cloud restricts surface heating
and cooling thereby minimizing the development of any horizontal
temperature stratification, and wind helps to homogenize the
temperature structure by vigorous mechanical convection.

When considering atmospheric stability it is often useful to use potential
temperature (0) instead of the observed air temperature (7). We have seen
that the temperature of parcels behaving adiabatically is related to pressure.
In order to compare parcels existing at different pressures (levels in the
atmosphere) it is therefore useful to standardize conditions to a common
pressure. The potential temperature of a parcel is the value it would have if
it were at the arbitrary pressure value of 100 kPa. This is tantamount to
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correcting the observed temperature to allow for I, so that replotting Figure
2.9 using 0 involves rotating all environmental profiles clockwise by the
slope of I'. Interpretation of stability now becomes straightforward. If the
ELR plotted as 0 is constant with height (i.e. a vertical line, 06/0z=0) the
layer is neutral; if the ELR slopes to the left it is unstable, and to the right it
is stable.

Examples of vertical temperature profiles plotted using both 6 and T are
given in Figure 2.14 (see p. 62). It also shows that with fine weather it is
normal for the planetary boundary layer to be unstable by day and stable
by night. Exceptions occur over high latitude snow surfaces in winter where
the boundary layer is stable for long periods, and over tropical ocean surfaces
where it may be unstable for equally long spells.

It is also important to realize that the atmosphere is commonly made
up of a number of layers of different stability. For example, the daytime
convective boundary layer shown in Figure 2.4a consists of an unstable
surface layer (00/dz<0) and an almost neutral mixed layer (d6/dz>0) and
is capped by an elevated inversion layer (d8/dz>0). This stable capping
layer, which is almost impenetrable to air parcels rising from below, is
extremely important because it effectively traps the heat, water vapour
and pollutants (released at the surface) within the boundary layer. Examples
of stability changes due to a variety of atmospheric processes are given in
Chapter 9.

(b) Momentum flux (#) and wind (u)

The wind field in the boundary layer is largely controlled by the frictional
drag imposed on the flow by the underlying rigid surface. The drag retards
motion close to the ground and gives rise to a sharp decrease of mean
horizontal wind speed (i) as the surface is approached (Figure 2.10). In
the absence of strong thermal effects the depth of this frictional influence
depends on the roughness of the surface (Figure 2.10a). The profiles in this
figure are based on measurements in strong winds, and the height z, is the
top of the boundary layer above which u is approximately constant with
height (i.e. surface drag is negligible). The depth of this layer increases
with increasing roughness. Therefore the vertical gradient of mean wind
speed (d1i/9dz) is greatest over smooth terrain, and least over rough surfaces.
In light winds the depth z, also depends upon the amount of thermal
convection generated at the surface. With strong surface heating z, is greater
than in Figure 2.10a, and with surface cooling it is less (see also p. 71).
The force exerted on the surface by the air being dragged over it is called
the surface shearing stress (1) and is expressed as a pressure (Pa, force per
unit surface area). This force is equally opposed by that exerted by the
surface on the atmosphere. However since air is a fluid it only acts on the
lower boundary and not throughout the total bulk of the atmosphere. The
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Figure 2.10 The wind speed profile near the ground including: (a) the
effect of terrain roughness (after Davenport, 1965), and (b) to (e) the
effect of stability on the profile shape and eddy structure (after Thom,
1975). In (e) the profiles of (b) to (d) are re-plotted with a natural
logarithm height scale.

surface layer of frictional influence generates this shearing force and transmits
it downwards as a flux of momentum. In the ‘constant-flux’ layer 7 does not
vary by more than 10% and hence atmospheric values are approximately
equal to those at the surface.
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The flux of momentum is not as easy to visualize as that of heat or water
vapour, but the following simple conceptualization may help. The momentum
possessed by a body is given by the product of its mass and velocity. In the
case of air the mean horizontal momentum of unit volume is therefore
given by its density (p) multiplied by its mean horizontal wind speed G.e.,
momentum=p). Since for practical purposes we may consider air density
to be constant in the surface layer (see Appendix A3, p. 393) the mean
horizontal momentum possessed by different levels is proportional to the
profile of wind speed (i.e., it increases with height).

Consider the situation at level z; in Figure 2.10b. Due to the effects of
forced convection generated by the surface roughness, and the mutual
shearing between air layers moving at different speeds, turbulent eddies
are continually moving up and down through z;. An eddy arriving at z;
having originated at z; above will, upon mixing, impart a net increase in
velocity (and hence momentum). A fast-response wind speed sensor at z;
would therefore see this downdraft as an increase in wind speed, or a
‘gust’. Conversely an updraft from z, would be sensed as a ‘lull’ in horizontal
wind speed. Notice that due to the increase of wind with height the net
effect of both updrafts and downdrafts is always to sustain a net flux of
momentum downwards. In the turbulent surface layer this vertical flux of
horizontal momentum is given:

_ du 2

T = PKM 9z ( 9)
where Ky—eddy viscosity (m2s-1). Equation 2.9 is an example of the way
the molecular analogy is extended to turbulent flow (p. 40). Tt relates the
flux (7) to the gradient of horizontal momentum (p-du 7dz) and the ability
of the eddies to transfer momentum (K.

In terms of the general characteristics of the interaction between different
surfaces and airflow we may expect that for a surface of given roughness 7
will depend upon #. As i at a reference level increases so will 7, and so
will the depth of the forced convection layer. Similarly if we considered the
value of # to be constant over surfaces with different roughnesses, the
magnitude and depth of forced convective activity would be greatest over
the roughest surface (Figure 2.10a).

The actual form of the wind variation with height under neutral stability
(p. 53) has been found to be accurately described by a logarithmic decay
curve. Thus using the natural logarithm of height (In 2) as the vertical co-
ordinate the data from Figure 2.10b fall upon a straight line in Figure 2.10e.
This provides the basis for the logarithmic wind profile equation:

i, = X In= (2.10)
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where 1,—mean wind speed (ms-) at the height z, u.—friction velocity
(ms1), k—von Karman’s constant (?0-40), z—roughness length (m). It has
been found that the shearing stress is proportional to the square of the
wind velocity at some arbitrary reference height. Thus we introduce u. for
which this square law holds exactly so that:

u2 = 1lp (2.11)

This is helpful because u. can be evaluated from wind profile measurements
(the slope of the line in Figure 2.10 is &/u.) and therefore we can obtain ¢,
which can be used in evaluating other fluxes (Appendix A2).

The length z;, is a measure of the aerodynamic roughness of the surface.
It is related, but not equal to, the height of the roughness elements. It is
also a function of the shape and density distribution of the elements. Typical
values of z, are listed in Table 2.2. This term is defined as the height at
which the neutral wind profile extrapolates to a zero wind speed (Figure
2.10e). An alternative means of evaluation is given on p. 139.

The foregoing discussion relates to neutral conditions where buoyancy
is unimportant. Such conditions are found with cloudy skies and strong
winds, and in the lowest 1 to 2 m of the atmosphere. Cloud reduces radiative
heating and cooling of the surface; strong winds promote mixing and do
not permit strong temperature stratification to develop; and in the lowest
layers forced convection due to frictionally-generated eddies is dominant.
In the simplest interpretation these eddies may be conceived as being circular

Table 2.2 Aerodynamic properties of natural surfaces

2o d
Surface Remarks Roughness Zero plane
length displacement*
{m) (m)
Water! Still — open sea  0-1-10-0 x 10~ -
Ice Smooth 01 x 107 -
Snow 0-5-10-0 x 107* -
Sand, desert 0-0003 -
Soils 0-:001-0-01 —
Grass’ 0-02-0-1 m 0-003-0:01 < 0-07
0:25—1-0m 0-04-0-10 < 066
Agricultural crops! 0:04—-0-20 = 3.0
Orchards? 0:5-1-0 = 4-0
Forestst Deciduous 1-0-6-0 = 20-0
Coniferous 1-0-6-0 = 30-0

* Only approximate, calculated as d = 24k (see p. 116)
¥ z, depends on wind speed (see p.139)
Sources: Sutton (1953), Szeicz et al. (1969), Kraus (1972).
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Figure 2.11 The effect of stability on the turbulent structure of the
atmosphere. Wind inclination fluctuations at a height of 29 m during
unstable (upper trace) and stable (lower) conditions over a grass site with
winds of 3 to 4 ms- (after Priestley, 1959).

and to increase in diameter with height (Figure 2.10b). In reality they are
three-dimensional and comprise a wide variety of sizes.

In unstable conditions the vertical movement of eddies (and therefore
the momentum flux) is enhanced. Near the surface mechanical effects
continue to dominate but at greater heights thermal effects become
increasingly more important. This results in a progressive vertical stretching
of the eddies and a reduction of the wind gradient (Figure 2.10c). Conversely
strong stability dampens vertical movement, progressively compresses the
eddies and steepens the wind gradient (Figure 2.10d).

Stability effects on turbulence are further illustrated in Figure 2.11. This
is a graph of wind inclination (roughly corresponding to vertical winds,
because the scale refers to the tilt angle of a horizontal vane) over a
period of 3 minutes. The upper trace is from lapse (unstable), and the
lower trace from inversion (stable) conditions, over the same grass site
with approximately equivalent horizontal wind speeds. Thus differences
between the two traces are due to stability differences. In the unstable
case two types of fluctuation are evident. First, there are long-period
‘waves’ lasting about 1 to 1-5 minutes. These are relatively large buoyancy-
generated eddies bursting up through the measurement level (positive
values) or being replaced by sinking air parcels (negative values).
Superimposed on this pattern are a second set of much shorter-period
fluctuations. These are the small roughness-generated and internal shearing
eddies. Therefore Figure 2.11 visually presents the two elements of
turbulence—free convection (large) and forced convection (small). The
combination of these two elements (upper trace) provides a very efficient
means of both vertical transport and mixing. This is the ‘ideal’ daytime
mixed convection situation. The stable case (lower trace) by contrast only
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exhibits the short-period eddies due to forced convection because
buoyancy is absent. This is the ‘ideal’ nocturnal situation, and is not
conducive to vertical exchange.

In summary we may say that below approximately 2 m the effects of
forced convection dominate even in non-neutral conditions as long as there
is a reasonable airflow. Above this height the relative role of free convection
grows and the possibility of stability effects on momentum transfer increases.
These effects are manifested as curvature in the wind profile (Figure 2.10b-
e). Strong instability weakens the wind gradient by promoting vertical
exchange over a deep layer, and thereby mixing the greater momentum of
faster-moving upper air with that nearer the surface. Strong stability on the
other hand strengthens the wind gradient. It therefore follows that since
there is a characteristic diurnal cycle of stability there is an associated diurnal
variation of wind speed in the surface layer (see p. 75).

The study of momentum exchange and the form of the wind profile is
important because of what it tells us about the state of turbulence. This is
central to questions concerning the transport of heat and water vapour and
to the dispersal of air pollutants.

(c) Sensible heat flux (Q,) and air temperature (T,)

In the turbulent surface layer the flux of sensible heat is given by:

Oy = —C, Ky <% + F) = —C,Ky <-§—g) (2.12)
where, Ky—eddy conductivity (m2s-1). The form of equation 2.12 is
directly analogous to that of equation 2.9 for momentum transfer, and
the value of Ky is similar to that of K. The direction of the heat transfer
(sign of Qu) is determined by the sign of the temperature gradient. By
day the gradient is negative (lapse) and Qy is positive (i.e. directed from
the surface into the lower atmosphere). By night the gradient is positive
(inversion) and Qy is negative. The term T is included to correct the
observed temperature gradient for the effects of vertical atmospheric
pressure changes. It is only of importance if the height interval is large
(e.g. greater than 2 m). The use of potential temperature (8) incorporates
these effects (p. 53).

The vertical transfer of sensible heat by eddies can be visualized with
the aid of Figure 2.12. This shows the variation of air temperature (7)),
vertical velocity (w) and the associated instantaneous flux of heat over a
period of 120 s from fast-response instruments placed at a height of 23 m
over a grass surface at Edithvale, Australia. The data are from a daytime
unstable period, and the vertical wind velocity pattern clearly resembles
the upper trace of Figure 2.11. The simultaneous record of air temperature
exhibits the same pattern, and moreover its fluctuations are closely in
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Figure 2.12 The relationships between vertical velocity (w) and air temperature
(D) fluctuations, and the instantaneous sensible heat flux (Q ). Results from fast-
response instruments at a height of 23 m over grass in unstable conditions (after
Priestley, 1959).

phase with those of the vertical wind. Thus in unstable conditions an
updraft (positive w) is associated with an increase of 7, and downdraft
(negative w) with a decrease of 7, relative to its mean value. This occurs
because unstable conditions are associated with a lapse T profile, and an
updraft through the measurement level has originated closer to the ground
where it is warmer. Conversely a downdraft comes from higher levels
where it is cooler. For both situations (up- and downdraft) the net sensible
heat transfer is therefore upwards. The instantaneous heat flux (lowest
trace in Figure 2.12) also shows that most of the transfer tends to occur in
‘bursts’ coinciding with the upward movement of a buoyant thermal (p.
73). Closer to the surface this pattern is less evident because of the greater
influence of the frictionally-generated small eddies. The heat flux (Q )
given by equation 2.12 should correspond to the time-average of the
instantaneous flux.

A similar set of observations under stable conditions would show that
both w and T have traces similar in form to that of the lower trace in Figure
2.11 (i.e. small fluctuations with no longer-period buoyant waves). The w
and T fluctuations would tend to be in antiphase with each other due to the
inverted 7 profile. Using similar reasoning to that for the unstable case it
can be seen that both up- and downdrafts will tend to result in a net
downward heat flux through the measurement level.
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Figure 2.13 Generalized daily cycle of air
temperature at three different heights in the
atmosphere on a cloudless day.

In neutral conditions the w trace would again only be composed of
small forced convection fluctuations, but the 7 trace would show virtually
no variation with time. This is because although eddies are moving through
the measurement level they thermodynamically adjust their temperature
during ascent or descent so that they are always at the same value as the
mean environmental temperature. The net heat flux is therefore zero.

The diurnal surface temperature wave penetrates up into the atmosphere
(Figure 2.13) mainly via vertical turbulent transfer (Qy). The upward migration
of this wave is analogous to that in the soil (Figure 2.6) in that there is a
time lag for the wave to reach greater distances from the surface, and the
wave amplitude decreases (Figure 1.10b). There is however a considerable
difference between the rates and distances travelled in the two media. In
the soil these are controlled by the value of ky, (equations 2.6 and 2.7) but
in the atmosphere by K. The latter is very much more efficient. This explains
why the air temperature wave in Figure 2.13 penetrates to a height of 100
m with only a slight lag and little reduction in amplitude. On an unstable
afternoon surface heated air parcels may reach as high as 2 km.

Figure 2.14 shows the temporal development of the vertical temperature
structure near the ground during an ‘ideal’ day. In our discussion we will
progress from left to right through the profiles. At night (profile 1) the
surface radiation budget is negative due to long-wave emission and so the
surface cools to a temperature below that of the air above, producing a
ground-based radiation inversion. This creates an air temperature gradient
directed towards the surface, so that any air motion results in a downward
sensible heat flux. The sensible heat flux divergence extends the cooling to
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Figure 2.14 Generalized form of the air temperature profile in
the lowest 150 m of the atmosphere at different times on a day
with fine weather. Profiles: 1—before sunrise, 2—soon after
sunrise, 3—midday, 4—near sunset. The same profiles are
plotted in (a) using potential temperature (8), and (b) using
environmental temperature (7) (see p. 53 for an explanation).
The depth of the mixed layer (5*) is also indicated.

affect a depth of about 50-100 m by just before sunrise. The layer is usually
strongly stable and there is no mixed layer (b*) near the surface. This
profile is the same as those in Figures 2.2 and 2.4b. Above the inversion a
neutral or weakly stable layer exists as a remnant of the previous day’s
mixed layer.

Soon after sunrise the surface radiation budget becomes positive and the
surface temperature rises. This generates an upward sensible heat flux which
converges into only the lowest air layer because convective activity is
suppressed by the existence of the radiation inversion above. Hence profile
2 in Figure 2.14 is formed, with a shallow mixed layer surmounted by the
remnant nocturnal inversion.

Continued turbulent heat convergence into the lowest atmosphere
successively erodes the inversion layer until by mid-morning it is eliminated.
Thereafter the convectively-driven mixed layer can more readily extend up
through the overlying air. By midday a lapse profile extends throughout a
deep unstable layer (profile 3 in Figure 2.14) and the temperature profile
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near the surface is the same as in Figures 2.2 and 2.4a. Just before sunset
(profile 4), the surface radiation budget turns negative and surface cooling
re-establishes the radiation inversion in a shallow layer at the ground. This
cuts off the mixed layer from its source of heat and it collapses (Figure
2.18a, p. 72).

The preceding very idealized conditions are of course greatly modified
by weather conditions, especially cloud cover and wind speed through
their impact on radiation and turbulence respectively. In general increases
of cloud and wind cause a reduction in the daily range of temperature
(lower maxima and higher minima) and reduce extremes of stability (more
neutral). Instruments to measure surface, soil and air temperatures, and
methods to calculate the turbulent sensible heat flux density, are given in
Appendix A2).

(d) Water vapour and latent heat fluxes (Z, Q) and atmospheric
humidity (p, or e)

Prior to a discussion of the transfer of water vapour between the surface
and the surface layer, which is so important because of its energetic,
hydrologic and biological implications, it is necessary to explain how we
will represent the vapour content (humidity) of air. There are many ways to
express humidity. To avoid confusion we will restrict concern to two basic,
and simply related, measures: vapour pressure and vapour density.

Vapour density (p,) is one of the most basic ways of expressing the
vapour content of air. It simply relates to the mass of water vapour molecules
in a volume of air and therefore has units of kgm-3 (or gm=3 to avoid very
small numbers). Vapour density is also referred to as ‘vapour concentration’
or ‘absolute humidity’.

The vapour pressure (e) is a measure of the partial pressure exerted by
water vapour molecules in the air. Typical values of vapour pressure are
less than 4 kPa which is very small when compared to the 97 to 103 kPa
total atmospheric pressure (P) registered on weather maps.

These two measures are related through the Ideal Gas Law written in the
form:

e=p,R,T

where R, is the specific gas constant for water vapour=461-5 Jkg1K-.
Therefore a simple, approximate conversion is:

p=2:17-¢/T

with p, in gm-3, e in Pa and 7 in kelvins.
Saturation is an important concept in humidity. Consider a bowl of pure
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water introduced into a closed container of dry air. A water-to-air vapour
gradient will exist and molecules will diffuse into the air, thereby increasing
the vapour density (and vapour pressure). This progressively weakens the
gradient and eventually an equilibrium is established where the molecules
escaping to the air are balanced by those returning to the liquid. The air is
then said to be saturated and the humidity values are the saturation vapour
density and the saturation vapour pressure (e*). If the temperature of the
water is raised the kinetic energy of the molecules is increased, more are
able to escape, and the saturation level is greater. For a plane surface of
pure water the saturation humidity versus temperature relationship is very
well defined. That for ¢* is shown in Figure 2.15. Values for both [ | and
e* for a wide range of temperatures are listed in Appendix A3, p. 394. The
tigure and Appendix A3 also show that saturation values over an ice surface
are slightly lower. The saturation humidity versus temperature relation is a
very important one, especially when studying evaporation from water
surfaces or condensation of water upon surfaces.

Most of the time the atmosphere is not saturated, i.e. most air samples
plotted on Figure 2.15 would lie to the right of the curve, like sample A at
a temperature of 15°C with e=1000 Pa (or p, ~ 753 gm-3). For many
purposes it is useful or important to know how far the air is from being
saturated. This can be expressed in many ways but we will restrict ourselves
to two; they relate to the two ways a sample can become saturated. First,
if the temperature were held constant, but more vapour were added, the
sample will eventually saturate. The amount of vapour necessary to achieve
this is called the vapour pressure (or density) deficit, vpd or vdd
respectively, i.e.:

vpd=(e*-e) (2.132)
vdd = (pf - p,) (2.13b)

For sample A the saturation value is found by extending a vertical line
through A to the intersection with the saturation curve where we see (Figure
2.15 and Appendix A3, p. 394) that e*=1704 Pa (or @, 12-83 g m3), so that
vpd=704 Pa (vdd ~5-3 gm=3). In a simple way the deficit may be thought of
as the ‘drying power’ of air relative to a saturated surface such as a leaf
stomate or a lake; the greater the deficit the greater the vapour gradient to
drive evaporation right at the surface where the air and surface have almost
the same temperature. On the other hand, it is not a good measure to use
to compare humidity at two very different locations because its definition
(equation 2.13) includes temperature in the saturated term.

Secondly, if the vapour content remained the same but the sample were
cooled by removing heat, it will eventually become saturated. The
temperature at which this occurs is called the dew-point (or frost-point if it
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Figure 2.15 Relationship between saturation vapour
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temperature. Inset: Saturation vapour pressure over water
and ice at temperatures below 0°C. The corresponding
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is below 0°C). In Figure 2.15 this is ~7°C, found by extrapolating a horizontal
line through A to intersect the saturation curve. The dew-point temperature
is very useful when considering condensation of fog or dewfall due to
cooling.

Evaporation from the surface passes through the laminar boundary layer
according to equation 2.4b. In the turbulent surface layer this mass flux is
given by:
= Ky P
E =~ Ky e (2.14)
where, K—eddy diffusivity for water vapour (mz2s-1). The energy required
to vaporize the water is considerable (p. 28) and the accompanying flux of
latent heat is given by substituting equation 1.21 in 2.14:

95
Op = - LKy 215)

0z
The evaporation process depends not only upon the availability of water
but also upon the availability of energy to enable change of state; the



66 Boundary Layer Climates

existence of a vapour concentration gradient; and a turbulent atmosphere
to carry the vapour away.

The exchange of moisture between the surface and the atmosphere
determines the humidity, just as the sensible heat flux largely governs the
temperature in the lowest layers. However, whereas heat is pumped into
the air by day and returned to the surface by night, the flux of water is
overwhelmingly upward. The evaporative loss is strongest by day, but often
continues at a reduced rate throughout the night. Under certain conditions
this loss may be halted and water is returned to the surface as dew, but in
comparison with the daytime mass flow it is almost negligible. The water
put into the atmosphere is of course returned by the process of precipitation
rather than by turbulence.

By day the profile of vapour concentration lapses with height away from
the surface moisture source (Figure 2.16a and b) in the same manner as the
temperature profile (Figure 2.2). Vapour is transported upwards by eddy
diffusion in a process analogous to that for sensible heat. If the temperature
(D) trace in Figure 2.12 were replaced with that for vapour density (p,) then
the associated flux would be that of water vapour (E), or with appropriate
modification, of latent heat (Qy).

In the morning hours the evapotranspiration of surface water (dew,
soil water, and plant water) into a moderately unstable atmosphere adds
moisture (by flux convergence) to the lower layers and the humidity
increases quite sharply (Figure 2.16b). By the early afternoon, although F
is at a peak the humidity concentration drops slightly. This is the result of
convective activity having penetrated to such heights in the boundary
layer that the vapour concentration becomes diluted by mixture with
descending masses of drier air from above. This feature is best seen at
continental or desert stations where regional air masses are dry, and surface
heating is strong. (The rural data in Figure 8.17, p. 295, are an example
from a continental station.) In the late afternoon surface cooling is strong
and the lowest layers become stable. Thus the ability to transport vapour
to higher layers is less than the rate at which it continues to be added
from the surface. Moisture converges into the lowest layers and a second
humidity maximum is observed (Figure 2.16b). Thereafter
evapotranspiration declines into the night period. Under certain conditions
(see below) the vapour profile may become inverted near the surface
(Figure 2.16a) so that vapour is transferred downwards as dewfall. This
depletes the moisture in the lowest layers and humidities decrease (Figure
2.16b), until after sunrise when the cycle re-commences. Instruments to
measure humidity, and methods to calculate evapotranspiration, are
presented in Appendix A2.

Radiative cooling at night may cause the surface temperature to fall
below that of the contacting moist air. The ensuing condensation on the
surface gives rise to an inverted lapse rate so that turbulence leads to a
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Figure 2.16 (a) Idealized mean profiles of
water vapour concentration near the ground’s
surface, and (b) the diurnal variation of vapour
pressure at 3 heights at Quickborn, Germany
on cloudless days in May (after Deacon, 1969,
using data of Frankenberger).

downward flux and further deposition. The process of dewfall is therefore
a quasi-turbulent phenomenon requiring wind speeds to lie within a critical
range. If the air is calm the loss of moisture to the ground cannot be
replenished from more humid layers above and dewfall ceases. On the
other hand if winds are too vigorous the surface radiative cooling (Z*) is
offset by turbulent warming (Q ), and the vapour inversion is destroyed.
The critical wind speed depends upon the roughness of the surface. For a
short grass surface a minimum wind speed of 0-5 ms at 2 m is required
(Monteith, 1957). If the dew freezes, or if the vapour originally sublimates
rather than condenses upon the surface, the deposit is called hoar frost.
Radiation or ground fog is another humidity-related phenomenon
observed on cloudless nights with light winds. (Figure 2.17). It commonly
forms over moist or marshy ground on such nights, and as with dewfall it is
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Figure 2.17 Radiation fog over Little Wymondley. Note the fog is only about 5 m
deep and thins around buildings. This may be due to their warmth or because
radiative cooling is less where the sky is partially obscured (see p. 133).
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the result of a fine balance between radiative cooling and turbulent warming
of an air layer (volume) near the surface. The process is particularly aided
if the air is humid and close to saturation in the evening, and if the air aloft
is relatively dry. Under these conditions the moist surface air layer has a
strongly negative long-wave radiation budget because it radiates more energy
than it receives from the colder surface beneath. Similarly it emits more
than it receives in its exchange with the air above because its vapour content
gives it a greater emissivity. The layer therefore cools by long-wave radiative
flux divergence (-AL*). On cooling to its dew-point it becomes saturated
and fog droplets develop. The fog formation is aided by light winds which
enhance the loss of sensible heat from the layer to the surface (Q ), but
beyond a certain limit increased winds thwart fog formation by incréasing
turbulent mixing which weakens the inversion strength and dilutes the
moisture concentration. (See Figure 2.7.)

Once a fog bank has formed the active radiating surface becomes the
fog top and not the surface of the ground because the water droplets are
almost full radiators for long-wave radiation (p. 15). They therefore absorb
and emit very efficiently at these wavelengths and hence LT from the fog
top continues to cool it and helps the fog to become progressively thicker.

Radiation fogs usually linger for a few hours after sunrise, and can last
all day aided by the high albedo of the fog top. Fog dissipation does not
usually result from solar heating of the droplets, but by convection generated
at the surface or by increased wind speeds. In both cases the mixing of the
fog with drier air is the cause of its disappearance.

Other types of fog, formed by very different processes are explained
on p. 165.

(e) Further remarks on convective exchange

Convection is the principal means of transporting the daytime energy surplus
of the surface away from the interface. The relative importance of sensible
versus latent heat is mainly governed by the availability of water for
evaporation, although the relative strengths of the atmospheric heat and
water vapour sinks are also important. For example if an abnormally cold
and moist air mass settles over a region it would strengthen the daytime
surface-air temperature gradient, and diminish the vapour gradient.
Inspection of equations 2.12 and 2.15 shows that this would favour Qy
rather than Qk.

The energy partitioning between Qu and Qg has direct relevance to
boundary layer climates. The ratio of these two fluxes is called Bowen'’s
ratio (fs) so that:

J5=01/Qr (2.16)
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Thus if /5 is greater than unity, Qy is larger than Qg as a channel for
dissipating heat. This may be found over surfaces where water is to some
extent limited. Since a majority of the heat being convected into the
atmosphere is in the sensible form the climate is likely to be relatively
warm. On the other hand if /8 is less than unity, Qg is larger than Qy, and
the heat input to the atmosphere is mainly in the latent form. This will not
directly contribute to warming of the lower atmosphere, but may increase
its humidity. Therefore the climate is likely to be relatively cool and moist.
Negative /s values merely indicate that the two fluxes have different signs.
This is common at night when the sensible heat flux is downwards (negative),
but evaporation continues so that Q; is away from the surface (positive).
Typical average values of /s are 0-1 for tropical oceans; 0-1 to 0-3 for tropical
wet jungles; 0-4 to 0-8 for temperate forests and grassland; 2:0 to 6:0 for
semi-arid areas; and greater than 10-0 for deserts.

Although we have concentrated on the turbulent transport of heat, water
vapour and momentum, other substances are also convected to and from
the atmosphere. For example the flux of carbon dioxide may be represented
by the flux-gradient equation:

PC= _Kca—ﬁc

92 (2.17)

where F —flux density of CO2 (kgm2s1), K —eddy diffusivity for CO (mzs-
1, and p —CO concentration (kgm+3). Similar relationships could be
constructéd for ‘carbon monoxide, ozone, pollen, spores, dust, etc. The
major requirements are that the substances should be inert (so that they do
not decay quickly), and lightweight (so that gravitational settling does not
deplete the concentration).

The convective exchange of entities between a surface and the atmosphere
can usefully be viewed as a simple analogue of the flow of current (electrons)
in an electrical circuit due to the electrical potential across its ends and the
resistance to this flow provided by the wire. The relationship is given by
Ohm’s Law:

Potential difference (volts)
Wire resistance (ohms)

Current (amps) =

and the analogue for the flux of other entities may be written:

Concentration difference
Resistance to flow

Flux rate =

so that substituting the appropriate climatological terms we have:

Sensible heat QH (C, AT/t (2.182)
Water vapour = Apv/r (2.18b)
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Momentum T = — (pAu)lr (2.180)
Carbon dioxide Fe= Apdr (2.18d)

where 7 represents the appropriate system resistance (sm-). For some
purposes it may be useful to use the reciprocal of resistance (1) which is
called the conductance. It can be shown (Munn, 1970) that the value of r
depends on the thickness of the layer concerned and its ability to transport
the entity. Therefore r acts as the inverse of the molecular and eddy diffusion
coefficients (the ?s and K's) in the standard flux-gradient equations introduced
earlier in this chapter. The diffusion coefficients represent the facilitating
role of the system in transferring quantities, conversely the resistance
represents the degree of hindrance to flow.

This electrical analogy is helpful in simplifying some calculations and it
helps aid discussion between atmospheric scientists, physiologists and
engineers because they are all familiar with this approach. It is commonly
used in relation to leaves and vegetation communities, animals (including
humans), buildings and air pollution deposition. The diffusion of entities
can be represented in the same manner as an electrical circuit diagram and
the same rules apply. Resistances can be added together in series (end to
end) r=r+r,, or in parallel (side by side) r=1/7+1/r,. The former can be
used to characterize transport through a number of layers, e.g. the flow of
heat from an internally heated house through the wall layers and the outside
wall laminar sub-layer out to the atmosphere. The latter could be used to
sum the heat loss from various pathways out of the house, e.g. through the
windows, the roof and the basement as well as the walls. The electrical
analogy can even be extended to include capacitors in the circuitry to play
the role of heat or mass stores.

The K’s and the r’s discussed in this chapter are not necessarily the same
for different entities. This is a matter of great debate in micrometeorology.
Nevertheless, it is reasonably accepted to say that all other things being
equal, the transfer coefficients for heat and mass are reasonably similar but
the case for momentum is different (see also pp. 378 and 382).

4 OUTER LAYER CLIMATES

The planetary boundary layer is continually evolving in response to the
daily heating/cooling cycle and to changing synoptic conditions. The
temporal dynamics of the boundary layer under ‘ideal’ weather conditions
are illustrated in Figure 2.18a.

As noted in relation to Figure 2.14 the mixed layer, of depth h*, starts to
rise when the surface sensible heat flux density (Q,) becomes positive.
After ‘pinching out’ and eliminating the previous night’s inversion it rapidly
deepens to its maximum value in mid-afternoon and the complete layer is
convectively unstable. The mixing equalizes temperature, wind speed,
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humidity and other properties throughout the layer (see Figure 2.18b).
Sharp changes in these profiles occur at the top of the mixed layer where a
capping inversion often halts the upward transport of surface effects.

The principal agents of transport and mixing in the mixed layer are
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thermals. These are rising masses of warm air. The sequence in Figure
2.19a illustrates the temporal development of a thermal when there is little
or no horizontal wind. It starts as an area of especially warm air at the
surface. Favoured sites which act as sources for thermals are relatively dry
areas (bare soil, rock, asphalt or sands) and Sun-facing slopes. The hot air
forms a flattened bubble until the instability becomes sufficient to cause it
to start to rise. Whereupon it contracts, becomes more spherical and lifts
off. The thermal grows in size as it rises due to the entrainment of surrounding
air. The action is similar to that of a smoke-ring as the thermal seems to be
continually trying to turn itself inside out. The size of the thermal depends
on the dimensions of the source area, and the rate of rise upon the degree
of instability. Initially the velocity increases but at greater heights it slows
down due to the mixing with cooler air and increasing drag due to its size.
The thermal ceases to rise because (i) it has lost buoyancy by mixing, (ii) its
moisture condenses into cloud and the extra turbulence due to the release
of latent heat causes even greater mixing or because (iii) it reaches an
inversion.

If surface winds are moderate a surface hump can act as a trigger for
thermals in the manner shown in Figure 2.19b. This may spawn a series of
thermals which drift downstream and may become visible as a line of
cumulus clouds. Hills and islands often play this role. If the windward
slope is oriented favourably with respect to direct-beam solar radiation its
surface heat may be the source of semi-continuous columns of thermals.

It is quite typical to have an array of thermal sources across the landscape
providing preferred ‘columns’ of uplift extending through the depth of the
mixed layer and perhaps identified by cumulus clouds. The intervening,
and larger, areas are occupied by subsiding air. Together they form Bénard
convection cells as shown in Figure 2.4a (p. 42).

If in the morning and evening, when convection is less vigorous, the
surface wind speed is in excess of about 6ms+ the cells may become
organized into roll structures aligned parallel to the wind. If cloud forms at
the top of the uplift zone between two adjacent rolls the cumulus clouds
form into lines known as cloud streets (Figure 2.19¢). There is also the
possibility that the cloud pattern reinforces the roll structure by creating
alternating strips of shade and sunlight on the ground.

The formation of a layer of cumulus clouds just above the condensation
level can raise the moisture concentration gradually to the point where the
whole layer becomes saturated and stratus (Iayer) cloud forms. Similarly, if
moist thermals are stopped rising by an inversion, stratus cloud or a haze
layer can form at the top of the mixed layer. This may significantly affect
the transmission of solar radiation to the ground and dampen convective
activity.

Whether cumulus clouds remain relatively small or undergo significant
vertical development (possibly leading to precipitation or a severe storm) is
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largely dependent upon the strength of any capping inversion and the
stability of the air above the planetary boundary layer.

In the evening when radiative cooling begins, and the surface sensible
heat flux density becomes negative, the surface-based radiation inversion
begins to grow in depth and cuts off the mixed layer from its source of heat
and buoyancy (Figure 2.18a). Turbulence in the mixed layer decays, only
roughness-generated turbulence persists near the surface, and the surface
vertical profiles of temperature and humidity reverse sign because the surface
is now a sink for heat and, to a lesser extent, water vapour (Figure 2.18¢).
The wind profile may exhibit a wind maximum located near the top of the
inversion. This is known as the low-level nocturnal jet. It arises because the
stability of the surface inversion decouples the air above it from the frictional
influence of the surface. The depth of the inversion and the turbulent layer
are not necessarily synonymous. With very weak winds and clear skies,
increasing stability chokes off turbulence in the upper portion of the inversion
and the mechanical mixing is restricted to an even thinner layer.

The degree of coupling between the surface and the rest of the boundary
layer varies through the day and is responsible for the commonly observed
diurnal variation of wind speed (Figure 3.1, p. 80). During the daytime
vertical coupling is excellent and the momentum of faster-moving upper air
is easily transported downward and mixed into the surface layer. This
contributes to high wind speeds. At night poor coupling prevents this process,
so wind speeds slacken. The drop in wind speed around sunset is often
very noticeable.

Air motion is of course a vector quantity possessing both magnitude
(speed) and direction. At the top of the planetary boundary layer the effects
of surface friction are absent so the wind is dictated by the strength and
orientation of the horizontal pressure gradient force. The force, and therefore
the speed, varies inversely with the isobar spacing on the weather map.
This is the gradient wind speed at the height z in Figure 2.10a. Because the
Earth rotates, the gradient wind direction is fhot, as we might anticipate,
from high to low pressure but almost parallel to the isobars. The Coriolis
force causes the deflection to the right of the intended path in the Northern,
and to the left in the Southern, Hemisphere. This is embodied in Buys
Ballot’s Law: if you stand with your back to the wind in the Northern
Hemisphere you will have low pressure on your left-hand side.

As the surface is approached, friction reduces the wind speed (Figure
2.10a) and correspondingly reduces the Coriolis force, which depends on
the air density, latitude and wind speed. This alters the balance of forces,
and the wind direction changes so that it cuts the isobars at an increasingly
large angle the nearer it is to the surface. In the Northern Hemisphere the
direction changes in an anti-clockwise manner, referred to as backing (in
the Southern Hemisphere it would turn clockwise, called veering). Since
surface roughness differences produce changes of wind speed at the same
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elevation (Figure 2.10a) it follows that the backing angle is also altered.
Over typical land surfaces the surface (10 metre leveD) wind is backed by
about 30 to 40 degrees, from the gradient wind direction. Over water bodies
it is closer to 15 degrees. Therefore, as air flows from one surface to another
of different roughness both the speed and direction are changed (see Chapter
5). Further, since stability affects the vertical transport of momentum its
variability can also affect the wind direction.

It should be appreciated that the evening collapse of the mixed layer
does not mean that the lid physically pushes down. Pollutants that are
diffused throughout the daytime mixed layer do not get squeezed down
near the surface. They remain suspended in the weakly turbulent vestigial
mixed layer until transported out horizontally, or removed by settling or
precipitation, or transformed chemically.

In keeping with the rest of our discussions to this point the preceding
only relates to horizontal, spatially-uniform terrain in fine weather. In Chapter
5 we will relax the terrain constraint. The effects of increased cloud and
wind tend to mute the slope of vertical profiles and the day-to-night variations
shown here. Naturally short-term changes in synoptic conditions will disrupt
the temporal patterns.



Part 11

Natural atmospheric
environments

In this part of the book we consider the boundary layer climates associated
with a wide range of natural surfaces and systems. The text is organized in
a progression from relatively simple surfaces to more complex systems. Thus
we start with environments where the surface is relatively flat, uniform in
character and extensive (e.g. bare soil and sandy desert). Then we consider
systems where this straightforward situation is complicated by the fact that
the surface is semi-transparent to radiation (e.g. snow and ice), and the
system is able to transmit beat by internal convection (e.g. water). Next we
introduce a layer of vegetation between the soil and the atmosphere, and
then the complicating effects of sloping and billy terrain, and the advective
interaction between the climates of adjacent contrasting surfaces. Finally
in this part we consider the climates of animals. These represent some of the
most complex climatic systems because they are able to move from one
environment to another, and they carry with them their own internal energy
supply (metabolic heat).






Climates of simple non-vegetated

surfaces

This chapter investigates the atmospheric systems associated with simple,
flat, non-vegetated surfaces (bare soil, desert, snow, ice and water). In
each case we initially evaluate any special properties of the surface (or
system volume) not previously discussed. Then we examine the cycling of
energy and water typically encountered (i.e. depending upon the particular
mix of radiative, thermal, moisture and aerodynamic properties of the
system), and finally we discuss the characteristic climate which results.

The simple case of a bare soil surface was discussed in some detail in
Chapter 2 and little further will be said here; however it is important to
realize that significantly different climates exist in relation to different soils.
Probably the most important variables governing these differences are the
soil albedo (controlling short-wave radiation absorption); the soil texture
(determining the porosity and therefore the potential soil, air and water
contents, that in turn control the thermal properties of the soil); and soil
moisture availability (governing the partitioning of sensible and latent heat,
and the thermal response of the soil).

To illustrate some of these relationships consider the case of a dry peaty
soil. Peat has high porosity and hence when dry contains a lot of air. As a
result it has a very low diffusivity, as low as that of fresh snow (Table 2.1,
p. 44). The albedo of peat is also somewhat extreme, being rather low in
comparison with other soils. Thus on a sunny day a dry peaty soil is a good
absorber of solar energy, but it is not well suited to transmit this heat to
deeper soil layers. As a result of soil heat flux convergence (Figure 2.1a, p.
35) a thin surface layer becomes very hot. But since the soil is dry, latent
heat losses are negligible, and the main modes of heat dissipation are via
long-wave emission (IL*) and sensible heat transfer by convection (0 ). At
night the surface continues to lose heat by L* but finds it difficult to draw
upon the soil heat reservoir because of the low diffusivity. Thus as a result
of soil heat flux divergence (Figure 2.1b with the arrow directed upwards)
the surface becomes cold and a strong inversion develops. This soil there
fore promotes an extreme thermal climate. It might also be mentioned that
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Figure 3.1 Energy balance components and wind speed at a dry lake
(desert) surface on 10-11 June 1950, at El Mirage, California (35°N)
(after Vehrencamp, 1953).

adding water does not help very greatly in getting the heat gain (or loss) to
be spread over a deeper soil layer. Note that saturating a peaty soil only
marginally increases its diffusivity (Table 2.1) because the water greatly
increases its heat capacity. The addition of water would however help to
alleviate the high daytime surface temperature by permitting energy loss
through evaporation (Q ).

Moist sands and wét clay soils on the other hand have relatively
conservative thermal climates. Their porosity and moisture characteristics
give them good diffusivities (Table 2.1) so that soil heat transfer is well
developed. This permits a large volume of soil to be involved in diurnal
energy exchanges and surface temperature fluctuations are dampened.
The daytime radiant surplus can also be dissipated by Qg, and this serves
to cool the surface and thereby reduce the daytime maximum
temperature.
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1 SANDY DESERT

(a) Energy and water balances

The sandy desert is the classic example of a thermally extreme climatic
environment. To a large extent this can be explained in terms of the lack of
water, both in the ground and in the atmosphere.

The radiation budget (equation 1.15) of a sandy desert is characterized
by large radiant input and output. Except for dust the desert atmosphere
is usually very clear because water vapour content is low, and cloud is
generally absent. As a result it is quite common for 80% of the
extraterrestrial short-wave radiation to reach the desert surface.
Combined with the fact that the Sun is often close to the zenith in the
sub-tropics, this produces very strong solar input (K1). However, the
impact of Ky is somewhat ameliorated by the fact that most sandy deserts
have relatively high albedos (Table 1.1, p. 12) so that the short-wave loss
(k) is also considerable. Mainly as a result of ‘soil’ factors, however, the
desert surface does become very hot. (p. 82), and hence the output of
long-wave radiation (Z)) is also great. As a result of the large reflection
and emission the net radiation (Q*) absorbed by a desert is really not as
large as might at first be anticipated. For example in the tropical desert
example given in Figure 3.1 the maximum midday value of Q* is
approximately 600 W m-=2 in mid-summer. This is only slightly greater
than the values for mid-latitude grass and crops (see Figures 1.9, 4.13),
less than mid-latitude soil (Figure 1.10a) and coniferous forests (Figures
4.20, 4.21) in the same season, and less than the value for a mid-latitude
water surface (Figure 3.11) in late summer. Despite their smaller solar
radiation input these latter surfaces are able to retain a greater proportion
because of their lower albedos and cooler surface temperatures. The
nocturnal net radiation (Z*) in a desert is strongly negative because the
clear skies and dry air keep the atmospheric ‘window’ open.

All of the available radiant energy in a desert must be dissipated as
sensible heat (i.e. to warm the air or the soil) because evaporation is almost
negligible. The majority of the daytime radiative surplus is carried into the
atmosphere by turbulence (Qy). In fact during the full 24 h period in Figure
3.1, Qy consumed about 90% of Q* leaving only 10% to heat the soil (Qg)
because evaporation was considered negligible.

On an hourly basis the sub-surface heat flux density is very much more
significant in the balance. In the early morning, and throughout the night,
Qg is the most important means of offsetting the radiative imbalance at the
surface. These are times when winds are light and turbulent transfer is
relatively restricted. In the late morning and afternoon atmospheric instability
and the associated increase in wind speed combine to pump the excess
surface heat up into the atmosphere. It is these changing roles of conduction
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Figure 3.2 Temperatures in the air, at the surface and at two
depths in a sand dune of the Central Sahara desert in mid-August
(after Peel, 1974).

versus convection that explains the asymmetric shape of the Qg and Qy
curves relative to that of O* (Figure 3.1).

In a desert it is to be expected that Qg will diminish rapidly with depth
because dry soil and sand have low diffusivities (Table 2.1). By day this
leads to strong heat flux convergence (Figure 2.1a, p. 35) in a thin near-
surface layer and therefore very strong surface heating. Conversely at night
this layer is the site of heat flux divergence (Figure 2.1b) and strong surface
cooling. Deeper layers are not involved in significant energy exchange
with the surface because of this poorly transmitting ‘buffer’ layer, and hence
show relatively little temperature change.

(b) Climate

As a result of the lack of moisture, and the concentration of heat in the
uppermost sand layer, the daytime surface temperature of a desert is high.
In the case of the sand dune in Figure 3.2 the surface temperature at midday
is 64°C. Only 0-3 m beneath the surface the temperature is 26°C lower and
there is very little daily variation despite a 37°C range at the surface. Even
on a dry sandy beach in the mid-latitudes surface temperatures can be too
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hot for walking with bare feet. Notice also that in the intertidal zone of a
beach, where water is available, evaporative cooling greatly reduces the
surface temperature. Both immediately above and beneath the surface,
temperatures drop sharply, producing very steep lapse rates. At 2 m above
the surface of the desert site where the data in Figure 3.1 were observed,
the air temperature was almost 30°C below that at the surface at midday. In
southern Arabia Griffiths (1966) reports having measured a difference of
27°C in the lowest 50 mm over a sandy desert. This is equivalent to an
environmental lapse rate that is 55,000 times greater than the dry adiabatic
rate! Therefore the lower atmosphere over a desert is convectively very
unstable (Chapter 2, p. 52).

Such conditions lead to the development of special instability phenomena
such as miniature whirlwinds known as ‘dust devils’, and a whole range of
unusual optical effects. These include the ‘shimmering’ of objects viewed
through the lower atmosphere, and the well-known mirage, both of which
are due to the refraction of light as it passes through media of different
density. Shimmering is caused by multiple refraction of light as it passes
from the object through a field of vertically-arranged filaments of air of
differing density. A mirage is caused by the refraction of light from the sky
as it passes through the horizontal temperature (density) stratification of
the lower atmosphere, and the amount of bending depends on the lapse
rate.

The nocturnal temperature profile over and beneath the surface of a
desert is similar to that above bare soil (Figure 2.2, p. 38). As the surface
cools an inversion develops and the lower layers become stable. The
relatively unrestricted radiative cooling often causes temperatures to drop
markedly, and in terms of human comfort the desert may be a distinctly
cold environment at night.

Thus another important feature of deserts is their large diurnal range of
temperature. At weather screen height (1-5 m) the diurnal range is commonly
40°C, and has been found to be as great as 56°C at Tucson, Arizona. At the
ground surface the range may even approach 80°C. Plants and animals able
to survive such extreme thermal shifts usually exhibit physiologic or
behavioural adaptations (Chapter 6). Humans feel over-heated by day and
chilly at night.

There is little to be said about the humidity profile except that it is
characterized by low absolute moisture content, is far from saturation and
has a very weak lapse rate on most occasions.

The strong diurnal shift in stability gives rise to a pronounced and regular
diurnal pattern of wind speeds as explained in Chapter 2 (p. 75) and
illustrated in Figure 3.1. The strong daytime convection of deserts allows
the higher momentum possessed by faster moving upper air layers to be
brought down and mixed into the surface layer resulting in higher wind
speeds. Conversely, at night stability weakens this transport of momentum,
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and the surface layer becomes partially decoupled from upper layers, and
winds near the ground subside.

Daytime desert winds are often strong enough to cause dust and sand
particles to become airborne. This leads to problems of erosion, visibility
reduction and deposition. The removal of soil fines leaves only the coarser
less fertile materials. It also leads to scouring and undermining of railway
sleepers, road beds and telegraph poles. Materials in suspension produce
damaging abrasion centred 0-2 to 0-25 m above the surface. Maximum abrasion
is found at this height because it represents the optimum combination between
the competing influences of increasing wind speed but decreasing
concentration of materials with height. The action results in sand-blasting
erosion of poles, paintwork, vegetation and up-standing rocks. The subsequent
re-deposition of dust can bury plants, contaminate food and water, sully
housing and create considerable discomfort for humans and other animals.
Sand dunes migrate across transport routes and invade settlements.

2 SNOW AND ICE

(a) Radiation budget

Radiatively, snow and ice surfaces are very much more complex than the
surfaces we have considered previously. One of the most important
differences is that snow and ice both allow some transmission of short-
wave radiation. This means that the short-wave radiation incident at any
depth can be transmitted, reflected or absorbed according to equation (1.6):

W+o+i=1

and that radiation absorption occurs within a volume rather than at a plane.
This is another example of flux convergence (Figure 2.1a, p. 35) because
the short-wave radiation incident at the surface (Kd,) is greater than that
found at any depth below.

The decay of the flux with distance into the snow or ice follows an
exponential curve (Figure 3.3) so that the amount of short-wave radiation
reaching any depth z is given by:

K\LZ=K~L0€':‘Z (31)

where Kl .—short-wave radiation incident at depth z, e—base of natural
logarithms, a—extinction coefficient (m-1). Equation 3.1 is known as Beer’s
Law and strictly is applicable only to the transmission of individual
wavelengths in a homogeneous medium, but it has been used with success
for fairly wide wave-bands (especially the short-wave) in meteorological
applications. The extinction coefficient depends on the nature of the



Climates of simple non-vegetated surfaces 85

Air Ki,

. ¢
——

Snow /'&/

ve | /7 77 topem

[

[ A

'/

/

[J

HEIGHT

Glacier ice

0
ENERGY FLUX DENSITY (K{,)

Figure 3.3 Typical profiles of solar radiation within snow and ice
illustrating the exponential attenuation with depth (after Geiger,

1965).

transmitting medium, and the wavelength of the radiation. It is greater for
snow than for ice and hence the depth of penetration is greater in ice
(Figure 3.3). The depth of short-wave penetration can be as great as 1 m in
snow, and 10 m in ice. The exponential form of the depletion means that
absorption is greatest near the surface and tails off at lower depths.

The internal transmission of radiation through snow and ice gives
problems in formulating the surface balance and in observation. For example,
measurements of reflected short-wave from an instrument mounted above
the surface include both surface and sub-surface reflection. The albedo
calculated from such measurements is therefore a volume not a surface
value. Consider also the practical problem of an instrument buried within
snow or ice to measure the temperature, or heat flow at depth. Such a body
is likely to absorb transmitted radiation causing it to warm up and become
an anomalous thermal feature. It therefore records its own response and
not that of the surrounding environment.

One of the most important characteristics of snow and ice is their high
albedo (a, see Table 1.1, p. 12). Their rejection of such a large proportion
of Kl is of primary importance in their overall low energy status. The
introduction of even a thin snow cover over the landscape has dramatic
effects. In a matter of a few hours a natural landscape can experience a
change in albedo from approximately 0-25 to perhaps 0-80. Thereafter a
declines as the snow pack ages (becomes compacted, and soiled), but with
a fresh snowfall it rapidly increases again.
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The albedo of most natural surfaces exhibits a diurnal variation with
high values in the early morning and evening and a minimum near midday.
Indeed when « is plotted on a graph against the solar zenith (or altitude)
angle a clear exponential relation emerges (see Figures 3.12 or 4.14). Such
behaviour suggests specular (mirror-like) rather than diffuse reflection. This
is further supported by the facts that the curve is best displayed on days
when beams rather than diffuse radiation is prevalent, and over relatively
smooth rather than rough surfaces. (For further detail see Appendix Al, p.
356.) In the case of ice and snow this variation may also be due to physical
changes in the state of the surface especially if conditions are conducive to
surface melting. In the early morning and evening the surface is frozen and
this, combined with the high zenith angle of the Sun, gives a relatively high
albedo. In the afternoon even a thin film of meltwater on the surface serves
to reduce o to a value closer to that of water (Table 1.1). It should also be
noted that the albedo of snow varies with wavelength, being highest for
the shortest wavelengths and decreasing to quite low values in the near
infra-red. This is almost the reverse of the case for soil and vegetation
surfaces.

The wavelength dependence of the albedo of snow helps to explain the
ease with which skin becomes sunburnt especially on sunny days on snow-
covered mountains. The human skin is very sensitive to ultra-violet light,
with a peak sensitivity at about 0-295 wm (Figure 3.4). Comparison of the
sensitivity spectrum with the typical short-wave radiation distribution at a
mountain station (Figure 3.4) shows that the potential for sunburn stretches
from 0295 to 0-3300 wm, with a peak at about 0-3075 wm. The lower limit
is governed by the almost total absorption of these wavelengths by ozone
in the high atmosphere (Figure 1.6). With a fresh snow cover the receipt of
potentially burning ultra-violet radiation by exposed skin is almost doubled,
because in addition to that received from the incoming beam there is a very
significant proportion received after surface reflection (due to the high
value of o at these short wavelengths). The upward flux is responsible for
sunburn on earlobes, throat and within nostrils, areas which are sensitive
and normally in shade. Suntan oil is useful in protecting the skin by increasing
its albedo, and by providing a layer of pigment able to absorb ultra-violet
radiation.

In the long-wave portion of the spectrum, ice and snow (and especially
fresh snow) are almost full radiators. However, although their emissivity is
high the absolute magnitude of LT is usually relatively small because 7, is
low. One helpful simplification occurs if the surface is melting. Then 7j is
set at 0°C (273-2 K) and if it is assumed that e=1:0 the value of LT is
constant at 316 Wm-2 (i.e. substitution of 7; in equation 1.3). Since clouds
are also close to being full radiators the net long-wave exchange (1*) between
a fresh snowpack and a complete overcast is simply a function of their
respective temperatures (i.e. L* = L] = LT = oT? -1} where T.—
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1969).

cloud-base temperature). Should the cloud-base be warmer than the snow
surface there will actually be a positive Z* budget at the snow surface. With
clear skies L* is almost always negative as with other surfaces.

In general it may be said that the daytime net radiation surplus (Q*) of
snow and ice is small by camparison with most other natural surfaces.
This is directly attributable to the high surface albedo. In the case of the
Antarctic early summer budget shown in Figure 3.5 the surface albedo is
0-80. This results in so little short-wave radiation absorption that when it
is combined with a net long-wave loss, that is quite similar to other
environments, the midday net all-wave radiation is less than 10% of the
incoming solar radiation. Indeed even though the daylength at this high
latitude is about 21 h, the total daily net radiation is negative
(approximately -1-0 MJm-2d-1).

(b) Energy and water balance

The energy balance of snow is complicated not only by the penetration of
short-wave radiation into the pack but also by internal water movement,
and phase changes. Water movement inside a snowpack may be due to the
percolation of rainfall, or of meltwater. If the water temperature is significantly
different to that of deeper layers it will involve heat as well as mass transport.
In the case of rain percolation, this represents an additional heat source for
the pack; in the case of meltwater it merely involves an internal re-distribution
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Figure 3.5 Variation of the radiation budget components over snow at Mizuho
Station, Antarctica (70°S), on 13 November 1979 (after Yamanouchi et al., 1981).

of heat. Phase changes of water within the pack (e.g. freezing, melting,
sublimation, evaporation or condensation) involve energy uptake or release
at that location. For example, if rainwater percolating through the pack
freezes it will release latent heat of fusion which is available to warm the
surrounding snow.

All of these features make it difficult to formulate an accurate surface
energy or water balance for snow or ice. A better approach is to consider a
volume balance and to treat all fluxes as equivalent flows through the sides
of the volume. If we ignore horizontal energy transfers and define the
volume as extending from the surface to a depth where there is no significant
vertical heat flux (Figure 3.6a, b) then equation 2.1 becomes:

Q*=0y+Op+AQs+AQy (3.2)

The net heat storage term (AQs) then represents the convergence or
divergence of sensible heat fluxes within the volume. Noting the problems
expressed earlier, this term includes internal energy gains or losses due to
variations of radiation, and heat conduction. Phase changes of water in the
snow or ice volume are accounted for by AQ, which is the latent heat
storage change due to melting or freezing. Equation 3.2 can also include a
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(a) Q* q, (b) Qg Q* Q4 Q¢

Store : AQq

Figure 3.6 Schematic depiction of the fluxes involved in the (a, b)
energy and (¢) water balances of a snowpack volume. The energy
balances are for (a) a ‘cold’ or frozen pack and, (b) a ‘wet’ or
melting pack.

soil heat flux density (Qg) if the snow layer is thin and there is significant
heat exchange across the base of the pack.

The energy balance of a snow volume depends upon whether it is a
‘cold’ (less than 0°C) or a ‘wet’ (0°C, often isothermal) pack.

Let us consider the case of a ‘cold’ snowpack typical of high latitudes in
winter with little or no solar input. Under these conditions Qr and AQ, are
likely to be negligible because there is no liquid water for evaporation,
little atmospheric vapour for condensation or sublimation, and both the
precipitation and the contents of the snowpack all remain in the solid
phase. Similarly heat conduction within the snow will be very small because
of the very low conductivity of snow (Table 2.1, p. 44) and the lack of any
solar heating, so AQs and Q. are also negligible. As a result the energy
balance (Figure 3.6a) is basically between a net radiative sink (Q*) and a
convective sensible heat source (Qy). The radiation budget is negative
because it is dominated by long-wave exchanges, and the outgoing flux
) is readily able to escape through the atmospheric ‘window’ (if there is
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no cloud) because of the lack of atmospheric water vapour and other
absorbing agents (e.g. pollutants). A radiative inversion exists because of
the surface cooling, hence any mixing acts to transfer heat from the
atmosphere to the snow surface.

It is also possible to find ‘cold’ snowpacks where O* and Q; are significant
energy sources. For example, on a summer day the snow cover on a high
latitude ice cap or glacier may be in receipt of considerable amounts of
radiation. This will result in radiation absorption in the upper layers and
generate a heating wave which will be transmitted downwards by
conduction, so that AQs becomes significant over short periods. Taken overall,
however, these gains are not sufficient to raise temperatures above 0°C. In
cloudy, moist areas it is possible that a ‘cold’ snowpack can receive energy
via Q. With the surface temperature below 0°C vapour may sublimate
directly onto the surface as hoar frost or rime. In these circumstances we
may modify equation 1.21 to read:

Qp=LsE 3.3

where LiE—the latent heat released due to the sublimation of vapour onto
the surface at the rate E. On mountain tops where the water distribution
within the cloud is essentially uniform with height the amount of rime
accretion is related to the rate of vapour supply. This is a simple function of
the wind speed profile, therefore with a steady wind the ice loading on an
object increases with height (cf. Figure 2.10, p. 55), and is greater in the
windward direction. A careful survey of rime accretion on trees, poles, etc.
following such events can be very helpful in discovering local airflow patterns
across the landscape and around obstacles.

With a ‘wet’ snowpack during the melt period the surface temperature
will be held very close to 0°C but the air temperature may be above freezing.
Precipitation may then be as rain and the energy balance (Figure 3.6b)
becomes:

Q*+QR=QH+QE+DQS+DQM 3.4

where Qr—heat supplied by rain with a temperature greater than the
snow. In some mid-latitude locations Qi can be a significant energy source
for melt, especially where the area is open to storms originating over warm
oceans. Some melting snowpacks are isothermal throughout a deep layer,
others have a temperature stratification similar to that in a soil. In the
former, by definition, heat transfer is zero, but in the latter percolating rain
and meltwater, and its subsequent re-freezing, are the primary means of
heat transfer (i.e. conduction is small). During active melting both
radiation (Q*) and convection (Qu+Qg) act as energy sources (Figure 3.6b)
to support the change of phase (ice to water). The temperature of the
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snow changes very little in this process; therefore the large change of
energy storage is due to latent rather than sensible heat uptake, i.e. AQy
rather than AQ.

The role of Q; for ‘wet’ snow is interesting. The surface vapour pressure
of a melting ice or snow surface is of course the saturation value (e*) at 0°C
which equals 611 Pa (Figure 2.15 and Table A3.2, p. 394). In absolute terms
this is a low value and it is very common to find that the warmer air above
the surface has a greater vapour pressure. Therefore an air-to-surface vapour
pressure gradient exists, so that turbulence results in a downwards flux of
moisture, and condensation on the surface. Since at 0°C the latent heat of
vaporization (Z,) released upon condensation is 7-5 times larger than the
latent heat of fusion (Zp required for melting water (Appendix A3, p. 393),
for every 1 g of water condensed sufficient energy is supplied to melt a
further 7.5 g. Under these conditions Q is an important energy source. Of
course should the air be drier than 611 Pa the vapour gradient would be
reversed, evaporation would occur and Q; would be an energy sink in the
balance.

An example of the energy balance of a melting snow cover from the
Canadian Prairies in Spring is given in Figure 3.7. The primary source of
energy for the melt is the net radiation, but notice that the scale on this
graph is exaggerated compared to others we have considered. At midday
Q" is only about 150 Wm-2 because the snow albedo was about 0-65. There
is a small input of sensible heat by turbulent transfer throughout the day.
This is because the airmass was slightly warmer than the snow surface. The
advection of warm air by weather systems, or from upwind bare surfaces,
can greatly enhance the role of this source in melting. On other occasions,
when the air is cooler than the surface, Qy is a small sink for heat together
with Qg. In Figure 3.7 heat conduction into the soil is not large enough to
warrant inclusion.

Prior to noon the heat input to the pack is almost entirely put into
storage, AQ;. This is used to raise the snow temperature from its overnight
value to the freezing point and then to change the proportions of ice and
water in the pack. The melt peaks in the afternoon period and then
declines as the pack cools again. The decline is retarded somewhat by the
release of latent heat of fusion (Zp) as the upper layers re-freeze. The direct
association between the energy and water balances of the snow cover are
explicit here. In fact the values of AQ, were calculated by measuring the
meltwater runoff rate per unit area, Ar. Thence by extension of equation
1.22 (p. 32):

AQM=LfAV

if Ar has the units kgm-2s-1. If Aris measured in the more familiar hydrologic
units (mmh-! or mmday-1):
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Figure 3.7 Energy balance components for a melting snow cover at Bad Lake,
Saskatchewan (51°N) on 10 April 1974 (modified after Granger and Male, 1978).
The following table gives the associated daily energy totals (MJm2day™).

Energy balance Derived terms

o 2-02 Qu —0-84 E 0-028 mm
AQy 297 Q: -0-07 Ar 892 mm?
AQs ~0-11 Qc 0-11

t Calculated using a snow density of 288 kg m™.

Ar _ AQy
At prf

An error in the timing of AQy is introduced in this procedure because of
the lag between the melt process and the emergence of meltwater runoff at
the base of the pack.

The summary shown in the table accompanying Figure 3.7 shows that
radiation was responsible for about 68% of the melt and convection (Qy
+Qp) for about 31%. Although small on an hourly basis the role of Qy is
significant over a complete day because, unlike O, it did not change sign.

Figure 3.8 gives the results of an energy balance study over a mid-
latitude alpine glacier during an almost cloudless day in the summer melt
period. The surface of the glacier is soiled with morainic materials, there
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Figure 3.8 Energy balance components for the surface of a melting glacier at
Peyto Glacier, Alberta (51°N) on 29 August 1971 (data after Munro, 1975). The
following table gives daily energy totals (MJm~“day™).

Radiation budget Enetgy balance Derived terms
K| 214 Oy -3-7 af 025
K1 53 Qr 09 g 411
K* 162 AOyT 16:0

L] 22-4 E(mm)—0-4
Lt 273 Ar{mm}48.0
L* —4-8

Q" 114

i Assumed to be used in melting ice. Obtained by residual in equation 3.2.
+ Dimensionless.

fore the albedo is relatively low and the net radiation is large. Throughout
the period both the air temperature and vapour pressure gradients
remained inverted. Thus the surface was continually in receipt of sensible
and latent heat from the atmosphere. At night the combined convective
transfer (Qu+Qr) was sufficient to allow the net radiant emission to be
offset or surpassed and therefore was able to support a small amount of
ice melt. By day the convective gain supplemented that from radiation
and permitted an augmented rate of melting (AQ,). Changes of
temperature, and therefore AQs, were negligible. Over the complete day
the convective supply provided 29% of the total energy used in the melt
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(23% Qy, 6% Qp), and the remaining 71% came from net radiation
absorption. This ranking of heat sources during the melt season agrees
with the review by Paterson (1969) of 32 glacier energy balance studies. It
also applies to snow melt over other open surfaces (e.g. tundra and
prairie sites), but in forested areas the trees are efficient absorbers of
short-wave radiation and act as sources of sensible heat and long-wave
radiation for the surrounding snow (p. 147).

The water balance of a snow or ice volume with its upper side at the
snow or ice/air interface, and with its lower side at the depth of negligible
water percolation (Figure 3.5¢) is given by:

DS=p-E+Dr (3.5)

Hence the net change of mass storage (AS) is due to the precipitation input
(snow or rainfall); the net turbulent exchange with the atmosphere (input
as condensation and sublimation, or output as evaporation and sublimation);
and the net surface and sub-surface horizontal exchange (surface snow
drifting and meltwater flow or sub-surface meltwater throughflow). In the
simple case, AS can be related to snow depth so that it increases after a
storm, and decreases as a result of melting. However, depth changes can
also be due to an increase in snow density (i.e. a decrease in volume with
no change in mass). Density changes are a feature of snow ageing and
could be due to simple compaction, re-freezing and metamorphism of ice
crystals. Therefore, rather than snow depth it is more pertinent to measure
AS in terms of an equivalent depth of water (i.e. the depth of water obtained
by melting unit volume of the ice or snow, or weighing a snow core of
known cross-sectional area). As mentioned this conversion will vary with
density but as an approximate rule-of-thumb 100 mm of snow is equivalent
to 10 mm of water. It is then an easy task to convert the water equivalent to
the energy required to evaporate or melt this depth of water using the
appropriate latent heat (p. 28).

For the case of Bad Lake (Figure 3.7) the latent heat flux (Qp) is
equivalent to an evaporation (E) of 0-03 mm of water over the day. The
water equivalent of the melt was almost 9 mm, so with the snow density
of 288 kgm- this should have produced a snow lowering of about 30
mm. For the Peyto Glacier (Figure 3.8) the corresponding melt is 48 mm
and this would have been slightly offset by a 0-4 mm addition of mass
due to E.

(c) Climate

The sub-surface temperature profiles typical of a deep snow pack are unlike
those of soil (Figure 3.9), because of the occurrence of a temperature
maximum just beneath the surface. This feature is a result of the fact that by



Climates of simple non-vegetated surfaces 95

TEMPERATURE (°C)

-22 -20 -18 -16 -14

DEPTH (m)

0.6 1 1 ! 1 i

Figure 3.9 Diurnal sequence of snow temperature
profiles from Devon Island ice cap (after Holmgren,
1971).

day radiative heat transfer dominates over heat conduction in the upper 0-5
m of snow, and the upper 5 m in ice (Schwerdtfeger and Weller, 1967), and
also because short-wave radiation is transmitted very much more readily
than long-wave radiation in these media. If we ignore conduction the pattern
of energy gain/loss by the upper layers of the snow pack is given by the
vertical profile of Q* as illustrated in Figure 3.10. The radiative input (both
short- and long-wave) to the pack from above is absorbed in general accord
with Beer’s Law (equation 3.1, p. 84). The long-wave portion is relatively
quickly absorbed, but short-wave penetrates to much greater depths. The
radiative loss consists of short-wave reflection, and that long-wave emission
able to escape to the atmosphere. The strong absorptivity of snow in the
infra-red only allows this loss to occur from a thin surface layer. Therefore
the net radiation at any depth (Q?,, the difference between these gains and
losses) shows a maximum absorption just below the surface during the
day. This level, and not the snow surface, is the site of maximum heating,
and therefore has the highest temperature (Figure 3.9). If O* dominates the
melt at a site it is therefore most effective below the surface and this accounts
for the ‘loose’ or ‘hollow’ character of the surface of a melting snowpack. At
night with only long-wave radiative exchange the active surface is at, or
very near, the actual surface. The lowest nocturnal temperatures occur at
the snow surface, and the daytime sub-surface temperature maximum
migrates downward by conduction.

As was mentioned previously buried instruments may become anomlously
warm (compared with the snow or ice at the same depth) because their
opacity and low albedo dictate that they preferentially absorb short-wave



96 Boundary Layer Climates

Air

% S p————

HEIGHT

Loss 0 Gain

RADIANT ENERGY FLUX DENSITY

Figure 3.10 Vertical variation of radiative loss and gain, and the resulting
profile of net all-wave radiation (Q*,), in the upper layer of a snowpack.

radiation reaching that depth. All buried objects will act in this way, and
some of the most common include stones, twigs, leaves, dirt layers, and the
bases of trees or fences. The radiant heating of these objects may be sufficient
to melt the overlying or surrounding snow. This gives rise to micro-relief
features such as melt-holes corresponding to the shape of the object. If the
snow cover is less than 0-15 m deep, absorption by the underlying surface
(e.g. soil) may become significant in helping to melt the layer from below.

The very low conductivity and diffusivity of snow (especially when fresh)
makes it an effective insulating cover for the ground beneath. This is
especially true at night when radiative exchange is concentrated in the
surface layer of the snow. Then as little as 0-1 m of fresh snow will insulate
the ground from snow surface temperature changes, and thereby help to
conserve soil heat. Figure 3.11 shows an example where even though snow
surface temperatures dropped by 10°C during the night the soil surface
temperature only changed by about 1°C. However, not only did the snow
protect the soil by moving the ‘active’ surface upwards, but it also conserved
the latent heat released in the soil. Notice that through the upper 0-3 m of
the soil the temperature was very close to 0°C. All the way down to the
lower limit of this almost isothermal layer (the ‘frost line”) pore water was
very close to becoming frozen. However, when freezing occurred heat (L)
was released, thereby warming the surrounding area, and tending to slow
down the freezing process. Thus until all the water changed to ice there
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Figure 3.11 Sequence of nocturnal temperatures in a fresh snow
cover and the underlying soil at Hamilton, Ontario (data from Oke
and Hannell, 1966).

was a self-equilibrating process which kept temperatures hovering near
0°C. Therefore the presence of a snow cover serves to trap the latent heat
released in a soil and to prevent, or at least delay, soil freezing compared
with a snow-free site (p. 235).

In many locations farmers are keen to retain a deep snow cover over
their land during the winter and early spring for three reasons. First, the
snow minimizes frost penetration (Figure 7.4) and thus hastens spring warm-
up ready for seed germination. Second, snow meltwater may be a significant
source of soil moisture. Third, the snow cover may provide thermal protection
for early seedlings. Plants within snow are in a conservative if cool
environment, but if portions protrude above the surface they are open both
to a wider range of temperature fluctuations, and to abrasion by blowing
snow and ice pellets. A particularly harmful situation occurs when the root
zone is frozen but the exposed shoots are warmed by the Sun. If transpiration
occurs the plant is unable to replace plant water losses via its root system
and it dies from dessication.

At night the poor diffusivity of snow results in fast surface cooling and
the development of intense inversions based at the surface. Over snow-
covered surfaces at high latitudes winter radiative cooling is almost
continuous which leads to semi-permanent inversion structures. In these
circumstances it is not uncommon to encounter a temperature increase of
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20°C in the first 20 m above the surface. These inversions are not usually
destroyed by convective heating generated at the surface. Their
breakdown is due to mechanical mixing induced by an increase in wind
speed. Any increase in turbulence results in an enhanced transfer of
sensible heat towards the surface from the relatively warmer air above.
This accounts for areas of relative warmth observed to occur downwind
of isolated obstacles, or zones of increased roughness such as clumps of
vegetation, buildings, etc.

In absolute terms the amount of water vapour in air over extensive
snow-covered surfaces is very small. This is due to the lack of local moisture
sources (if the surface temperature is below freezing), and to the low
saturation vapour pressure of cool or cold air (Figure 2.15, p. 65). However,
even if the surface is melting the surface cannot exceed a saturation vapour
pressure of 611 Pa, therefore a strong evaporative gradient cannot develop
unless the air is exceptionally dry.

Because of their smoothness, open snow surfaces can be characterized
by high wind speeds. Some remarks regarding the resulting transport and
re-deposition of snow as drifts and the influence of topography and obstacles
on snow depth are given in Chapter 7 (p. 248).

Avalanches form on slopes when stresses in the snow overcome its
strength, resulting in failure. The strength of snow depends upon its
temperature and density. Temperature is especially critical: shear strength
decreases as temperatures rise towards 0°C. Stresses are increased by
overloading caused by additional falls of snow or rain or the weight of a
skier. Failure commonly occurs at breaks of slope or down-slope of
protrusions (rocks, trees, etc.). Weakness at depth can cause large slabs to
slide downhill.

3 WATER

The thermal and dynamic properties of water bodies (oceans, seas, lakes,
etc.) makes them very important stores and transporters of energy and
mass. The exchanges occurring at the air/water interface are, however,
complicated by the fact that water is a fluid. This means that heat transfer
within water is possible not only by conduction and radiation, but also by
convection and advection. As in the atmosphere these modes of transfer
greatly facilitate heat transport and mixing, and thereby allow heat gains or
losses to be spread throughout a large volume. Although water is not
compressible like air, it can be deformed, giving surface waves.

(a) Radiation budget

Short-wave radiation can be transmitted within water, and its variation
with depth is well approximated by Beer’s law (equation 3.1), with the
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extinction coefficient dependent upon both the nature of the water and
the wavelength of the radiation. It depends upon the chemical make-up,
plankton growth, and turbidity (amount of suspended material) of the
water, and increases with wavelength towards the infra-red. This spectral
dependence was noted in the case of snow and ice and is in accord with
the absorptivity spectrum of water vapour and cloud noted in Chapter 1
(see Figure 1.6 and discussion).

Obviously the more absorbing substances there are in the water the
greater is the extinction coefficient, and the less the penetration. In most
water bodies short-wave radiation is restricted to the uppermost 10 m, but
in some very clear tropical waters it has been observed to reach 700 to
1000 m. The different colours of lakes (especially blue and green
combinations) are a result of different values of the extinction coefficient in
the visible portion of the electromagnetic spectrum, which in turn are a
result of differences in lake water composition.

The albedo (o) of a water surface, like that of snow, is not constant. In
particular it depends upon the angle at which the direct beam (S) strikes
the surface (Table 1.1, p. 12, and Figure 3.12). With cloudless skies and the
Sun at least 30° above the horizon, water is one of the most effective
absorbing surfaces (a=0-03 to 0-10), but at lower solar altitudes its reflectivity
increases sharply. When the Sun is close to the horizon near sunrise and
sunset the reflection is mirror-like, and this accounts for the dazzling effect
at these times. Under cloudy skies the diffuse solar radiation (D) forms a
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Figure 3.12 Relation between solar altitude and the albedo
of lake water for clear and cloudy days over Lake Ontario
(after Nunez et al., 1972).
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larger proportion of the incoming solar radiation (K{), and the effect of
solar altitude is considerably dampened (Figure 3.12). The altitude
dependence is also modified by the roughness of the water surface. With a
roughened surface (waves) and high solar altitudes there is a greater
probability that the incident beam will hit a sloping rather than a horizontal
surface, thereby tending to increase a; whereas at low altitudes instead of
grazing the surface the beam is likely to encounter a wave slope at a local
angle which is more conducive to absorption, thereby decreasing a in
comparison with smooth water. In all cases the albedo includes reflection
from within the water as well as from the surface.

Long-wave radiation from the atmosphere (Z) is almost completely
absorbed at a water surface with no significant reflection or transmission.
The outgoing long-wave flux (ZT) from a large water body is distinguished
from that of most other natural surfaces by being virtually constant through
the day. This is due to the very small diurnal range of surface water
temperature (see Figure 3.16 and discussion).

Figure 3.13 presents results from one of the few studies over a water
body in which almost all of the radiation budget components were measured.
The observations were taken on an almost cloudless day, from a tower in
Lake Ontario. The following general features emerge:

(1) The extra-terrestrial solar input, Kg, (computed not observed) describes
a smooth symmetrical curve with a peak input at solar noon of slightly
less than 1200 Wm-2. This is less than the value of the solar constant
(1367 Wm-2) because of the date and the latitude of the site. These
factors determine that at solar noon the Sun is still 33-5° from the
zenith (i.e. solar altitude=56-5°).

(i) The surface receipt of short-wave (K1) follows the same pattern as
Kg, but atmospheric attenuation (absorption, scattering and
reflection) reduces the flux by about one-third. Of the receipt, 25—
30% is as diffuse (D) and the remainder as direct-beam (§) (not
plotted) at midday. This proportion increases to as high as 75% at
lower solar altitudes due to the increased path length through the
atmosphere.

(iii) The reflected short-wave radiation (KT) is relatively small due to the
very low albedo of water (daily average a=0-07, for diurnal variation
at the same site see Figure 3.12). The diurnal course of the net short-
wave radiation (K*) is not plotted on Figure 3.13, but would obviously
describe a curve equivalent to about 93 % of K.

(iv) Both of the long-wave fluxes are relatively constant with time due
to the small diurnal temperature variation of lake surface and bulk
air temperatures, respectively. Consequently the net long-wave
balance (Z*) shows an almost constant energy loss throughout the
period.
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Figure 3.13 Variation of the radiation budget components for Lake
Ontario near Grimsby, Ontario (43°N) on 28 August 1969, with
cloudless skies (after Davies et al., 1970). The following table gives
the associated daily energy totals (MJm-2day-1).

Short-wave Long-wave All-wave Derived term
Kiex 342 Ll 30-7 Q152 o 0-07
K{ 220 Lt 359

S 14-4 L+ =52

D 76

Kt 16

K* 20-4

T Dimensionless,

(v) The net all-wave budget (Q*) is dominated by K* by day, and of
course is equal to L* at night. The daytime budget is notable for its
high energy absorption values. At midday Q* is almost 700 Wm™? due
both to the low surface albedo (high K*) and the relatively low surface
temperature (low L*).

In summary we may note that water surfaces are excellent absorbers of
radiation, and that short-wave absorption occurs within a considerable
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volume. The convergence of the net radiative flux in the upper water layers
leads to warming, but observed temperature variations are slight for the
reasons outlined on pp. 106-7.

(b) Energy balance

The energy balance of the surface layer of a water body (ocean, lake, pond
or puddle) extending to a depth where there is no vertical heat transfer is
given by:

Q=0+ Qs +tDOs+DO, (3.6

where AQs—change of heat storage in the layer, AQ,—net horizontal heat
transfer due to water currents. The schematic heat balance (Figure 3.14)
shows that AQ, is a form of horizontal heat flux convergence or divergence.
If the water depth is small it is possible that net heat transfer by rainfall (Qy)
could be significant and should also be added to equation 3.6.

On an annual basis for large water bodies AQs can be assumed
negligible (i.e. zero net heat storage). The energy balances of the major
oceans are then as given in Table 3.1 which strikingly illustrates the
dominant role played by evaporation (Qg) as an energy sink for a water
body. On an annual basis approximately 90% of Q* is used to evaporate
water, and this leads to characteristically low Bowen ratio () values of
approximately 0-10.

The diurnal pattern of energy partitioning by water bodies is given in
Figure 3.15. The data in Figure 3.15a are from a shallow layer of water
typical of a flooded rice paddy field. In this case AQ, has been ignored,
but heat conduction into or out of the underlying soil (Qs) has been

o

Figure 3.14 Schematic depiction of the fluxes involved in the energy balance of a
water volume.
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Table 3.1 Component fluxes of the annual energy balance of the oceans. Data
are daily totals (MJm-2day-) (after Budyko, 1963).

Ocean Q* O Ou AQp B

(=Qn/ Q%)
Atlantic 9.4 8.2 1.0 0.3 0.12
Indian 9.7 8.8 0.8 0.1 0.09
Pacific 9.8 8.9 1.0 0 0.11
All oceans 9.4 8.5 1.0 0 0.11

included. Radiation absorption by the water is strong and it should be
noted that for large portions of the daytime more of this energy is being
used to heat the water (AQy), or is being conducted to the underlying
soil (Qg), than is being carried into the air by convection (Qu+Qp). It is
probable that Qs was principally due to absorption of short-wave
radiation transmitted through the shallow water layer. If the water were
deeper all of this energy would have been absorbed by the water
volume (i.e. entered water heat storage). In the late afternoon and at
night the water and soil become the most important heat sources for the
system. In fact the release of the stored daytime heat is sufficient not
only to offset the net long-wave radiative loss at the surface, but also to
support continued evaporation throughout the night. Integrated over the
complete day the sinks and sources would approximately balance. The
turbulent losses to the atmosphere are predominantly as latent rather
than sensible heat (by day B=0-20 to 0-25). The diurnal pattern of
turbulent heat loss shows a late afternoon peak. This probably coincides
with the time of maximum surface water temperature (and therefore of
surface saturation vapour pressure) and maximum vpd in the air (p. 64).
The resulting water-to-air vapour pressure difference would create a
strong evaporative demand by the air.

There are few studies of the diurnal energy balance over an ocean. The
results in Figure 3.15b are from a ship stationed in the tropical Atlantic
Ocean, and are average data for a ten-day period. The degree of detail is
less than that of the paddy field because the frequency of observation was
less. The net radiation data are based on measured short-wave values and
an estimated long-wave radiation term. The water heat storage change data
are calculated from measured temperature profile changes over time (see
Figure 3.16) in a manner similar to that outlined on p. 50 for calculating
evapotranspiration from profiles of soil moisture content. Initially it is
assumed that AQ, is negligible, and that all the energy input to the water is
contained in the uppermost 27 m layer. The latter assumption is based on
the almost zero diurnal range of water temperature at this depth (Figure
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Figure 3.15 Diurnal variation of the energy balance
components in and above (a) a shallow water layer on a clear
September day in Japan (after Yabuki, 1957), and (b) the
tropical Atlantic Ocean based on measurements from the ship
Discoverer in the period 20 June to 2 July 1969 (after Holland,
1971D).

3.16). The combined turbulent transport of sensible and latent heat to the
atmosphere (Qu+Qp) is then obtained as a residual in equation 3.6.

The diurnal pattern of energy exchange for the ocean is remarkably
similar to that of the paddy field. By day the primary energy sink is AQs, as
the radiant input is largely absorbed by the water layer leaving little for



Climates of simple non-vegetated surfaces 105

transport into the atmosphere until late afternoon. At night this energy
store becomes the source of energy (approximately 300 Wm-2) which
sustains an upward flow of heat to the atmosphere throughout the period.
The ocean therefore acts as a major heat sink by day, and a major heat
source at night.

On a daily basis the complete energy balance (as per equation 3.6) can
be obtained by including an estimated advective component (AQ,) and a
seasonal storage change (AQy) as given in Table 3.2. This again highlights
the dominance of Qg as an energy sink, especially relative to the role of Qy
(B-0-07). This leads to the situation where it is suggested that the
buoyancy of air in the lowest layers over tropical oceans is due more to
their moisture, rather than their sensible heat content. This arises because
the density of saturated air is less than that of dry air at the same
temperature.

Differences from the above pattern of energy partitioning could arise as
a result of localized advection by currents, or changes in air mass
characteristics. A dry air mass enhances the evaporation rate (because the
water-to-air humidity gradient is increased), and humid air suppresses it.
Similarly the introduction of a relatively cold air mass enhances Qy (because
it causes the water-to-air temperature profile to become more lapse, and
accordingly increases convective instability), whereas a warm one has a
dampening effect. Phillips (1972) reports an example of enhanced Qy over
Lake Ontario in January. At this time the lake water is considerably warmer
than the cold continental air traversing it. Climatological calculations show
that Qy may be as large as 20 MJm-=2day-! and since Q* is very small at this
time the energy output to the atmosphere must be derived from lake heat
storage (AQy).

(c) Climate

The thermal climate of a water body is remarkably conservative. This fact
is clearly demonstrated by the water temperature profiles given in Figure
3.16. These observations are from the same experiments used to describe
the diurnal energy balance of a tropical ocean. A discernible diurnal

,, .

Table 3.2 Component fluxes of Q 22:2 DanCd terms

the energy balance of the tropical On 12 B 0-07

Atlantic Ocean. Data are daily Qr 16-2 E {mm) 66

totals (MJm-2 day-1) based on data AQs 1.2 QE/QH 0-73
AQ, 36

from the ship Discoverer gathered
in the period from 20 June to 2 . .
July 1969 (after Holland, 1971). 1 Dimensionless.
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Figure 3.16 Diurnal sequence of ocean temperature
profiles for the tropical Atlantic Ocean from
measurements made in the period 20 June to 2 July
1969 (after Holland, 1971).

heating/cooling cycle is evident but the maximum diurnal temperature
range is only 0-275°C at the surface. On an annual basis the maximum
range of sea surface temperature is 8°C at latitude 40°, and at the Equator
it is only 2°C.

This presents a paradox; on the one hand, of all natural surfaces water
bodies are noted to be about the best absorbers of radiation, but on the
other, they exhibit very little thermal response. The lack of response can be
attributed to four characteristics:

() penetration — since water allows short-wave radiation transmission to
considerable depths (p. 99) energy absorption is diffused through a
large volume;

(i) mixing — the existence of convection and mass transport by fluid
motions also permits the heat gains/losses to be spread throughout a
large volume;

(iii) evaporation — unlimited water availability provides an efficient latent
heat sink, and evaporative cooling tends to destabilize the surface
layer and further enhance mixing (see below);
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(iv) thermal capacity — the thermal capacity of water is exceptionally large
such that it requires about three times as much heat to raise a unit
volume of water through the same temperature interval as most soils
(Table 2.1).

These properties contrast with those of land surfaces. As noted previously
it is not uncommon to find surface temperature ranges of at least 20°C for
soils, and this is almost two orders of magnitude greater than for water.
Shorelines therefore demarcate sharp discontinuities in surface thermal
climate, which leads to horizontal cross-shoreline interaction (Chapter 5).
Figure 5.4 (p. 164) vividly illustrates the difference in thermal climate between
land and water surfaces. It shows a surface temperature transect across a
prairie landscape including a lake and some ponds. Clearly by day the
water surfaces are very much cooler than the surrounding land. In addition
lake temperatures show much less spatial variability.

Figure 3.16 shows that the upper 30 m of the ocean is most active in
diurnal heat exchange. Below this depth temperatures decrease rapidly.
This zone is known as the thermocline and it divides the upper active
mixed layer from the more stable layer beneath.

In lakes the upper layer is called the epilimnion and the lower one the
bypolimnion. This division is important biologically because it tends to
stratify habitats for thermally sensitive aquatic organisms. During the
summer the epilimnion is warmer than the hypolimnion and species
preferring cool water stay at depth. In cold winter climates the changeover
occurs very rapidly due to the density characteristics of water. Pure water
reaches its maximum density at about 4°C (Table 2.1 and Appendix A3, p.
393). In the spring, if the surface water temperature is below this value any
warming serves to increase its density. Therefore warming of the surface
leads to instability, the surface water sinks, and convective mixing raises
the heat content of the upper layer relatively rapidly. After the surface has
warmed beyond 4°C further warming only increases stability and restricts
mixing (except by vigorous wave action) to the epilimnion. In the autumn,
surface cooling again increases density, and therefore instability, and the
epilimnion cools rapidly. It can also be seen that in the summer
evaporative cooling of the surface destabilizes the upper layer so that over-
turning brings warmer water to the surface and helps to maintain the
almost constant temperature situation described above. This is an example
of a negative feedback process.

Figure 3.17 shows the climatic characteristics of the atmosphere above
the tropical ocean at a location close to that of the experiments in Figures
3.15b and 3.16. The data are from three different instrument systems and
different time periods, and this accounts for the profile discontinuities, but
their slopes are believed to be representative. The air temperature is given
as potential temperature (6).
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Figure 3.17 Profiles of mean wind speed (&), potential
temperature (), and specific humidity () over the tropical
Atlantic Ocean. Profile discontinuities are due to different
observing systems and time periods (after Holland, 1972).
Note the use of a logarithmic height scale.

In the lowest 10 m the decrease of 8 and specific humidity (g=p,/p,), and
the increase of wind speed (@), all follow a straight line relationship with
height. Since the height scale is logarithmic this means that the profiles are
logarithmic also, and thus their form is in agreement with those over land
surfaces. The vertical differences are very small, especially in the 2-600 m
layer. This well-mixed layer, which constitutes the ocean boundary layer, is
capped by a strong subsidence inversion (p. 311) called the Trade Wind
inversion. Overall the characteristics of the boundary layer in Figure 3.17
are in excellent agreement with the schematic of Figure 2.18b (p. 72).

In the lowest layers of the atmosphere over tropical oceans the profiles
of 8 and g remain lapse throughout both day and night and the diurnal
range of both is very small. At higher latitudes with cold water the sign of
these profile may well be reversed. The wind profile of course always
exhibits an increase with height near the surface, and due to the small
roughness of most water surfaces (Table 2.2, p. 57) forced convection is
relatively weak. This causes the wind gradient to be steep in the lowest 2 m
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because the momentum exchange is confined to a shallow layer (e.g. Figure
2.10, p. 55).

In conclusion it should be pointed out that much of the preceding
discussion has related to relatively large bodies of water (large lakes and
oceans). In smaller systems (small lakes, ponds and puddles) the thermal
inertia is reduced because of the smaller volume involved. For example, in
a shallow water body the incoming short-wave radiation can penetrate to
the floor. This warms the lower boundary of the system and the water is
warmed from below as well as by the normal processes from above. If the
water contains vegetation (e.g. reeds) this warming is further enhanced
due to absorption by the submerged plants. Border-effects may also occur
at the sides of the water body, and the smaller the width the greater these
influences become. They arise because of heat conduction between the
water body and the surrounding ground, and because of the likelihood of
advection across the water margins (p. 159).



Climates of vegetated surfaces

1 SPECIALFEATURES

The introduction of a vegetation cover above an otherwise simple soil
surface presents the following complicating features compared with the
environments in Chapter 3.

(a) Energy and water storage in vegetation systems

As with snow, ice and water systems it is necessary to consider volume
exchanges when dealing with the energy and mass balances of soil-plant
(or tree)-atmosphere systems. The need to consider volume balances also
means that energy and mass storage rates become potentially important (p.
34).

If we define a soil-plant-air system volume such as that in Figure 4.1a
(extending from the top of the plants to a depth in the soil at which there
is no significant vertical heat flux) then we may write its energy balance as:

O =0y +Op+AQOHAO, (4.1

where, AQs—net rate of physical heat storage by substances in the system,
and AQp—net rate of biochemical energy storage due to photosynthesis.
Physical storage changes result from the absorption or release of heat by
the air, soil and plant biomass (leaves, branches, stems, etc.). Changes of
sensible heat content result in temperature changes, but latent heat changes
do not. Biochemical energy storage changes are linked to the rate of CO,
assimilation by the plant community (see next section). Depending on the
nature of the surrounding environment it may also be necessary to
supplement equation 4.1 with an advection term (AQ,) to account for net
energy gain or loss due to horizontal sensible and latent heat transport (see
Chapter 5).

Similarly, in accord with equation (1.19, p. 31), we may write the water

110
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Figure 4.1 Schematic depiction of fluxes involved in (a) the energy and (b) the
water balances of a soil-plant-air volume.

balance of the system (down to a depth where vertical moisture movement
is absent) as:

p=E+Ar+AS
where AS represents the net water storage in the air and soil, and by plants

(including both internal plant water content and the water resting on the
exterior of plant surfaces due to the interception of precipitation). If advection
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is present the equation should include AA to allow for net horizontal moisture
exchange.

The energy and water balances outlined above refer to the vertical fluxes
passing through the plane ABCD at the top of the volume (Figure 4.1a),
including the storage and advection terms if their volumetric values are
converted to fluxes per unit horizontal area. Such a simplification is adequate
to make generalizations about a vegetation community, but it ignores
exchanges within the volume and gives no insight into the internal workings
of the stand climate.

(b) Photosynthesis and carbon dioxide exchange

Plant growth is intimately tied to the supply of solar radiation (especially
the visible portion) and carbon dioxide through the processes of
photosynthesis and respiration:

Gross photosynthesis
Qarbon Water + Light Carbohydrates + Oxygen
dioxide = vapour = energy (glucose, starch)
CO, Hzo nght — (CHzo) 02

Respiration

Carbon | Water = Combustion
Carbohydrate + Oxygen ___, dioxide + vapour energy

Growth depends upon the excess of dry matter gain by the assimilation
of CO, in gross photosynthesis (P), less the CO, loss via respiration (R).
Thus the net rate of CO, assimilation, or the net rate of photosynthesis
(AP) is:

AP=P-R (4.2)

each having the units of weight of CO, per unit area per unit time (kgm-2 s-
1). The rate at which heat is stored by net photosynthesis, AQy, is therefore:

AQP=¢)AP (4.3)

where ¢—nheat of assimilation of carbon, which is approximately 1-15x 107
Jkg1, or about 3-2 Wm-2 per gm2h-1 of CO, assimilation.

By day P is greater than R and therefore AP is positive (i.e., the crop is a
net CO,; sink). Maximum values of ?P for crops are dependent upon species
but lie in the range from 2 to 5 gm-2h-1 (Monteith, 1973), so that the largest
values of AQ, are typically 6 to 16 Wm-2. At night R is unopposed by P
(which requires solar radiation) so that ?P is negative (i.e. the crop is a net
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CO, source), and since maximum crop respiration values are about 1 gm-2h-
1 it follows that the maximum nocturnal value of AQ, is about -3 Wm-2. In
comparison with most other terms in equation 4.1 (except AQy) the value
of AQ, is so small that it is often neglected in energy balance considerations.
Correspondingly we will not include it further in our discussions, but we
will deal with the associated mass flux of CO,.

The daytime flux of CO, is supplied to the vegetation by the
atmosphere and the soil. The passageway between the atmosphere and
the interior of the plant or tree is the leaf stomate (Figure 4.2). These
pores on the leaf surface are open during the day to capture and expel
CO,, and in this position they also expose the moist interior of the
stomate to the air. Evaporation of moisture (known as transpiration) is
therefore an inevitable by-product of photosynthesis. Transpiration is an
important process in its own right however, since the water loss induces
moisture and nutrient movement through the plant or tree, and the
associated uptake of latent heat is a major means of dissipating the
energy load on leaves.

Depending on species stomata are typically 10 to 30 wm in length, and
vary in width from zero when closed to 10 wm when fully open. Their
density ranges from 50 to 500 per mm2 of leaf surface, and when open their
combined area represents 0-3-1% of the total leaf area (Rutter, 1975). In
some plants they occur on both leaf surfaces, in others only on the underside.
The climatic significance of stomata is their ability to open and shut so that
they act as regulatory ‘valves’ in the transfer of water vapour and CO,
between plants and the atmosphere. At night the stomata are essentially
closed, but with sunlight the guard cells (Figure 4.2b) controlling the stomatal
aperture operate to open the pore. The degree of opening depends on
many factors including the light intensity, the ambient temperature and
humidity and the CO, concentration. Stomatal closure is tied to insufficient
light intensity and/or loss of water content (reduction in turgor) by the
guard cells. Hence anything producing plant water stress (e.g. excessive
transpiration losses, depletion of soil moisture) will close the ‘valves’ and
hinder the flow of gases. Stomatal activity therefore provides differing degrees
of resistance to the exchange of water vapour and CO, between the plant
and the atmosphere, and makes the plant an active agent in the determination
of its climate.

(¢) Effects of stand architecture

Considering the diversity of vegetative species it is not surprising that there
is a wide range of stand structural arrangements. It is important to recognize
different stand ‘architectures’ because they exert a considerable influence
on the position of the active surface with regard to the exchanges of heat,
mass and momentum.
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Figure 4.2 (a) View of a partially open stomate on a wheat leaf
(photo by Fillery in Rutter, 1975). (b) Schematic cross-section
through a portion of a leaf illustrating the exchanges of water
vapour and CO, through a stomate, and of heat from the leaf
exterior.

In most cases the main sites of exchange are the leaves, and hence the
vertical variation of foliage density within the vegetation stand is of central
interest. In a dense stand it is usually acceptable to ignore horizontal foliage
differences, and hence to consider it to consist of one or more layers. In
crops such as grasses and cereals where the foliage density does not vary
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greatly with height, the whole stand is usually considered to be the canopy.
For crops like maize, sunflower and potato, and many trees, the foliage
density is concentrated near the top of the stand so that it is appropriate to
view the architecture as consisting of a canopy layer lying above a stem or
trunk layer. Other vegetative systems have their foliage concentrated near
the base of the stand, and yet others have a multi-layered structure (e.g.
tropical forests). Further differences occur as a result of the orientation of
the principal exchange surfaces (e.g. grass blades are close to being vertically-
oriented whereas many tree leaves are horizontal). Given this complexity it
is not possible to include examples of the climate of all stand architectural
types here. As a compromise we will deal mainly with vertically-oriented
canopies in the plant and crop section, and horizontally-layered (canopy-
plus-trunk) stands in the forest section.

Although the actual height of the principal active surface depends upon
species-specific factors it is a reasonable generalization to state that its
position lies closer to the top than the bottom of the stand. The exact
position may also depend upon the entity under consideration; that is, the
levels of the effective sources and sinks of heat, water vapour, momentum
and CO, may not necessarily coincide, nor need they agree with the heights
of maximum radiation and precipitation interception, but they are all /ikely
to occur in a zone near the top of the stand.

The momentum exchange between the lower atmosphere and a tall
vegetation stand provides a good example of the elevated position of the
active surface. A plot of wind speeds measured at a number of levels above
tall vegetation results in a profile such as that in Figure 4.3. Above the
vegetation the wind profile is logarithmic as with other surfaces (Figure

HEIGHT, z

Figure 4.3 Typical wind profile
measured above a vegetation
stand of height b, illustrating the
concept of a zero plane
displacement at the height d. WIND SPEED, U,
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2.10, p. 55), but the extrapolation of this curve downwards shows that the
flow is behaving as though the ‘surface’ is located at some height near the
top of the stand, and not at the ground. This height is called the level of
zero plane displacement (d), which may be visualized as representing the
apparent level of the bulk drag exerted by the vegetation on the air (or the
level of the apparent momentum sink). In practice for a wide range of
crops and trees the value of d is approximately given by:

d=2%h (4.4)

Typical values of d will be found in Table 2.2 (p. 57). Equation 4.4 only
applies to closely-spaced stands because d also depends on the density of
the drag elements. The value of d also depends upon the wind speed
because most vegetation is flexible and assumes a more streamlined form
at high wind speeds. The logarithmic wind profile equation (equation 2.10,
p. 56) should therefore be modified to read:

i, = % ¥ — d
z k 20
In fact of course the wind speed does not become zero near the height d
but at the ground as shown in Figure 4.17a (p. 138). Later it will become
evident that the air temperature, humidity and carbon dioxide profiles
similarly respond to an elevated active surface located at a level analogous
to that of d for wind speed.

The three-dimensional geometry of a leaf or a canopy layer introduces
a configuration we have not considered before. These shapes are
particularly interesting because they have both upper and lower active
surfaces. This greatly increases their effective surface area for radiative
and convective exchange, and complicates the one-dimensional
framework we have used previously. At the scale of the vegetation
community this can be ignored by only considering the net exchanges
through a plane at the top of the system volume (i.e. the plane ABCD in
Figure 4.1a). However if the internal stand climate is being studied,
multiple exchanges must be envisaged similar to those schematized in
Figures 4.5 (p. 119) and 4.20 (p. 143).

Finally, we should note that a vegetation system is composed of many
such active surfaces represented by the myriad of leaves making up the
foliage, and to a lesser extent the other portions of the plant or tree structure.
Faced with such a system it might perhaps seem appropriate to analyse the
climate of a typical leaf and then to integrate this over the number of leaves
to give the climate of the plant or tree, and then to integrate those climates
to arrive at the climate of a crop or forest. Unfortunately it is not possible to
make such a linear extrapolation of elemental units and thereby to combine
many microclimates into a local climate. On a plant or tree the leaf is not in

(4.5)
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isolation, it is intimately linked to its total environmental setting, and the
same is true of a plant or tree in a crop or forest. The effects of mutual
shading, multiple reflection, long-wave radiation interaction etc. provide
important feedbacks not found in the isolated case.

2 LEAVES

(a) Radiation budget

The radiative properties of leaves show an interesting wavelength
dependence (Figure 4.4 and Table 4.1). Leaves are not opaque to short-
wave radiation so that the disposition of incident radiation is given by
equation 1.6, and transmission is non-zero. The relative roles of reflection
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Figure 4.4 Idealized relation between wavelength and the reflectivity (o),
transmissivity (W) and absorptivity ({) of a green leaf (after Monteith, 1965a).

Table 4.1 Mean reflection, transmission and absorption coefficients of green
leaves for different radiation wavebands (modified after Ross, 1975).

PAR? NIR? Short-wave Long-wave

(0-38—-0-71 (0-71-4-0 {0-35-3-0  {3-0-100

nmj§ pm) pm)§ pm)
Reflection (o) 0-09 0-51 0:30 0-05
Transmission (¥} -0a 0-34 0-20 0-00
Absorption (&} 0-85 0-15 0:50 0-95

T PAR — photosynthetically active radiation
* WIR — near infra-red radiation
§ Note these wavelength limits differ slightly from those used elsewhere in this book
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(o), transmission (¥) and absorption ({) are governed by the structure of
the leaf interior and the radiative properties of the main plant pigments
(especially chlorophyll and carotenoids). The cellular structure tends to
cause almost totally diffuse scattering. This results in almost equal portions
of the radiation being reflected back and transmitted on through the leaf
and explains why the o and ¥ curves in Figure 4.4 are similar in shape.
The pigments are particularly effective absorbers in the blue (0-40 to 0-51
pm) and red (0-61 to 0-70 wm) bands of the visible portion of the
electromagnetic spectrum, and are at the core of the photosynthetic
process. The waveband between 0-40 and 0-70 wm is therefore designated
as phbotosynthetically active radiation (PAR). Calculation of the very
important photosynthetic photon flux density (PPFD) enables determination
of the actual energy content available for photosynthesis (see Appendix
A4f, p. 399). Within this range there is a small relative peak of reflection
and transmission between 0-5 and 0-55 wm. Since this lies in the green
portion of the visible it explains the colour of most vegetation as perceived
by the human eye. At 0-7 wm absorption decreases sharply and thereafter
gradually increases until about 2-5 wm, beyond which absorption is almost
total. Therefore in the long-wave region leaves absorb almost all incident
radiation and allow no transmission. The primary absorbing agent at these
wavelengths is plant water. In this region leaves are classed as almost
perfectly full radiators (i.e., €=0-94 to 0-99) and therefore , according to
Kirchhoff’'s Law (p. 12), are also very efficient emitters of long-wave
radiation.

The relationships depicted in Figure 4.4 provide an almost ideal radiative
environment for leaves. In the red and blue portions of the visible, where light
is needed for photosynthesis, absorption is good. On the other hand, in the
near infra-red (NIR) high reflectivity enables the leaf to reject the bulk of the
incident energy. The heat content of this radiation is very high but it is not
useful for photosynthesis, therefore its rejection is helpful in offsetting the heat
load on the leaf. The high emissivity at longer wavelengths also helps the leaf
to shed heat to the environment and keep leaf temperatures moderate.

Two exceptions to the generalized scheme of Figure 4.4 are of interest.
Many desert plants have thick leaves which reduce or eliminate transmission.
They avoid overheating by having higher than normal reflectivity. The
needles of coniferous trees also have low transmissivity. Their relief from
potentially excessively high temperatures is attributable to their geometry.
Due to their small size they exhibit large surface area compared to their
mass. Therefore, they are ideally suited to heat exchange but are poor heat
storers. This enables them to ‘dump’ heat to the environment by convection
and long-wave radiation. (For a fuller explanation of the effects of object
size see p. 120, and p. 196.)

Figure 4.5a illustrates the fluxes involved in the radiation budget of a
leaf. Note that the receipt and loss of radiation takes place on both the
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Figure 4.5 Schematic depiction of the fluxes involved in (a) the
radiation budget and (b) the energy balance of an isolated leaf.

upper and lower leaf surfaces, and that the short-wave exchange includes
transmission. On this basis we may write the radiation budget of a complete

leaf [€35..5) as:

Qfeat = [(Kiny + Kiny))(1 = ¥ — )] +
[(Lm(f) Lout(t) ( in(b) T Lout(b))]
=K + Kipy + Ly + L
- Kleaf + Lleaf (4.0)

In this formulation it has been necessary to discard the use of arrows (which
normally refer to the direction of the flux relative to a surface) and replace
them with the subscripts (in) and (out), and the further subscripts (1) and
(b) indicating the top and bottom surfaces of the leaf. Note also that it has
been assumed that reflectivity and transmissivity are equal for the upper
and lower sides.
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(b) Energy balance

A similar formulation to that of equation 4.6 is required to describe the
energy balance of a leaf (Figure 4.5b):

Oteat = (Ony + Onp) + (Qrr + Qrwy)
= OH(leat) T QE(leat) “4.7)

where both the physical and biochemical heat storage has been neglected.
This is reasonable since the typical rate of leaf physical storage on a sunny
morning is about 6 Wm-=2 (Monteith, 1973), and the biochemical storage
rate is usually less than 16 Wm-2. Therefore their combined effect represents
only a small fraction of the net radiation.

By day the net short-wave heat gain by the leaf is dissipated by long-
wave radiation (Z*) plus the combined convective losses of sensible and
latent heat. The latter can be due to the evaporation of water from the
leaf exterior (intercepted precipitation, dew, or water exuded from the
leaf interior), through the leaf cuticle, or the transpiration of water through
stomata. The convective losses are enhanced by the action of leaf fluttering
in strong winds, but in general the long-wave radiation emission to cooler
surroundings is the most effective means of alleviating excessive solar
heat loads.

The convective exchanges of heat, water vapour and carbon dioxide
between a leaf and the atmosphere can usefully be viewed using the electrical
analogy (Chapter 2, p. 70). The pathways for each entity are different (Figure
4.2b), and both the magnitude of the relevant resistances and the depth of
each layer must be known before a weighted overall resistance can be
calculated. We will consider the pathway for each entity in turn.

The transfer of sensible heat between the leaf surface and the air following
equation 2.18a is written:

QH=C:1(T0‘T«4)/7% 4.8)

where 7j is the leaf surface temperature and 7, the diffusive resistance of
the laminar sub-layer adhering to the leaf. The value of 7, increases with
increasing size of the leaf, decreasing wind speed and to a lesser degree
decreasing temperature difference between the leaf and the air; 7, increases
with size because the laminar layer grows with distance as it traverses the
leaf (see Figure 2.3a, p. 39, and Figure 4.6). Resistance is low for small
leaves in windy and/or very unstable conditions because the laminar sub-
layer is thin and provides little insulation. Such leaves are closely coupled
to the air. Conversely, large leaves in calm conditions have a high resistance
and are only loosely coupled to the air.

The temperature of the leaf depends upon its total energy balance. If we
insert equation 4.8 into the balance (equation 4.7) and re-arrange to solve
for T, we have:
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Figure 4.6 The laminar boundary layer above an artificial leaf. The ‘leaf’ is
supported on a wire frame in a chamber through which air is blown from the
right-hand side. The layer is made visible by a drop of white smoke—forming
liquid applied to the upper right-hand edge. A similar boundary layer also exists
on the lower surface but the smoke cannot reach it (after Avery, 19606).

4 #
TO = Ta + '(;; (Q‘Zleaf) - QE(leaf)) (49)
a
This is instructive because it shows that:

(i) air temperature is important in setting the absolute temperature of the
leaf i

(i) whether the leaf is warmer or cooler than the air depends on the
signs and relative magnitudes of the radiation and evaporation terms;

(iii) given that the net radiation is normally positive and larger than
evapotranspiration by day, T; is greater than 7,. At night the radiative
loss is normally greater than either the heat released by dewfall or
that used in evapotranspiration, so 7 is usually less than 7,. Despite
these simple arguments we should not belittle the importance of leaf
cooling by transpiration, especially in the daytime;

(iv) #, is very important in controlling the influence of Q*qe.p and Qggean ON
T,. If r, is small the leaf is closely coupled to the air temperature and
any thermal effects of Q*jean O QOraean are rapidly diffused into the air.
If n, is large the thermal effects of Qe and Qgean are important in
generating leaf/air temperature differences.

It follows that large leaves in near calm winds may experience thermal
problems. On a hot (large 7,), sunny (large O%), windless day both terms of
equation 4.9 lead to high leaf temperatures and since 7, is large there is
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little ability to shed the heat load. Similarly, on cold, calm, clear nights the
radiative loss of large leaves cannot be replenished by heat transfer from
the warmer surrounding air because of poor coupling between the two.

The water vapour transfer to a leaf by dewfall, or evaporation from a
leaf that has been wetted (by dew, rain, irrigation or fog) is governed by an
equation corresponding to 4.9:

E= (p?/(TO) - pva)/rb (4.10)

where P( T, is the saturation vapour density at the leaf surface temperature.
Here again we can see that the effects of leaf size on #, will favour the rate of
water exchange for the small leaf (e.g. a conifer needle over a bean leaf)
except that in sunny conditions the indirect effect of #, on 7; will help to
increase the vapour density difference. Because the temperature of small leaves
is closely coupled to the air we may replace pﬁm)) by p%¥, without serious
error, so from equation 2.13b (p. 64) equation 4.10 becomes E=vdd,/#,.

The vapour pathway for the transpiring, but otherwise dry, leaf is more
complicated (Figure 4.2b). The source of water is the substomatal cavity
where the air is almost always saturated, even under conditions of water
stress. To reach the ambient air the transpired vapour must pass through
the stomatal aperture and then the laminar layer. As already noted the
aperture reacts to environmental and leaf factors and hence creates a variable
resistance (7). Because the cavity is approximately at the same temperature
as the leaf then we can modify equation 4.10 to read:

E= (pt(TU) - pva)/<rb + rst) (41D

by adding 7, in series with 7, Small transpiring leaves have very small 7,
values so T,=T,, therefore, equation 4.11 can be simplified to E=vdd,/7,.
The primary factors affecting 7, are: light (or more accurately, PPFD, p.
118), leaf temperature, vapour density deficit of the air, carbon dioxide
concentration, leaf water potential and the age of the leaf. The general
tendency for each of the first five factors is illustrated in Figure 4.7.

The full pathway for carbon dioxide is even longer. The carbon dioxide
utilized in photosynthesis has to travel from the atmosphere to the
chloroplasts (dark patches in Figure 4.2b). Therefore a molecule has to
diffuse through the laminar sub-layer of the leaf, into the sub-stomatal
cavity and from its walls though the leaf mesophyll to the chloroplasts. This
final path involves bio-chemical processes. To a reasonable accuracy the
flux density of carbon dioxide is given:

FC=(pcu_pci)/(7b+rsl)

where p,—carbon dioxide concentration in the leaf interior which is often
approximately zero, so Fc is given by the ambient carbon dioxide value
(~345 ppm, in 1985) divided by the total resistance of the pathway.
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Figure 4.7 Typical response of stomatal resistance (#,) to five variables

Figure 4.8 Variation of temperature over the
surface of a bean leaf with a wind speed of 0-7
ms-1. Values are the amount by which the leaf
exceeds the air temperature (°C). Other conditions:
T,= 25:6 °C, 0*=150 Wm=2, 7,=400 to 1300 sm-
(after Clark and Wigley, 1975).

(c) Climate

As noted, despite efficient means of dissipating heat loads a sunlit leaf,
especially if it is large, is commonly 5 to 10 Celsius degrees warmer than
the surrounding air. Figure 4.8 shows the case of a large bean leaf in weak
but turbulent airflow. At its warmest point it is almost 8 Celsius degrees
above the air temperature. Perhaps more interesting is the very organized
spatial thermal pattern. The leaf temperature excess increases from the
windward to the leeward side. This is a direct result of the growth of the
laminar layer in the along-wind direction (cf. Figure 4.6). The leading edge
has the thinnest insulation, the greatest heat loss and the lowest temperature.
The layer is thickest, heat loss the least and temperature the highest towards
the trailing edge. Such features influence patterns of leaf ‘burn’, fungal
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growth and insect activity on the leaf. On a hot day the cooler patches will
tend to be eaten first.

At night patterns of freezing damage, condensation, and rime accretion
are similarly controlled by the leaf geometry, micro-structure (veins, edge
serrations), and the wind direction.

With extreme heat loading broad leaves may become as much as 20
Celsius degrees warmer than the air. The danger of dehydration may lead
to closure of the guard cells to conserve water. This places even greater
thermal stress on the leaf as transpiration cooling is cut. Continued heat
stress will cause cell damage.

Leaves exhibit a fascinating range of adaptations to offset climatic stresses
(excessive heat loading or dessication) or to optimize climatic resources. In
hot environments reduction of radiation absorption (Q%) is beneficial. It
can be achieved by high leaf albedo, or by minimizing the surface area
facing the direct-beam solar input. Some plants maintain an edge-on leaf
orientation through the day, following the Sun’s ‘path’. Other leaves curl up
or wilt (resulting in a vertical rather than horizontal posture) during the
period of peak radiant loading. If water is freely available transpiration
cooling is an attractive option but if the leaf is small, with a low #,, this will
merely enhance sensible heat transfer from the air to the leaf. Therefore,
many desert plants have large leaves to maintain a thick insulating layer
even though this encourages radiation absorption. Their strategy depends
entirely upon the water supply. Normally water supply is restricted in such
environments so small leaves (small 7,) are more normal. This ensures they
stay at or close to air temperature. Water is conserved by a thick leaf cuticle,
reduced stomatal activity, sunken or sparse stomata and high leaf albedo.
These measures all reduce green matter production and are therefore a
compromise between growth and survival.

In cold environments adaptations seek to maximize radiation absorption
by lowered leaf albedo. Plants may assume a ‘cushion’ habit on the ground.
Their compact form maintains a large boundary layer resistance, and the
low height minimizes windspeed so that together these characteristics serve
to cut turbulent heat losses. Further, contact with the soil couples the plant
to that more conservative climate.

3 PLANT COVERS AND CROPS
(a) Mass balances

(1) Water

The gross water balance of a soil-plant-air volume is illustrated in Figure
4.1b, but this does not show the fact that inside the volume there are
significant air, soil and plant flows leading to the re-distribution of water,



Climates of vegetated surfaces 125

INPUT OUTPUT

Precipitation (p),

absorption, dewfall r..
e~ Evapotranspiration (E) air
( Ao
) A
( P ___= Tbound.-
) ) ) layer

( ( o
) Transpiration
7 N o
9 AN ¢

Interception o Evaporation [ eaf

storage ‘y

7
j Q § / ‘ Guttation

7 \J __) _ Distillation

Stemflow — J

Throughftall
Surface Run-off Ar
Storage {direct + Ieafdr/p) . ( )

b Root ~' '. .
' (- uptake .
‘ »'9-.?’?? s

<
Soil moisture Capillary g soil
storage and rise
ground water |

(as)

Figure 4.9 The water balance and internal flows of water in a soil-plant-
atmosphere system. At the right is an electrical analogue of the flow of water
from the soil moisture store to the atmospheric sink via the plant system.

and that there are a number of localized sites where temporary water
storage occurs. Figure 4.9 is an attempt to schematize these features in the
case of a plant stand where horizontal exchanges (in the air, along the
ground, and within the soil) can be neglected. These conditions are met
in the middle of an extensive plant community or crop growing on level
terrain.

In the absence of irrigation the primary water inputs to the system are
rain, snow, fog, dew and frost from the atmosphere, and to a lesser extent
soil water rising from below. Rain and snow entering the system is either
intercepted by the foliage or falls directly through openings to the ground.
The intercepted water contributes to a form of storage, which is further fed
by the impaction of fog droplets, condensation (termed dewfall if the water
comes from the air above, the distillation if it comes from the soil), and any
plant water exuded onto the leaf surface through the leaf cuticle (a process
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known as guttation). The efficiency of precipitation interception depends
both upon the nature and amount of the precipitation, and the vegetation
characteristics such as the stand architecture, density and the area of foliage.
For an initially dry canopy the interception efficiency is high in the early
stages of rain or snowfall, or if the amount of input is small. Thus a high
proportion of the water is retained by the canopy, but eventually a threshold
storage capacity is surpassed and thereafter the efficiency declines. The
excess water finds its way to the ground either as a result of leaf drip or by
running down the stems.

The water incident upon the ground’s surface (direct precipitation +
leaf drip + stemflow) either infiltrates into the soil or remains as surface
storage in the form of puddles. That which percolates downward enters
the soil moisture store along with any deep soil water seeping upward by
capillary action. Capillary rise can be substantial if the water table is not
too deep and usually occurs as a response to moisture depletion in the
upper layers brought about by the vegetative or soil evaporative demand.
The root uptake to satisfy this demand can be seen as both the
redistribution of moisture to the plant water store (supplemented by small
amounts absorbed through leaves), and as the start of the process leading
to transpiration.

Since we have chosen to neglect horizontal outputs, such as net runoff
(Ar) and net moisture advection (AA), the primary water losses from the
system in Figure 4.9 are via deep drainage to the water table, and
evapotranspiration to the atmosphere. The evaporative flux is sustained by
depleting all of the four water stores (i.e. interception storage, ground
surface storage, soil moisture storage and plant water storage). During the
growing season the main loss is via the plant system through plant water
movement and transpiration. The rate of water flow through the system is
a function of the vapour concentration difference between the air and the
leaf, and the water potential difference between the leaf and the soil, and
is regulated by a series of soil, plant and air resistances (Figure 4.9).

In the soil the flow is dependent upon the amount of water present
since this determines the hydraulic conductivity of the soil (p. 50) whose
inverse is the resistance offered by the soil to moisture extraction (7). The
plant uptake is governed by the extent of root development (#,,,) and the
ease of internal sap movement by the vascular system of the xylem (7iyien).
Diffusion within the leaf (%0 includes the resistances of the mesophyll,
the stomate and the cuticle and to the air involves the resistances of the
boundary layer and the turbulent layers above (7, and ,). Water is also lost
from the system by evaporation from the soil and from the exterior surfaces
of the vegetation. The soil losses may either originate from surface puddles,
or from soil layers near the surface. The exterior vegetation losses occur
from surfaces wetted by precipitation interception, condensation and
guttation.
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Except when the canopy is wet, the dominant mode of evaporative
water loss from vegetated surfaces is via transpiration, and hence the key
resistance to water loss is that of the stomata. Recognizing this, Monteith
(1965b) proposed the use of a single canopy (or surface) resistance (r) to
characterize the physiological control of water loss by a plant community:

re = (phry — Pl E =T/A (4.12)

where p%t —saturation vapour density at the canopy surface temperature
T. and hence the bracketed term is the vapour density deficit for the canopy
surface (vdd,), and A,—the leaf area index of the canopy (the total projected
leaf area per unit area of ground (m2m-2)). In effect rc considers all the
stomata of all the leaves acting in parallel, so that the canopy behaves
rather like a ‘giant leaf’. In agreement with direct physiological measurements
the value of 7. for most crops has been shown to decrease with increasing
irradiance (i.e. as the stomata open upon response to light intensity), to
increase with greater soil water stress, and to be independent of wind
speed (Monteith, 1973). In the case of a wetted leaf =0 because the stomata
play no regulatory role.

Just as the surface resistance is a bulk physiologic descriptor for the
crop, the aerodynamic resistance (r,) is the bulk meteorologic descriptor
of the role of the atmospheric turbulence in the evaporation process. Whereas
r. is closely tied to the stomatal resistance, 7, is dependent upon the wind
speed, surface roughness, and atmospheric stability (see equation A2.26, p.
387) all of which contribute to the level of turbulent activity. Typical values
of r. and 7, are given in Table 4.2.

Table 4.2 Representative values of the aerodynamic () and canopy (r.)
resistances for different surface types.

Surface ol rt Total »

(s m™h (s m~h s m™h
Open water 204 0 200
Short grass {pasture} 70 70 140
Crops 20-30 50 70-100
Forests 5~10 80150 ~130

" Caleulated for # == 3 m s " at a height of 2 m

 Average stomatal aperture, no irrigation, canopy dry

(i) Carbon dioxide

If we define a soil-plant-air volume similar to that in Figure 4.1 but extending
to a soil depth at which there is no net carbon dioxide exchange, and in a
situation where there is no net carbon dioxide advection, then the only net
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exchange is the vertical carbon dioxide flux () through the top of the
volume. ¢

Figure 4.10 shows the diurnal variation of F for a number of days during
the growing season of a prairie grassland. During the night the flux is
directed away from the vegetation into the atmosphere. The loss of carbon
dioxide from the system is furnished by respiration from the plant tops,
plant roots and the soil (soil micro-organisms). The total flux, less that from
the soil, represents the respiration (R) of the vegetation. Soon after sunrise
the carbon dioxide flux reverses its direction as the stomata open, and the
rate of assimilation exceeds the rate of respiration. The carbon dioxide
supply for this net uptake comes from both the atmosphere and the soil.
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Figure 4.10 Diurnal variation of the vertical flux of carbon dioxide (F ) over
a prairie grassland at monthly intervals during the growing season. Ddta are
10-day averages (after Ripley and Saugier, 1974).
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The flux is usually closely tied to the pattern of solar radiation input and to
the stage of crop growth. In the early part of the growing season (May to
July) the magnitude of F increases as the vegetation grows and the leaf
area increases. But later irl the season, even though there is a large leaf area
and solar input remains high, F drops considerably and the diurnal variation
shows a midday minimum. Tle seasonal decrease of F is directly related
to soil moisture depletion. Plant water stress and high leaf temperatures
restrict photosynthesis and hence the gaseous exchange between the
vegetation and the atmosphere. The midday minimum is due to the effects
of temperature on the assimilation process, and to a lesser extent to stomatal
closure (i.e. an increase in the canopy resistance, r). During the winter
carbon dioxide exchanges are very much smaller due to reduced biological
activity.

Table 4.3 shows the typical daily carbon dioxide balance for a crop of
sugar beet. The net assimilation during the daytime is composed of the flux
of carbon dioxide to the plants from both the atmosphere above and the
soil beneath, minus the root respiration (=30-2 gm?). At night the net balance
for the plants is negative due to respiration from the plant tops and roots

=-7-1 gm™). Therefore the net daily fixation of carbon dioxide by the crop
is 23-1 gm?.

Typical diurnal and seasonal patterns of carbon dioxide concentration'
in the air are given in Figure 4.11. It shows that since the highest carbon
dioxide release (respiration) rates are found in the growing season, and

Table 4.3 Daily carbon dioxide balance of a crop of sugar beet in Nebraska on a
clear day. All values are gm?#/12 h (after Brown and Rosenberg, 1971).

Period of flux from the atmosphere (Day, 12 h)

CO,; flux from the air {Fp) 27-8

CO; flux from the soil 4-4

Net flux to the above-soil portion of the plant (P) 322

Estimated root respiration (R) --2-0

Net photosynthesis during the day (AP) 30-2
Period of flux to the atmosphere (Night, 12 h)

CO; flux to the air (Fg) —8-3

CO; flux from the soil 31

Net flux from the above-soil portion of the plant (R) —5-1

Estimated root respiration (R) -2-0

Net respiration flux during the night (AP) -7
Net daily photosynthetic rate (AP). 23-1

I Concentrations are given as parts of CO per million parts of air (ppm vol.), to convert to

units of density (ugm?) see footnote p. 329.
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Figure 4.11 Diurnal variation of carbon dioxide concentration at a
rural site in Ohio for different months (after Clarke, 19692).

also since mixing is least at night, the largest concentrations are found on
summer nights. On summer days the rate of vegetative assimilation is
sufficient to reduce concentrations to those typical of the winter, but the
mean daily value is still larger.

(b) Radiation budget

The radiation budget of plant stands is complex because although the canopy
‘surface’ is the prime site of radiant energy exchange there is significant
internal radiative absorption, reflection, transmission and emission. The
transmission of short-wave radiation into a stand shows an almost logarithmic
decay with depth of penetration (Figure 4.12a). The height variation is
given by a form of Beer’s Law (equation 3.1) but in this case the coefficient
‘a’ relates to the extinction by plant leaves, and z is replaced by the term
A representing the leaf area accumulated from the top of the canopy
d&wn to the level z:

K‘L 7 = K ll'.f_ll.{. . (413)

where Kl —average short-wave radiation at the level z; and K, short-
wave received above the canopy. The leaf area modification enables the
relationship to apply to vegetation communities with different stand
architectures.

The vertical attenuation of solar radiation by foliage affects not only the
radiation intensity but also its spectral (wavelength) composition. From
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Figure 4.12 Measured profiles of (a) incoming solar (K{),
and (b) net all-wave radiation (Q*) in a 0-2 m stand of
native grass at Matador, Sask., on 28 June 1972 (after Ripley
and Redmann, 1976).

Figure 4.4 and Table 4.1 we know that leaves absorb visible (PAR) radiation
more strongly than the longer wavelengths of short-wave radiation (i.e. in
the near infra-red). Indeed light is reduced to only 5-10% of its above-crop
value at the ground beneath a mature plant stand. This selective absorption
reduces the photosynthetic value of the radiation as it penetrates.

The albedo of a vegetation stand is lower than the value for its individual
leaves because reflection depends not only on the radiative properties of
the component surfaces, but also upon the stand architecture and the angle
of solar incidence. The latter two factors control the amount of penetration,
radiation trapping, and mutual shading within the stand volume. Thus
although most leaves have an albedo of about 0-30 (Table 4.1) the albedo
of crops and other vegetation communities is less, and to some extent a
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function of their height (Figure 4.13). For most agricultural crops and natural
vegetation less than 1 m in height the surface albedo (@) lies in the remarkably
narrow range from 0-18 to 0-25 (Table 1.1). There are however two limitations
to this simple picture. First, the values only apply to green vegetation with
a full surface cover. If the plants are wilted or dead, or the underlying soil
is exposed, the generalization does not apply. Second, the values refer to
the albedo in the midday period. As mentioned previously (p. 86) early
morning and evening albedos are higher, and when plotted versus the
position of the Sun in the sky show a characteristic curve (Figure 4.14).
However, since the highest albedos occur at the times of low energy input
the effect of this diurnal variation on the total radiation budget is small. The
dependence of a upon the solar altitude also explains why tropical albedos
are usually less than those for similar surfaces at higher latitudes, and accounts
for the observation that the diurnal variation of @ is much less with cloudy
skies. Its role in explaining seasonal variations of a is obscured by changes
in plant phenology, snow, etc.

The long-wave radiation budget (Z*) of vegetation is almost always
negative, as with most other surfaces. However within the vegetation it is
usual to find that the net loss diminishes toward the ground because of
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Figure 4.13 Relation between the albedo of vegetation
and its height. Vertical lines are two standard
deviations, and horizontal lines show seasonal range of
canopy height (after Stanhill, 1970).
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Figure 4.14 Relation between the albedo of vegetation and
solar altitude on sunny days. Grass and kale (Monteith and
Szeicz, 1961); oak forest (Rauner, 1976); spruce forest
(Jarvis et al., 1976); and Scots pine forest (Stewart, 1971).

the reduction of the sky view factor (Yy,, see Appendix Al, p. 351). In the
case of open, level terrain (or the top of the canopy), long-wave radiation
is emitted to the complete sky hemisphere above. Such a site has a perfect
sky view factor of unity. On the other hand for sites where some portion
of the hemisphere is obscured by other objects (e.g. overlying leaves) the
sky view factor is proportionately less (Figures 7.2c and A1.9 p. 355). At
these positions the ‘cold’ sky radiative sink is increasingly being replaced
by relatively warm vegetation surfaces. Deep within the stand the role of
the sky is almost eliminated, and the net long-wave exchange simply
depends upon the vertical variation of plant surface temperatures. Since
this is normally not large the value of L* is reasonably constant with
height. (The sky view factor concept also explains the reduced nocturnal
radiative cooling found in furrowed fields (p. 232), near shelterbelts (p.
246), and in urban canyons (p. 294), compared to surfaces where the
view of the sky is unobstructed.)

Monteith (1959) suggests that for a given solar input (K{) the net radiation
differences between crops should be relatively small provided they have a
supply of moisture. He bases this upon the fact that the range of the surface
radiative properties (a and &) is small (Table 1.1) and that evaporative
cooling should keep surface temperatures reasonably similar. Within a
vegetation canopy the vertical variation of Q* is much like that of K (Figure
4.12b), and in fact Beer’s Law is an appropriate means of describing the
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profile. This is to be expected since as we have already noted L* does not
show large variations with height. The vertical distribution of Q* is important
because it determines the principal sites of heating and transpiration and
hence the temperature and humidity structure within the canopy. By day
Q* is positive throughout the depth of the stand, and is especially large
near the top where absorption is greatest. In the evening Q* becomes
negative, and the loss is also concentrated near the top of the stand. Below
this the budget is almost zero due to equilibrating long-wave radiation
exchanges.

(c) Energy balance

The vertical fluxes of energy between a soil-plant-air system (such as that
in Figure 4.1a), and the atmosphere above, are fairly well understood. But
the nature of the fluxes within such a volume are less clear. Correspondingly
here we will concentrate upon the energy balance of the total system (i.e.
the vertical fluxes through the top of the canopy, and the gross storage
changes inside the volume). Horizontal fluxes will be ignored and are
considered separately in Chapter 5.

As an aid to illustrating the linkages between the energy balance and
microclimate we will study the results of a single experiment which includes
measurements of most of the radiation, energy and microclimatic variables
for a period of one day. The data are taken from the work of Long et al.
(1964) over a barley crop at Rothamsted in England. The day chosen is 23
July 1963 which began with clear skies (except for the 03 to 04 h period),
very light winds, and dew on the crop. The daytime was mostly sunny
(some cloud between 11 and 14 h) with wind speeds less than 2:5 ms1.
The period finished with cloud and light rain (0-25 mm) from 21 to 24 h.

The average albedo of the barley based on daily radiation totals was
0-24, indicating that the crop absorbed approximately three-quarters of the
short-wave radiant input. The net long-wave budget was always negative
but never large. This may have been due to the moderating effect of
evaporative cooling on leaf surface temperatures and/or a relatively high
atmospheric emissivity due to high vapour content. The long-wave loss
clearly diminished at the times of increased cloud cover. The net all-wave
radiation was in-phase with the incoming solar radiation during the day,
and of course equal to the long-wave loss at night.

The energy partitioning (Figure 4.15b) shows that evaporation was
the dominant means of dissipating the daytime radiative surplus. On
some occasions Qg even exceeded Q*. This was made possible by the
flow of heat from the atmosphere to the crop in the morning and
afternoon. With so much energy being used to evaporate water, little
was left to heat the crop above the air temperature and thereby create
the necessary temperature gradient for upward sensible heat flux. On a
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Figure 4.15 (a) The radiation budget, (b) energy balance and (¢)
canopy resistance of a barley field at Rothamsted, England (52°N) on
23 July 1963 (modified after Long et al., 1964, and Monteith et al.,
1965). The following table (p. 136) gives the daily energy totals
(MJm=“day™).
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Radiation budget Energy balance Derived terms
Kl 20-6 On -1-1 o 0-24
K1t 4-9 O 12-2 E(mm) 4-88
K* 15-7 AQ! 1-2 QyO*  0-99
L -34

o* 123

TAQy is approximated by the soil heat flux (Qg) because physical and bio-
chemical heat storage in the canopy-air volume were not measured.

daily basis the crop was in receipt of sensible heat. Heat storage in the
soil was relatively small because of the shade provided by the canopy.
On a daily basis a small amount of heat entered storage (AQs) as is
normal for the summer.

The dominant role of Qg in the balance (note on a daily basis Qx=Q*)
was made possible by an abundant supply of soil moisture. It allowed
transpiration to proceed without the need for undue physiological control
by the vegetation. This is corroborated by the diurnal pattern of the
canopy resistance () shown in Figure 4.15¢. In the early morning 7.
was very small because the crop was covered with dew. Evaporation of
this water is not controlled by the stomata and the canopy resistance
approached that for open water (Table 4.2). After the dew dried 7.
increased slightly and remained reasonably constant for most of the
day. During this period the plant water supply was keeping pace with
the transpiration demand and the stomata remained open. The increase
of r. in the late afternoon was probably due to decreasing light intensity
and possibly to increasing water stress, both of which act to close the
stomata. The pattern in Figure 4.15c¢ is typical of that for crops with
adequate water availability except that if dew is absent the early morning
values are larger due to the lack of light. The total pattern then takes on
a U-shape.

We will interrupt consideration of the barley crop here to point out
that significantly different conditions prevail when soil moisture becomes
a limiting factor, and that vegetation can play a more active role in regulating
water loss to the atmosphere. Figure 4.16 gives the results of a study over
alfalfa near Phoenix, Arizona. The crop was flooded by irrigation on 28
May. Following this the crop was allowed to deplete its moisture store
throughout the month of June which was characterized by a constantly
high radiant input (Figure 5.5, p. 167), a dry windy atmosphere, and no
rain. For the first 20 days following irrigation evaporation proceeded at
close to the maximum possible rate. Soil water potential increased with
time but did not reach a point where the evaporation demand could not
be freely supplied (Figure 4.16a). By the 23rd day after irrigation (20
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Figure 4.16 Water relations of a field of alfalfa at Phoenix, Arizona
(33°N). The field was irrigated on 28 May and this was followed by a
drought throughout June, (a) Daily average soil moisture potential and
canopy resistance, and (b) diurnal variation of the evaporation rate
and canopy resistance at periods of 23 and 31 days after irrigation
(modified after van Bavel, 1967).

June) the role of the canopy resistance began to become evident, and
thereafter assumed increasing importance. Eight days later (28 June) soil
moisture was held at a potential of approximately -1-1x10° Pa (near the
limit for availability to plants, see Figure 2.7) and » became very large
during the middle of the day. Obviously water stress and high leaf
temperatures induced stomatal closure so that the system resisted water
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loss. The net effect was to eliminate the normal curve of evaporation and
to replace it with a smaller more constant rate.

(d) Climate

Returning to the barley crop, Figure 4.17 gives the hourly mean profiles of
wind speed, temperature, vapour pressure and carbon dioxide during the
same day as the data in Figure 4.15. Note that in each case the form of the
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profile above the crop corresponds to those for simple non-vegetated surfaces
as outlined in Chapter 2. The profiles appear to respond to an active surface
located just below the top of the canopy.

The wind speed profiles (Figure 4.15a) above the crop exhibit the
logarithmic shape already discussed in relation to Figure 4.3 and equation
4.5. During the middle of the day when wind speeds were highest the
wind speed gradient (slope of the profile) increased and the turbulent
transfer of momentum would have been correspondingly greater leading to
deeper penetration into the canopy. Within the crop the profile depends
upon the internal stand architecture, but it is common to find a wind speed
minimum in the mid to upper canopy where foliage density is greatest;
then a zone of slightly higher speeds in the more open stem layer; finally
decreasing again to zero at the ground.

Accurate description of the wind profile above a vegetation surface
depends upon the specification of the parameters 2, and d (equation 4.5).
Typical values are given in Table 2.2 but it will be noted that their range is
large. This is for two reasons: first, both parameters depend upon the
vegetation height, and second, both depend upon the wind speed.

The values of d and z;, are often related to the height of the roughness
elements (i.e. the canopy height, h); simple rules-of-thumb hold that d ~ 2/
3h and z, ~ 1/10h. But this ignores the influences of the shape and spacing
of the elements. This is most important for z, which intuitively should show
maximum values at intermediate densities. Initially 2, should increase with
element height and density but eventually the packing will be so dense
that it ‘smothers’ their effectiveness. A survey of measured z, values for
vegetation confirms this pattern (Figure 4.18). Maximum 2, values are found
at a density of about 0-4 when it is expressed as the ratio of the silhouette
area, A* (area of the upwind face of the average element) per unit ground
area occupied by each element, 4’. The rising limb of the envelope of
values fits Lettau’s (1969) simple relation:

2=0-5h(A*/A"). (4.149)

The relation of z;, and d to wind speed is however less clear. Many crops
show a decrease of both parameters with increasing wind speed. This is
commonly attributed to the flexibility of the plants so that at high speeds
the surface elements become more streamlined (reduce z,) and their mean
height lowered (reduce d) by bending. Monteith (1973) however points
out a number of crops where this does not apply, and that there may be a
number of wind speed ‘regimes’ within which even the same crop may
behave differently to increasing wind speed.

Tall plants, especially grasses and cereal crops, are susceptible to flattening
by the wind. This is called ‘lodging’ and can seriously decrease the
commercial value of a crop. There are strong similarities to the problem of
‘wind-throw’ in forests so both are considered together (see p. 153).
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Figure 4.18 The influence of vegetation density on the aerodynamic
roughness. Roughness is expressed as the fraction z /b, where z is the
roughness length and 4 is plant height. For the defifiition of elethent
density (=A4*/A4") see the text (modified after Garratt, 1977).

The air temperature profiles (Figure 4.17b) show that the main heat
exchange was centred just below the top of the canopy. At night long-wave
radiation emission from the crop gave rise to a temperature minimum just
below the crown so that temperatures increased upwards into the
atmosphere, and downwards within the vegetation. Therefore in accordance
with the flux-gradient relationship (Chapter 2) sensible heat will converge
into this active layer from both directions. However the upward flux is
likely to be weak because the temperature gradient is slight, and turbulent
transport is dampened within the stand. Notice that the strength of the
above-canopy inversion was reduced during cloudy periods because of the
curtailed net long-wave radiation loss (e.g. compare the 01 to 02 h profile
with that for 23 to 24 h). By day the principal site of net radiation absorption
was near the canopy crown and hence this was the level of maximum
heating. Temperatures usually decrease both upwards and downwards from
this level so that sensible heat is carried up into the air and down into the
crop. The lapse profile above the canopy was not very pronounced because
of the evaporative cooling at the surface of the foliage. Indeed, as the
sensible heat flux results show, evaporation was often sufficient to induce
an inversion above the crop and a downward sensible heat flux from the
air. The net effect of the diurnal heating and cooling is to raise the level of



Climates of vegetated surfaces 141

the maximum diurnal temperature range from the soil surface to near the
top of the vegetation.

The soil temperature regime beneath crops is similar to that for non-
vegetated surfaces, but the amplitude of the temperature wave is dampened
due to the radiation shading afforded by the canopy. At night a weak
cooling wave travels downwards. The daytime heating wave is somewhat
stronger and dependent upon the amount of radiation penetration as well
as the nature of the soil.

The shape of the nocturnal vapour pressure profiles (Figure 4.17¢) are
more complicated. During periods with light winds and clear skies canopy
cooling induced dewfall and the vapour profile was inverted (see 01 to 02
h profile in Figure 4.17c, and the Q flux in Figure 4.15b). At other times
weak evaporation continued and thie vapour profile lapsed with height
(see 05 to 06 h profile, and the corresponding flux). Leaf wetness due to
dewfall and guttation is important in the early morning because it lowers
the canopy resistance and the relative enhancement of evaporation delays
crop heating. The daytime profiles are more straightforward. Since both the
soil and the canopy were moisture sources (Figure 4.9) the vapour profile
decreased with height all the way from the soil up through the vegetation
and into the atmosphere. Reduced turbulent transfer in the crop near the
soil permitted the vapour to accumulate. This cool and humid environment
is the ideal habitat for many insects and small rodents.

In the case of carbon dioxide (Figure 4.17d) both the soil and the
vegetation are sources at night. The soil releases carbon dioxide as a result
of bacterial action on decaying organic material, and the vegetation releases
are due to respiration. Therefore the carbon dioxide concentration decreased
with height all the way from the soil to the atmosphere. By day the soil
continues to release carbon dioxide but since photosynthesis far outweighs
plant respiration, the canopy is a net carbon dioxide sink. Concentrations
were therefore a minimum in the middle to upper canopy layer.

4 ORCHARDS AND FORESTS

The special features of vegetation systems outlined at the beginning of this
chapter apply to orchards and forests as well as to plant and crop covers. In
fact in many respects it is acceptable to view tree stands as being merely
the larger-scale counterparts of plant stands. They do however have some
special features that have climatic importance:

() the stand architecture is often more clearly demarcated. The forest
canopy is commonly quite dense, whereas the trunk zone is devoid
of foliage (except where there are multiple tree layers or dense
underbrush).

(i) the increased biomass and the sheer size of the stand volume contribute



142 Boundary Layer Climates

o Cypress
s & Bamboo
Z 60 e Oak, Hickory,
o E Poplar
£
3 40 o : i
'y -
g 2} e 4 .
— | PY 8 N
[ ]
0 1 1 1 1 1

0 10 20 30 40 50 60

AMOUNT OF RAINSTORM (mm)

Figure 4.19 The relation between the rainfall interception
efficiency of tropical and temperature forests and the
amount of rain precipitated by a storm (after Pereira,

1973).

to the possibility that heat and mass storage may not be negligible
over short periods.

(iid) the height and shape of the trees leads to greater radiation trapping
and a very much rougher surface.

(iv) especially in the case of coniferous forests the stomatal control may
be different.

(a) Mass balances

The general features of the water balance in a vegetation system (Figure
4.9) require little or no modification in the case of tree stands. The inputs to
the system consist of the same terms but it is worth noting that forests are
able to retain a larger proportion of their precipitation as interception storage.
The canopy of a deciduous forest can intercept 10-25% of the total annual
precipitation, and the range for coniferous forests is 15-40%. In general
snowfall interception efficiency is similar to that for rainfall. For an individual
storm the efficiency can be almost 100% in the early stages but when the
maximum storage capacity is exceeded the efficiency drops. Figure 4.19
illustrates this fact for a range of tropical and temperate forests. It also
shows that interception depends more upon the nature of the rainstorm
than upon the tree species. The maximum storage capacity for rain is from
0-5 to 2 mm for all forest types, and from 2 to 6 mm for snow (Rutter, 1975).

Interception is important in the water balance of forests because it is
capable of ‘short-circuiting’ the availability of water to the ecosystem. The
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Figure 4.20 Schematic model of radiation exchanges above and within a forest
(after Gay and Knoerr, 1970). (Flux numbers are referred to in the text and
Table 4.4. Dashed lines indicate partial transmission through the canopy.)

direct evaporation of intercepted water (rain, snow, dew or fog) can constitute
the major portion of evapotranspiration (i.e. exceeding transpiration). This
water therefore does not enter the soil moisture store for use by trees and
understorey, nor is it released as runoff to streams. The importance of
wetted-leaf losses depends on the rainfall climatology of the site including
the nature of the storms and their seasonality. The energy requirements of
interception losses are discussed on p. 156.

The principal features of the carbon dioxide balance of forests are
essentially the same as for other vegetation. The daytime CO, flux from the
atmosphere (Fo) is related to the assimilative capacity of the canopy and
this is governed by stomatal activity. Jarvis et al. (1976) working in a spruce
forest near Aberdeen, Scotland, showed that F. increases with short-wave
irradiance (K{) and decreases as the vapour pressure deficit (vpd) becomes
larger (i.e. at high light levels and with low evaporative demand the stomata
are encouraged to open fully and to capture CO, for photosynthesis). They
state that for typical conditions (K4=300 Wm= and vpd=300 Pa) Fc=2:9 gm-
2h-1, If the deficit increases to about 1400 Pa the flux of CO, is eliminated,
probably because of stomatal closure. The reverse flow at night due to
respiration from the soil, wood and the leaves is typically about 0-5 gm-h-
1. In terms of biochemical heat storage these rates correspond to flux densities
of 9 and 2 Wm=2 respectively, and are therefore climatically negligible.

(b) Radiation budget

The principal radiative exchanges in forests and orchards are associated
with the canopy layer. The trunk zone is less important. Schematically the
canopy can be represented as an isolated layer possessing an upper and
lower boundary as shown in Figure 4.20. This treats the canopy rather like
a ‘giant leaf’, except that it allows some transmission of long-wave radiation



144 Boundary Layer Climates

through gaps in the canopy. It illustrates the possibility of radiative trapping
within the system, and the need to consider the canopy layer as an elevated
long-wave radiative source which is capable of emitting energy both upwards
to the sky and downwards to the forest floor. We will use Figure 4.20 as the
basis for discussing radiative exchange above and within tree stands. The
results in Table 4.4 give an idea of the relative magnitudes of many of the
fluxes numbered in Figure 4.20. These numbers will also be used to identify
fluxes in the following discussion.

The short-wave radiation incident upon a tree community (flux 1) is
either reflected (flux 5), absorbed by the canopy, or transmitted through to
the floor (flux 2). In agreement with the situation in plant stands the form
of the attenuation with height is approximately given by Beer’s law in the
form of equation 4.13 (p. 130). The amount penetrating to the floor depends
upon many factors including the height, density and species of the stand
and the angle of solar incidence, but in general less than 20% of flux 1
reaches the floor of a mature stand, and it may be as little as 5%. For
example, Figure 4.21 shows the relation between K above a canopy and
for a point on the floor. The record for the floor is an indication of the
highly variable radiation environment found there due to shading and
sunflecking. During the 8 h period of measurement the total Kl above the
canopy was 16-:1 MJ m?, and on the floor was 2-:8 MJm™, giving an average
transmission of 18%. In the case of the orchard in Figure 4.22a the
transmission is 21%, but for the forest in Table 4.4 it is only 6%.

The canopy not only reduces the magnitude of short-wave radiation
reaching the floor but also affects both the proportion arriving as diffuse

Table 4.4 Radiant energy exchange within and above a forest system. Data are
daily totals (MJm2day™) for a pine forest in Connecticut on 30 September 1964;
data after Reifsnyder, 1967.

Radiation  Forest Relation to Floor Relation to

component  system? numbered numbered
{canopy + fluxes in fluxes in
floor) Figure 4.20 Figure 4.20

K| 18-2 1 1-0 2+4

K7 1-8 546 =7 0-2 3

ot 0-10 71 0-17 32+4)

K* 16-4 1-7 0-9 {2+4)-3

Ll 24-6 8 295 9+10 = 11

Lt 353 13+14 = 15 3041 12

Lx ~10-7 §-~15 —-0-6 11-12

o 57 {(1-7)+(8-15) 0-3 (24+4)-34+(11-12}

¥ Measured or caleulated above the canopy
* Non-dimensional
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Figure 4.21 Short-wave radiation measured above the
canopy, and at one point on the floor of a 23 m stand of
Loblolly pine near Durham, N.C. (36°N) on 30 October 1965
(after Gay et al., 1971).

radiation (D), and its spectral composition. Close inspection of the K{ trace
for the floor in Figure 4.21 reveals a ‘background’ level of radiation, most
evident in the early morning and late afternoon, but also seen as the base
of the midday ‘spikes’. This ‘background’ is D. At low solar altitudes it is the
only short-wave radiation penetrating to the floor because the direct-beam
has a long path length through the canopy and a very low probability of
finding an unobstructed route. At midday D is discernible as the lowest flux
level found in shade. Passing a smooth curve through this ‘background’
level it emerges that D represents 46% of Ky on the floor, whereas above
the canopy it is only 15% of the incident short-wave. Thus the canopy acts
to diffuse the solar beam.

In general tree canopies lead to a depletion of the blue region of the
spectrum (0-40 to 0-45 pm) and an enrichment of the red and near infra-red
(0:65 to 0-75 um). The light on the floor is therefore photosynthetically less
active and taken in combination with the reduced magnitude of radiation,
this tends to limit the variety and productivity of plants growing on the
floor. Light penetration also varies with the age of a stand. Initially as the
trees grow there is a progressive decrease in the light penetration until a
minimum value is achieved, thereafter increasing competition for light allows
only the strongest trees to prosper and a natural thinning and increased
penetration results.

The total short-wave radiation reflected from orchards and trees (flux 7)
includes that from both the canopy (flux 5), and from the floor (flux 6). The



146 Boundary Layer Climates

latter flux being that emerging from the canopy after the initial floor reflection
(flux 3) has been depleted by multiple reflection between the floor and the
underside of the canopy (flux 4), and by absorption whilst passing through
the canopy layer.

Forest albedos are low by comparison with most other natural vegetation
(Table 1.1, p. 12 and Figure 4.14, p. 133). They are lowest for conifers
(especially spruce), higher for bare deciduous and greatest for deciduous
trees in full leaf. Since the spectral reflectivity of coniferous needles (Jarvis
et al., 1976) and deciduous leaves is similar to that of plants (Figure 4.4, p.
117), the low albedos are probably due to greater trapping. This is illustrated
by the results from an orange orchard given in Figure 4.22. For a single
layer of orange leaves 32% is reflected, 19% transmitted and 49% absorbed,
but for the orchard canopy only 15% is reflected, 21% transmitted and 64%
absorbed. Hence the natural orientation of leaves and the depth of the
canopy greatly enhance absorption due to trapping as a result of multiple
internal reflection. On a much smaller scale, enhanced scattering may explain

(a) K{ = 100%

(b) K{ = 100%
Reflected
32
Absorbed
COIOTIND  EXIXIIIINITS AT (DIIIXITE
49 =
1 Transmitted
19

Figure 4.22 Short-wave radiation budget of (a) an orange
orchard, and (b) a single-layer mosaic of fresh orange
leaves. All values expre&ed as percentages of the incident
radiation (after Kalma, 1970).
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why the diurnal albedo variation of coniferous trees is reduced in comparison
with deciduous trees and low plant covers (Figure 4.14, p. 133). Even at
low solar altitudes the roughness of needle clusters may be sufficient to
increase scattering and thereby to trap radiation more efficiently than the
‘smoother’” surfaces of other vegetation covers.

The high absorptivity of evergreen trees makes them extremely important
in the radiation budget of a high latitude landscape, especially in the spring
in areas where conifers are scattered through otherwise snow-covered terrain
with a high albedo. This contrast is accented at low solar altitudes because
then the trees present their maximum surface area for irradiation, and their
receiving surfaces are almost normal to the solar beam. Their relative warmth
makes them sources of long-wave radiation which is readily absorbed by
the surrounding snow thus hastening the local melt and the exposure of
surfaces with lower albedos.

There is little information from which to generalize the long-wave
exchanges above and within tree communities, but Figure 4.20 and Table
4.4 serve to illustrate the anticipated characteristics. The budget above the
canopy is composed of the normal atmospheric input (Z{, flux 8) and the
forest system output (LT, flux 15) which consists of that portion of the floor
emission which penetrates the canopy (flux 13), plus the canopy emission
(flux 14). As with most surfaces L{ usually exceeds LT and the budget is
negative both on an hourly and a daily basis. Beneath the canopy the
situation is more complex. The budget of the floor for example must include
an input (flux 11) due to that portion of sky radiation which penetrates the
canopy (flux 9), plus the emission from the underside of the canopy (flux
10), and an output due to the temperature and emissivity of the floor. With
full foliage the role of the sky is likely to be small and the budget becomes
simplified to considerations of the difference in temperature and emissivity
between the bottom of the canopy and the floor. Usually these differences
are small, and therefore L* on the floor is a small term (Table 4.4).

The diurnal variation of the fluxes comprising the radiation budget of a
coniferous forest is given in Figure 4.23. The course followed by the
component fluxes, and by the resultant net all-wave radiation is similar to
that for other vegetation except that the low albedo (0:09) gives a smaller
reflection term and a slightly greater Q* absorption by day. However some
caution should be exercised in this interpretation, because Q* depends on
I* which includes a term (ZT) which varies with the canopy ‘surface’
temperature. Temperatures relate to the total energy balance and the thermal
properties of the materials, and not to the radiation budget alone.

The profile of Q* within a tree stand tends to approximately follow that
within plant stands (e.g. Figure 4.12b). The percentage of the above canopy
QO found on the floor varies with stand height, density, species and solar
altitude, but as with K¢ it is common to find a reduction of 80% and
sometimes as much as 95% (e.g. Table 4.4).
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Figure 4.23 Component fluxes of the radiation budget of a 28 m stand of Douglas fir at
Cedar River, Washington (47°N) on 10 August 1972 (after Gay and Stewart, 1974). The
following table gives the associated daily energy totals (MJm?day™).

Short-wave Long-wave All-wave Derived term
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(c) Energy balance

The energy balance of a soil-forest-air volume is illustrated by the results in
Figure 4.24 and summarized by the daily energy totals in Table 4.5. Both
the Thetford and Haney sites are characterized by extensive coniferous
forests, one pine the other fir, with no obvious restriction to water availability.
The albedo of the Thetford site is slightly lower, and the daylength longer
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Figure 4.24 Diurnal energy balance of (a) a Scots and Corsican pine
forest at Thetford, England (52°N) on 7 July 1971, and (b) a Douglas
fir forest at Haney, B.C. (49°N) on 10 July 1970, including (¢) the
atmospheric vapour pressure deficit. Thetford data from Gay and
Stewart, 1974 and Haney data from McNaughton and Black, 1973.
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Table 4.5 Energy balances of two coniferous forests during the summer. Data are
daily totals (MJm=2day™) for Scots and Corsican pine at Thetford, England on 7
July 1971 and Douglas fir at Haney, British Columbia on 19 July 1970.7

Thetford Haney

Encrgy balance

O* 19-7 14-5

Ow 117 4.8,

Qp 70 9-9

AQy 1-0 ~0-2
Derived terms

o 008 009

B 1:67 0-48

E{mm) 2:80 3:96

QwQ" 036 0-68

T Gay and Stewart, 1974; ¥ McNaughton and Black, 1973.

than at Haney. These features, combined with some nocturnal cloud at
Thetford (00 to 05 h) and some daytime cloud at Haney (11 to 20 h), gave
the former a larger net radiative surplus for the day.

Apart from these differences the Q* and physical heat storage (AQs)
terms are similar for the Thetford and Haney sites. (Biochemical heat storage,
AQp, has been neglected on the assumption that it only represents 2—5% of
QF, see p. 112.) Although AQ; is relatively small it cannot be ignored on an
hourly basis since at night it is of the same order of magnitude as Q*. For
example the storage release from the biomass alone can amount to 40 Wm-
2, and to this must be added the release from the soil and the air. Soil heat
storage can be important where radiation is able to reach the floor relatively
unhindered. Storage in the air becomes significant if the stand volume is
large. On a daily basis however, net heat storage in a forest system is
negligible (Table 4.5) since the daytime uptake and the nocturnal release
compensate each other.

On the other hand the partitioning of the available energy into the
turbulent sensible (Qy) and latent (Qg) heat fluxes was quite different at the
two sites. At Thetford only one-third of Q* was used to evaporate water,
whereas at Haney approximately two-thirds was used for this purpose. The
QO differences are particularly evident in the afternoon period. This is brought
about by a phase-shift in the relationship of Qy and Q. relative to Q* between
the two sites (i.e. at Thetford Q*, Oy and Qg all peak at midday, but at
Haney Qy peaks before, and Qg after, the time of maximum Q%). To inquire
into this difference we will consider the factors controlling evaporation
from a vegetated surface.
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Figure 4.25 Diurnal variation of (a) the canopy and (b)
aerodynamic resistance of coniferous forests (compiled from
Gay and Stewart, 1974, and McNaughton and Black, 1973).

In Chapter 2 we noted that the evaporation rate depends upon: the
availability of water and energy, the strength of the surface-to-air vapour
concentration gradient, and the intensity of turbulent motion. In this chapter
we have added to this list the physiologic role of stomatal activity for
vegetation surfaces. In the terminology of the electrical analogy (p. 127)
the role of atmospheric turbulence is characterized by the aerodynamic
resistance (7,), and that of the stomata by the canopy resistance (7).

In the case of the forests being compared here, differences in the
availability of water or energy are not considered significant. At both sites
r, was small, and during the interesting afternoon period any 7, differences
between sites were minor (Figure 4.25b). The higher 7, values at Haney in
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the evening, were due to local wind stagnation. Forests show low 7, values
in general because of their large roughness, thus for a given wind speed,
the atmosphere is more turbulent over a forest than any other natural surface
(excluding topographic effects). In fact turbulent diffusivities (Ky, Ky, Ky
etc.) are typically two orders of magnitude greater over forests compared to
crop surfaces. When taken in conjunction with the diurnal pattern of vpd
(Figure 4.24¢) this gives a very efficient system for transporting vapour into
the air, with the potential for a peak loss in the afternoon (i.e. near the time
of maximum air temperature). This potential seems to have been realized
at Haney but not at Thetford.

This leads us to consider whether the phase differences in Figure 4.24
could be explained by stomatal activity. Figure 4.25a confirms that distinct
r differences exist, with values at Thetford being approximately twice those
at Haney. Whether this is related to species or site factors is not known.
Since » and r act in series to restrict vapour transfer it is clear that r is the
domindnt limitation (» values are at least one order of magnitude greater
than r) at both sites. Most significantly, at Thetford this control was
particularly large in the afternoon. It is therefore suggested that at Thetford
the increased stomatal control is sufficient to completely suppress the vpd-
driven tendency for high afternoon evapotranspiration, and thereby keeps
Q in phase with O* and Q (Gay and Stewart, 1974).

“If the canopy is wet stomatal control is not involved in controlling water
loss, i.e. ¥ approaches the value for an open water surface of zero. Then,
as long as‘wind speeds are sufficient to keep the only remaining resistance
(r) small, the evaporation rate can be surprisingly large, even with cloudy
sKies. Rates can exceed both the net radiation supply and the value for
transpiration from a ‘dry’ canopy. For details see Section 5.

There is less detailed work available on the behaviour of deciduous
forests. It appears however that with the full foliage in spring and summer
the energy balance is approximately in accord with that for conifers. The
higher albedo reduces radiant absorption slightly but the dominant role of
evaporation in energy partitioning remains. In the autumn sensible heat
becomes increasingly important as transpiration decreases and the leaves
die. In the winter if the ground is frozen or snow-covered virtually all of Q*
is converted into sensible heat to warm the trees by conduction, or to
warm the atmosphere by convection.

(d) Climate

As one enters a forest on a sunny summer day the climate changes noticeably.
Air motion is weak, and it is cooler and more humid. This is because we
are walking in a layer well below the level of the active surface where the
primary site of drag on airflow, radiation absorption, and evapotranspiration
is located. The typical climatic profiles in Figure 4.26 illustrate this fact, and
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Figure 4.26 Typical mean hourly profiles of climatological properties in a Sitka
spruce forest at Fetteresso near Aberdeen (57°N) on a sunny day in July 1970
at midday. Also included is the profile of the leaf area showing the vertical
distribution of foliage density. The following characterize conditions above the
canopy at a reference height of 13 m above the ground: K4=605 Wm=2, Q*=524
Wm-2, T = 11-8°, é=11-1x102 Pa, p=315-4 ppm, 2= 3-9 ms- (after Jarvis et
al., 1976).

their general form shows almost complete agreement with those from crops
(Figure 4.17, p. 138). The only major difference is that above-forest gradients
are much weaker. This is directly attributable to the greater mixing over the
much rougher forest which readily diffuses atmospheric properties
throughout a deep surface layer.

The wind profile above a forest in neutral stability conforms to the
logarithmic law with appropriate modification to include a zero plane
displacement (equation 4.5). There is a sharp decrease of wind speed in
the upper canopy down to the level of maximum leaf area (Figure 4.26).
Beneath this winds are very weak in the lower canopy and there is a
mini-jet in the trunk space before becoming zero at the floor. In the
case of a leafless deciduous forest there would be less drag exerted and
a correspondingly greater penetration into the canopy, resulting in higher
mean wind speeds throughout the stand depth. Comparison between
wind speeds above forests with those above fields show the former to
be slower (Oliver, 1974) if the height scale is based at the zero plane
displacement level. This effect is explained by the increased drag and
mixing over the forest and is illustrated by the two profiles on the left-
hand side of Figure 2.10a.

The force of the wind on trees can be sufficient to flatten them (called
‘wind-throw”) or break their stems (‘wind-snap”). This is the same as ‘lodging’
for plants. It is caused by a turning moment being applied to the tree or
plant due to the increasing force of the wind with height. Obviously the
probability of this happening increases with the wind speed and the height
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of the plant, but no simple relationships appear to apply, and a number of
other influences are known to be relevant. Turbulence, or the gustiness of
the wind, is important; the swaying of the tree or plant is probably of
greater concern than the simple continuous pull of the wind. For a given
stand there may be a critical combination of wind speed and turbulence
which causes the plants to vibrate and get into resonant motion leading to
failure. Similarly the density of the stand is of significance because of its
role in determining roughness (Figure 4.18, p. 140) and also because the
closeness of the trees or plants provides some physical damping of swaying
as they collide with one another. Uniformity of the cover is relevant because
‘holes’ tend to increase bending in the lee of the clearing. Both of the last
two points have implications for forest thinning practice. A major influence
on the pattern of lodging or wind-throw is the topography because it
produces areas of acceleration and shelter (see Chapter 5, p. 182). It also
appears that root structure and soil conditions are crucial. Shallow-rooted
plants which are often associated with poorly-drained, wet areas are
especially prone to damage.

The daytime air temperature and humidity profiles exhibit maxima at the
level of maximum leaf area where radiative absorption and transpiration
provide the most heat and water vapour (Figure 4.26). Beneath this there is
a temperature inversion because the canopy is warmer than the floor where
only weak radiative absorption occurs. Within the soil (not shown) there is
usually very little temperature variation with depth or time. The humidity
profile is less easily generalized within the stand because of the possibility
of evaporation from the soil, or plants on the floor. At night the temperature
profile is reversed with a minimum in the upper portion of the canopy, an
inversion above, and lapse below. At this time the reduced sky view factor
for positions beneath the canopy reduces long-wave radiative losses and
helps to maintain relatively mild conditions within the stand compared
with those in the open or above the trees (Figure A1.9 p. 355). The greatest
frost and dewfall are therefore found just beneath the crown of the canopy.
If dewfall is absent the nocturnal humidity profile is a weakened version of
that during the day.

The form of the CO profile by day reflects the fact that the canopy is a
carbon dioxide sink (ﬁhotosynthesis) and the soil a source (respiration).
The gradient within the stand is relatively strong because of the lack of
vigorous mixing to diffuse the carbon dioxide released by the soil. At night
when the canopy also respires, concentrations decrease all the way from
the soil up into the air above the forest.

5 COMPARISON OF LOW PLANT AND FOREST WATER USE

Meteorologists and water resource managers have sought the answer to the
critical question: ‘Which vegetation system uses (‘wastes’) more water, a



Climates of vegetated surfaces 155

forest or a low plant (including crop) cover?” Proper management of the
vegetation cover is central to the issues of conserving valuable water
resources and flood control. Recent research shows that a categorical answer
is not available but simple principles are emerging.

In any analysis of this problem it is necessary to consider the cases of
water loss from dry and wetted canopies separately. In the dry case losses
to the air are almost entirely due to transpiration (£) which involves the
role of the stomata in the form of the canopy resistance (7., see equation
4.12, p. 127). For wet canopies the loss is dominated by evaporation of
intercepted water (E) with little physiological control by the vegetation. In
general forests exhibit larger values of 7, than crops (Monteith, 1981) and
because of their roughness have much smaller aerodynamic resistances
(r,). A very simplified table of representative values relevant to this section
is given in Table 4.6.

First consider the transpiration from dry canopies. If we assume 7, is
small compared with r, we can write for crops:

Et crop = (Pi(Tc) - pva)/(rc + raV) (4.15)
and even more simply for forests:
Et forest — (pdva - pva)/rc = Vdda/rc (4.16)

where for forests we have assumed that the small leaf size and roughness
allows us to set 7.~7, (cf p. 122), and r, has been considered negligible
(Table 4.6). Since the canopy temperature (7,) of most crops is greater than
the air temperature during the daytime when transpiration is active, the
numerator of equation 4.15 is larger than that of 4.16, all other conditions
being equal. Further, since the total resistance is less for the crop (Table
4.6), the denominator is smaller. Therefore both the larger driving force of

Table 4.6 Representative values of the canopy (7)), aerodynamic (r,) and total
pathway (1) resistances, and rates of evapotranspiration from wet and ‘dry’
canopies of temperate crops and forests with no water stress.

Crops Forests
‘Dry’ “Wet’ Pry’ Wet”
r.{s m') 30 <5 125 <3
r, (s m™h 20-30 20-50 5-10 5-10
r{sm™Y 75 40 130 10
E, or E; (mm h™1)* 06 (-4t 0-1 {0-6) 0-3 (0-7) 0-2 (0-9)
/O 0.9 0-9 0-5 2-0

T Bracketed values are maxima.
¥ Summer values.
Sources: McNaughton and Jarvis (1983), Szeicz (1974), see also Table 4.2, p. 127.
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the vapour difference, and the reduced resistance to vapour flow, act to
produce greater transpiration from cropped rather than forested surfaces
(.e. E qop > Ei toress Table 4.0).

This result is in accord with observations of E, and Qy/Q* in Table 4.6
and also in agreement with the examples of the barley crop in Figure 4.15
(p. 136) and the coniferous forests in Figure 4.24 and Table 4.5 (p. 150). It
also explains the tendency for the evapotranspiration of crops to be closely
tied to variations of net radiation (Figures 4.15 and 8.10b, p. 283) whereas
forests seem to respond to the daily variation of vdd (or vpd) (Figure
4.24b). This is because E .., includes the value of the canopy surface
temperature which is driven by radiant absorption, whereas E . is tied to
the air temperature through the vdd. Air temperature lags surface temperature,
and is less variable.

Now consider the case of evaporation from wet canopies. For both crops
and forests E, is given by equation 4.15 but since the loss of water is not
controlled by the stomata we can ignore 7, without serious error so that:

Ei crop or forest = (pi{/(Tc) - pva)/raV

Given that 7, for forests is up to an order of magnitude smaller than the
value for crops (Table 4.6) it is obvious that treed areas evaporate intercepted
water far more efficiently (i.e. Ei fore > Eicrop, Table 4.6). Even without strong
radiant heating of the canopy a small canopy-air vapour density difference
can sustain a significant evaporation rate in windy conditions. Wet canopies
are usually slightly cooler than the air and the low aerodynamic resistance
that aids evaporation also facilitates a sensible heat flux from the air to the
canopy which supplements the radiant energy supply. Indeed Q/Q* can
be as large as 4 for forests.
In summary we can conclude:

Et crop > Et forest bUt E crop < Ei forest

if both systems are subjected to the same ambient conditions. Therefore
when estimating whether a crop or a forest cover has the greatest total
evapotranspiration (E=E+E) it is essential to know the proportion of the
time that the canopy is wet. In temperate climates it is common to have
wet, windy winters when E.,, < Eges, DUt less rainy summers when E, >
Eioreq It is also important to have more details about the storms. If the
canopy is frequently wetted by small storms £ losses will be larger than
from a few large storms because the interception efficiency decreases as
the amount of rain per storm increases (Figure 4.19, p. 142). When assessing
crop/forest differences it is also relevant to compare the net radiation inputs.
Forests usually have slightly larger O* inputs because the albedo is lower
(>K*) and the canopy temperatures are lower by day (<L* loss).

Many of these points are verified by the results in Figure 4.27. It shows
the annual energy and water balances for a grassed and a forested catchment
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in Wales. The area has a marine west-coast climate with frequent precipitation,
especially in winter. Total evapotranspiration from the grass is less than
one half that from the forest. Ei represents 60% of the total evapotranspiration
from the forest. The energy necessary to support the vaporization consumes
all of the net radiation plus a net input from the air so that Q /Q* is greater
than unity. Due to the lower water loss to the air, the low plefnt area yields
a larger proportion of the precipitation input as runoff. Thus the question
posed at the start of this section is easily answered in the Welsh case, but
conditions may be very different in other climates. In dry climates it is also
necessary to consider the ability of vegetation to tap deep water supplies.

(a)
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Figure 4.27 Observed mean annual water and energy balances for
two catchments in Wales, U.K.: (a) Wye catchment (grassed) (b)
Severn catchment (forested). Data from Calder and Newson (1979)
and Shuttleworth and Calder (1979). In (a) Ar/p=0-83 and Q/Q*= 0-38;
in (b) Ar/p=0-61 and Qy/Q*=1-15.
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In the preceding sections we have considered the energy and water balances
of a range of relatively simple surfaces. The balance relationships we have
been able to use have assumed that the surface in question is extensive
and flat, and is virtually uniform in character (ideally it is an infinite
homogeneous plane). If this is so, then the response of the surface to the
energy and mass exchanges is everywhere equal. This means that all gradients
of climatological properties will be perpendicular to the active surface, and
all fluxes are in the vertical direction.

In the real world relatively few surfaces are flat, few could be considered
homogeneous, and none are infinite. On the contrary the Earth’s surface is
a patchwork quilt of different surface slopes and materials. The scale of the
units composing this quilt extends all the way from the oceans and continents
down to individual leaves and even smaller. As an example consider the
case of a group of agricultural fields, some ploughed and bare, some fallow,
some in crops. Each of these fields possesses its own combination of radiative,
thermal, moisture and aerodynamic properties, such as albedo, soil
conductivity, soil moisture, surface roughness, etc. Each field therefore will
tend to regulate and partition the available energy and water in a different
manner, giving each a unique energy and water balance. These differences
will be manifested as different surface, sub-surface and atmospheric climates
in terms of temperature, humidity, and wind speed profiles. Thus there will
be spatial discontinuity of climates, and horizontal gradients will exist. Near
the surface at the boundaries between the fields these gradients will be
greatest, and horizontal interactions will occur.

The climatic response of the above array of fields would be further
complicated if they were situated in an area of varied topography. Solar
loading differences would arise because of differences of slope and aspect,
moisture availability would vary because of areal precipitation and drainage
characteristics, and the wind field would be affected by channelling and
shelter effects. One of the greatest challenges in modern atmospheric science
is to understand the way in which these interactions take place. Only then

158
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will we be able to approach a fully dimensional climatology which accounts
for the space and time domains.

In our further study of the climates of non-uniform terrain it is convenient
to deal first with the effects of spatial variation in surface character, and
second with the effects of topography.

1 EFFECTS OF SPATIAL INHOMOGENEITY

Two different cases will be considered: first, we will note the modification
of atmospheric properties as air, already in horizontal motion, moves from
one distinct surface type to a different one—these are advective effects;
second, we will consider the circulation of air induced by contrasting surface
properties when regional winds are weak—these are thermal circulation
systems.

(a) Advective effects

Three different advective effects are generally recognized: the ‘clothesline
effect’, the ‘leading-edge or fetch effect’, and the ‘oasis effect’.

(i) ‘Clothesline effect’

This effect is normally restricted to the flow of air through a vegetative
canopy. The ideal conditions exist at a vegetative stand border, as for example
at the edge of a crop surrounded by warmer, drier ground; or at the edge of
a forest bordered by fields. The situation is well illustrated by the horizontal
flow (AQy) depicted in Figure 4.1a. If the air entering the crop from the
right is warm and dry it will increase both the heat supply, and the vapour
pressure gradient between the transpiring leaves and the crop air. The net
result is to enhance the evaporation rate and hence to more rapidly deplete
the soil moisture close to the stand border. Further into the crop the air
cools down and acquires moisture, thus causing it to adjust to the more
typical conditions within the stand.

At the edge of crops the soil moisture depletion, crop desiccation, greater
wind buffeting, and greater exposure to new plant pests and disease
commonly combine to stunt crop growth for a few metres in from the
border.

(ii) ‘Leading-edge or fetch effect’

As air passes from one surface-type to a new and climatically different
surface, it must adjust to a new set of boundary conditions. As shown in
Figure 5.1 the line of discontinuity is called the leading-edge. The adjustment
is not immediate throughout the depth of the air layer, it is generated at the
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Figure 5.1 The development of an internal boundary layer as air flows from a
smooth, hot, dry, bare soil surface (with surface values T, pyo, 2p) to a rougher,
cooler and more moist vegetation surface (with new surface values Ty, Fyp, ).

surface and diffuses upward. The layer of air whose properties have been
affected by the new surface is referred to as an internal boundary layer,
and its depth grows with increasing distance, or fetch, downwind from the
leading-edge. It is only in the lower 10% of this layer that the conditions
are fully adjusted to the properties of the new surface. The remainder of
the layer is a transition zone wherein the air is modified by the new surface
but is not adjusted to it. The properties of the air above the internal boundary
layer remain determined by upwind influences and not those of the surface
immediately beneath.

To illustrate the manner in which adjustment takes place consider the case
of air flowing from a dry bare soil surface to a fully moist low vegetation
cover. From our previous discussion of the climates of these two surface-type
(Chapters 3 and 4) we may anticipate that on a summer day the air has to
adjust from a relatively smooth, hot and dry surface to one which is rougher,
cooler and wetter. Initially we will restrict consideration to moisture changes
in the new internal boundary layer. If we assume there is no major across-
wind exchange (called the y direction) then we may conveniently analyse
the vertical and along-wind (z and x directions respectively) in terms of the
two-dimensional ‘boxes’ shown in Figure 5.2a. Air with a vapour content '+

(kg m3) moves from the dry to the wet surface at a speed uf (m s1). Hence
the rate of horizontal moisture transport, A (kg m2s?) is:

A=up, G.D

In Figure 5.2a the vertical fluxes of water vapour into and out of the boxes
are shown by vector arrows the lengths of which are proportional to the
strength of the flux. The vertical arrows represent the evaporation fluxes,
and the horizontal arrows the advective fluxes. We will assume no net

t Averaged quantity over the depth of the layer.
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Figure 5.2 Moisture advection from a dry to a wet surface, (a) Evaporation rates
and the vapour balance of a surface air layer (fluxes of vapour are proportional
to the length of the arrows), (b) Surface evaporation rate (£,), and mean water
vapour concentration of the air layer, (¢) Vertical profile of water vapour in
relation to the developing boundary layer.

condensation or evaporation of vapour within the boxes. Hence assuming
conservation of vapour the sum of the lengths of the input arrows equals
that of the output arrows. If the vertical arrows are of different lengths this
indicates divergence or convergence of the vertical flux (Figures 2.1a, b, p.
35) and a non-constant flux layer. If the horizontal arrows are dissimilar it
indicates divergence or convergence of the horizontal flux (Figure 2.1¢)
and that advection is in operation, and the difference in their length is a
measure of the net moisture advection (AA4). If total input does not match
output that box experiences a change in average humidity.

The vapour flow over the ‘dry’ upwind surface (box 1 in Figure 5.2a) is
essentially non-advective. The horizontal arrows are equal and small, and
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the vertical arrows are similarly in balance (i.e. evaporation at the surface,
E, equals that passing through the reference level z at the top of the box,
E,). As the air crosses the leading-edge into box 2 the surface evaporation
rate rises sharply because there is an extremely strong gradient in vapour
concentration between the moist surface and the ‘dry’ air. This increase
cannot immediately spread upward, so E, exceeds E, and there is an increase
of vapour in the box (Figure 5.2b), and hence a larger horizontal transport
out of the downwind side of box 2 (Figure 5.2a).

This process continues in boxes 3 and 4 but because of the accumulation
of vapour with distance the surface-to-air vapour gradient weakens and
with it the surface evaporation input. Finally at box 5 a new equilibrium
situation arises where the mean content reaches a value which is more
typical of the moist surface, and which does not overstimulate the surface
evaporation regime. Downwind of box 5 both the horizontal and vertical
fluxes are constant with distance and the air layer has become fully adjusted
to the properties of the new surface.

The corresponding adjustment of the vertical profile of water vapour is
given in Figure 5.2c. The upwind profile is very weak as befits a dry surface.
The increased vapour content occurs first near the surface, which is the
vapour source, and is diffused upwards to affect a deeper layer with
increasing distance downwind.

The height of the fully adjusted boundary layer can be viewed as the
level at which the vertical vapour flux equals the local surface value. This
layer has been found to grow rather slowly requiring a fetch distance of
100 to 300 m for every 1 metre increase in the vertical. It is important to
take account of this when setting-up instrumentation masts. For example in
Figure 5.2c¢ the levels z4; and z5 at mast B should not be used if the data are
intended to characterize the conditions of the vegetated surface. The depth
of the total internal boundary layer develops much more rapidly, commonly
requiring a fetch of from 10 to 30 m for every 1 metre increase in the
vertical, but the rate depends on the relative change of roughness between
the two surfaces and the state of atmospheric stability. For example the rate
will be greater if air moves from a smooth to a much rougher surface
during unstable conditions because turbulence would be well developed
and able to diffuse properties easily.

In addition to moisture changes the contrast of surface temperature and
roughness between the bare soil and vegetated surfaces would give rise to
adjustments in the sensible heat flux and momentum exchange downwind
of the discontinuity, and these would in turn influence the mean air
temperature and wind speed. The anticipated form of these changes are
shown in Figure 5.3. The increased evaporative cooling of the vegetated
surface would considerably reduce the value of the surface heat flux
compared with that upwind. In fact the cooling may produce a surface-
based inversion (Figure 5.3c). This means that the sensible heat flux will be
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Figure 5.3 (a) Adjustment of surface sensible heat flux (DHL) and mean air
temperature (T ) as air passes from a hot to a cooler surface, (b) Change in
surface shearing stress (¢,) and mean wind speed (1) as air flows from a smooth
to a rougher surface. Associated modification of the vertical profiles of (¢) air
temperature, and (d) wind speed at different distances downwind of the leading
edge.

directed towards the surface. The heat involved in this flow will be drawn
from the advecting hot air and therefore contributes to its cooling (Figure
5.3a) until a new equilibrium temperature is established. The greater
roughness of the vegetation will exert a greater drag on the air. This increases
the surface shearing stress and decreases the mean wind speed (Figure
5.3b). The wind profile in the upwind region (Figure 5.3d) is logarithmic,
and its extrapolation would intersect the height axis at a small value of z,
(see p. 57). Downwind of the leading edge the profiles have a ‘kink’ where
the steeper slope of the new profile intersects that of the upwind profile.
The point of intersection becomes higher as the boundary-layer adjustment
deepens downwind. The greater slope reflects the increased shearing, and
extrapolates to a much larger roughness length, Zn(Figure 5.3d).
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In reality for a case such as we have been discussing it is not possible to
separate entirely the changes in energy, mass and momentum. For example
the momentum changes will increase the turbulent diffusivities (K’s) over
the rougher surface, and hence enhance Qr and Qy even if the vapour and
temperature gradients did not change.

Leading-edge effects occur wherever there is a marked discontinuity in
surface properties. Figure 5.4 shows a surface temperature cross-section
obtained from a radiation thermometer mounted on an aircraft. The
instrument senses L? and this can be related to surface temperature from
equation 1.4 if the emissivity of the radiating surfaces is known (p. 361).
This midday transect across the prairies shows sharp changes in temperature
(up to 35 Celsius degrees) due to the different climatic properties of
cultivated/uncultivated, dry/irrigated farm land, and water bodies. The
vertical structure shows the development of a series of boundary layers,
some warmer and some cooler than the bulk air temperature. At the upwind
edge of each new surface an internal boundary layer forms, and hence the
structures appear as hot or cool ‘plumes’. The heated plumes being unstable
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Figure 5.4 (a) Horizontal profile of surface radiation temperature, and (b)
hot and cold ‘plumes’ over a diverse prairie landscape. Based on aircraft
observations on the afternoon of 6 August 1968 near Brooks, Alberta (after
Holmes, 1969).
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have more vigorous vertical development than those from the cooler, more
stable lake or irrigated-land. The former were found up to 1000 m, the
latter never above 60 m.

There are two types of fog which illustrate the effect of advection of air
across water of a very different temperature. Paradoxically one occurs with
warm air flowing over cold water, the other with cold air over warm water.
Near coastlines winds or ocean currents can cause cold water to well up to
the surface from below. Air flowing towards the land across the warmer
surface waters offshore encounters the leading edge of this band of cold
water along the coastline and the lowest air layers are cooled. If air
temperatures are depressed to the dew-point a band of cold-water advection
Jfog is formed. Another leading edge is crossed at the coastline and the
lowest layer becomes re-heated over the warmer land surface. The fog
therefore thins out from below as it travels inland and evaporates.

On the other hand warm-water advection fog occurs when very cold air
is transported across a much warmer water body. The saturation vapour
content at the water surface therefore exceeds the vapour content of the
air, whether it is saturated or not. The warmer, moister surface air is unstable
and convects moisture easily up into the cooler air. Some of the super-
saturated mixture then condenses to give a fog which visually appears like
rising steam (the same effect is evident with exhaled breath on a cold day,
or when hot water is run into a bath in a cool room). These conditions can
occur over arctic oceans (where it is called arctic sea ‘smoke’), or over
open bodies of water in otherwise cold continental climates, and over
some industrial cooling ponds. It can also be seen over lakes on summer or
autumn mornings, especially if during the night cold air has drained down
onto the lake from the surrounding hills.

(iii) ‘Oasis effect’

Due to evaporation cooling, an isolated moisture source always finds itself
cooler than its surroundings in an otherwise rather arid region. The desert
oasis is the most obvious example of this situation. Table 5.1 shows the
energy and water balances of oases in comparison with their surrounding
terrain. The semi-desert area evaporates all of its precipitation leaving virtually
nothing for runoff. Even so this consumes only a small proportion of the
available radiant energy because precipitation is so limited. The surplus
heat is therefore dissipated as sensible heat to warm the air, resulting in a
large Bowen ratio (f3).

In the oases on the other hand, the free availability of water permits
evaporation to exceed precipitation by one order of magnitude, and the
energy necessary to accomplish this is more than that supplied by radiation
(i.e. Qg is greater than Q*). This apparently anomalous situation is explained
by the fact that the atmosphere supplies sensible heat to the surface because
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Table 5.1 Annual energy and water balances of Tunisian Oases (after Flohn,
197D).

Surface Area  Albedo O Oy Or B Qg/Q" E P
type km?) « — — —_—
(MJ m~2 day™ 1) (mm yr~1)
Semi-desert 33,000 0-20 69 58 10 58 0-14 150 150
Qases (av.) 150 0-15 86 —3-1 11-8 —-0-26 1-37 16801 150

t To support this evaporation rate the precipitation supply is supplemented by irrigation
from artesian wells.

Note: On an annual basis Q; = 0

the oasis is cooler than the regional air in which it is embedded. Therefore
there is a continual air-to-oasis inversion temperature gradient driving a
downward directed heat flux, and the process is aided by air mass subsidence
over the oasis. (Note that the reversal of Qy gives the oasis a negative
Bowen ratio.)

In this example the ratio Qg/Q*=1-37. In an extreme case the ‘oasis effect’
has been observed to produce a ratio of Qg/Q*=2-5 for a shorter period
over an irrigated field of cotton (Lemon et al., 1957). The irrigated field of
alfalfa near Phoenix, Arizona considered previously in relation to Figure
4.16, also exhibits the ‘oasis-effect’. Figure 5.5 shows the average daily
energy balance components in June following the irrigation in late May.
For the first half of June an ‘oasis effect’ is clearly evident; evapotranspiration
exceeds the net radiation, and Qy is directed towards the crop. During this
period the average Bowen ratio is about -0-25, and the ratio Qr/Q* is
approximately 1-5. However, by the middle of June soil moisture starts to
become restricted, the surface resistance (7. increases, and evaporation
rates decrease. Since Q* remains relatively constant this requires an
adjustment by Qy. By 25 June the Bowen ratio is +1-0, and Qg/Q* is about
0-5. In the absence of further irrigation or precipitation the energy balance
would return to a semi-arid type.

Many other ‘oasis-effect” advective situations can be envisaged. In each
of the following examples a cool, moist surface is dominated by larger-
scale warmer, drier surroundings: a lake in an area with a dry summer
climate; a glacier in a mountain valley; an isolated snow patch; an urban
park; an isolated tree in a street or on open, bare ground. In each case we
may expect evaporation to proceed at an increased rate compared with that
from an extensive area of the same composition, and it is quite possible
that the energy required to accomplish this will exceed the local radiative
surplus.
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Figure 5.5 Average daily energy balance of an alfalfa
crop in June 1964 near Phoenix, Arizona (33°N). The
crop was irrigated by flooding in late May and this was
followed by drought throughout June (see Figure 4.16)
(after van Bavel, 1967).

(b) Thermal circulation systems

The juxtaposition of contrasting thermal environments results in the
development of horizontal pressure gradient forces, which if sufficient to
overcome the retarding influence of friction will cause air motion across
the boundary between the surfaces.

(i) Land and sea (lake) breezes

Land and water surfaces possess contrasting thermal responses because of
their different properties and energy balances, and this is the driving force
behind the land and sea (lake) breeze circulation system encountered near
ocean or lake shorelines. Compared with most land surfaces a water body
exhibits very little diurnal change in surface temperature. The four main
reasons for this were outlined on p. 106, but in summary water is different
because it () allows transmission of short-wave radiation to considerable
depths, (ii) is able to transfer heat by convection and mixing, (iii) converts
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much of its energy surplus into latent rather than sensible heat, (iv) has a
large thermal inertia due to its higher heat capacity. Thus although O* may
be greater over water (because of its low albedo, p. 99), the effectiveness
of O and AQs as thermal sinks means that Qy is small (Table 3.2). By day
Qy is small because most of the energy is channelled into storage or latent
heat; at night it is small because the long-wave radiative cooling is largely
offset from the same water store (Figure 3.15b). The reduced convective
heat flux (Qy) to and from the air means that atmospheric warming and
cooling rates @T/dt) are relatively small over water bodies. In contrast the
convective fluxes and rates of temperature change over land are large and
show a marked diurnal variation.

These land/water temperature differences and their diurnal reversal
(by day—land warmer than water; at night—land cooler than water)
produce corresponding land/water air pressure differences. These in turn
result in a system of breezes across the shoreline which reverse their
direction between day and night (Figure 5.6). In the morning the greater
sensible heat flux density over the land heats the air column more rapidly

la} DAY Cumuiil develop
fhipratp

o) ANGRHT

SEA {OR LAKE)

Figure 5.6 Land and sea (lake) breeze circulations across a shoreline (a) by day
and (b) at night, during anticyclonic weather.
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and to greater heights than over the water. The consequent expansion of
the land column means that the pressure aloft becomes higher than at the
same level over the water. This results in a flow at upper levels towards
the water, in so doing it must produce greater pressure at the surface over
the water and hence a cross-shoreline flow develops from water to land
(the sea or lake breeze). The land breeze is initiated in the evening due
to the greater cooling and contraction of the air column over the land.
Thermal breeze systems of this type are best developed in anticyclonic
summer weather because almost cloudless skies and weak synoptic-scale
winds permit the maximum differentiation between surface climates.
Increased cloud or stronger winds modify or obliterate these local winds.
Note that both the land and sea breezes are really the low-level portion of
a complete circulation cell.

The daytime sea breeze circulation (Figure 5.6a) has a greater vertical
and horizontal extent, and its wind speeds are higher, than the nocturnal
land breeze (Figure 5.6b). This is because by day the solar forcing function
is in operation and instability is greatest. Commonly the sea breeze blows
at 2 to 5 ms?, extends inland as far as 30 km, and affects the air flow up
to a height of 1 to 2 km (Figure 9.6). The horizontal extent of the breeze
may allow it to be deflected by the Coriolis force (see p. 401) so that by
late afternoon the inflow ends up being almost parallel with the coast. On
the other hand the land breeze is usually about 1 to 2 ms! in strength and
smaller in both horizontal and vertical extent. During the sea breeze the
cooler more humid sea or lake air advects across the coast and wedges
under the warmer land air. The advancing sea breeze front produces uplift
in what is already an unstable atmosphere over the land. The front is
therefore commonly associated with the development of sea breeze
cumulus clouds which are caught up in the counter flow aloft and are
carried seaward where they dissipate because they have been removed
from their moisture source, and because over the water the air subsides,
and warms adiabatically (p. 51).

The lowest layer of sea or lake air which is advected across the coast is
modified by the ‘leading-edge effect’. The stable marine air is warmed over
the land producing a more unstable internal boundary layer which grows
in depth with distance from the shore (not shown in Figure 5.6 to avoid
clutter, but see Figure 9.3d and discussion, p. 313). If the coastal water is
upwelling and therefore relatively cold it may remain cooler than the land
even at night. The lack of temperature reversal may then encourage the sea
breeze to continue through the night.

There are a number of practical implications associated with the land
and sea breeze circulation. For example Mukammal (1965) studied the
injurious flecking of tobacco leaves near the shoreline of Lake Erie. It was
known that the damage was caused by ozone (O3), but there was no obvious
local source of this pollutant. The study showed that ozone formed by
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photochemical action over Lake Erie (due to the action of sunlight on
emissions from lakeshore cities) was brought down to lake-level in the
offshore subsidence of the lake breeze (Figure 5.6a), and advected inland
in pulses by the lake breeze. In another study van Arsdel (1965) solved an
equally perplexing problem near Lake Superior. Blister rust disease was
found to be affecting pine trees located about 15-20 km inland from the
lakeshore. The diseased trees however lay at least 8 km further inland than
the currant bushes which produced the disease spores, and the intervening
trees were not similarly infected. It was discovered that the spores were
only released at night, and that they were probably carried out over the
lake by the land breeze, then aloft and landward again in the counter flow,
finally being deposited on the pine trees at the base of the descending
portion of the cell (Figure 5.6b). Although the spores were not tracked
along this route their probable trajectory was verified by tracing smoke and
balloons. Further examples of the importance of sea breeze circulations to
air pollution transport are given in Chapter 9. Of course not all effects of
the sea breeze circulation are harmful, in particular the inhabitants of coastal
settlements often find the cool sea breeze to be beneficial in offsetting a
hot climate.

(ii) Other thermal breezes

In direct analogy with the sea breeze system a city can generate ‘country
breezes’. When regional winds are very weak a city is commonly warmer
than its surroundings (p. 288). This induces low-level breezes across the
perimeter of the city which converge on the centre. It is found that the
vertical temperature structure is at least as important as the urban-rural
temperature difference. Vertical instability aids the three-dimensional
circulation. By day small horizontal differences are sufficient to drive the
system. Unlike the sea breeze system there is no diurnal reversal of flow—
the city is almost always warmer. The air quality implications of this circulation
are discussed in Chapter 9, p. 317.

Any major conflagration such as a forest or brush fire, large-scale burning
of agricultural or forest debris after harvest etc. can generate convergent
winds at its base.

The thermal contrast between the cool sub-canopy interior of a forest by
day, and the un-shaded surrounding fields or grassland, can promote cool
breezes blowing out from the stand border. A reverse flow should occur at
night but it seems that the frictional drag of the forest restricts its effects to
a few metres in from the edge. In fact on good radiation nights it is more
common to encounter cool breezes moving away from the forest edge.
This is air draining intermittently down from the forest canopy because that
is the elevated active surface.
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2 EFFECTS OF TOPOGRAPHY

It is convenient here to divide topographic effects into those due to the
varying input of solar radiation, and those related to the generation, or
modification, of airflow.

(a) Radiation loading effects

The radiation received by a surface is usually the major determinant of its
climate. This radiant input is composed of the components S, D and L{, of
which only the direct-beam receipt (§) is dependent upon the angle at
which it strikes the receiving surface. The relationship between the radiation
received by a surface and the incident beam is given by the cosine law of
illumination (equation 1.9 and Figure 1.7, p. 15). For the case of a sloping
surface this can be written:

S = Scos® (5.2)

where § —the radiant flux density incident on the slope surface (AB in
Figure 5.7a), Si—the radiant flux density perpendicular to the incident beam
(i.e. on the imaginary surface CD), and ®—the angle between the direct-
beam and a normal to the slope surface. (Note that in order to calculate
for @ any surface at any time it is necessary to know not only the angle of
the slope relative to a horizontal plane but also the azimuth angle of the
slope and both the azimuth and zenith angles of the Sun. For a fuller
explanation of the three-dimensional geometry involved the interested reader
is directed to Appendix A1, p. 339 and Figure A1.4.) At a given time and
location S; is unlikely to vary very much spatially (depending upon
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Figure 5.7 (a) Diagrammatic representation of the angle @bet}\’vecn
the surface and the incident direct-beam short-wave radiation, §. (b)
The form of the cosine law of illumination.



172 Boundary Layer Climates

atmospheric conditions) and hence variations in the slope and azimuth
angles presented by topography determine the radiant loading differences
across the landscape. Clearly the slope that most directly faces the Sun (i.e.
where® approaches zero, and therefore cos&pproaches unity) will receive
the most radiation; whereas if the Sun is almost grazing the surface (i.e.
@approache% 90°, and cos @approaches zero) minimal radiation is received.
Because of the cosine form (Figure 5.7b) it can be seen that the direct-
beam solar input is almost uniformly high for angles of @ less than 30°, but
above this the receipt drops at an increasing rate.

Figure 5.8 shows the daily input of direct-beam radiation to various
slope angles and aspects at latitude 40°N at the times of the solstices (when
the Sun is overhead at the Tropics of Cancer and Capricorn); and equinoxes
(when the Sun is overhead at the Equator). In the northern hemisphere,
south-facing and horizontal surfaces show symmetrical energy receipt centred
on midday.

At the equinoxes the maximum direct-beam input will be upon a south-
facing slope of 40° at midday (i.e.= =@zero because the Sun is overhead
and § = 5). The closest slope to this in Figure 5.8a is south 45° @-=5°),
next is horizontal (@=40°) and then south vertical @ =50°). East-facing
slopes receive the early morning solar beam more effectively than the south-
facing slopes. Hence the curves for east-facing slopes rise more sharply
after sunrise, with the east 45° slope receiving more than the east vertical.
However as the Sun’s azimuth changes through the day, east-facing slopes
soon achieve their ‘local solar noon’, and the incident radiation decreases
rapidly towards their ‘local sunset’ (12 h for east vertical, and 15 h for east
45°). Although not shown in Figure 5.8a the situation for west-facing slopes
would be symmetrical with that of the east-facing slopes, showing higher
receipts in the late afternoon than the south-facing slopes. At the times of
the equinoxes vertical north-facing slopes receive no direct-beam short-
wave radiation input, their radiant receipt being limited to diffuse short-
wave and long-wave radiation from the atmosphere. The input to a north
45° slope is very slight at all times.

At the summer solstice (Figure 5.8b) the horizontal, east- and north-
facing slopes experience sunrise before the south- and west-facing slopes
(west is not shown but is symmetrical with east). East-facing slopes are
illuminated as for the equinoxes but with an earlier sunrise, and a larger
maximum input. Horizontal surfaces receive direct-beam radiation throughout
the day, and of the slopes shown they obtain the maximum intensity at the
mlddaL peak (for a horizontal surfacé =16.5°, for south 4)@ 28.5, and for
south (J=73.5° vertical ). The vertical north- and south-facing slopes show
mutually exclusive illumination, the north being in receipt early and late in
the day (experiencing two sunrises and sunsets per day), and the south
only in receipt between 08 h and 16 h.



Climates of non-uniform terrain 173

1000 T , :
- (a)
N
800 [ -
east 45° Z \\‘/ south 45°
600 - oast vert. \7/ ' horiz. _
r Yl : south vert.
400 + i
200 I north / k .
45° ] N. vertical ]
i in shadow
0 1 1 1 1
- 04 08 12 16 20 24
E
= 1000
T
@ 800 -
p4
w
Q 600 i
x
- 400 i
w
>
%2 200 ]
-
W 0
24
800 T . .
~ (c) south 45°
600 - /"¢ South vert. ]
400 - gasr 45° £ \ bori N
- oriz.
east vert.-_
200 7 / N.>26.5°
B in shadow
0 1 1 i | 1

04 08 12 16 20 24

TIME (h)

Figure 5.8 The diurnal variation of direct-beam solar radiation
upon surfaces with different angles of slope and aspect at
latitude 40°N for (a) the equinoxes (21 March, 21 September),
(b) summer solstice (22 June), and (¢) winter solstice (22
December) (after Gates, 1965).
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By the winter solstice (Figure 5.8¢), north-facing slopes of greater than
26-5° receive no direct-beam at all, whereas south-facing slopes are most
favourably placed. The length of day is considerably shorter, which combined
with the generally lower intensities give relatively small daily radiation
incomes.

In general the effect of moving from high to low latitude is to increase
the illumination of the north-facing slopes at the expense of the south-
facing slopes. Also, since the Sun is never more than 47° from the zenith at
midday in the tropics, the effect of topographic slope changes is reduced
compared to the high latitudes where small slope or aspect changes may
be of considerable practical importance.

Figure 5.9 gives the direct-beam short-wave radiation totals at the time
of the equinoxes at latitude 45°N (approximately equivalent to Figure 5.8a).
It shows marked differences in the receipt of direct-beam radiation on
slopes of different aspect. Note that the maximum load would be on a
south 45° slope (@-0°), whereas no direct-beam would reach north-facing
slopes of greater than 45° angle. The same authors produced maps of
direct-beam radiation by placing a grid over a topographic map, determining
the slope angle and azimuth for each grid position, and then computing the
radiant input. Spatial energy distributions of this type form an excellent
base for the understanding of micro-climatic variations in regions of complex
topography.
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Figure 5.9 Total daily direct-beam solar radiation (§)
incident upon slopes of differing angle and aspect at
latitude 45°N at the times of the equinoxes (diagram
constructed by Monteith, 1973, using data from
Garnier and Ohmura, 1968).
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Although only an approximation (see p. 354), we may assume that diffuse
short-wave input from cloudless and cloudy skies is equal for all positions
of the sky hemisphere, and therefore does not contribute to spatial variability
of solar receipt at the surface. But the receipt of direct-beam under partial
cloud cover clearly does give marked differences between areas in direct
illumination and those in shadow from cloud. If the cloud is in motion and
not occupying preferred positions then over a sufficient period of time
such differences will average out spatially. On the other hand cloud may
be directly related to surface features such as sea breeze (p. 169) or anabatic
cloud (p. 176). This leads to different solar loading across the landscape
which may re-inforce or dampen the cause of cloud development (i.e. can
be a positive or negative feedback).

Topographically-induced radiation variations lead to energy balance
differences across the landscape. An example of this is given in Table 5.2
where it can be seen that the south-facing slope receives almost three times
more net radiation than the north-facing slope. Some of this increase may
be attributed to the lower albedo of the south-facing slope, but the primary
effect is probably due to its more favourable aspect. The slope surfaces
were bare debris, and the local climate was semi-arid, which accounts for
the energy balance partitioning in favour of sensible heat (Qy), and the
high Bowen'’s ratio () values. However the south-facing slope pumps more
than three times as much sensible heat into its lower atmosphere and such
strong differential heating is likely to produce local slope winds (p. 176).
The lower f value for the north-facing slope may also indicate a greater
availability of moisture for evaporation but there were no soil moisture
data to test this possibility.

It is evident therefore that orientation of a surface with respect to the
solar beam is a very powerful variable in determining its energy income. It
also follows that the naturally uneven configuration of the landscape
produces a wide spectrum of microclimates, and these have implications
for other aspects of the physical environment. Plant and animal habitats are
affected, thereby leading to distinctly different assemblages of flora and
fauna on slopes of different angle and aspect. Similarly these differences

Table 5.2 Effects of topography on the surface energy balance of bare ground in the
Turkestan Mountains (41°N). Data are daily energy totals (MJm-2day-1) based on
monthly average for September (from Aisenshtat, 1966).

Site Energy balance Dimensionless gquantities

Q’ Ou Qe Qg o B Or/Q"

Horizontal 144 9-4 2.1 21 014 45 0-15
North-facing (33%) 60 3-5 1-7 07 020 20 028
South-facing (31%) 17-6 126 31 1.9 015 41 0-18
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are often reflected in the type of land-use especially in agriculture and
forestry (Figure 5.10). Hydrologic activity is also likely to vary as a result of
different rates of evaporation, lengths of snow cover retention, and
probabilities of avalanching on different slopes. Geomorphic processes such
as frost-shattering, mud slumping, soil creep, and rock exfoliation are directly
or indirectly sensitive to such thermal and/or moisture variations.

(b) Topographically-generated winds

Valleys, especially those in mountainous regions, produce their own local
wind systems as a result of thermal differences. As with the land and sea
breeze thermal circulation the local winds of valleys are best developed in
anticyclonic weather in summer. Under such conditions, with almost
cloudless skies and weak large-scale motion, differential warming or cooling
of different facets of the landscape gives rise to horizontal temperature and
pressure gradients, which cause winds. The exact nature of these wind
systems depends on the orientation and geometry of the valley. The best
developed and most symmetric wind system might be anticipated in a deep,
straight valley with a north-south axis. In valleys with other orientations or
possessing complex geometries (e.g. bends, constrictions, etc.) the flow
pattern may be asymmetric or incomplete. For convenience we will consider
the case of a simple north-south valley, but even then there must be some
asymmetry with time due to the diurnal variation of solar radiation input to
west- and east-facing slopes.

By day the air above the slopes and floor of the valley will be heated by
the underlying surface to a temperature well above that over the centre of
the valley. As a result shallow, unstable upslope (or anabatic) flow arises,
and to maintain continuity a closed circulation develops across the valley
involving air sinking in the valley centre (Figure 5.11a). Commonly the
uplift along the slopes is at speeds of 2 to 4 ms! with a maximum at about
20-40 m above the surface. It can lead to the formation of convective
anabatic clouds along the valley ridges. In tropical valleys this may lead to
greater precipitation along ridges in comparison with the valley floor. The
cross-valley circulation also effectively transports sensible heat (Q) from
the surrounding active surfaces to warm the whole valley atmosphere.
Therefore when compared to the atmosphere at the same level over an
adjacent plain (or further downstream) the valley air is much warmer, and
in a manner analogous to the sea breeze, a plain-to-mountain flow develops.
The up-valley flow is termed the valley wind, and fills the entire valley. The
maximum pressure gradient is near the surface, and hence the maximum
wind speed is as close to the ground as the retarding influence of the
surface allows. Above the ridges there is a counter flow (the anti-valley
wind) which flows down-valley by day (Figures 5.11a and 5.12). Again the
similarity with the sea breeze circulation cell is evident. Above the anti-
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Figure 5.10 Land-use response to topographically-controlled solar radiation loading
differences in the Hammelbach, Emmental district of Switzerland. Agriculture can
be sustained on the mostly Equator-facing interfluves but not on the opposite
valley side.
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Figure 5.11 Mountain and valley wind system viewed with the reader
looking up-valley. (a) By day slope winds are anabatic, and the valley wind
fills the valley and moves upstream with the anti-valley wind coming
downstream, (b) At night the slope winds are katabatic and reinforce the
mountain wind which flows downstream, with the anti-mountain wind
flowing in the opposite direction above.

valley wind there will be yet another wind associated with the large-scale
synoptic flow pattern.

At night the valley surfaces cool by the emission of long-wave radiation.
The lower air layers cool and slide down-slope under the influence of
gravity. These katabatic winds usually flow gently downhill at about 2 to 3
ms!, but greater speeds are observed where the cold layer is thicker and
the slope steeper. The convergence of these slope winds at the valley
centre results in a weak lifting motion (Figure 5.11b). All of the downslope
flows combine into a down-valley flow known as the mountain wind which
seeps out of the mountain valleys onto the adjacent lowlands. A counter
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flow (the anti-mountain wind) flows up-valley aloft (Figures 5.11b and
5.12). The drainage of cold air down-slope or down-valley often occurs as
intermittent surges rather than a continuous flow. The reason for this
behaviour is not certain, but it appears that the stable cold air may become
retarded or blocked by obstacles in its path, until a threshold value is
reached beyond which it overcomes the restraining influences and plunges
forward.

Katabatic flows are commonly found over ice and snow surfaces. If the
head of the valley considered above was occupied by a glacier or snowfield
the additional cold air would have augmented the nocturnal down-valley
wind. In fact katabatic winds are also found by day over glaciers and ice-
caps. The cold ice surface gives rise to a semi-permanent temperature
inversion, and cools the overlying air layer because Qy is directed towards
the surface (Figure 3.8, p. 93). The cool skin of air slides down the glacier,
over its snout, and cuts under the less dense valley wind which is moving
up-valley. The glacier wind usually dies out within about 0-5 km because
the air is slowed, by friction with the valley floor and the opposing force of
the valley wind, and because it is thermally modified at its lower boundary
as it advects over the warmer valley floor. Nevertheless the harshness of
the microclimate associated with the wind causes vegetation to be virtually
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absent for about 100 metres from the snout and to be stunted or deformed
for a considerably larger distance.

Similar katabatic flows exist on a larger scale on the surface and at the
margins of the continental ice-caps. In this case the cold layer is up to 300
metres deep, and the wind speeds are greater than for glacier and valley
winds. Winds as strong as 20 ms are often encountered.

From a practical standpoint the less spectacular gentle flow (~1 ms™1) of
cold air on good radiation nights is also important. Height differences of
less than one metre may allow cold air to drain to the lowest lying portions
of the landscape (e.g. hollows, basins, valleys).

The coldest (and densest) air settles to the lowest levels and therefore
temperature increases with height above the valley floor producing a valley
inversion. In this stable stratification temperature varies directly with elevation
(Figure 5.13). The air draining downslope may not be colder than that
already accumulated in the valley base, especially if its motion is sufficiently
vigorous to produce turbulent mixing. It then over-rides the valley cold
pool and may generate oscillations known as gravity waves on the top of
the pool. Should cooling be sufficient to depress temperatures below the
dew-point the stratification is made visible by the presence of radiation fog
in the lowest-lying spots. If temperatures fall below freezing these same
areas experience the greatest frost risk. Such frost pockets’ should be avoided
when planting frost-susceptible plants and trees (p. 237).

Under these conditions as one moves up the valley slopes from the floor
the thermal conditions ameliorate (Figure 5.13), until the top of the pool of
cold air is reached. Above this point the normal adiabatic decrease of
temperature with height (I) usually prevails. Thus the most favourable
location on the valley sides is just above the level to which the cold pool
builds up. This is known as the thermal belt’ and its height depends upon
the geometry of the valley and the area of cold air sources which feed the
cold pool. The belt usually corresponds to a contour band along the valley
sides which is therefore favoured for the siting of thermally sensitive crops
(e.g. fruit orchards, vineyards) and native dwellings.

The destruction of the overnight valley inversion is different to the erosion
of an inversion over flat ground (e.g. discussion of Figure 2.14, p. 62).
When solar heating of the valley begins sensible heat flux from the surface
generates a shallow mixed layer as in the flat ground case. This occurs over
both the floor and sides of the valley, thereby isolating a core of stable air
(Figure 5.14b). As these mixed layers develop thin anabatic flows up the
valley sides remove mass from the core causing the elevated inversion to
sink and therefore warm adiabatically (Figure 5.14c). Eventually the upward
movement of the mixed layer and the descent of the inversion top combine
to eliminate the stable core and a well-mixed atmosphere fills the valley
cross-section (Figure 5.14d).
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182 Boundary Layer Climates

(c) Topographically-modified winds

The airflow over non-uniform terrain is not easy to generalize. Every hill,
valley, depression, tree, rock, hedge, etc. creates a perturbation in the pattern
of flow, so that the detailed wind climate of every landscape is unique. It
is, however, possible to isolate some typical flow patterns around specific
features and we will consider some here, but if the detailed wind field is
required it is probably best to model the situation by building a scale
model and subjecting it to flow simulations in a wind tunnel.

Before describing wind characteristics it is helpful to discuss the concept
of separation. Flow over a flat surface normally adheres to it, sometimes
called the ‘no slip’ condition. It is possible for the flow to become separated
from the surface. An adverse pressure gradient in the flow can bring it to a
standstill or even cause it to reverse. This can happen as flow passes over
a sudden discontinuity in the surface (e.g. over a sharp corner, or over a
steep obstacle or cavity). The flow cannot fully adjust to the topography, it
separates from the surface and a low pressure region is created which
sucks part of the fluid towards it, often generating turbulent vortices in its
lee. These lee eddies are seeded into the flow behind the discontinuity
forming a highly turbulent wake. This is the way in which mechanical
turbulence is generated at the surface, around each pebble, blade of grass,
boulder, tree, house, etc. It also happens at the scale of topographic features
if the curvature is sufficiently large.

Here we classify flows around topographic features according to whether
or not separation occurs.

(i) Flow over moderate topography

The varying elevation of the surface over moderate topography (slopes up
to about 0-3 (17°)) usually allows the boundary layer flow to adjust without
separation. Essentially an increase in the ground elevation relative to the
mean requires the flow to constrict vertically and this results in acceleration.
Conversely a drop of surface elevation results in a slowing down.

Applying these basic rules to some simple topographic forms (Figure
5.15) it follows that in comparison with unobstructed flow ahead of the
feature, and at the same height above the local surface:

—the two-dimensional ridge will cause a speed-up in its vicinity with a
maximum near the ridge crest

—the valley will produce a slowing with maximum shelter near its floor

—the step change will result in a speeding up with a maximum at its
crest for flow up over it, but a slowing down with a minimum speed
near the base of the slope for flow downwards

—the three-dimensional hill or island will increase speeds over it, like a
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Figure 5.15 Typical patterns of airflow over moderate topography.
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ridge, but also around it (see plan view) with a maximum at the
summit

—the valley ‘neck’ or mountain pass will produce a jetting through the
gap with a maximum at its narrowest point.

Taylor and Lee (1984) synthesized the results of observation and theory on
these flows. They suggest that the maximum amplification factor tmax/ thup
(where u,, is the upstream mean windspeed at the same height above its
local surface as the wind, #,y, is above the hilltop) can be estimated using
the simple formula:

Mmux/ MUP= l + b(H/X)

where H is the height of the topographic feature and X is the distance from
the crest of the hill or top of the step to the upstream point where the
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height equals H/2 (illustrated in Figure 5.15). The recommended value of b
is 2-0 for a 2D ridge, 1-6 for a 3D hill and 0-8 for a step up. The formulae
and b values also apply to the maximum diminution factor (2 /2 ) for
the appropriate ‘inverse’ form (e.g. valley instead of ridge) with the
modification that H is negative. The largest amplification factors are about
2, indicating a doubling of the unobstructed wind speed. More typical
values are up to 1:6-1-8. These are maximum speed-up values which would
occur close to the surface above a hilltop; smaller increases are experienced
in the envelope that extends from near the upstream edge of the topographic
feature, up to about X above it, and a short distance downstream from the
crest for a ridge or hill, but further for a step change.

It should be emphasized that these equations apply to neutral stability
with flow normal to the 2D features. Amplification values will generally
decrease in unstable conditions and when flow is at lesser angles to the
axis of the feature. In stable conditions speed-up (slow-down) may be
greater than the neutral case because the flow adjustments are restricted to
a shallow layer. An elevated inversion is particularly important because the
flow must squeeze through a narrow gap between the hilltop and the
inversion base. It also causes more of the flow to adjust laterally, i.e. around
the sides of a three-dimensional hill, because horizontal movement is less
constrained.

(ii) Flow over steep topography

If the upwind or downwind slope of the ground exceeds about 17°, flow
separation occurs. This is accompanied by secondary flows. Such complex
systems do not lend themselves to mathematical analysis; therefore we will
simply describe some common cases as shown in Figure 5.16.

The principles of separated flow are seen in each case:

—as the flow approaches the steep ridge a pressure build-up occurs.
The pressure is a maximum in the middle to upper part of the face.
The major portion of the flow moves upwards (to lower pressure)
and ‘squeezes’ over the ridge with a major speed-up at the top. Some
of the flow is deflected and drawn downwards (to lower pressure)
and forms a bolster eddy (or roll vortex) along the base. Here flows
are in the opposite direction to the general flow and winds are weak,
unsteady and turbulent. As the rest of the flow streams over the ridge
separation occurs at the top and a lee eddy forms. Again winds at the
surface are counter to the mean flow, weak and unsteady. Hence the
area is sheltered in the mean but subject to short-term gustiness. Above
and slightly downstream of the ridge the conditions are conducive to
convective cloud formation. For stably stratified flow, a series of
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Figure 5.16 Typical patterns of airflow over steep topography.

recurrent, but diminishing lee waves and their associated lee wave
clouds may form downstream.

—the general flow may skim over a narrow steep valley without much
adjustment. Within the valley a single lee eddy may be created as a
tangentially-driven secondary flow. Light and variable winds or semi-
stagnation may be found at the bottom of the valley.
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—a wide valley with steep walls is really a combination of a step-down
and a step-up as shown in the succeeding two cases. Overall the
valley produces subsidence which may be sufficient to warm the air
and produce an area of preferred cloud dissipation.

—flow up a steep step such as a coastal cliff or an escarpment produces
a bolster at the base, strong jetting over the cliff edge and often a lee
eddy on the top, slightly back from the edge. It is obviously a favoured
site for cloud formation.

—flow down over a step creates a strong lee eddy and helps to dissipate
low cloud.

—a steep isolated hill causes the air to speed-up considerably, both on
the windward face and around its sides. Separation from the top and
both sides produce lee eddies which are often unsteady behind the
hill, as can be seen in both the side and plan view of Figure 5.16.
Therefore in the immediate lee of the hill flow is very complicated:
the wind direction near the surface may be counter to the general
flow (i.e. upslope), speeds are considerably reduced, but there is
great spatial variability in turbulent activity. The turbulent wake of the
hill, shaped like a horseshoe in plan, extends downstream for a
considerable distance.

—the flow through a sharp constriction is similar to the moderate case
in Figure 5.15 except that bolster and lee eddies are present ahead of,
and after, the point of narrowing.

The examples shown in Figure 5.16 assume the flow to be normal to the
long-axis of the two-dimensional features. For most other angles the strength
and persistence of the flow features will be reduced. With parallel flow
little effect is expected. The results are only for neutral stability. Separation
is favoured by instability and dampened by stable conditions. Separation is
very marked if the lee slope is sunlit, thereby generating anabatic breezes
which augment the lee eddy.

It should be appreciated that for the most part the patterns in Figure 5.16
apply over a rather wide range of scales. For example, the valley results
apply with little modification to ravines, road-cuts and gullies if the cross-
sectional form is similar.

There are many environmental and practical implications arising from
these preferred flow structures. Knowledge of localized areas of speed-up
are important in the siting of: windmills for power generation, emission
sources to maximize pollutant dispersal, communications towers to avoid
structural failure, and forest cutting patterns to minimize windthrow (p.
153) due to excessive wind loading. Ability to predict areas of shelter is
helpful to: minimize heat loss from houses and domestic animals, plan
transportation routes to prevent buffeting of vehicles, and to avoid areas of
very high snow or sand deposition. Lee eddies are semi-enclosed circulation
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(b)

Figure 5.17 Problems of pollution dispersal on the windward slope of a
steep-sided valley. In (a) the plume contents are trapped in the lee eddy,
and in (b) are forced to ground level by ‘downwash’.

systems and therefore poor locations for a pollutant source (Figure 5.17).
Similarly areas of persistent downward motion are to be avoided for such
uses, and are relatively dangerous places in which to land aircraft. On the
other hand zones of persistent uplift are excellent areas for soaring bird
flight, kiting and gliding. Knowledge of local flow patterns around islands,
headlands and near cliffs is of great advantage to boaters. Indeed a grasp of
the principles governing local thermal breezes and topographically-modified
winds is invaluable in a wide range of outdoors activities.

(iii) Flow over roughmness changes

In Chapter 2 (p. 75) we noted that as air flows across the boundary between
surfaces of different roughness the changes in speed also induce changes
in direction. Figure 5.18 illustrates this point. The rough/smooth transitions
shown could represent that between land/water, forest/grassland or urban/
rural areas. The discussion assumes the location is in the Northern
Hemisphere.

(a) Wind from rough to smooth—the slower flow over the rough area
causes the wind to be considerably backed relative to the gradient
wind direction. Over the smoother area the flow accelerates and veers
to the right (i.e. it becomes less backed relative to the gradient wind).

(b) Wind from smooth to rough—the transition is the reverse to (a) and
as the flow decelerates it backs.

(¢) Wind parallel to the boundary with the rougher area to the right of
the wind—the different degrees of backing relative to the gradient
wind over the two areas creates a zone of air mass convergence along
the discontinuity. This produces a band of stronger flow and perhaps
sufficient uplift to establish a line of cloud parallel to the boundary.
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(d) Wind parallel to the boundary with the smoother area to the right of
wind—the different degrees of backing produce air mass divergence,
deceleration and cloud dissipation along the discontinuity. Hence in
the belt of the mid-latitude westerly winds the most favourable weather
(light winds and cloudless skies) is often experienced on southerly
coasts.

(e) Airflow across an isolated area of greater roughness—this case
combines all of the foregoing effects. It can be considered to represent
strong flow across an island of low relief, an isolated area of forest or
a city. Applying the rules from cases (a) to (d) we see that flow
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entering the rough area slows down and backs, and when exiting
speeds up and veers back to its original upstream direction. Individual
air trajectories would however be offset to the left compared to their
original path. Convergence causes a strengthening of the flow along
the left edge of the rough area, and divergence results in a slackening
along the right edge. Uplift is likely to be generated especially over
the left hand side of the area. Such knowledge is important in assessing
trajectories of pollutants, areas of cloud modification and when seeking
winds for sailing or areas of shelter.

The preceding roughness effects are expected to apply in near-neutral
stability with moderate to strong winds. The direction changes would be
less in unstable and greater in stable conditions. With weak or light winds
thermal breezes may be present and would have to be vectorially added to
determine the resultant flow.



Climates of animals

1SPECIAL FEATURES

The interaction between the atmosphere and animals represents one of
the highest levels of complexity in the boundary layer. In attempting to
extrapolate the principles gained in preceding chapters to the case of
animals four special characteristics of animal-atmosphere systems become
evident:

(a) Energy and water balances of animals

The energy balance of an animal (Figure 6.1a) may be written:

O+ =0t O+ O+ (6.1)

where, Oy—rate of heat production by metabolic processes (see p. 194),
and AQs—net change of body heat storage. In this balance Qy is a/ways a
heat source, O* is a heat source during periods of strong radiant heat
loading, and Oy and Qg can become heat sources if the air surrounding
the animal, or the ground it is in contact with, is warmer than the body
temperature of the animal. Otherwise O*, Ou, Op and Qg all represent
channels of heat loss to dissipate the animal’s metabolic heat output. Net
heat storage can be an energy gain or loss, but in many animals it must
remain close to zero because the range of tolerable body temperatures is
small. Equally unless the animal is prone, in a burrow, or immersed in
water, heat gain or loss by conduction is usually negligible by comparison
with the other exchanges.

Equation 6.1 refers to the complete three-dimensional balance of the
animal’s body volume. Therefore the terms are fluxes spatially-averaged
over the complete surface area of the animal regardless of whether it is
involved in the exchange of that property or not. For example if we
consider the daytime short-wave radiation exchange we know that some

190
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areas will be sunlit (i.e. receiving S+D) whereas others will be in shade
(i.e. receiving only D). In addition, the sunlit area assumes very different
shapes depending upon the geometry of the animal and of the incident
beam (see Figure 6.16). Further we know that the underside of the animal
is likely to receive more of the energy reflected back up from the
surrounding ground, and that the albedo of the animal is unlikely to be
spatially uniform, or even the same for direct as against diffuse radiation.
If we add the fact that the animal is capable of moving to different radiation
environments (e.g. seeking shade) the situation becomes exceedingly
complicated, and therefore difficult to monitor or model. Some of this
complexity is handled by the use of shape factors and the simplification
of animal morphology by using other simple objects as analogues; e.g. a
cylinder (horizontal for four-legged animals, vertical for erect humans) or
a sphere (for birds). This approach recognizes the animal’s body, rather
than its appendages (i.e. arms, legs, tail, etc.) to be the primary site of
exchange (see the horizontal cylinder in Figure 6.1a). (For a discussion of
this approach see Appendix Al, p. 346). Unfortunately spatial averaging
also masks the variability of heat exchange over an animal’s body. For
example long-wave radiation and convective sensible heat losses depend
upon the animal’s surface temperature and this may be higher where the
pelage is thin or absent (e.g. ears, abdomen, tail, scrotum, etc.). Similarly
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in animals unable to sweat, the site of evaporative cooling may be entirely
localized to the respiratory tract.

The corresponding volumetric water balance of an animal (Figure 6.1b)
is given by:

B=U+E+?S (6.2)

where, B—net water intake (usually via eating and drinking, although some
animals are able to absorb water through their exterior covering), U—water
loss in urine and faeces, and AS—net change of body water storage (for
small animals this may be directly equated to weight change). The
evaporative loss (E) may take place via three pathways. First, water may be
evaporated and diffused directly through the skin or other permeable
integument. Second, it may be ejected through pores in the skin by the
sweat glands and be evaporated from the skin surface. Third, evaporation
may occur from the moist surfaces of the respiratory tract.

(b) Thermoregulation

Successful functioning of a living organism depends upon the relationship
between itself and its surrounding environment. There are two basic classes of
organisms distinguished by the degree to which they internally control their
thermal balance with the external environment. Poikilotherms are organisms
whose temperature is almost totally dictated by that of the surrounding thermal
environment. Plants and ‘cold-blooded’ animals (most insects, reptiles and
fish) are poikilothermic. Homeotherms on the other hand are able to maintain
a relatively constant deep-body temperature by means of physiological
mechanisms which vary the production of metabolic heat or the loss of heat by
radiation, conduction and convection. ‘Warm-blooded’ animals (humans, most
mammals and birds) are homeothermic, and the precision to which this
thermoregulation is achieved is termed homeostasis. Wide variation away from
this condition (i.e. when AQs becomes significant and deep-body temperatures
rise or falD) is deleterious to the health of the animal.

These relationships are illustrated in Figure 6.2. Over a range of normally
encountered environmental temperaturest (between 0 and 40°C) an
hypothetical poikilotherm has a body temperature approximately equal to
that of the environment (Figure 6.2a). The poikilotherm therefore expends
no energy on thermoregulation. Its metabolic rate is governed solely by its
temperature, roughly according to van’t Hoff’s rule which states that the
rates of most biochemical reactions doubles with each 10°C increase in
temperature. This doubling for each increment in temperature produces
the exponential curve in Figure 6.2b.

1 Environmental temperature refers to the combination of the temperature of the air and of
surrounding radiating surfaces.
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Figure 6.2 The effect of environmental temperature upon (a) body temperature,
and (b) the rate of metabolic heat production for typical poikilotherms and
homeotherms (adapted after Bartholomew, 1968).

Over the same range an hypothetical homeotherm (Figure 6.2a) holds its
body temperature virtually constant (usually between 34 and 42°C). To
maintain this independence from environmental temperature however it
has to pay a large energy cost. The metabolic rate of the homeotherm must
increase linearly with decreasing environmental temperature (Figure 6.2b),
because the lower the external temperature the more work it must do to
maintain its constant body temperature. Above a threshold temperature,
however, the animal can remain comfortable with a relatively constant
minimum metabolic output, in what is therefore called the zone of minimal
metabolism. Beyond this zone at higher temperatures the metabolic rate
increases non-linearly. It is interesting to note that extrapolation of the
linear portion to zero metabolic output (dashed line in Figure 6.2b) intersects
the horizontal axis at the animal’s deep-body temperature (7;).

Thermoregulation in animals may be achieved by behavioural (voluntary)
or physiological (involuntary) responses to the external thermal environment.
The following are the common behavioural responses:

Movement — unlike most plants, animals are capable of physically moving
into an environment which for the moment places the least stress upon them.
Such a location is termed their preferendum. It provides the most equable set
of conditions so that the result of the energy exchanges given in equation 6.1
is suitable. For example a poikilotherm may find its body temperature becoming
too hot at a sunny, calm and dry site because of strong radiative heat loading
and the lack of heat dissipation via turbulence. Therefore it finds it advantageous
to seek out a shaded, and/or windy, and/or more moist site.
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Posture — an animal may control the size and nature of its surface areas
involved in energy exchange by orienting the body appropriately, by curling-
up or stretching-out, and other posture changes. For example a husky dog
in a blizzard will lie down, curl-up and put its back towards the wind. This
arrangement minimizes the surface area capable of losing heat via radiant
and turbulent processes; conserves metabolic heat inside a shell of poor
conductivity (its fur); and minimizes heat loss through its nose, mouth and
ears by tucking its nose inside its fur and flattening its ears.

Ingestion — intake of relatively warm or cold fluids can affect the heat
content of the body. For example, the ingestion of cool water by a bird
causes it to lose some body heat in warming the water up to body temperature.

Construction of shelter — some animals construct special shelters against
the environment, including burrows in the soil and in trees, nests, and in
the case of humans very elaborate shelter in the form of buildings and
clothing.

In addition, homeotherms in particular have built-in physiological
responses to environmental stress. These include changes in metabolism,
dilation and contraction of blood vessels, increased and decreased pulse
rate, sweating and panting, erection of an insulating layer of hair or feathers.
Fuller consideration is given to these features in the section on the climates
of homeotherms (p. 206).

(c) Animal metabolism

Metabolism refers to the process in living organisms whereby substances
are transformed into tissue with an attendant release of energy and waste.
Plant photosynthesis is a metabolic process in which sunlight, carbon dioxide
and water produce dry matter, oxygen and heat (p. 112). In the case of
humans and other animals food (carbohydrate) is the energy source rather
than light, and oxygen (inhaled via the lungs and carried by haemoglobin
in the blood stream) is used to convert this food into heat, and through
muscular activity, into work.

The total amount of metabolic heat produced depends on the state of
the surrounding physical environment, and also upon the diet, body size,
age and level of activity of the animal. The total production (Qy) can be
conveniently broken down into two components, viz:

QM=QMI)+QMm (0. 3)

The basal metabolic rate (Qy,) is the baseline level of heat production by
an animal, at rest, in a thermally pleasant environment. Thus, having
eliminated the influences of muscular activity or thermally stressful
surroundings, we may expect Qy, to be related to simple physiologic features
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such as size and age. Indeed, as will be shown, there is a general tendency
for Qu, to increase with the size of the animal, but to decrease with age.
The Qun term in equation 6.3 is the heat released by the muscular activity
of the animal in doing work (i.e. moving external objects). The contribution
of Oum to the total production increases markedly as the level of the animal’s
activity escalates (e.g. from standing, to walking, to running, etc.). This is
shown in Table 6.1 for a wide range of activities by humans. As a unit of
comparison note that the basal rate for an adult human is approximately
equivalent to the heat (radiant and thermal) given off by a household light

Table 6.1 Adult human metabolic heat production (Q,p, at different levels of
activity (after Fanger, 1970).

Activity Approximate metabolic rate
W W m™2t

(a) Resting
Sleeping 70 40
Seated, quiet* 100 60
Standing, relaxed 120 70

(b) Walking
Level, 3-2 km h™! 200 120
Level, 5-6 km h™! 320 190
Level, §:0 km h™! 570 340
5% grade, 3-2 km h™! 300 170
15% grade, 3-2km h! 450 270
25% grade, 3-2 km h™! 660 390

{c) Qccupational
Office work
{typing, filing, etc.) 90-120 50-70
Driving 100-200 60-120
Domestic work
{cooking, washing) 160-350 90-200
Moving 50 kg bags 400 230
Digging trench 600 350

(d) Sports
Gymnastics 350 200
Tennis 450 270
Squash 710 420
Wrestling 860 500

1 Flux density calculations based on the surface area of a nude adult (known as the DuBois
area) = 1-7 m>.

¥ This rate approximates the basal rate (Qpp) = 50 k cal m™* h™!, sometimes called 1
metabolic unit {or MET).
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bulb (approximately 100 W). Note also that muscular activity can increase
Oy by almost an order of magnitude in comparison with the basal rate.

(d) Effects of animal size

The basal metabolism of animals (including humans) is related to their
weight (mass) as shown in Figure 6.3. Poikilotherms kept at a body
temperature of 20°C metabolize at approximately 5% of the value for a
homeotherm with a deep-body temperature of 39°C, and the same is true
for hibernating mammals.

To maintain a constant core temperature in relatively hot (or cold)
surroundings a homeotherm must lose (or gain) energy through one or
more of the flux channels in equation 6.1. It can be shown (e.g. Lowry,
1967) that this energy requirement is proportional to the surface area of
the animal, but only to the two-thirds power of its mass. Thus a large
animal, with considerable .mass, requires a relatively small energy
requirement to keep its deep-body temperature stable, whereas a smaller
animal requires more energy per unit of its mass. As an example, in a
situation where an elephant requires 33 Jkg1 of body weight, a mouse
requires 837 Jkg1. The ratio of the mass of an animal to its surface area is
therefore very important. Those with small mass: surface ratios (slender,
long limbs) are good heat exchanger and well adapted to heat dissipation
and warm environments. Those with large mass: surface ratios (sturdy
body, short limbs) are best suited to heat conservation and cold
environments.

As mentioned previously, changes in an animal’s posture enable
thermoregulation by altering the surface area (and therefore the mass: surface
ratio) involved in energy exchange. Figure 6.4 clearly shows this principle
in the case of a group of new-born pigs both as individuals and as a group.
In the case of rabbits their ears, when extended in warm conditions, form
a very effective means of losing heat to the environment. In cold weather,
and with strong winds, the ears are laid flat and streamlined along the back
presenting a much smaller surface area, and less aerodynamic resistance.
The appendages of animals usually have small mass: surface ratios in
comparison with the rest of the body and are hence sites of good heat
exchange.

Similarly with regard to the water balance of animals the amount of
water available depends upon their mass but the rate of evaporation
depends upon their surface area. Thus for small animals with small mass:
surface ratios evaporative cooling is an impossible luxury which if indulged
leads to rapid dehydration. Large animals can use water for
thermoregulation and can survive longer without recourse to a water

supply.



Figure 6.3 Relation between the
rate of metabolic heat production
and body weight for a wide
range of animal species. Solid
line—Dbasal rate of homeotherms;
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rate of poikilotherms and also
hibernating mammals (adapted
from Hemmingsen, 1960).
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Figure 6.4 Response of new-born piglets to contrasting thermal environments. In
(a) at 15°C the piglets huddle together, draw in their limbs, and cover their noses
in order to conserve their combined metabolic heat output and minimize the

surface area available for heat loss. In (b) at 35°C the piglets are spread apart and
relaxed in posture (after Mount, 1968).
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2 CLIMATES OF POIKILOTHERMS

(a) Fish

Most fish are observed to be almost ideally poikilothermic. The relation
between body temperature and environment (water) temperature is very
close to a perfect 1:1 relation as depicted in Figure 6.2a. The energy exchange
between a fish swimming well below the surface and its surrounding water
is a simple balance between metabolic heat production, and heat loss by
conduction to the water, i.e. Qy=Q;. If the fish were close to the surface
this balance may have to contain Q* due to the downward transmission of
short-wave radiation.

The inability of most fish to elevate their body temperature over that
of the surrounding water is rooted in their method of respiration. To
survive the fish must extract oxygen from the water, and this is achieved
by passing the water over the fish’s respiratory surfaces (gills). However,
the dissolved oxygen content of water is very small compared to the
oxygen content of air, and consequently the water must be continuously
drawn through the gills. The water being flushed through the gills has a
high heat capacity (Table 2.1) and forms a very effective energy sink for
the warm arterial blood flowing from the heart to the gills for oxygenation.
The oxygenated blood flows to the rest of the circulatory system, is
utilized by tissues, and releases Qy. This raises the blood temperature
slightly but the heat gain is dissipated as the blood returns to the gills
again. Thus the fish is unable to elevate its body temperature by more
than a few tenths of a degree. Even an increased output of Q, through
greater muscular activity does not result in body warmth because greater
activity means greater oxygen consumption, and this in turn means greater
heat loss.

Although the temperature of most fish is intimately linked to the ambient
water temperature to within 1°C, different species are found over a wide
range of water temperatures from just below 0°C to almost 40°C. Species
at either end of this range could not survive if immersed in water at the
other end of the range, indeed sudden changes of less than 10°C may be
fatal. To avoid such changes fish commonly migrate seasonally or even
diurnally to seek out their preferendum. This may be achieved by
swimming considerable distances, or to a different depth at the same
location.

In contrast to this picture there are a few large, fast-swimming species
(e.g. tuna, marlin, swordfish and mackerel shark) which can maintain
significantly elevated body temperatures. They are able to do this because
they possess a different circulatory system to that just discussed. They
illustrate the principle of countercurrent beat exchange, and since this
also applies to some homeotherms it will be discussed here. The crucial
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feature of a countercurrent heat exchange system is that it allows the flow
of heat, and the flow of blood, to be uncoupled. Normally the arterial
blood warmed in the body core flows out to the appendages, is cooled
and flows back to the core via the veins. In a countercurrent system the
arteries and the veins are closely packed together so that the cool venous
blood is warmed by heat conduction from the warm arterial blood. Thus
the heat flow is short-circuited, and shunted back into the core without
reaching the periphery or appendages. When the arterial blood reaches
the periphery it is cooler and closer to the ambient temperature, and
therefore loses less heat to the environment. As a result the peripheral
and appendage temperatures are much lower than those of the core. This
efficient heat conservation technique is similar to that employed by
engineers in industrial process design.

In fish with countercurrent circulation systems the main blood vessels
are smaller and more numerous, and their main arteries and veins are
arranged in pairs. Even more important are the countercurrent nets called
retia (tissue composed of closely intermingled veins and arteries) that
lie adjacent to the main swimming muscles. Through the operation of
this system these fish are able to maintain parts of their bodies at
temperatures of up to 20°C above that of the surrounding water. An
example of the temperature distribution in a blue fin tuna is given in
Figure 6.5. Note that the body temperature is as much as 12°C above the
water temperature, and that the warmth is concentrated in the muscles
(shaded) used for propulsion. Elevated temperature greatly enhances
muscle power and swimming speed. Birds, bats and some large insects
need similarly high temperatures in order to gain muscle power for
flight. The ability of tuna and similar fish to conserve Qy and
thermoregulate through countercurrent retia, gives them great mobility
and less dependence on water temperature.

(b) Amphibians

Amphibians such as frogs, toads and salamanders behave thermally like
fish when in water (i.e. remaining very close to water temperature), but
act very differently when exposed to the complex energy environment
on land. The key to their existence on land is their water balance. Because
of the free flow of water through their skin they are continually in fear
of desiccation, and they act very much like a wet-bulb thermometer.
Evaporation is greatest if the amphibian is exposed to strong radiation
in a warm, dry atmosphere with air movement. Under these conditions
a true land-based reptile such as a python will lose about 0.1% of its
body weight by evaporation in one day. An amphibian, like a salamander,
on the other hand will lose water at a rate equivalent to 950% of its
weight in one day!
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Figure 6.5 Temperature distribution within the body of a blue fin tuna swimming
in 20°C water (a) in plan view, and (b) in cross-section through the position
marked by a dashed line in (a) (after Carey, 1973).

Not surprisingly therefore amphibians employ behavioural thermo regulation,
and seek out shaded, cool, moist and calm sites on land. Most have relatively
low metabolic rates and can remain inactive without food for long periods,
only stirring when conditions are amenable. Amphibians also tend to maintain
relatively low body temperatures (5 to 25°C). Some frogs do allow elevation of
their body temperatures over that in the environment by basking, but this is
only possible if they make frequent trips for water, or sit partially submerged in
water. This posture enables them to maintain a favourable water balance by
acting like a pump; water is drawn in through the submerged portion of the
skin, and evaporated from the area open to the atmosphere.

(c) Reptiles

The rate of metabolic heat production by reptiles, as with all poikilotherms,
is rather low. They are also characterized by having relatively poor body
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insulation against heat loss. Therefore if a reptile is to survive, let alone be
active, it must depend upon external energy sources. The prime such source
is the Sun, and reptiles are especially adept at basking so as to maximize
the positive aspects of their radiation budget. They are also able to gain
lesser amounts of heat by conduction from warm surfaces. The main channels
of heat loss are by conduction (to cooler surfaces), and by convection (to
the air) of sensible heat. Evaporative cooling is not possible through the
skin of reptiles, but in any case it would not be a feasible means of
thermoregulation because of the danger of desiccation.

As an illustration of the thermal climate of reptiles consider the example
of a lizard in a hot desert environment. Lizards are most active when their
body temperatures are between 30 and 40°C, although some can survive
with temperatures as low as 3°C and others up to 45°C. Notice that the
upper lethal limit is only a few degrees above the normal active range.
Lizards are therefore susceptible to being killed by overheating because
they have no rapid means of cooling physiologically, such as the process of
sweating employed by some mammals. It follows that in order to maintain
an acceptable range of body temperature they must alter their behaviour to
exploit the thermal properties of their environment.

In the morning the lizard slowly emerges from its burrow, climbs onto
a rock (above the cold surface air) and basks in the Sun. Commonly it
optimizes the receipt of solar radiation by orienting its body to expose
maximum surface area to the direct-beam at the optimum receiving angle
(i.e. it is exploiting the cosine law of illumination, Figure 5.7). If its body
becomes too hot the lizard seeks shade under or in a bush, behind a
stone, or in a burrow. After sufficient cooling it reappears and seeks out
another basking position utilizing solar radiation or heat conduction from
warm surfaces. There is a subtle array of basking, shading, partial burrowing
and other methods employed. The lizard is also capable of using a few
physiological controls at high temperatures. These include the elevation
of its heart rate to enhance dissipation of heat via the blood system to the
exterior; increased Qy output by muscular activity in large lizards; a slight
increase in Qg from the mouth as a result of increased breathing rate; and
in certain species some ability to alter body colour and thus the absorption
of solar radiation. In the evening when cooling becomes a problem the
lizard retreats to its burrow and occupies a position at a depth where the
nocturnal cooling wave is least felt. It becomes inactive, assumes a body
temperature similar to that of the soil, and awaits the warming cycle of
the next day.

The net result of these thermoregulatory processes may be a body
temperature almost as stable as that of some homeotherms. The combination
of behavioural and physiological responses enables reptiles to survive
otherwise severe diurnal environmental fluctuations. In the cold season
many reptiles hibernate in burrows, thereby eliminating activity, and
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maintaining Q, as a weak energy source. In this mode the reptile strikes a
simple poikilothermic balance with the surrounding soil by conduction
(much like a fish immersed in water).

(d) Insects

Although there is a tremendous number of insect species they all have
the general characteristic of being small relative to the other animals
considered here. Therefore they have small mass: surface ratios, so that
like leaves they are good energy exchangers but poor energy storers. This
dictates that insects are generally poikilothermic and strongly subject to
the surrounding thermal environment. Unlike leaves, however, they do
not have a continuous external source of water to sustain significant rates
of evaporation. Body water is obtained via food, drink and in some cases
by absorption of water vapour. It is lost by evaporation through the insect’s
outer covering, its respiratory system, and by excretion. As noted previously
(p. 196) small animals cannot allow free evaporation without rapid
desiccation so it follows that insects are characterized by relatively
impermeable exterior coverings, and Qg is negligible in their energy
balance.

During the daytime when an insect is exposed to the Sun and is active,
the net heat gain via radiation (Q*), metabolic heat production (Q,) and
conduction (Qg) can become excessive so that AQs increases, and the insect
approaches its upper temperature limit for activity, or even survival. With
evaporation (Qg) not performing an efficient role in dumping heat, the only
heat loss channel remaining is sensible heat convection (Qy). In many
insects at least 80% of energy loss is via this process, especially if the insect
is capable of flying.

To maintain its body temperature within a range suitable for activity
(such as food foraging, predator avoidance, etc.) an insect exhibits a
number of behavioural and, in some cases, physiological responses.
Behavioural avoidance of overheating includes simple seeking-out of
shade, shading of the body by the wings (by certain butterflies), or the
encouragement of convective losses by flight. Some ants and beetles have
long stilt-like legs which enable them to remain out of contact with the
hot surface, other insects climb up plant stalks to enhance convective
losses at a height where the wind speed is higher, and air temperature is
cooler, yet others burrow to avoid radiant loading entirely. Behavioural
avoidance of cold includes a wide range of basking attitudes. For example,
arctic butterflies orient their wings and bodies to obtain maximum solar
radiation intensity (cf. lizards), or press themselves close to warm surfaces.
They seek out sheltered locations for activity (e.g. gullies, creeks, etc.),
and restrict flight to the lowest one metre of the atmosphere to minimize
convective losses. These techniques enable some species to elevate their
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body temperature by as much as 17°C above that of the air, and to remain
active even though air temperatures are low.

Physiologic thermoregulation in insects is particularly well displayed in
certain of the larger flying species (e.g. bees, moths, locusts, dragonflies,
etc.). These insects have a restricted range of body temperature within
which flight is possible. Commonly when at rest or walking, the insect’s
body temperature is close to that of the air, and thus in cool conditions is
not always within the range required for flight. They are however able to
elevate their body temperature by very rapid generation of metabolic heat
within their flight musculature. In this activity the flight muscles are operated
in a form of vigorous shivering which does not involve moving the wings
themselves. This releases Q,, sufficient to produce a total metabolic output
many times greater than when at rest, and this heat is conserved for use in
flight by the following means. The heat is generated in the thorax (middle
portion of the body where the wings are located), and not ‘wasted’ in
heating the head or abdomen (Figure 6.6); the heat is trapped within the
thorax by insulating air sacs which lie between the sites of heat generation
(muscles), and heat loss (body wall); and radiation and convection losses
from the body exterior are restricted by means of a coat of hairs or scales
which forms an insulating layer of air around the thorax. These physiologic
resistances to heat flow restrict the loss of Qy, and as a result some large
flying insects can elevate their thorax temperature by 20-30°C over that of
the surrounding air! This amazing mechanism allows these insects to remain
ready for flight, or actually fly, when conditions would otherwise dictate
that they remain grounded.

Figure 6.6 Thoracic, abdominal
and air temperatures during the
warm-up and cool-down phases
of a queen bumble bee
readying for flight. Warming is
produced by shivering of flight
musculature in the thorax and
the resulting temperature rise

of 15-5°C in 1:3 min is

restricted to this same region.
The slight drop in abdominal
temperature during warm-up is
probably due to evaporative
cooling caused by increased
respiratory movement (adapted
after Heinrich, 1974). TIME [l'l'lil'l-]'

BODY TEMPERATURE (°C)
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These same physiologic features can however become a problem for
large insects in flight because the heat build-up can result in overheating.
Some cicadas simply have to cease flight in very warm weather and must
seek out shade. This is acceptable because cicadas only eat when stationary.
On the other hand many large moths eat whilst in flight, and overheating
could become a problem (e.g. body temperatures exceeding 40°C) because
their insulation restricts passive heat loss. This is overcome by pumping
blood from the warmer thorax to the cooler uninsulated abdomen where
the large surface area allows more efficient radiant and convective heat
loss. Small, uninsulated flying insects such as fruit flies and midges permit
rapid heat loss because of their very small mass: surface ratios, and thus
heat build-up in flight is not a problem. Such insects are never more than
1°C above the ambient temperature.

The incubating queen bumble bee (Figure 6.7) presents a fascinating
heat balance model, utilizing both behavioural and physiologic means to
heat her brood clump. The energy for the heating is provided by the sugar

m

L
Ambienr femperaiure; 3 - 33°C

Figure 6.7 A queen bumble bee incubating her brood clump. She presses her
abdomen onto the clump and faces the honeypot. Heat generated in the
insulated thorax is pumped into the abdomen, the underside of which is not well
insulated and is in good thermal contact with the clump (after Heinrich, 1974).
Copyright 1974 by the American Association for the Advancement of Science.
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in the honeypot, which is consumed by the bee and converted into metabolic
heat by shivering in the thorax. The heat is pumped via the blood to the
uninsulated abdomen, which is in direct contact with the incubating pupae
and eggs, and therefore is conducted to them. Convective heat loss is largely
prevented from the thorax and the top and sides of the abdomen by an
insulating pile of hairs. In the example illustrated this almost ideal
arrangement maintained the brood clump in the range from 24 to 34°C,
whilst the ambient air temperature ranged from 3 to 33°C.

There is also a larger energy balance problem to consider. The queen
bee mentioned above was supplied with energy in the form of sugar
collected by her workers. But for most other bees (and many other
insects) it is necessary to weigh the energy used in activity (walking,
flying, keeping the nest warm, maintaining body temperature, etc.),
against that available as food. For the bee, nectar is the only source of
food energy, therefore it must visit flowers to gain energy. However the
process of foraging requires considerable energy expenditure. Therefore
the bee must ensure that the energy receipts to be gained exceed the
losses if it is to remain active.

Factors which weigh heavily in this balance include the air temperature,
the distance between flowers, and the energy reward provided by the flowers.
The temperature is important because to maintain flight a bee must have a
thoracic temperature of greater than 30°C. Air temperatures are commonly
below this and so energy is required to elevate body temperature by the
shivering process already described. Foraging at 5°C requires an energy
expenditure that is two or three times that at 26°C. Nevertheless if the
energy returns in the form of nectar are sufficient it may still be economic
to forage down to near 0°C. In one example (Heinrich, 1974) a 0-12 g
bumble bee kept its thorax at 37°C early on a forsty morning with a 2°C air
temperature, and foraged on flowers which provided approximately 6:3 J
of heat equivalent. In conducting this activity the bee expended
approximately 3-3 Jmin- (approximately 0-056 W). Thus as long as it visited
a new flower about once a minute it was making an energetic profit. In fact
if it waited until midday when ambient temperatures were higher, and
energy costs were lower, it may not have been as beneficial because the
flowers had been visited by other insects and their energy reward was only
about 1-3 J. Equally a lightweight insect like a bee can make use of flowers
with hundreds of tiny florets (each of which only provides a minute amount
of nectar) because it can visit many florets in a very short period of time by
walking, which only consumes about 0-3 J min- (approximately 0-006 W,
or about 100 times less energy than flying). Such flowers with small florets
would be unattractive to larger, heavier insects which would have to hover
to gain the nectar. The energy expenditure would be just too great. If air
temperatures are low the bee may not elevate its thorax temperature during
its more prolonged stay on such a flower, only doing so prior to flight to
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the next. In these circumstances the bee is not ready for flight and, if
knocked off the flower, will fall to the ground.

3 CLIMATES OF HOMEOTHERMS
(a) General features

Before considering the special bioclimatic features of different
homeotherms (birds, and mammals including humans) we will outline
more fully their pattern of thermoregulation as expressed in Figure 6.8.
In this generalized diagram the relationships between environmental
temperature and both deep-body temperature (7;,) and metabolic heat
production (Q,p are identical to those in Figure 6.2. To these have been
added the characteristic partitioning of the animal’s energy balance
(equation 6.1). The individual energy balance terms have been simplified
to one non-evaporative heat loss term (i.e. lumping together heat losses
from the animal by radiation (Q*), convection (Qy) and conduction (Qy)),
and one evaporative heat loss term (Qg). Changes of heat storage by the
animal’s body (?Qs) have been neglected. In compliance with equation
6.1 the algebraic sum of the three energy terms is zero at all temperatures.
The relationships depicted are strictly only valid for an animal that is
resting but free to move about in a controlled environment. Therefore
they do not hold for activity in a natural setting, but they serve to illustrate
broad thermoregulatory concepts.

The key characteristic of homeotherms is their ability to maintain a
relatively constant deep-body temperature in the face of a wide range of
external environmental temperatures (called the zone of thermoregulation,
BE in Figure 6.8). Within this zone they are able to make physiological
adjustments sufficient to at least temporarily maintain 7;, within acceptable
limits. It should be noted however that although 7j, does not vary significantly,
the temperature of peripheral tissues (e.g. skin) and appendages (e.g. arms,
legs, tail, ears, etc.) may change quite considerably.

Within the thermoregulatory range the deep-body temperature is held
constant by controlling heat gains and losses, and the mechanisms to achieve
this are triggered by neural stimuli similar in action to a thermostat. If heat
losses begin to exceed heat gains the body temperature starts to fall thereby
triggering the low-set-point ‘thermostat’ which activates the machinery for
reducing heat loss. What is required is an increase in insulation and this
can be attained through control of blood vessels, changes in insulating
pelage (ruffling hair, fur, feathers), or changes in posture. If this still fails to
stem the heat drain sufficiently it is necessary to increase internal heat
production by metabolism until 7, returns to normal. The environmental
temperature necessary to activate increased metabolic heat production is
called the critical temperature, T., (C in Figure 6.8). This increase of Qy
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Figure 6.8 Generalized representation of the relationship between
deep-body temperature and the energy balance components of a
homeothermic animal over a range of environmental temperatures
(after Mount, 1974).
Terminology:
AB—zone of hypothermia
BE—zone of thermoregulation
CD—zone of least thermoregulatory effort
CE—zone of minimal metabolism
EF—zone of hyperthermia
B—temperature of summit metabolism and incipient hypothermia
C—critical temperature (T )
D—temperature of marked"increase in evaporative loss
E—temperature of incipient hyperthermia

cannot continue indefinitely however, and beyond a summit point the animal
is unable to match heat losses by increasing heat production. This is the
lower limit of thermoregulation (B in Figure 6.8) below which temperature
the animal is defenceless and lapses into the zone of hypothermia where
prolonged exposure is lethal.

If, on the other hand, heat gains edge ahead of heat losses and the body
temperature starts to rise, this sets off the high-set-point ‘thermostat’ and
activates the machinery for increasing heat loss through changes in blood
flow or posture. Beyond a certain environmental temperature (D in Figure
6.8), these processes are insufficient and must be augmented by evapora
tive cooling (sweating and/or panting). At an even higher temperature (E
in Figure 6.8) the body has no means to prevent an increase of 7;, and the
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Table 6.2 Methods of thermoregulation in birds and mammals.t

Responses to cold environment Responses to hot environment
Physiologic
Insulation Insulation
internal {core to skin); internal; vaso-dilation,
vaso-constriction, reduced heat changes in heart rate
rate, regional hypothermia
external (skin to air); external; changes in coat
increased insulation of coat insulation, heat loss from
{piloerection, coat growth, uninsulated areas
lowered T} Storage — increased body heat
storage
Metabolism — increased heat Evaporation — increased water
production (shivering) loss, sweating, panting
Hibernation, torpor Estivation
Behavioural
Posture — decreased surface area Posture — increased surface area,
orientation
Shelter — nesting, burrowing Shelter ~ burrowing, movement to
shade, nocturnal habit
Migration Ingestion — intake of cool fluids
Migration

 Including both immediate and long-term responses.

animal enters the zone of hyperthermia. If heat stress remains unalleviated
death will ensue.

(b) Birds and mammals

The general structure of Figure 6.8 applies equally well to the
thermoregulatory characteristics of both birds and mammals, and it is
convenient here to consider them together. We will however deal with
humans in a separate section (p. 218).

Even excluding humans the range of animal species and sizes to be
covered under the heading is enormous. Therefore rather than attempt to
examine their climates according to animal sub-divisions we will concentrate
upon the methods by which thermoregulation is achieved, and illustrate
these by the use of examples from many different species. A listing of these
methods is given in Table 6.2, which also provides the framework for our
discussion.
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Table 6.3 Thermal resistance of the peripheral tissue and coats of animals; after
Monteith, 1973.

Tissue Resistance {s m™ ")
Vaso-constricted Vaso-dilated
Steer 170 50
Man 120 30
Calf 110 50
Pig (3 months) 100 60
Down sheep S0 30
Coats Resistance (s m™!) Percent of
per mm depth still air
Air 47 100
Red fox 33 70
Lynx 31 65
Skunk 30 64
Husky dog 29 62
Merino sheep 28 60
Down sheep 19 40
Ayrshire cattle
— flat coat 12 26
— erect coat 8

(i) Responses to a cold environment

In addition to the central ‘thermostat’ homeotherms are equipped with a
series of peripherally-located ‘thermostats’ in the form of free nerve endings
near the skin’s surface which alert the central nervous system to changes in
the external environment. If they sense a drop in temperature they start a
chain of reflexes which lead to an increased insulation of the core by the
body’s shell. Animal insulation consists of three components: first, a layer
of tissue fat and skin (internal insulation); second, a layer of air trapped
within a coat of hair, fleece or feathers (external insulation); and third, the
laminar boundary layer of air which surrounds all objects. The nervous
impulses are capable of increasing the insulation provided by these three
layers, and hence of creating an increased resistance to heat flow out through
the shell.

The resistance of the first layer of insulation is increased by a reflex
constriction of the fine blood vessels in the skin (Table 6.3). The
withdrawal of blood from the periphery towards the core reduces the
possibility of heat loss from the skin and conserves heat in the animal’s
interior. Correspondingly there is a slight rise of temperature in the core
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which reinforces the local skin reflexes so that the coat stands up more
erectly. This process of piloerection effectively thickens the coat and
leads to an increase in the thermal resistance of the second layer because
a greater depth of poorly conducting air is trapped. However, the increase
is not linearly related to the thickness of the coat because free convection
and radiation losses may increase as the spaces between the hairs, etc.
open up. The third layer is affected by changes in the coat because the
laminar boundary layer is usually thicker over rough surfaces which
exert more drag on air movement. The thickness (and therefore the
resistance) of this layer is however most strongly related to the wind
speed (p. 120).

Permanent residents of cold habitats have thicker coats than related species
from warmer areas, and the winter coats of animals subject to seasonal
changes of temperature are thicker than in the summer. As Figure 6.9 shows,
the thermal resistance increases with coat thickness for a wide range of
wild animals. In these laboratory experiments the insulation efficiency was
shown to be approximately 60% of that of still air (see also Table 6.3). In
the natural environment the efficiency would be less, and a function of the
wind speed. Body fat is also a very effective insulator and is usually found
in greater amounts in animals from cold habitats.
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Figure 6.9 Thermal resistance of the coats of wild
animals as a function of their thickness (after Scholander
et al., 1950)

(a—dall sheep; b—wolf, grizzly bear; c—polar bear; d—
white fox; e—reindeer, caribou; f—fox, dog, beaver; g—
rabbit; h—marten; i—lemming; j—squirrel; k—shrew)
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It is not possible to keep all parts of the body equally insulated. In
particular it is difficult to prevent heat loss from appendages such as
arms, legs, flippers, ears and tail because of their relatively small
mass: surface area ratios compared with the body trunk. One answer
is to allow these extremities to cool well below the deep-body
temperature so as to reduce the surface-to-environment temperature
gradient and thereby curtail non-evaporative heat losses. Although
this practice of regional hypothermia is helpful in terms of conserving
body heat, it is potentially dangerous because the tissues will die if
allowed to freeze. The problem is solved in many birds and mammals
by the development of counter-current heat exchange systems (p.
198) in their appendages. An appropriate arrangement of blood vessels
allows the warmer arterial blood to transfer much of its heat to the
returning venous blood before it reaches the environmental heat sink,
but still enables the blood to deliver oxygen to the peripheral tissues.
In conjunction with seasonal adjustment of the fluid constituents of
the appendages this system permits arctic birds and mammals (e.g.
gulls, foxes and caribou) to stand on ice and snow surfaces that are
well below freezing. Similarly arctic birds and seals (whose flippers
are served with countercurrent vessels) can swim in icy-cold water
without distress.

The fundamental importance of insulation to thermoregulation is
demonstrated in Figure 6.10 which shows the shape of the metabolic
heat production curve (Qy in Figures 6.2b and 6.8) at two different
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Figure 6.10 Generalized relationship between an animal’s
metabolic heat production and the environmental temperature.
The different slopes AB and A’B’ relate to the effect of
different degrees of insulation (see text).
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degrees of animal insultation. As we noted earlier, below a critical
environmental temperature (7,;) a homeotherm must boost its metabolic
heat output to keep pace with increasing non-evaporative heat losses,
and thereby maintain 7, at a constant value. In Figure 6.10 this critical
temperature is at point A. If temperatures continue to drop the metabolic
output eventually reaches a summit value beyond which the animal is
unable to match increasing losses (point B). This is the lower limit of
thermoregulation below which it has no further physiologic defence.
However if the animal’s insulation were substantially increased the slope
AB would become A’B’, pivoting on the same deep-body temperature
T,. This has a number of related advantages. First, it lowers the value of
T.q to (i.e. point A to A”) thus expanding the zone of minimal metabolism,
and delaying the need to increase Q,, until it is much colder. As extreme
examples the critical temperature of the Alaskan red fox is -10°C (Irving
et al., 1955), and values as low as -40°C have been reported for the
arctic fox (Scholander et al., 1950). The fur of these animals is an excellent
insulator and they tolerate regional hypothermia in their appendages.
Second, because of the lower slope of A’B’ the rate of heat production
necessary to counteract a unit drop of environmental temperature is
decreased. Third, the lower slope considerably lowers the temperature
of summit metabolism and incipient hypothermia (point B’). It should
be pointed out, however, that although in theory the lower limit is set
by the animal’s summit metabolism, in practice such high rates only
apply to sudden rather than prolonged exposure because it is impossible
to maintain them.

The outward signs of the need to increase Q,, are shivering, and increased
activity. These are indications of reflexes attempting to increase the rate of
muscular heat production (Qy,). Birds and a number of mammals shiver
conspicuously. In addition many animals are able to increase Qy without
increased muscular activity. This feature is related to changes in body
chemistry which develop after a period of exposure (of the order of days)
to cold conditions.

Hibernation is another method of combating cold which is undertaken
by small mammals (e.g. squirrels, mice, bats). Hibernation involves the
temporary (usually cold season) abandonment of homeothermy—allowing
T, to drop thereby decreasing the metabolic costs for a given degree of
insulation. It is a highly developed means of getting through the coldest
part of the winter. It is especially necessary for small animals because
they burn far more fuel per unit body weight than larger animals (p. 196),
and the energy expenditure involved in foraging for sufficient food in a
cold environment when food is scarce is simply prohibitive. Therefore
the animal accumulates a large store of available food (either as an external
hoard or as body fat), and then enters the energy-efficient state of
dormancy. This involves a drop in body temperature at the rate of 2-5°C
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h- until it settles at about 1-4°C above the environmental temperature.
Metabolism drops to about 1-5% of the normal rate, which is then
approximately equivalent to that of a poikilothermic animal of the same
body weight (see Figure 6.3). The rates of respiration and heart beat also
slow down markedly. To prevent freezing hibernating mammals commonly
burrow to below the depth of the annual frost line. The times of entry to,
and arousal from, this state are probably related to certain threshold levels
of environmental temperature. Other small animals (e.g. small rodents,
bats, swifts, hummingbirds) undergo a daily cycle of activity and torpor.
They maintain normal body temperatures when active but drop them
during the cooler period when they are torpid.

Many of the behavioural means by which birds and mammals defend
against excessive heat loss are the same as those utilized by poikilotherms.
They can mostly be classed as attempts at avoidance. The long-distance
migration of birds, bats, marine mammals and large-hoofed mammals
clearly lies in this category. The building of nests and burrows can also
be viewed as a behavioural means of extending body insulation. This is
especially important in protecting the eggs and young of birds and
mammals many of which are essentially poikilothermic for a period
after birth. Their thermal balance is therefore largely dependent upon
the heat balance of the parent, and the insulating properties of the nest,
burrow, lair, etc. In birds, at the time of brooding the parent commonly
develops a ‘brood patch’ on the thorax which is characterized by a lack
of feathers (minimal insulation), and increased vascular development
(enhanced heat flow by the blood). The patch is pressed against the
eggs or chicks and provides an efficient pathway for heat to reach them
from the parent via conduction. The feathered top of the parent and the
light construction of the nest ensures maximum all round insulation.
The attentiveness of the parent then depends upon such factors as the
ambient air temperature, the effectiveness of the nest, and the ability to
obtain food. The Qy production of the embryo and young increases
with size. Therefore attentiveness can be relaxed with time and this is
necessary to permit foraging for the growing food demand. Finally, we
should note that animals commonly assume postures which will minimize
heat losses to the environment. The most common reaction to cold is to
curl up thereby reducing the surface area from which heat loss can
occur.

As a summarizing example consider the visible responses of a bird to
extreme cold. In this situation a bird can be seen to fluff up its feathers in
order to incorporate more air and hence increase its insulation properties;
commonly it will shiver thereby increasing the muscular component of
metabolic heat production; it may reduce its rate of breathing and tuck its
beak under the feathers of its shoulder to prevent heat losses from its
respiratory tract; and it may stand on one leg thus minimizing heat loss



214 Boundary Layer Climates

from its uninsulated extremities. The physical form that results from these
actions is close to that of an insulated sphere, and that is the shape which
possesses the minimum surface area per unit volume, and is ideally suited
to energy conservation. A similar picture emerges in the case of the husky
dog in a blizzard outlined earlier (p. 194). In fact the quality of the insulating
shell formed by a curled up husky is so good that the snow underneath
doesn’t melt.

(ii) Responses to a hot environment

The deep-body temperature of most mammals is in the range from 35 to
40°C, and that of most birds is between 40 and 43°C. These values lie towards
the upper end of the range of typical temperatures encountered in the
atmosphere. It follows that the physiological mechanisms of mammals and
birds have become reasonably well adapted to heat conservation (as we saw
in the previous section), but should ambient temperatures rise above 7j, their
ability to dissipate heat to prevent over-heating is less well developed. This is
particularly important when it is realized that the temperature of incipient
hyperthermia lies less than 5°C above T;, for many species.

One of the initial short-term reactions to uncomfortably warm temperatures
is to reduce the overall degree of insulation. Nerve stimulation on the
periphery causes dilation of blood vessels and a corresponding drop in the
thermal resistance of the skin (Table 6.3). These reflexes trigger the central
‘thermostat’ which further enhances outward heat flow by increasing the
rate of blood circulation. The pilomotor muscles are relaxed and the depth
of the coat becomes thinner thereby decreasing the external insulation.

On a seasonal basis most animals reduce coat thickness and the amount
of dermal fat in the summer so as to facilitate heat loss. For example in
horses and cattle the rougher winter coat is replaced by a thinner and
sleeker-looking summer coat. In fact in addition to a lower resistance their
summer coat has a higher albedo which helps to decrease the solar heat
load. In the case of the camel the dermal fat (which is also a necessary food
store) is restricted to the area of the hump. This permits the rest of the body
surface to act more effectively in dumping heat by radiation and convection
during the night. Some large mammals on the other hand exhibit increased
insulation in hot conditions. The coats of camels and Merino sheep for
example are exceptionally thick. This is helpful in insulating against heat
flow from the exterior of the coat to the body. The very low conductivity of
the hair (fleece) restricts the solar heating to the exterior of the coat where
surface temperatures of 70°C have been measured on a camel, and 85°C on
a Merino sheep. At the same time their deep-body temperatures remained
at about 40°C.

As noted earlier the body covering of animals is necessarily incomplete.
Whereas in cold habitats this presents a problem of heat loss, in hot
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conditions this provides a useful channel for heat dissipation. For example
gophers, rats and beavers are able to utilize their large, uninsulated tails for
thermoregulation. A gopher is capable of channelling up to 30% of its total
heat loss through its tail even though it only represents 3.5% of its total
body area (McNab, 1966). Elephants, rabbits and hares engorge their large
ears with blood, and lose a large portion of their heat output via long-wave
radiation to cooler surfaces, and/or by convection if the surrounding air is
cooler than the ear surfaces. Similarly large losses occur from the legs of
birds, and the less well insulated areas on the undersides of many mammals
and birds. This may be aided in large animals by the fact that their shadow
is cooler than fully irradiated surfaces, and therefore provides a ‘built-in’
sink for long-wave radiative cooling.

Despite insulative controls if an animal is faced with a situation where
the environmental air is warmer than its body (i.e. the temperature gradient
indicates a net heat flux from the environment to the animal) then it must
accept one or both of two possibilities: it must allow heat storage in the
body (+AQy), resulting in an increase of 7;; it must utilize body water to
sustain evaporative cooling (Qp).

Most homeotherms cannot tolerate Tj, fluctuations of more than a few
degrees (except for short periods during intense activity), but some large
mammals have sufficient mass that they can accept short period net
energy storage without great distress. The dromedary camel for example
allows its body temperature to rise as much as 6.5°C during the daytime
(Figure 6.11). Since an adult camel weighs approximately 450 kg this
represents a considerable amount of heat storage. The stored daytime
heat load is dissipated by radiation and convection to the cooler
surrounding environment at night. This facility has two major advantages:
first, it reduces the need for the camel to use its precious water store for
daytime thermoregulation; second, the increased body temperature
reduces the daytime temperature gradient between the environment and
the animal resulting in a decreased air-to-body heat flux.

Small mammals do not possess sufficient thermal inertia to behave in the
same manner as the camel, yet the antelope ground squirrel (weight less than
0-1 kg) also utilizes body heat storage in combination with behavioural activity
as a means of thermoregulation in the desert. By allowing its body temperature
to rise to as high as 43°C it is able to create a temperature gradient from itself
to the environment so that it can dissipate metabolic heat via conduction,
convection and radiation when environmental temperatures are as high as
42°C. Bartholomew (1964) reports that the antelope ground squirrel is often
active in the heat of the day, and this causes its body temperature to rise
sharply. Then it disappears underground and unloads its heat in a cool burrow,
following which it emerges again and resumes its activity. This results in the
wild fluctuations of body temperature seen in Figure 6.11 whose periodicity is
measured in minutes rather than the daily period of the camel.
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Evaporative cooling (Qp) becomes proportionately more important to
thermoregulation as temperatures increase (Figure 6.8). It assumes this role
because as the body and environmental temperatures converge the gradient
necessary to support non-evaporative heat losses is progressively eroded.
Indeed at very high temperatures the gradient is reversed, and sensible
heat flow becomes an additional load upon the animal, and then Qg is the
only physiologic means of shedding body heat. However even this process
breaks down if the animal’s water store becomes depleted, or if the
environmental vapour content is high enough to destroy the body-to-air
humidity gradient.

Sweating is a process peculiar to mammals. It is well developed in the
horse, donkey, camel, monkey and marmot, but less well in cattle, sheep
and the pig. It is most effective if evaporation is restricted to the surface of
the skin beneath the animal’s coat. This enables the cooling to dissipate the
metabolic heat production rather than being wasted in cooling the
environmental air before it has reached the body. The coat insulation is
therefore relied upon to buffer the skin from excessive heat input from the
exterior.

Those mammals that either do not sweat, or only sweat weakly, usually
accomplish evaporative cooling through their respiratory system by panting.
Examples include the cat, dog, rabbit, guinea pig, pig, sheep and cattle.
The main site of cooling is in the nasal sinuses, but can also occur in the
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Figure 6.11 Daily patterns of deep body temperature in a large
mammal (dromedary camel), and a small mammal (antelope
ground squirrel) subjected to heat stress (after Bartholomew,
1964).
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mouth and lungs. The process is augmented by an increase in the
respiratory rate in the form of rapid, shallow breaths. Dogs and sheep are
capable of elevating their breathing from a normal rate of about 20 per
minute to greater than 300 per minute during panting. This greatly increases
the volume of air passing over moist respiratory surfaces. In the sheep
panting can produce maximum cooling at the rate of about 60 W m-
which represents 80% of the resting metabolic rate (Alexander, 1974).
Birds are unable to sweat. To overcome this most pant, but others employ
the process of gular fluttering whereby the bird opens its beak, and allows
its throat to flutter rapidly, without affecting the rate of breathing. The
main advantage compared with panting is that it does not require as
much work (heat production).

Yet another way to achieve evaporative cooling is to wet the exterior of
the coat. This can be achieved by licking, or by taking a water or mud
‘bath’.

Animals living in hot desert habitats continually run the risk of
dehydration and cannot afford to expend water in thermoregulation. We
have seen that body heat storage can be employed (e.g. camel and ground
squirrel) in conjunction with insulative and behavioural adaptations. The
kangaroo rat also demonstrates the possibility of maintaining a water
balance without actually drinking water. Table 6.4 shows the water balance
of this small desert mammal over about a four-week period. The total
intake consists of the water it can extract from food both by oxidation in
its metabolism by the body (water is always a by-product of the combustion
of organic materials), and because dry grain absorbs water vapour from
the air. The kangaroo rat is not equipped with sweat glands and minimizes
the need for evaporative cooling by remaining in its burrow by day and
foraging only at night. Even so it cannot avoid respiratory losses which
form the main water output. Further water savings are effected by the
ability to excrete very concentrated urine and almost solid faeces. These

Table 6.4 Water balance of a kangaroo rat over a period of four weeks; after
Schmidt-Nielsen, 1970.

Water gains {mg) Water losses (mg)
Oxidation water? (B} 354-0 Evaporation (E) 43-9
Absorbed water*
{from the air} (B) 60 Faeces (U} 26
Urine (U) 13-5
Input 60-0 Qutpur  60-0

T Gained via the consumption and metabolism of 0-1 kg of barley.
* Armospheric moisture absorbed by the barley grain.
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features allow the kangaroo rat to maintain a water balance without resort
to drinking-water supplies.

A final physiologic means of combating excessive heat is estivation. This
is a form of dormancy involving metabolic relaxation similar to hibernation
from cold.

The behavioural responses to heat by birds and mammals are mainly
aimed at simply avoiding stressful situations. These include changes
of posture (stretching out to maximize the surface area exposed to
heat exchange; lying on cool surfaces; orienting the body to minimize
short-wave radiation receipt; flapping wings or ears to facilitate
convective heat loss); seeking out shelter (burrowing to cooler depths,
movement to shade behind vegetation, cliffs, caves, etc. and adoption
of a nocturnal habit); and seasonal migration away from the stressful
environment. Because of the disadvantageous mass: surface area
relationship of small animals they face particularly severe problems
which most are unable to solve physiologically. Their only means of
survival then lies in ingenious patterns of behavioural response such
as was outlined for a lizard (p. 201). This enables them to uncouple
their thermoregulation from the normal homeothermic ‘safety-valve’
of evaporative cooling.

(c) Humans

The model of mammalian thermoregulation represented by Figure 6.8, and
the list of physiologic and behavioural responses given in Table 6.2, need
little modification to fit the case of humans. Perhaps the main physiologic
differences relate to our erect posture, lack of a significant insulating coat,
and the extent to which we employ sweating as a means of cooling. In
terms of distinctive behavioural practices the provision of elaborate means
of insulation (clothing) and shelter (housing) are the most notable. Aspects
of all of these features will be mentioned here except for building climates
which are covered in Chapter 7.

The deep-body temperature of humans is about 37°C, and a resting,
clothed individual feels ‘comfortable’ at an environmental temperature
of about 20-25°C. At this point the body is able to maintain a balanced
heat budget with the least themoregulatory effort. If the subject is
indoors and the air movement is weak (say less than 0-1 ms-1) the
metabolic heat production is mainly dissipated to the environment
by net radiation (60%), but also by convection of sensible heat (15%)
and evaporation from the lungs and through the skin (25%). Based
on the basal metabolic rate of 60 Wm-2 for an adult this means that
Q*=36 Wm-2, Qy=9 Wm-=2 and Q=15 Wm-2. But if winds are higher
the losses via Qy and Qg will be proportionately greater and those
from Q* reduced.
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As temperatures fall below this comfortable range the body activates
its thermoregulatory machinery to maintain balance. One of the first
responses is the constriction of peripheral blood vessels thereby increasing
the thermal resistance of the skin (Table 6.3) and reducing heat loss from
the blood. As a result the skin appears whiter in colour. This is commonly
accompanied by the appearance of ‘goose bumps’ on areas of exposed
skin. The bumps are associated with the erection of skin hairs in an
attempt to increase insulation in the same way as animals and birds fluff
up their fur or feathers. However because of the sparse hair cover it is
unlikely to be very effective although it may help to increase the thickness
of the laminar boundary layer.

The boundary layer around the human body has been investigated by
Lewis et al. (1969). They observed the nature of the layer around a subject,
wearing only briefs, in a room with an air temperature of 15°C and no air
movement. The boundary layer was found to grow in thickness with
height, and to be in constant upward motion. Figure 6.12 illustrates the
structure of the laminar layer. The temperature difference across the first
10 mm is 17°C (i.e. 1700°Cm-1) which dramatically shows the thermal
resistance provided by air. The velocity profile shows an increase with
distance away from the retarding surface and a peak at about 4 mm where
the upward flow is concentrated. It returns to zero at greater distances
because the room air was calm. From the feet to a height of 1 m the layer
was laminar (p. 37) but above 1-5 m (mid-chest) it became turbulent with
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Figure 6.12 Profiles of air temperature and velocity in the laminar
boundary layer adjacent to the skin of a human (after Lewis et al.,
1969). Note—skin temperature 33°C; ambient air temperature 15°C;
ambient air calm.
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a laminar layer immediately adjacent to the skin. A human heat ‘plume’
was seen to extend to a height of about 0-5 m above the head before
merging with the ambient air. Over the face the boundary layer is disrupted
by respiration of air from the nose and/or mouth (Figure 6.13). Some of
the boundary layer is inhaled with each respiratory cycle, and since this
layer contains up to four times more micro-organisms than ambient air,
this flow provides a means of transporting bacteria to the body’s interior.
It may for example provide a connection between skin diseases and
respiratory ailments (e.g. skin eczema in children is often followed by
asthma). Similarly, since the velocity of the layer is related to the skin-to-
ambient-air temperature difference it may explain why the number of
respiratory infections tends to increase a few days after a drop in air

Figure 6.13 Schlieren photograph of a child’s face showing
regions of relatively warm air (light) and cool air (dark). The
light layer immediately adjacent to the face is the laminar
boundary layer (after Gates, 1972).
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temperature (Lewis et al.,, 1969). Although the above results relate to a
semi-unclad subject the same investigators report that the boundary layer
is also present on the outside of clothing.

At a skin temperature of about 19°C most clothed humans start to shiver
signalling the need to increase metabolic heat production through muscular
activity in order to balance the heat losses to the environment. There also
tend to be behavioural responses such as putting on more clothes, curling
up, or extra activity, although these are triggered by more than just the
climatic environment. As cooling progresses the blood flow to the
appendages is reduced and they are allowed to cool. The arrangement of
arterial and venous blood vessels in the arms and legs is conducive to
counter-current heat exchange (p. 198) thus conserving heat in the core
but maintaining sufficient blood flow to keep tissues alive. However, if skin
temperatures fall more than a few degrees below freezing-point the area
may suffer ‘frostbite’ including the actual formation of ice crystals in the
cells. Because of their peripheral location, and small mass: surface ratios,
the fingers, toes, nose and ears are most susceptible. If heat loss continues
the deep-body temperature must eventually drop. When 7;, drops below
35°C thermal control is lost, and below 26°C death is almost inevitable.

For humans the coldest atmospheric conditions are associated with
both low air temperatures and strong winds. The rate of heat loss by
radiation and especially convection then becomes extremely high. The
term windchill is used to express this cooling effect and the windchill
equivalent temperature (obtained by an empirical formula, Table 6.5)
gives some impression of how cold a given wind/temperature combination
would feel on exposed flesh. Table 6.5 shows that at an actual air
temperature of -10°C with a 15 ms-! wind it would feel as cold as if it were
-25°C with a 2-23 ms wind.

Table 6.5 Windchill equivalent temperaturet (°C); after Steadman, 1971.

Actual Windchill equivalent temperature
temperature
*C) Actal wind speed (m s™!)
Calm 5 10 15
0 1 -2 -7 -11
-5 -4 -9 -13 -16
-10 -9 —13 -19 —25
-15 —-13 —-19 —26 —33
=20 —18 -26 —-34 —42
=30 —28 —37 —50 -
—40 =37 =30 - -

* Giving the temperature at which a wind of 2:23 m s~ would give equivalent cooling.
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An even greater challenge is presented by immersion in cold water
because it provides a very efficient heat sink. Figure 6.14 shows that a
human immersee who remains still in the water loses heat by conduction
at about twice the rate of metabolic heat production. Thus the colder
the water, the greater the energy imbalance, and the shorter the period
of survival. It might therefore be thought that swimming would be
beneficial by increasing the rate of heat production. But on the contrary
Hayward et al. (1975) show that although swimming does increase Qy
by about 250% this is more than offset by greater body heat losses. In
their experiments the net result of swimming was to produce a 35%
greater rate of body cooling (i.e. the difference in slope between the
two lines in Figure 6.14 was increased). The areas of greatest heat loss
were revealed by the use of thermograms of the body taken prior to
immersion, and both after holding still and after swimming in 7-5°C sea
water for 15 minutes (Figure 6.15). Before immersion (a) the body shows
a fairly uniform temperature distribution, but after holding still in the
water for 15 minutes (b), there is a concentration of warm areas in the
lower neck, central chest, lower abdomen and especially in the lateral
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Figure 6.14 Comparison of calculated rates of human heat loss,
and measured rates of heat production, at different water
temperatures. Subjects wore light clothing and remained still with
their head above water. The water current was approximately 0-1
ms-. The pre-immersion rest metabolism is slightly greater than
the basal rate (Table 6.1). Data from Hayward et al. (1975)
converted to flux density values using Du Bois area (footnote,
Table 6.1).
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Figure 6.15 Thermograms of the front view of the trunk of male adults (a) before
immersion in water at 7-5°C, (b) after holding still in the water for 15 minutes, and
(©) after swimming for the same period. The lighter areas are warmest and indicate
areas of high heat loss. A bright isotherm outlines the warmest regions (after
Hayward et al., 1973).

thorax and groin areas. These regions are characterized by having little
muscle and fat between them and the heat core of the body. After
swimming (¢), the warm areas are very much more extensive over the
upper chest and arms. It follows that unless an accidental immersee is
sure to reach safety by swimming for a short distance it is better to
prolong survival by remaining still. In 12°C water the maximum distance
that can be swum without protection (such as a wet suit or body grease)
is about 1-3 km. The ideal posture to prolong survival is a huddle, with
the arms close to the sides of the thorax and the legs drawn up to
decrease heat loss from the groin.

On the other hand if environmental temperatures rise above the
comfortable range the body seeks to lose sufficient heat to maintain
balance. But this time it cannot regulate the metabolic output because it is
already at the minimum level, and as temperatures rise this heat production
becomes an increasing liability. Non-evaporative losses provide little relief
because as external temperatures rise the body-to-air thermal gradient
diminishes. At about 35°C convective heat losses become zero, and radiative
losses become small unless there is an available cool spot in the
environment to act as a long-wave radiative sink. Above 35°C sensible
heat convection becomes a net heat source for the body thereby adding
to the problem.

The body has two main physiologic means of combating an increasing
heat load. Initially it can decrease internal insulation by dilating blood
vessels in the skin (Table 6.3). The increased blood flow to the periphery
causes the skin temperature to rise thereby increasing the skin-to-air
temperature gradient, and aiding non-evaporative losses, but this is limited
to skin temperatures below 35°C. This process is responsible for the
progressive reddening of skin colour in hot conditions.
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Figure 6.16 Silhouettes
of an erect male
corresponding to the
areas illuminated by - |
direct-beam short-wave B0 |
radiation at different
values of solar azimuth
and altitude (after
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The second and most powerful response is to increase evaporative
cooling by sweating. Below about 25°C evaporation cooling is due to
losses through the lungs, and by diffusion through the skin, but above
about 28°C true sweating occurs wherein water is exuded on to the skin,
and then evaporated. At environmental temperatures above 35°C all body
heat (both metabolic and non-evaporative heat gains) are expended as
Qe. The rate of evaporation cooling depends on the body-to-air vapour
pressure gradient and the rate of air movement. Therefore in hot, dry,
windy environments Q is easily able to pump latent heat away from the
body. But in a hot, humid atmosphere with little ventilation even this
channel of heat loss is stifled. The situation may be further aggravated by
the fact that sweat contains salt which depresses the saturation vapour
pressure in comparison with that of pure water. This further limits sweating
unless salt accumulation is removed by sweat drips.

One feature of humans which is of help in minimizing heat gain is our
erect posture. Figure 6.16 shows the area of a human that is presented to
the Sun’s beam at different angles of solar altitude and azimuth. Note that at
the times when solar radiation is most intense the body presents its smallest
area. In contrast, four-legged animals expose their maximum area at solar
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noon. The advantage of an erect posture is therefore most clear in the
tropics where the Sun is high in the sky for most of the day, and near the
zenith at noon. On the other hand it might seem to be a paradox that dark-
skinned peoples populate the tropics because the albedo of black skin is
about 0-18, whereas for white skin it is 0-35. The crucial point however is
not the albedo but the depth to which the radiation penetrates. In black
skin short-wave radiation penetrates to a maximum depth of 0-4 mm (.e.
not piercing the epidermis), but in white skin it reaches 2 mm (well into
the dermis). Thus although black skin absorbs better, the heat is contained
near the surface of the skin where it can be more easily lost, whereas in
white skin the heat is taken into the blood and contributes more to the
general body heat storage problem.

Sweating gives relief from the heat load but places stress upon the body’s
water balance. Table 6.6 shows the daily water balance of a man doing
light work in a moderate environment. Increased activity or larger external
heat loads would result in much greater sweat output. The maximum rate
of sweating in a normal man is about 1 kgh-1, giving a maximum evaporative
loss of about 375 Wm-12 for an adult (Monteith, 1973). Even higher rates
have been measured for short periods in extreme heat but they cannot be
sustained because of the danger of dehydration. An average man weighs
about 80 kg and when he loses more than 2% of his body weight by
sweating he becomes extremely thirsty, at 4% his throat becomes dry and
he feels apathetic and impatient, at 8% speech becomes difficult, beyond
12% he cannot care for himself or swallow and at 18-20% dehydration is
lethal. Therefore to maintain a reasonable water balance humans need
easy access to drinking water, but to replenish water loss adequately it is
also necessary to regulate the rate of uptake.

The primary thermoregulatory role of clothing is insulation (i.e. giving a
greater peripheral thermal resistance). In cold climates it prevents heat loss
from the body and in hot climates it prevents excessive heat gains. As with

Table 6.6 Water balance of an adult man doing light work over a period of one
day (based on data of Slager, 1962 and and Schmidt-Nielsen, 1970).

Water gains (kg) Water losses (kg)
Oxidation water? (B) 035 Evaporation — sweat (E) 0-50
—lungs (F} 0:30
Water in food ({B) 0-30 Faeces (Uy 010
Drinking water (B) 1-50 Urine (U 1-25
Input 2:15 Output  2-15

t Gained via the consumption and metabolism of 0-55 kg of food.
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Table 6.7 Clothing design characteristics for use in extreme climates (modified
after Mather, 1974).

Cold, dry (frozen} Cold, wet {unfrozen)

Layered clothing, small air spaces Layered clothing, small air spaces
Absorptive layer next to skin External vapour barrier

Cover extremities Absorptive layer next to skin
Head covering Head covering

Respiratory preheating Loose fit to prevent overheating

Loose fit to prevent overheating

Face mask to prevent frostbite

Light colour with darker layer
beneath to absorb radiation
within clothing

Hot, dry Hot, wet

Close weave Open weave

Light colour for reflection As thin as possible
Moderate thickness Minimum coverage
Body and head covered Good fit

Loose fit Minimum underclothes

Underclothes desirable

an animal’s coat the degree of insulation depends upon the structure of the
clothing, including not only its thickness but also the amount of air it encloses.
The insulating quality is also dependent upon the amount of moisture
contained, and the wind speed. If the clothing becomes wet, either as a
result of rain or snow, or by perspiration, the thermal resistance drops sharply.

Table 6.7 gives some basic design characteristics for clothing to be worn
in extreme climates. In cold, dry conditions the aim is to control heat losses.
Clothing should be of many loose-fitting layers to maximize air content,
but of a close-weave construction to reduce wind penetration. An absorptive
layer next to the skin prevents perspiration from wetting the main insulating
layers, and the head must be covered since this can be a site of major heat
loss. A face mask helps to prevent frostbite and if it partially covers the
nose and/or mouth it helps to reduce cooling in the lungs by mixing the
inspired air with the warmer exhaled air. In cold, wet climates it is essential
to maintain an exterior barrier to moisture.

In hot, dry climates clothing remains important but mainly to provide
body shade, and to reflect solar radiation. The fabric should be closely-
woven to prevent radiation penetrating to the skin, yet thick enough to
provide some insulation against conductive gains. All clothes must be loose
thereby allowing sufficient circulation for sweating. In hot, wet conditions
clothing should be very light in weight and with a minimum of layering.



Part III

Man-modified atmospheric
environments

This part of the book deals with the consequences of human interference in
otherwise natural climatic systems. In some cases the intervention is planned
to ‘improve’ the atmospheric environment for specific buman uses (e.g. frost
protection). This is classed as intentional modification of climate and is
covered in Chapter 7. It will be shown that the modification results from
changes in the solar and bhydrologic balances andyor the local wind flow.

In many other cases the intervention is not planned. The atmospheric
modification occurs as an unintentional side-effect of human activity. This
inadvertent modification of climate is brought about either through alteration
of the surface cover (e.g. by farming, forestry, urbanization, etc.), or by
direct atmospheric contamination by pollutants. The often subtle effects of
surface change are dealt with in Chapter 8, and the problem of air pollution
in Chapter 9.

In practice the dividing line between intentional and inadvertent climate
modification is obscure. For example a house is planned to provide a
controlled interior climate, but its presence on the landscape leads to
unplanned alterations to the exterior thermal and wind environments.
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1SURFACE CONTROL

(a) Albedo control

The surface albedo (@) is a fundamental surface property and one which
can be relatively easily altered by simple surface treatment. The value of a
directly determines the absorptivity of an opaque surface. Thus for a given
solar input (Kd) it regulates the surface short-wave absorption (K*), and
this in turn dominates the daytime net radiation budget (O*). This sets the
limit to the surface energy balance, and the inter-related water balance, and
thereby controls the thermal and moisture climate of the surface and the
adjacent air and soil layers. Manipulation of a therefore invokes a
considerable climatic chain reaction.

Table 7.1 gives an example of the changes brought about by the
application of a surface dressing of magnesium carbonate (white powder)
to a bare soil in Israel. The treatment increased a from 0-30 to 0-60, thereby
doubling the short-wave reflection (KT) and approximately halving K*.
Despite the decreased net long-wave loss (L*) from the cooler surface of
the whitened soil, the net all-wave radiation was cut from 62 to 1-1 MJm-
2day-l. The reduced availability of energy and the lower surface temperature
combined to reduce the evapotranspiration rate (Q ) by about 20%. The
existence of this ‘cool’ plot in an otherwise hot environment produced a
micro-‘oasis effect’ (p. 165) with sensible heat from the atmosphere (Q )
acting as a heat source for the surface. On a daily basis the soil heat flux
(Q ) was not different between the two plots, but over shorter periods the
thltening produced a marked reduction. The maximum surface cooling
reached 10°C.

The results of a similar experiment over short grass are given in Figure
7.1. One plot was whitened with talc powder, one was blackened with
carbon-black, and a third remained untreated as a control. On a fine summer
day the maximum near-surface (10 mm depth) temperature in the black
plot was more than 6°C warmer, and in the white plot more than 8°C

229
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Table 7.1 Radiation and energy balance components for bare and whitened soil.
Mean daily values (MJm-2day-) for July and August at Gilat, Israel (based on data
from Stanhill, 1965).

Component Bare soil Whitened soil
Kl 27-2 272
K1 82 16-3
K 19-0 10-9
L -12-8 -9-8
o 62 11
On 19 -2-5
QO 4-1 3-4
Qc 02 02
Ty {°C) 33 28

Derived terms
of 0-30 0-60
B! 0-46 -0-74
(o en 0-66 3.09
E {mm) 1-80 1-50

t Non-dimensional

cooler, than in the control. At night when the direct influence of albedo
was absent the differences were small, although the coolness of the white
plot was retained.

Clearly albedo-induced changes in the thermal climate of the soil can be
substantial, and as a by-product soil moisture can be affected because of
evapotranspiration changes (Table 7.1). In the case of the plots in Figure
7.1, after three weeks treatment the black plot had 50% less soil moisture in
the uppermost 10 mm, and the white one had conserved 50% more, when
compared with the control.

Lowering a by surface blackening is especially effective in altering the
absorptivity of ice and snow surfaces which otherwise reflect the majority
of Kl. This fact has been utilized in projects to hasten snow melt from
fields and catchment basins, and to melt sea ice and icebergs to keep
shipping lanes open.

(b) Geometry control

Better use of available short-wave radiation can often be accomplished
by manipulating the geometry of receiving surfaces to take advantage
of the cosine law of illumination (equation 1.9, p. 14). One obvious
example is the practice of making ridge and furrow geometry in
agricultural fields (i.e. by considering micro-topography). At locations
outside the tropics horizontal surfaces never experience direct-beam



Figure 7.1 Effect of albedo
change on near surface (10 mm)
soil temperatures. Data from
white-, black-coloured and
control (short grass over fine
sandy loam) plots on 16 July 1964
at Hamilton, Ontario (43°N)
(modified after Oke and

Hannell, 1966).
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Figure 7.2 Role of surface geometry in radiation exchange.
Comparison of horizontal and convoluted (e.g. by ridge and
furrow) surfaces in terms of (a) receipt of direct-beam short-
wave radiation (S), (b) reflection of S, and (¢) emission of
long-wave radiation (LT).
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solar radiation (S) in the zenith, and hence never receive the
maximum radiation intensity. By making ridges the sunlit slopes are
capable of receiving S at or near their local zenith (i.e. is small: Figure
7.2a). This is especially useful in the spring when heating is critical for
soil drying and seed germination, but when the Sun’s elevation is low.
The row orientation (local aspect) is also important. In N-S rows both
facets of the ridge are irradiated during the course of a day, whereas
in E-W rows in the northern hemisphere the south-facing slope is
particularly favoured (see Figure 5.9, p. 174).

Ridge and furrow geometry also provides a radiative ‘trap’ for both
S and the outgoing long-wave radiation, L? (Figure 7.2b, o).
Convoluting the surface tends to trap § because after initial reflection
from a facet of the system there is at least some chance of the
reflected (diffused) radiation encountering another surface before
exiting to the atmosphere. This increases the chance of absorption and
hence decreases the albedo of the field compared with the level case.
On the other hand the emission of I? from within the furrow is
relatively restricted due to the reduced sky view factor (? |, p. 133 and
Appendix A1, p. 351). For all locations in the furrow the sky view
factor is less than unity because the overlying hemisphere they
subtend includes at least some view of other parts of the furrow.
Hence for these positions the cold sky sink is ‘contaminated’ by warm
furrow surfaces. Trapping of § by day tends to increase the maximum
soil temperature; and trapping of I? tends to reduce surface cooling.
The overall response is to increase soil temperature in a ridge and
furrow field system.

The influence of radiation geometry has been exploited in a wide
range of other practical applications, for example crop-row spacing
and orientation can be managed so as to maximize or minimize the
penetration of light and the trapping of short- and long-wave
radiation. Light-coloured stone walls can be used to reflect extra short-
wave radiation onto plants, and to reduce their sky view factor so as
to decrease L? losses. The high heat capacity of stone (Table 7.4) also
makes the walls a good heat source at night. Solar energy collectors
for cooling or heating obviously require careful orientation, or even a
continuous means of tracking the Sun in order to optimize receipts.

(c) Mulching control

Mulching is the practice of placing a moisture or heat barrier over the top
of the soil. The purpose is usually to conserve soil moisture by reducing
evaporation (E), but it may also be used to enhance soil warming or to
prevent excessive cooling, depending on the mulch used. The traditional
mulch consists of a well-aerated, and therefore poorly conducting, surface
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cover. This can be achieved by tilling the upper soil layer so as to introduce
more air, or by covering the surface with insulating materials such as hay,
straw, leaf litter, moss, wood chips, sawdust or gravel. More recently artificial
mulches have become common including foam, plastic films (opaque,
translucent or coloured), paper, and aluminium foil.

Table 7.2 and Figure 7.3 shows the energy balance and thermal changes

Table 7.2 Components of the radiation and energy balances of a bare soil plot,
and three similar plots covered by mulches. Data (Wm-2) are for 11 June 1959 at
1144 h at Hamden, Connecticut (41°N) (modified after Waggoner et al., 1960).

Bare soil Black plastic Paper Hay

Radiation budget

K 819 993 631 840

L -177 —282 -199 —233

Q- 642 711 432 607
Energy balance

Oy 363 635 349 488

OF 195 0 42 84

Qg 84 77 42 35
Derived term

al 024 008 0-42 022

T Non-dimensional, estimated

w= 0.1
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Figure 7.3 Profiles of air and soil temperature associated
with a bare soil and three different mulches near midday
at Hamden, Connecticut on 11 June 1959 (modified after
Waggoner et al., 1960). (Note—vertical scale does not
include depth of mulch.)
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produced by three different mulches (black plastic, paper and 60 mm of
hay) over a fine sandy loam in Connecticut. The bare soil (control plot)
energy balance is typical of a fairly dry site, with approximately 57% of Q*
lost via Q , 30% as Q , and 13% as Q . The soil thermal conductivity was
relatively low (approximately 0-42 Wnt'1K+1). This probably accounts for the
rather low value of Q , and the fact that the soil surface temperature was as
high as 38°C. ¢

As a result of its lower albedo (Table 7.2) the black plastic absorbed
radiation more efficiently than the bare soil and its surface temperature
rose to about 50°C. However this heat could not easily be passed down
into the soil because of the insulation provided by the air trapped beneath
the sheet. Neither could it be dissipated as latent heat because the plastic
was dry and impervious to water (Q set at zero). The only remaining
channel for heat loss was upwards as sensible heat (Q ). The soil surface
temperature remained very slightly warmer than the bate soil, especially at
night (not shown) when the plastic would have prevented much of the
long-wave radiative loss from the soil surface. The mulch therefore conserved
soil moisture, kept soil temperatures equable, and acted as a source of
sensible heat for the atmosphere.

The paper mulch exhibited a very much lower radiation budget (Q%)
than any of the other surfaces primarily because of its relatively high surface
albedo. Despite this the surface temperature of the mulch (approximately
40°C) was equivalent to that of the bare soil because the heat was not
effectively conducted downwards. Therefore the soil heat flux was halved,
the soil surface temperature was about 6°C lower, and the evaporation
(and therefore water loss) was considerably reduced in comparison with
the control plot.

Hay is characterized by a very low conductivity. Thus although the hay
mulch albedo was similar to that of the bare soil its surface temperature
was almost as warm as that of the black plastic. The heat transmission
through the hay was so poor that the soil heat flux was the weakest, and
the soil surface temperature the lowest of any of the plots. However the
hay did not suppress water loss to the air as effectively as the other covers.

At night thermal differences between the plots were much smaller. In
general the top of the mulches were cooler than the bare soil, but the soil
surfaces under the mulches were warmer. This points to a possible
disadvantage if plants rather than the soil are being protected. If the plants
extend above the mulch their tips will experience a more extreme climate
being hotter (even scalded) by day, and colder by night.

The preceding refers mainly to summer conditions where the aim of a
mulch is to conserve soil water. In the winter mulches can be used to
conserve soil heat and thereby prevent or delay frost penetration. Figure
7.4 shows the depth of the frost-line (0°C isotherm) during the winter in a
fine sandy loam soil in Southern Ontario. One plot was left as a control, a
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Figure 7.4 The effect of snow and a straw mulch upon the
depth of frost penetration (0°C isotherm) at Hamilton, Ontario.
The depth of frost in the control plot (short grass plus
undisturbed snow cover) is compared against that in a straw-
covered plot in the upper graph, and a plot kept free of snow
in the lower graph. The depth of snow on the control plot is
given at the top (modified after Oke and Hannell, 1966).

second was covered with a 0-1 to 0-15 m straw mulch, and a third had its
surface kept free of snow. The effect of the straw mulch was to reduce the
depth of frost penetration by about 40% in comparison with the control,
and it also kept the climate more stable. However it can be seen that if the
mulch is not removed in the spring it becomes disadvantageous because it
prevents the penetration of the warming wave. Therefore ideally the mulch
should be applied soon after the time of the autumn soil temperature
‘turnover’ (p. 48) so as to retard the loss of the summer heat storage, and be
removed early in the spring.

In the other plot (Figure 7.4) the removal of the insulating snow
cover allowed the frost-line to penetrate approximately 20% deeper
than in the control. The line was on average about 80 mm deeper in
the snow-free plot, and the average snow depth was 70 mm. This is in
agreement with the ‘rule-of-thumb’ that snow reduces frost penetration
by an amount approximately equal to its own depth (Legget and
Crawford, 1952).

The most recent form of moisture ‘mulching’ is the use of surface
films applied by spraying. In the case of wet soil, and open water, the
practice is to spray the surface with a monomolecular layer that is
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impermeable to water. If the film is complete this virtually eliminates
evaporation. Then at least some of the energy which would have gone
into latent heat is available as sensible heat to warm the soil or water
body. This is helpful in the case of paddy fields where the water
temperature is very important to rice growth. The conservation of water
in large reservoirs is another application, but there is a problem if winds
are greater than 2 ms-1 because the film is moved and broken up. Films
have also been used to diminish transpiration losses from plants. In
some cases the attempt is to seal off the stomata, but since they are
mainly located on the underside of the leaf this makes field application
difficult. The application of kaolinite can help to reduce transpiration
by increasing leaf reflectivity and thereby reducing the radiant load and
the temperature. Other anti-transpirants operate by chemically inducing
the stomata to close, or decrease their aperture thus increasing stomatal
resistance. All such materials must of course still allow carbon dioxide
exchange if the plant is to remain healthy.

(d) Moisture control

Just as mulching employs the excellent insulating properties of air, irrigation
and flooding can be seen to exploit the special thermal properties of water,
particularly its high heat capacity and large latent heat (p. 28).

Irrigation is usually undertaken in order to re-stock the soil moisture
store, and thereby to reduce the potential for plant moisture stress. It can
also be used to provide a more stable soil climate. The addition of water to
most soils results in an increase in the thermal diffusivity (k , Figure 2.5¢, p.
45). This promotes the diffusion of heat in the soil and offsets extremes of
both daytime heating and nocturnal cooling. The increased availability of
water usually enhances evaporation, and the associated uptake of latent
heat provides an additional daytime cooling effect.

Complete flooding of some crops is practised. Here the aim is to establish
the very conservative climate associated with water bodies (Chapter 3).
This is discussed further in the next section.

2 FROST PROTECTION

The principles of frost protection can best be viewed in the framework of
the nocturnal energy balance (Figure 1.11b). The essential aim is to maintain
the temperature (energy status) of a soil-plant-air volume above some
critical temperature value because below it damage to sensitive plants
may occur. This can be achieved in three ways. First, energy loss from the
system can be retarded; second, existing energy can be redistributed within
the system; third, new sources of energy can be added to the system by
artificial means.
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Frost is said to occur when the surface temperature (of the ground or
plant, etc.) falls below 0°C. The conditions in which protection measures
may be helpful are those where the surface temperature may dip below
0°C for some hours before recovering again. Such frosts are either due to
in situ radiation cooling with clear skies and light winds, or to the advective
introduction of cold air to a site accompanied by stronger winds.
Accordingly they are called radiation frost, and advective frost, respectively.
Protective measures are most effective against the former because it
depends on local site properties and processes which are more easily
amenable to control.

Before considering remedial protective methods it should be pointed
out that the incidence of frost can be minimized by considering frost hazard
potential at the time of site selection. The conditions for radiation frost are
also ideal for katabatic airflow (p. 178). It is therefore advisable to avoid
sites where cold air can stagnate and accumulate. These include low-lying
areas such as valleys, basins and other terrain depressions, and behind
obstructions to downhill flow such as walls, hedges, large buildings and
road or railway embankments. If such barriers exist the problem can be
lessened if gaps or diversionary channels are provided for the cold air to
break through (e.g. gateways in walls). In large valleys use should be made
of the ‘thermal belt’ (p. 180) rather than the valley bottom. Unfortunately
the soil quality is often best on the valley floor and the value of this has to
be weighed against the potential frost risk.

(a) Radiation control

The surface net long-wave radiation loss (L*) is the driving force behind
nocturnal cooling, and frost is most prevalent on cloudless nights because
the atmospheric ‘window’ (p. 15) is open to the transmission of LT. Therefore
one method of protection is to try and ‘close the window’ by placing a
radiative screen above the surface. As with cloud this barrier will absorb
much of LT from the surface and re-radiate some portion back so that Z{ at
the surface is greater than with a clear sky, and L* heat losses are
correspondingly reduced. Artificial clouds of mist or fog (from water sprays)
and smoke (from smudge pots or burning car tyres) have been used to
provide this radiation control. The former is clearly preferable on air pollution
grounds. In other cases cheese-cloth, wooden slats, or glass covers are
used to restrict the sky view factor for long-wave radiation losses, without
unduly hindering daytime solar input.

(b) Soil heat control

There are two basic approaches to controlling soil heat for frost protection.
The first is to apply a mulch to the surface. This moves the active cooling
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surface (and therefore the site of maximum frost risk) to the top of the
mulch. Thus the soil heat reservoir remains ‘untapped’ and any heat that
does move up through the soil is trapped by the mulch and retained near
the soil surface. Ideally the mulching materials should be applied in the
evening of a frost-risk night. This allows maximum daytime soil heat storage
to occur. (Cloudless, light wind nights conducive to frost are usually preceded
by fine sunny days.) The mulches outlined previously for moisture and
heat retention are also suitable for frost protection.

The second approach is to increase the thermal conductivity of the upper
soil layers so as to maximize the upward transmission of soil heat. This may
be done by adding moisture through irrigation (Figure 2.5), or by rolling
the soil so as to exclude soil air. This technique is acceptable in the autumn
when the soil heat store is well stocked, but it clearly cannot be repeated
frequently.

Another related approach is to completely flood the soil and/or crop.
Certain plants are able to withstand this treatment (e.g. cranberries). The
energy balance is then similar to that of a paddy field (Figure 3.15a, p. 104)
which leads to a more stable thermal environment.

(c) Latent heat control

The actual temperature at which plants are harmed is usually below 0°C, so
that there is a small range of sub-freezing temperatures within which no
lasting damage occurs. The continuous spraying approach to frost protection
takes advantage of this margin of safety, and utilizes the fact that when
water freezes it releases latent heat of fusion, L.

When the plant parts have cooled slightly below 0°C they are submitted
to a fine water spray. As long as the water freezes it will release L which
helps to retard cooling. The addition of water raises the heat capacit§f of the
plants and this also slows the cooling rate. Provided that the spraying and
freezing are continuous the temperature will stay close to 0°C and the crop
will not be harmed (assuming the plant structure is sufficiently robust to
support the weight of the ice without breaking).

The method requires careful control. If too little water is added the
temperature could drop because of evaporation/sublimation into the
surrounding air. If too much is added the amount of L liberated may not be
enough to warm the enlarged ice + plant mass sufficiently to offset the
radiative and convective cooling from its exterior. If the spray is prematurely
terminated heat will be drawn from the plant and damage may result.

(d) Sensible heat control

During radiation frost nights the lower atmosphere is characterized by a
radiation inversion (i.e. there is a considerable store of warm air aloft). The
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base of the inversion is at the ground over bare soil (Figure 2.2, p. 38), and
near the top of the canopy over vegetation (Figures 4.17, p. 138, and 7.5).
Vertical mixing in combination with this distribution gives rise to the input
of sensible heat (Q ) to the surface. By increasing turbulent mixing in the
surface layer this 'downward flux can be enhanced, and the average
temperature of the lower layers is raised. The amount of the temperature
increase depends on the depth and intensity of the inversion. Suitable
mixing can be provided by large motorized fans, fixed to revolving mounts
on the top of towers, or by the downwash from a hovering helicopter.

(e) Direct heating

The final approach is to supplement the natural energy balance with heat
released by combustion. This can be achieved in the soil by installing
electrical heating cables. A similar practice is employed in roads and airport
runways to prevent icing.

The heating can be supplied to a vegetation-air volume such as a crop
or an orchard by fuel-burning heaters. These are capable of off-setting
the plant or tree cooling through both radiation and convection. The
radiation heating arises out of the long-wave emission from both the
heater itself, and the warm plume of gases rising above it. The impact is
however restricted to the foliage and fruit able to ‘see’ the heater and its
plume. Further benefit can result from the protective cloud of pollutants
which commonly accompanies this practice as was outlined under radiation
control (p. 237).
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Figure 7.5 Modification of the temperature profile in the centre of a citrus
orchard produced by fuel-burning heaters (after Kepner, 1951).
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The warm gases released from the heaters also warm the vegetation
convectively. Since the air is likely to be stable above the crop or orchard,
the injected heat will remain in the lowest layers and through mixing will
raise the average air temperature. This strengthens the air-to-vegetation
temperature gradient and further stimulates the downward sensible heat
flux (Q ) to the radiatively cooling vegetation. In the example shown in
Figure 7.5 heaters in a citrus orchard were able to raise the air temperature
in the tree zone by 4-6°C in comparison with a similar, but unheated,
adjacent orchard. The heaters also promote convective mixing within a
deeper layer above the orchard. This stirring provides a beneficial
redistribution of heat as described in (d), and in Figure 7.5 it appears as
though the layer up to at least 15 m was involved. Both the radiative and
the convective warming processes are aided by the deployment of many
small heaters rather than a few large ones. Combination of this method
with fans is particularly effective.

3 FOG CLEARANCE

A fog is defined as any surface cloud which envelops the observer such
that horizontal visibility is restricted to a distance of 1 km or less. Fogs can
form under a variety of conditions and we have already outlined the physical
conditions under which the radiation (p. 67), and advection (both cold-
water and warm-water, p. 165) types develop. To these we could add
upslope fog, formed when a moist air mass is adiabatically cooled below its
dew-point by being forced to rise up a hillside; and warm-rain fog which
occurs when rain falls through a much colder layer near the surface and the
consequent evaporation of the droplets saturates the layer.

Fogs remain a major problem especially to air, sea and land transportation,
and this has led to attempts to clear them by surface and atmospheric
control measures. The fog types listed above are classified according to
their genesis, but from the point of view of clearance it is better to recognize
a more simple grouping according to temperature, viz.: warm fog (above
0°C); super-cooled fog (0 to -30°C with at least some liquid droplets); and
ice fog (below -30°C with only ice crystals).

(a) Control of warm fog

The vast majority of fogs are of this type, and there are three basic approaches
to their dispersal:

Mechanical mixing—this method is based on the fact that above the
fog there is usually drier, cleaner and warmer air. If this air is forced
downwards and mixed with the fog the layer may drop below saturation
and the droplets will evaporate. This can be achieved by the downwash
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from a helicopter in the same manner as frost protection. The approach is
simple, and relatively inexpensive, but is only effective in clearing isolated
patches in shallow fog.

Hygroscopic particle seeding—this approach seeks to deplete the water
content of the fog layer. Hygroscopic particles (substances such as sodium
chloride and urea having a strong affinity for water) are spread over and
upwind of the area of desired clearance by an air-borne ‘seeder’. The particles
absorb water by condensation, grow in size, and fall out in about 5 min.
The removal of water from the layer ‘dries’ the air sufficiently for many of
the remaining droplets to evaporate. The maximum effect on visibility occurs
about 10 min after seeding. The cleared patch advects across the desired
area with the wind, and later re-fills. The size of the particles is critical: if
they are too large they fall out quickly and little or no condensation occurs;
if they are too small they remain in suspension and actually cause a further
deterioration in visibility.

Direct heating—if sufficient heat is added to the fog layer to raise its
temperature the vapour ‘holding’ capacity of the air is increased (Figure
2.15), the droplets evaporate. Jet engines installed along the side of airport
runways have been found to be effective, but are costly to install.

(b) Control of super-cooled fog

Super-cooled fogs are the easiest to disperse. The means of clearance are
designed around the fact that the saturation vapour pressure over an ice
surface is slightly less than that over a water surface at the same temperature
(Figure 2.15 and p. 394). The difference is small (~20 Pa) but significant. It
means that if ice crystals and water droplets co-exist in the same cloud,
there is a vapour pressure gradient directed from the droplet to the crystal.
As a result the droplets shrink due to evaporation, and the crystals grow by
vapour deposition. The technology of super-cooled fog dispersal involves
the ‘seeding’ of materials that will act in the same manner as ice crystals.
The most common substances used are dry ice (solid carbon dioxide) and
liquid propane. The former is released from an aircraft above the fog,
whereas the latter is injected from ground-level. Upon release liquid propane
vaporizes, expands and therefore cools, to form freezing nuclei. In either
case the nuclei grow at the expense of the fog water droplets and are
precipitated to the ground as snowflakes. The method is economical and
effective.

(c) Control of ice fog

Ice fog is almost totally attributable to human activities (i.e. it is an example
of inadvertent climate modification, Chapter 8) but at present there are no
economical means developed for its clearance.
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4 SHELTER EFFECTS

The use of barriers to provide shelter from the wind is an old and well-
developed procedure. The barrier may be a line of trees (a shelter belt) or
any other arrangement of trees, bushes, hedges, soil embankments, stone
walls or fences. The principal aim is to reduce the horizontal wind speed
near the ground in areas open to damaging or otherwise undesirably
strong winds. Such areas include coastlines and open prairie landscapes
where frictional retardation is weak because of small terrain roughness,
or locations open to topographic or other local wind systems possessing
undesirable features (e.g. strong and/or cold katabatic winds). The objects
of protection could be sensitive agricultural crops, domestic animals, houses
and farm buildings, transportation routes, or the conservation of such
properties as the snow cover, soil moisture and the top soil. The climatic
effects of shelter are not restricted to the simple reduction of wind speed.
Therefore in the following section we will not only investigate the typical
pattern of wind changes caused by barriers, but also the related
modification of the energy and water balances, and their thermal, moisture
and biological implications.

(a) Wind and turbulence effects

We have considered some of the typical responses of airflow to an
isolated obstacle in relation to Figures 5.15 and 5.16; here we will extend
that discussion to the case of flow over a barrier placed in its path.
Figure 7.6a shows the mean streamlines (lines that are parallel to the
direction of flow at all points and therefore indicate the flow at a given
time) as airflow encounters a solid barrier placed normal to its original
direction. Figure 7.6b is a general classification of the flow zones which
result.

Even before the air reaches the obstacle it begins to react because of
the pressure build-up ahead. The bulk of the flow is forcibly displaced
up and over the barrier. Immediately above the barrier the streamlines
are forced to converge as the same mass of air attempts to ‘squeeze’
over, causing an acceleration or jet, but once over it is able to expand
again and decelerates accordingly. This is the flow found in the
displacement zone. After crossing the barrier the room available for
expansion suddenly increases but the fluid cannot immediately react to
fill it. The flow therefore separates (p. 182) from the barrier’s surface
and its organization breaks down into a much more turbulent condition
in the low pressure or wake zone which extends downwind from the
barrier. Immediately behind the barrier the pressure is low and thus
tends to ‘suck’ air into a semi-stationary lee eddy or vortex. This part of
the wake is known as the cavity zone. The large lee eddy structure is
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Figure 7.6 (a) Streamlines and (b) generalized flow zones
associated with the typical pattern of airflow induced by a solid
barrier placed normal to the flow. Dimensions expressed as
multiples of the barrier height, 5.

dissipated into the smaller turbulenteddies of the wake zone, before
finally settling down and reassuming conditions similar to those of the
upwind flow. Within the wake the separation of the flow lessens the
force of the wind on the ground and the near surface wind speed is
decreased—this is the sheltering effect.

In order to be able to compare the effects of different-sized barriers it is
common to represent horizontal and vertical dimensions in terms of the
barrier height (h). In these units the barrier is seen to affect flow to at least
3 h above the surface, and to the same distance in front of the barrier
(Figure 7.6b). The distance of influence downwind of the barrier depends
upon the density of the barrier, defined as the ratio of the open area of the
barrier as viewed normal to its axis, to its total vertical area, expressed as a
percentage (i.e. a totally impermeable barrier has the maximum density of
100%). The distance of downwind influence is usually judged in terms of
the percentage reduction of horizontal wind speed compared to the upwind
(open) value at the same height.

The effect of barrier density upon the distance of downwind shelter is
illustrated in Figure 7.7 from measurements at a height of ~0-25 h in the
vicinity of shelterbelts. If the barrier is very dense the reduction in wind
speed is seen to be considerable immediately to the lee because there is
little or no penetration, but the wind regains its former value relatively
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Figure 7.7 Wind speed reduction in the vicinity of
shelterbelts with different densities (after Nageli, 1946).

quickly because the strength of the cavity is intense and the faster moving
air above is quickly drawn in. If we assume that a 10% reduction is the
least value of significance then a dense barrier can be seen to extend its
influence to about 10-15 h downwind. As might be expected the low
density barrier provides the least protection near its base because it allows
considerable throughflow, but its recovery is slower than the high density
one because the air passing through provides a ‘cushion’ in the cavity
zone and the flow assumes a more even aerodynamic shape. The point of
90% recovery occurs about 15-20 h from the obstacle. Thus it emerges
that the medium density barrier provides the best overall shelter by
combining maximum retardation compatible with aerodynamic ‘cushioning’
in the lee. The effects of such a barrier extend to about 20-25 h based on
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the 90% recovery criterion, but reduced wind speeds may even be observed
as far as 40 h downwind.

A plan-view of the shelter provided by a medium density wind-break is
given in Figure 7.8. Clearly the finite length of the barrier is important to
the spatial pattern as is the wind direction. Notice that areas near the ends
of the barrier experience increased wind speeds, and probably greater
turbulence, due to separation. At these points vortices ‘eat’ into the area of
shelter. To be effective the barrier should should be at least 12 h long (i.e.
perpendicular to the wind). Gaps should be avoided to prevent winds
jetting through.

These relationships apply to the ideal case of flow normal to a barrier.
As the angle-of-attack of the flow becomes more oblique the area of shelter
is proportionately reduced until with parallel flow the shelter is negligible,
except that due to friction on either side of the barrier itself. If the width of
the barrier (i.e. parallel to the flow) is significantly larger than 5 then
throughflow is virtually eliminated. Therefore the pattern of wind speed in
its lee conforms more to that of a high density barrier (Figure 7.7) so no
advantage is gained.

(b) Energy and water balances

The radiation budget in sheltered areas is unlikely to be significantly different
to that in the open except immediately adjacent to the barrier where the
radiation geometry is changed. If the barrier is oriented E-W areas to the
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Figure 7.8 Distribution of wind speed in the vicinity of a medium
density windbreak. Speeds expressed as a percentage of those in
the open.
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north will be in shade especially when the Sun is low, but areas to the
south may receive extra short-wave radiation due to reflection. If the barrier
is oriented N-S the effects are likely to be small. Near the barrier the sky
view factor is reduced and this may have an effect in reducing net long-
wave radiation losses.

Unfortunately the energy balance of sheltered areas has received relatively
little attention probably because the inhomogeneity of the wind field renders
many flux measurement approaches invalid. From the scanty evidence
available it appears as if the sensible and latent heat fluxes (Qy and Q) are
reduced by the dampening of turbulence in the sheltered zone, and since
net radiation (Q*) is relatively unaffected this implies a slight increase in the
soil heat flux (Qg). Table 7.3 shows some estimates of the reduction of Qy
and Qy in the sheltered area provided by a slat-fence in an irrigated field of
soybeans in Nebraska. This irrigated field, in an otherwise semi-arid area,
exhibits evidence of advection due to the ‘oasis-effect’ (p. 165), because Qg
is greater than Q* and Qy is negative. Despite this complication it is clear
that turbulent heat transfer is diminished in the sheltered zone.

If we assume no major differences in runoff between open and sheltered
areas we may analyse differences in the water balances of the two areas in
terms of the relation:

AS=p-E (7.1

The deposition of precipitation, p (both rain and snow) is inversely related
to horizontal wind speed. Therefore in the lee of a barrier deposition is
enhanced relative to that in the open. However, snow subsequently
undergoes considerable spatial redistribution by drifting before entering
the liquid water balance as meltwater. Snow fences and shelterbelts are
often erected in order to retain the snow cover and there is little doubt that
this is achieved. Therefore it seems that shelter can at least locally lead to
an increase in precipitation receipt.

Table 7.3 Energy balance components in open and sheltered irrigated soybeans
at Mead, Nebraska in July. Data are energy totals (MJm-2) for daylight hours (after
Miller et al., 1973).

(Q-Qal Qu Qe B
Slight advection day
Open 16-9 —-2-4 19-4 —-0-12
Shelter 169 -0-7 17-7 —-0-04
Strong advection day
Open 15-4 -9-5 249 —0-38
Shelter 15-4 -3:6 19-0 -0-19

t Dimensionless
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We have just noted that evapotranspiration (E) in sheltered areas is
probably less than in the open. The differences are greatest for bare soil
and least with mature crops because sheltered crops tend to show lower
stomatal resistances to vapour flow than their unprotected counterparts
(Brown and Rosenberg, 1970). On the other hand dewfall is considerably
enhanced in sheltered areas due to a number of factors including reduced
wind speed, greater humidity, and colder nocturnal temperatures (see
next section). Dew tends to form earlier and to evaporate later, and can
represent as much as a 200% gain compared with deposition in the
open. Only in the area next to the barrier is dewfall diminished, and
this is due to the reduced nocturnal radiative cooling brought about by
the restricted sky view factor. Summarizing the effects of shelter upon £
it appears that daytime water losses are reduced, and nocturnal water
gains are increased.

Considering equation 7.1 it follows that soil moisture storage (AS) is
enhanced by the provision of shelter because it tends to increase water
input (precipitation and dewfall), and decrease water output
(evapotranspiration). Further, since these water balance changes are all
related to wind speed reduction we may anticipate that the increase of soil
moisture will decay with distance downwind from the barrier in conformity
with the curves in Figure 7.7). A summary of observations in the vicinity of
wind barriers confirms this (Figure 7.9).

(c) Climatic effects and applications

As we have just seen, decreased turbulent diffusion in the flow behind
a barrier leads to a reduction in the fluxes of heat and water vapour,
and we may anticipate the same to be true for carbon dioxide. The
decreased transport and mixing of these entities means that the
microclimatic vertical profiles of temperature, water vapour and CO,
will be steeper than in the open, and their mean concentrations will be
different. Diminished turbulent activity decreases the interaction between
the layers next to the surface and those above. By day the sensible heat
output is therefore used to heat a relatively shallow layer and gives
higher air temperatures than in the open (Figure 7.9). At night the surface
radiative heat losses are not as efficiently replenished from the atmosphere
and air temperatures are lower. Except during dewfall the surface is a
moisture source, therefore reduced transport results in higher humidities
both by day and by night (Figure 7.9). For CO, the surface is a sink by
day (assimilation) and a source by night (respiration), therefore the effect
of shelter is to produce a relative CO, deficiency by day and an
enhancement by night.

Shelter is constructed for many practical purposes, some of which have
already been touched upon. Shelterbelts, hedges, fences and even grass
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Figure 7.9 Summary of the effects of windbreaks upon microclimate
and crop yield (after Marshall, 1967).

are used to reduce soil erosion and arrest the movement of sand dunes
by reducing the speed of near-surface winds which transport the soil or
sand particles. Similarly barriers are used to retain the snow cover on
open terrain because of its value as an insulator and water source. They
are also used to control snow drifting which may lead to blockage of
transportation routes (roads, runways and railway tracks), or restrict access
to buildings.

Some examples of the relationship between snow drifting and shelter
are given in Figure 7.10. In (a) a snow-fence or narrow, medium density
shelterbelt is seen to give maximum snow accumulation in the lee of the
barrier at the position of greatest wind reduction. Therefore to provide
protection for a transportation route such a barrier should be placed about
10 b upwind. In (b) even a low, open plant barrier can be seen to provide
a sufficient braking-effect to stabilize a drift. In (¢) the open shelterbelt is
so wide that its primary role is as a simple trap for drifting snow, the lee
effects are less significant. In (d) a solid barrier, like a wall or earth bank,
provides an upward snow dam, and a downwind drift, but strong eddying
next to the wall leads to an erosion by scouring. In (e) two closely-spaced
solid barriers provide overlapping drift accumulation, so that the road in
between becomes inundated.

Shelter is of course often established to guard against physical damage
to buildings and crops, but the reduction in turbulent heat transfer can also
be beneficial in conserving metabolic heat losses from exposed animals
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Figure 7.10 Snow accumulation in the vicinity of (a) a snow fence, (b) an open
low plant cover, (¢) a wide low density shelterbelt, (d) a wall and (e) two solid
barriers (e.g. two hedges bounding a roadway).

such as cattle and sheep, and can reduce the consumption of energy for
space heating in isolated farms by up to 20%. Not least significant, the
combined effects of shelter can give increases in crop yield. Most work
suggests increases are especially found between 5 and 15 h downwind
Figure 7.9. Near the barrier the effects of shade, and competition for moisture
from shelterbelt trees, may actually decrease yields for about 0-5 h.

Not all the effects of shelterbelts are beneficial. For example the lower
nocturnal temperatures impart a greater frost risk to the sheltered area, and
the combination of lower winds and higher humidities can lead to increased
fungal disease, and insect (especially aphid) populations.

5 GLASSHOUSE CLIMATE

The thermal benefits of glasshouse construction have been recognized for
a long time, but their physical explanation still remains to be completely
elucidated. In general terms a glasshouse provides two forms of control:
first, it is a radiative filter; and second, it reduces turbulent heat losses
because it gives almost complete wind shelter. The radiative filter was always
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held to be the dominant heating mechanism, but more recent work suggests
the shelter is more important.

The classic explanation of glasshouse warmth related to the spectral
absorption properties of glass which readily transmits short-wave, but absorbs
most incident long-wave radiation. It was reasoned that incoming short-
wave (K{) is free to enter the glasshouse and be absorbed by the soil and
plant surfaces (allowing for normal reflection), but that the long-wave
radiation emitted by these warmed surfaces (ZT) is not free to leave because
it is largely absorbed by the glass, and then re-radiated back inside the
system. The glass therefore acts as a radiative ‘trap’ by spectral filtering, and
this has been called the greenbouse-effect’ It now seems that this analysis
is too simple and that a better framework for viewing glasshouse radiative
exchange is one similar to that for a forest stand system (Figure 4.20). That
is, the glass acts somewhat like an elevated canopy by attenuating short-
wave transmission from above and below, and by providing both a barrier
and an elevated source for long-wave radiation.

The short-wave properties of glass vary with the angle of incidence of
the radiation. At local zenith angles between 0 and 40° the typical albedo
(o) is 0-07 to 0-08, with an absorptivity ({) of approximately 0-05, leaving a
transmissivity () of about 0-87 (i.e. the glass attenuates about 13% of the
direct-beam input). At greater zenith angles the albedo increases significantly
so that to 60° a=0-16, {=0-06, and {=0-78, and at 80° o =0-52, {=0-13, and
{=0-35. These values relate to the characteristics of clean glass and direct-
beam radiation. In practice the glass becomes soiled, and with the inclusion
of diffuse radiation the attenuation of Kl can be from 15% in clean rural
areas, to as high as 50% in heavily polluted districts. Thus it should be
noted that although glass allows light to penetrate, it is far from transparent,
and hence it reduces the short-wave radiant input to the vegetation and
soil inside the glasshouse.

In the long-wave region of the spectrum glass is indeed a good absorber.
Thus Zd from the atmosphere and LT from the enclosed surface are prevented
from passing directly through. The net long-wave budget (Z*) of the
vegetation and soil inside the glasshouse is therefore dependent upon the
temperature difference between them and the inside surface of the glass.
This difference is likely to be considerably less than that between similar
vegetation and soil surfaces outside and the sky. Therefore the effect of a
glasshouse is to reduce the net long-wave radiation loss.

In comparing the net all-wave budget (Q%) inside a glasshouse with that
in the open during the day the drop in K* has to be weighed against the
drop in L*. Such comparison depends upon many factors, but it is quite
possible for Q* to be less inside the glasshouse. Under these circumstances
the ‘greenhouse-effect’ is clearly non-existent. At night with only long-
wave exchange it is common for the glasshouse to reduce L* losses to less
than 10% of those in the open.
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The daytime warmth of glasshouses is now mostly attributed to the
sheltering role of the structure. The almost total exclusion of the external
wind virtually eliminates forced convection. This allows strong soil-to-air,
or plant-to-air temperature gradients to develop, and turbulent transfer of
heat and water vapour is dominated by free convection. Being effectively
trapped inside a limited volume, the heat and water vapour accumulate,
thereby increasing both the air temperature and humidity. Similarly the
higher surface temperatures promote a stronger soil heat flux.

Figure 7.11 shows the diurnal energy balance at the soil surface in a
glasshouse in Japan. Notice that the soil heat flux density (Qg) is equal to or
greater than the combined turbulent losses (Qu+Qp) in the morning, and
that the soil is absorbing at rates of almost 200 Wm-2 for a number of hours.
Later in the afternoon when the soil heat reservoir is well stocked, and
surface temperatures are at a maximum, turbulent transfer becomes more
important. At night Qg serves as the major source of heat and is sufficient to
cover both the radiative deficit and to continue heating the glasshouse air
by convection. Naturally the air volume cools by radiation and conduction
out through the glass, but the soil heat release is sufficient to act as a buffer
against the rate of cooling experienced in the open.

In practice the climate in a glasshouse is not always ideal. For example
in summer the daytime heating may be too strong. To alleviate this
ventilation fans and openings may be installed so as to reduce interior/
exterior differences. Another approach is to cut down the solar gain by
painting the glass, or placing straw mats on the roof. If humidities are low
enough it may be possible to increase evaporative cooling by spraying
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Figure 7.11 The energy balance of the soil surface inside a
greenhouse in Japan on 30-31 July 1959 (after Yabuki and Imazu,
1961).
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water on the soil and plants. Conversely, in the winter and by night the
glasshouse may become too cold. This can be mitigated by adding straw
matting to the roof to diminish radiative losses, or by providing direct
heating such as ducted warm air or electrical soil heating cables. If light
levels are insufficient artificial illumination can be provided, and if the
carbon dioxide concentration becomes depleted (especially by day when
the glasshouse air is partially sealed-off from the atmospheric source) it
can be restored or even enriched directly from compressed gas cylinders
or through fossil fuel combustion.

6 INTERNAL BUILDING CLIMATE

Buildings are mainly constructed to provide a safe and controlled atmospheric
environment for humans and domestic animals, and are the most elaborate
form of behavioural thermoregulation (p. 194). Part of the need is to gain
shelter from undesirable weather elements such as high winds and
precipitation and this protection is fairly simple to construct. The more
sensitive requirement is to provide a low stress thermal climate. From Chapter
6 we know that ideally this means the provision of conditions wherein the
energy balance and constant deep-body temperature of a homeotherm can
be maintained with a minimum of thermoregulatory effort (zone CD in
Figure 6.8, p. 207) despite the fact that exterior temperatures are well above
or below this range.

Here we will consider the general principles of energy exchange and
the thermal climate of buildings, and then some examples of building
practices designed to provide amenable interior conditions in otherwise
stressful climatic environments.

A full appreciation of the factors bearing on the thermal climate of
homeotherms inside a building requires a consideration of the three
interactive relationships shown in Figure 7.12. These are the
interaction between (a) the external climate and the building; (b) the
building shell and the internal living space; and (¢) the living space
and the occupant.

(a) Energy balance of a building

The energy balance of a complete building and its contained air volume
(Figure 7.12a) is given by:

Q*+QF=QH+QE+QG+AQS (7.2)

where, Q*—net all-wave radiation of the building exterior, Q—total internal
anthropogenic heat release, Qy, Qr—sensible and latent heat exchange
with the external air, Qs—heat conduction between the building and the
underlying ground, AQs—net change of energy storage by the building
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Figure 7.12 Schematic depiction of the fluxes involved in the energy
balance of (a) a complete building volume, (b) a room in a building and
(©) a person in a room.

materials and the enclosed air volume. As with the balance of an animal
(equation 6.1, p. 190) equation 7.2 refers to the complete system, and the
fluxes are spatial averages referenced to the total external area of the building-
air volume. The analogy with the energy balance of an animal is in fact
rather apt as we shall see.

The input of direct-beam short-wave radiation around a house is very
uneven because of its three-dimensional geometry. An appreciation of
the complexity of the input is gained by re-considering the remarks in
Chapter 5 regarding radiation loading on horizontal and inclined surfaces
(e.g. Figures 5.8 and 5.9, p. 173). Clearly east-facing walls receive an
early peak in direct-beam solar radiation (§) soon after sunrise because
their receiving surfaces are illuminated with the Sun almost in their local
zenith (i.e. 8 is small). In the middle of the day in the Northern Hemisphere
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the south-facing wall is most favoured, and in the afternoon the west-
facing wall. North-facing walls only receive S near the time of the summer
solstice.

Figure 7.13 illustrates the role of aspect on solar radiation receipt,
utilizing data from a house in Pretoria, South Africa (25°S) on a calm,
cloudless winter day. (Note that in this example the north-facing wall
receives the greatest input because it is a Southern Hemisphere location.)
The south wall receives only diffuse radiation input because it is in shade
all day. This ‘background’ level of diffuse input is also evident in the
traces for the east and west walls when they are in shade. The receipt of
S by roofs depends upon their inclination and aspect in the same manner
as sloping topography (Chapter 5). In the tropics the roof becomes relatively
more important because of the high elevation of the Sun. The absorption
of K by a building depends upon the albedo of the materials and the
area of windows allowing penetration to the interior. In strong radiation
environments the use of paints and materials with a high albedo greatly
help to reduce heat loading. A building is usually warmer than its
surroundings and hence its net long-wave budget is always negative.
Because of its high sky view factor the roof is the most important site of
radiative heat loss at night.

The net radiation budget of a building is hard to assess because of the
uneven distribution of the short- and long-wave exchanges over its surface
in space and time. By night the budget is almost invariably negative, but by
day the solar loading can be sufficient to give a substantial net radiative
gain for the building. The magnitude of the loading depends upon the
radiation at the location and the building’s geometry and materials.

The other potential energy source for a building is anthropogenic heat
(Op). This is heat released inside the structure either intentionally as space
heating (fires, heaters, furnace-heated air, etc.), or as a by-product of other
activities (cooking, lighting, electrical appliances, etc.) including the metabolic
releases of the human and/or animal occupants. Some space-heating in
cold climates is thermostatically controlled to ensure internal temperatures
do not fall below a set value. This system provided the analogue used in
describing the control of metabolic heat release (Q,) in homeotherms in
order to maintain a constant body temperature. In both cases the system
has an internal energy source which can be regulated to provide comfortable
conditions. If an almost constant internal building temperature is required
throughout the day then Qr will vary in response to changes in the energy
balance of the building-air volume. Over a complete heating season the
total energy required to maintain internal comfort is closely related to the
external air temperature. Conversely in hot weather the amount of energy
extracted by air-conditioning systems is inversely related to the external air
temperature.

Convective sensible heat losses (Qy) from the exterior of a building
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depend upon the wind speed and the building-to-air temperature gradient.
The wind controls both the thickness of the laminar boundary layer, and
the degree of turbulent motion around the building. With light winds the
laminar layer is about 10 mm in thickness and combined with weak
turbulence the heat loss for a given building/air temperature difference is
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relatively small. Using the electrical analogy (p. 70) the thermal resistance
is therefore large. On the other hand, in windy conditions the laminar layer
may contract to less than 0-5 mm and its insulating role is greatly diminished.
Similarly the more turbulent state of the rest of the atmosphere (partly
induced by the building, Figure 8.1) creates a very efficient means of heat
loss. Averaged over its exterior area a building is usually warmer than the
surrounding air (Figure 7.13) and therefore the direction of heat transfer is
almost always outwards. (This may not be true of the roof at night especially
if its materials have a high emissivity, and if the roof is well insulated from
the ceiling below.) The heat loss occurs as a result of both heat conduction
through the walls and windows, and direct air seepage through chimneys,
windows and doors. Lack of air-tightness is a major problem in cold climates,
and loss via this pathway is greatest with gusty winds which produce interior/
exterior pressure pulsations. On the other hand in hot climates such
ventilation losses may be welcome because they help to dissipate
uncomfortable warm interior heat loads.

Evaporation cooling of a building (Q ) is not usually as effective as Q .
It can however be significant if the buifding has been wetted (by rain or
irrigation), has its roof flooded, or if there is a substantial vegetation covering
such as clinging vines or creepers. A continually wetted fence with vines
covering it can be a very effective air cooler when located upwind of a
house in dry, windy areas. The system does of course depend upon the
availability of an abundant water supply.

Sub-surface conduction losses (Figure 7.12a) depend upon the degree
of building/ground contact as well as the thermal properties of the building
and the ground, and the temperature gradient between them. This mode of
heat loss from the building can be beneficial or wasteful depending on
whether the building’s heat load is excessive or insufficient. In areas of
permafrost (permanently frozen ground) buildings are elevated on stilts to
minimize heat conduction to the ground. This is not to conserve building
heat but to prevent melting of the ground ice which would cause subsidence
of the foundations.

(b) The energy balance and climate of a room

The energy balance of a room (Figure 7.12b) depends upon the nature of
the energy balance on the exterior; the extent of any anthropogenic heating
on the interior; and the facility with which the building shell allows interior/
exterior interaction. During periods of strong solar heat loading on a building
the exterior is warmer than the interior and a room will receive an inward-
directed heat flux (e.g. Figure 7.13). On the other hand, at night, and with
weak exterior irradiance, the gradient and the flux are directed outwards.
This is always the case in cold climates where Qr maintains an outward
energy drain. If the construction of the building shell allows easy exchange
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between the interior and the exterior then the building provides very
inefficient climate control. On the other hand if exchange is prevented then
large inside/outside thermal differences can be maintained with a minimum
of effort.

Interior/exterior heat exchange is likely to occur via three main pathways
(Figure 7.12b). First, solar radiation may enter the room through openings
and glass windows. The importance of this heat gain depends upon the
size and orientation of the openings, and the nature of the incident solar
radiation in respect both of its intensity, and of its directional character
(e.g. the proportions of S and D). Second, heat may leave or enter as a
result of ventilation through windows, doors, cracks and other openings.
Third, heat may be conducted through the building fabric (walls, windows,
ceiling, floor). This flow depends upon the thermal properties of the building
materials, and the strength of the interior/exterior temperature gradient.

The most important thermal properties are the thickness and thermal
conductivity of the materials, and the thickness of the laminar boundary
layer adhering to the interior and exterior surfaces. From the electrical
analogy the heat flow is therefore seen to be directly proportional to the
temperature difference, and inversely proportional to the total building
resistance (composed of the wall and boundary layer resistances). The
complete resistance network consists of a number of pathways, e.g. through
the walls, the windows, the basement, the roof, the doors, the chimney,
etc. In most cases each pathway consists of a number of layers, e.g. the
wall pathway includes the resistances of the internal air, the interior wall,
and wall insulation materials, the outside wall laminar sublayer and the
exterior air. To calculate heat losses or to assess the appropriate resistance
of insulation materials these resistances can be added in series. To establish
the total building heat loss/gain these pathways must be added in parallel
(p. 71) weighted by the appropriate occurrence of each pathway.

In thermally uncomfortable climates these pathways for heat flow must
be controlled if a building design is to be successful. In cold environments
the interior must be heated, and the primary aim is to prevent this energy
being lost to the exterior. To achieve this it is essential to cut losses via the
ventilation and conduction pathways. Losses by direct seepage are minimized
by sealing all openings tightly. Examples include the use of weather stripping
around doors and windows, and the double and even triple glazing of
windows. Conduction losses are reduced by insulation. The idea is to
encapsulate the room (or whole building) with a protective ‘blanket’ of
poorly conducting materials. The ideal substance for this purpose is still air,
as is evident from Table 2.1, p. 44. This protection can be incorporated into
a building by ensuring that sufficient air space exists between interior and
exterior surfaces by the use of cavity-walling, double glazing and the
provision of adequate attic and basement space. The effectiveness of these
features is greatly enhanced if artificial insulation (Table 7.4) is installed in
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these spaces. These cellular materials keep the air motionless, thus preventing
convection. It is also essential that the insulation remains dry if its beneficial
properties are to be retained.

In hot environments the primary aim is to keep interior conditions cool.
This means preventing the external heat load from getting inside too rapidly.
The building design in hot and dry areas shows the attempt to control
heating via all three pathways. Solar radiation input is cut down as much as
possible by keeping all openings very small, and by the use of shade from
window blinds, verandahs, overhanging eaves, trees, or adjacent buildings.
Mutual shading is provided by placing buildings very close to each other so
that the intervening streets are narrow and in shade most of the time (e.g.
Marakesh). It is also important to shade surrounding areas to keep them
cool. In modern buildings the window glass is designed to reflect or absorb,
rather than transmit, short-wave radiation. Conduction gains are offset by
the use of thick walls made of high heat capacity materials such as earth,
brick, or stone (Table 7.4). In this way the exterior heat load is absorbed by
the wall and its transmission delayed so that it reaches the interior well
after the period of maximum external temperatures. This lag effect is
illustrated in Figure 7.13 where it will will be noted that it takes 5-7 h for
the peak of the exterior temperature wave to reach the interior. The use of
wall storage (AQs) is a useful delaying practice but the heat will still arrive
on the interior in the evening. It is then necessary to increase interior/
exterior ventilation to remove the excess. Conduction losses to the cool
soil are also maximized by ensuring good contact with the ground. By day
the ventilation pathway is restricted by the small openings and shutters,
and any anthropogenic releases (e.g. by cooking) are vented to the exterior.
At night ventilation is maximized so as to remove the wall heat, and to
replace it with the now cooler exterior air.

In hot and humid areas the preceding solution is unworkable because
whereas in a dry environment only slight air movement is required for
evaporative cooling to be effective, with high humidity vigorous motion is
required. The characteristic hot/humid design therefore stresses shade and
openness. Shade is even more important than in the hot/dry case because
very humid areas are often also cloudy so that the diffuse solar radiation
input is relatively large. This necessitates providing shade from the complete
sky and not just the solar disc. Openings are oriented to make best use of
prevailing winds and local breezes, and the building is placed on stilts in
order to take advantage of the natural increase of wind speed with height.
Similarly much of the surrounding vegetation is removed to reduce the
possibility of air stagnation. Interior/exterior exchange is artificially promoted
by fans.

The preceding examples of traditional building practices in different
climatic regions incorporate simple but sound micro-climatic principles.
More recently there has been a tendency to override such considerations
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so that buildings in widely varying climatic contexts have very similar features.
This is made possible by offsetting thermal imbalances through the use of
heating or air-conditioning systems. However, this is inefficient in its use of
expensive energy resources and it is to be hoped that this ‘brute force’
approach will again yield to one which is sensitive to the local climatic
environment.

Within an individual room the temperature distribution depends upon
the arrangement of heat sources and sinks. For example in cold conditions
a heated room usually has cooler areas near the windows, floor and poorly-
insulated or especially exposed walls on the building periphery. These
cool surfaces then act as long-wave radiation sinks for warmer surfaces.
Surface coverings such as carpets, curtains and tapestries can help to alleviate
this form of cooling. It is not uncommon to find differences of at least 5°C
within a heated room and this is sufficient to create air movement. Air
tends to rise near heat sources and to spread out as a warm layer near the
ceiling. Correspondingly air sinks near cool walls and windows and
accumulates as a cool air pool across the floor. An open fire is a strong
convergence node and the influx of cool air across the floor often creates
uncomfortable ‘draughts’.

(c) Thermo-regulation provided by buildings

The reaction of homeotherms to thermally stressful environments was
covered in Chapter 6; here we will amplify the nature of the relief provided
by buildings. In a cold climate a homeotherm is in danger of expending
too much metabolic energy (Qy) to maintain a constant core temperature
due to energy losses via QF, Qu, Oz and Q. Provision of heated shelter
slows this drain by surrounding the homeotherm with surfaces at
approximately the same temperature (thereby decreasing Q* and Q; losses),
and by giving shelter from the wind and cold air (thereby decreasing Qy
and QO losses). It is important to realize the importance of these processes
and not to confine the idea of thermo-neutrality in terms of air temperature
alone. For example it is quite possible for a person to feel uncomfortably
cool in a room whose air temperature is 20°C if there is a cold surface
acting as a radiative sink (e.g. an uncovered window whose interior
temperature may be at least 20°C below the person’s surface temperature).

In a hot, dry climate a homeotherm has a problem in remaining cool
due to the extra heat load on the body from Q* and the inability to cool
effectively by Qy because of the lack of a body-to-air temperature gradient.
The primary role of a building is then to provide shade, and to keep air
temperatures from rising too high. Even slight air motion is sufficient to
allow body heat to be shed via Qg. Heat may also be dissipated by long-
wave radiation to cool interior surfaces.
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The problem of body overheating is more acute in a warm, humid climate.
In addition to the problems of hot, dry areas the Qg channel is limited
because even slight evaporation causes the body to become enveloped in
saturated air thus destroying the necessary body-to-air humidity gradient
for further evaporation. Comfort can then only be achieved by forcefully
removing this envelope by air movement (e.g. with fans).



Inadvertent
climate modification

The climatic side-effects of human activities are many and varied. They are
the result of interference in the operation of natural systems. Tampering
with natural energy and water cycles often results in rather complex
ramifications throughout the system including feedback effects. In many
cases the full web of cause and effect linkages is so large that the climatic
impact of altering a part of a system is largely unknown. It is important that
our knowledge of the inter-relationships increases so that we may develop
models which accurately mimic the operation of natural systems. Only then
will it be possible to predict the climatic effects of pursuing alternative
land-use or management strategies, and hence to avoid undesirable
inadvertent modification.

1NON-URBAN MODIFICATION

The removal of vegetation markedly alters the surface properties of an
area, and hence will modify the energy and mass balances. The removal
may be temporary as in harvesting crops or trees, it may be permanent as
in land clearance for agriculture, or it may be accidental as a result of fire,
disease or over-grazing. If the area involved is extensive the altered heat
and water balances may give rise to local, mesoscale or even larger scale
changes in climate and hydrology.

For example the removal of vegetation often leads to adjustments in the
local water balance because the interception role of the canopy is lost,
evapotranspiration may be reduced, the snow cover distribution and duration
is changed and runoff may be increased. Removal can also be expected to
upset the radiation budget by presenting a new surface geometry, and
albedo. Equally the energy balance partitioning is likely to be modified by
a new set of thermal, moisture and aerodynamic characteristics. Some idea
of the effects of removing a conferous forest and cultivating a grassland in
its place can be appreciated by comparing the two catchments depicted in

262
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Figure 4.27 (p. 157). Even so it should be pointed out that the changes
resulting from that example cannot be expected to hold at another place
where the macroscale climate and hydrology is different, as well as the
soils, vegetation species, etc.

Large-scale irrigation can modify the climate and hydrology, especially
in otherwise arid or semi-arid areas. In such locations the development of
an ‘oasis-effect’ (p. 165) leads to cooler summer temperatures, increased
humidity and of course changes in the local water balance. Similar but
more pronounced effects are likely to result from the creation of artificial
lakes due to dam construction or other major earthworks such as those
associated with road and railway construction. The climatic effects of
lakes are the same as those for extensive irrigation, but the large mass of
water also imparts its conservative thermal influence as seen near other
large water bodies (Chapter 3). In summer the surrounding shore areas
are cooler, and in winter warmer, than before the flooding. The thermal
lag of the lake also causes the seasons to be delayed (i.e. the onset of the
autumn cooling and the spring warming occur later). If the lake becomes
ice-covered the ameliorating influence of the water is lost. Indeed the
surface climate may become more hostile than before (e.g. wind speeds
may increase because of the reduced roughness of ice compared with
most surfaces).

In very cold areas (air temperature less than -30°C) the release of relatively
warm deep lake water from behind a dam may lead to the development of
ice-fogs downstream. Ice-fog forms because water evaporates from the
relatively warm water into the very cold air where it condenses and freezes
(or sublimates) almost immediately. Evaporation occurs because the vapour
pressure at the warm water surface is much greater than in the very cold,
dry air above. For example, if the surface temperature of the water is only
0°C its surface vapour pressure will be the saturation value (¢*) which is
approximately 600 Pa, whereas the maximum vapour pressure of the air
can only be about 40 Pa at an air temperature of -30°C (Table A3.2, p. 394).
Therefore the addition of only a small amount of vapour is sufficient to
cause saturation and a fog of ice crystals. Similar problems occur in the
vicinity of cooling ponds where water warmed by industrial processes is
left to cool.

The effects of vegetation clearance, irrigation and flooding are some of
the more obvious examples of activities leading to climate modification.
There is however a wide range of activities which alter climates either in a
subtle fashion or only affect small areas. Examples of the former include
changes in agricultural cropping or grazing patterns and practices, and the
change in ocean properties due to pollution such as oil slicks. In the latter
category are the surface changes brought about by the extension of
transportation routes (e.g. roads, railways, pipelines and the opening up of
ocean lanes by ice-breaking) and the changes caused by open-pit mining,
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land reclamation, refuse dumping, burning, etc. Individually such
modifications are small, but their integration over space and time represents
a process of continuous change which which is being conducted without
intelligent control.

2 MODIFICATION BY BUILDINGS

The placement of a building on the landscape gives rise to radiative, thermal,
moisture and aerodynamic modification of the surrounding environment.
The most important radiative effects are a decrease in the solar radiation
receipt by areas in shadow, a local increase in solar receipt by reflection
from sunlit walls, and the reduction of net long-wave cooling from surfaces
near the building due both to a reduction in Z? (caused by the reduced sky
view factor) and to an increase in L? from the usually warm building. Also
in the immediate vicinity of a building, soil and air temperatures are often
warmer than in the open due to heat losses from the building, and as a
result of the wind shelter provided.

The water balance around a building is upset because of spatial variability
in precipitation receipt (caused by differences in interception and wind
shelter), soil drainage, and evaporation. Most important however are the
airflow changes produced by the building acting as an obstacle to the
wind. The remainder of this section will be devoted to a discussion of these
aerodynamic effects.

(a) Airflow around buildings

The pattern of airflow around an isolated flat-roofed building placed normal
to the wind (i.e. with its windward side at a right-angle to the direction of
flow) is given in Figure 8.1a—c. This figure is based on wind-tunnel studies
using a cube to represent a building. Wind measurements around full-scale
structures generally show that such modelling gives a good approximation
to the real situation as long as the upwind flow conditions (wind and
turbulence profiles, perturbations due to other buildings and topography)
are also simulated. Notice that the flow zones (A—undisturbed, B—
displacement, C—cavity and D—wake) conform to those of Figure 7.6 (p.
243), for flow over a solid barrier.

Upon encountering the impermeable building the air is either deflected
over the top, or down the front (Figure 8.1a) or around the sides (Figure8.1c
). The air ‘pushing’ against the building gives relatively high pressures over
much of the surface of the windward wall. Maximum pressure occurs near
the upper middle part of the wall where the wind is actually brought to a
standstill, and pressure decreases outwards from this stagnation point (Figure
8.3b). Near the outside edges of the windward face the accelerating flow
actually produces areas where the pressure is below that of the undisturbed
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Figure 8.1 Flow patterns around a sharp-edged building. Side view of (a)
streamlines and flow zones, and (b) velocity profiles and flow zones with the
building oriented normal to the flow. Plan view of streamlines with the building
oriented (¢) normal, (d) diagonally to the flow (modified after Halitsky, 1963) (e)
Flow made visible by snowdrifts around a grain elevator near Boise City,
Oklahoma.
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atmosphere (i.e. suction). If the building has sharp corners the flow
accelerating over the top and around the sides becomes separated from the
surface. Therefore the sides, roof and leeward wall experience suction.
Since air moves from high to low pressure, these areas are characterized by
reverse flows (i.e. in the opposite direction to the main stream). This is
reponsible for the lee eddy circulation in zone C (Figure 8.1a) which extends
up into the strong suction zone above the roof. In plan view (Figure 8.1¢)
the cavity zone is characterized by a double eddy circulation at ground-
level which incorporates the side wall suction areas into a horseshoe-shaped
pattern.

The wind velocity profiles associated with this flow pattern are shown in
Figure 8.1b. In the undisturbed upwind flow (profile 1) the standard
logarithmic shape (cf. Figure 2.10, p. 55) is evident. Immediately over the
building (profile 2) the profile is sharply distorted. In the displacement
layer above the wake boundary there is a pronounced jet of high velocity
air as the streamlines converge. Below this the velocity decreases very
sharply, and in the lowest layers the roof return flow is seen. Leeward of
the building (profile 3), the jet is less pronounced as the streamlines begin
to diverge, and the cavity zone lee eddy gives a return flow near the ground.
Averaged over the depth of the cavity velocities are obviously less than in
the corresponding upwind layer, but it should be pointed out that these
data hide the fact that it is more turbulent. At greater distances downwind
(profiles 4 and 5) the shelter is progressively lost, and the jet merges with
the flow which is readjusting towards its undisturbed form. Full adjustment
has not been attained at profile 5 because the velocity gradient near the
surface is not as steep as at profile 1. This indicates that residual turbulence
in the wake is continuing to facilitate momentum transport at a rate greater
than normal for the terrain.

Other building shapes and orientations produce variations upon this
basic pattern. If the same cubic form is oriented diagonally with respect to
the wind (Figure 8.1d) there are two windward and two leeward walls
oriented obliquely to the flow. This tends to reduce the strength of the
suction zones especially on the roof. If the roof has a pitch the point of
flow separation usually occurs at its crest, but the double-eddy pattern still
results in a horeshoe shape in the downwind zone (Figures 8.1d and e). If
the pitch is greater than 20° the windward face is under increased pressure
the leeward face is under suction. Rounded buildings (e.g. a silo) disturb
the flow less but the basic pattern remains.

If a building is part of an urban area the flow pattern depends upon
the geometry of the array, especially the height to width ratio (H/W,
where H is the mean building height and W is the along-wind spacing).
When the buildings are relatively widely spaced (H/W <0-4 for cubic and
<0-3 for row buildings) their flow pattern appears almost the same as if
they were isolated (Figure 8.2a). At closer spacing (H/W up to about 0-7
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for cubes and 0-65 for rows) the wake of any building interferes with that
of the next downstream leading to a complicated pattern (Figure 8.2b). At
spacings closer than these the main flow starts to skim over the building
tops and drives a Jee vortex in the cavity (often a street). This is a lee eddy
characteristically found in separated flow behind sharp obstacles (e.g.
Figure 5.16, p. 185, and 7.6, p. 243) but here it is reinforced by the
downward deflection produced by the windward face of the succeeding
obstacle.

The preceding flow types are found when the wind is normal to the
long axis of the street. If the wind is oriented at some other angle the
vortex takes on a ‘cork-screw’ motion with an elongation along the street.
If the approach flow is parallel to the street the shelter is destroyed and
channelling may cause a jetting effect so that speeds are greater than in
the open.

The situation is different if a particularly tall building juts above the
general roof-level. The oncoming wind impacts against the windward face
of the tall building and produces a stagnation point in the centre at about
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Figure 8.2 Flow regimes associated with different urban geometries.
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three-quarters of the building height (Figures 8.3a and b). The air diverges
from this point. Some passes over the top and gives a lee eddy in the cavity
zone, whilst much of the rest streams down the windward face. This enhances
the lee eddy of the upwind low building and produces a strong vortex near
the surface. The rest is deflected around the building sides as corner-streams
which wrap around the back to give the characteristic horseshoe-shape
(Figure 8.3c). This photograph of the flow simulation shows that the
horseshoe wakes of the two buildings have merged, but that the tall building
is dominant. The leeward pattern is in excellent correspondence with that
of Figure 8.1c. If the building is raised above the ground on pillars, or if
there is a walkway under it, then the descending windward stream will
produce a jetting through-flow.

The problem with a tall building is that it deflects the faster moving
upper air down to the ground. Therefore instead of shelter there is an
increase in low-level winds especially in the vortex-flow, through-flow,
and corner-stream areas (Figure 8.3b). The numbers in these areas show
the winds likely to be encountered at pedestrian height as a ratio of those
at the same height in the open. They indicate that the building can create
conditions three times as windy as in the open, and therefore many times
greater than in sheltered streets nearby.




(b) Stagnation

2 ~— Corner-
streams

Through-flow

Figure 8.3 Flow around a tall building with lower buildings upwind, (a) Flow
over the windward face visualized by the deflection of smoke jets emanating
from a wind tunnel model, (b) Illustration of the three main regions of increased
wind speed at pedestrian level (stippled), see the text for the meaning of the
numbers. (¢) Plan view of flow at ground level around a tall building (rectangle
on the right) with a low building upwind. Horseshoe pattern is made visible by
surface film of pigmented oil around wind tunnel models (photographs after
Penwarden and Wise, 1975, Crown copyright by permission of the Director,
Building Research Establishment).
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(b) Applications

Knowledge of the wind environment around buildings is useful in order
to protect against wind damage and to economize on wind-related
maintenance and running costs. It is also of importance to the safety
and comfort of the occupants and nearby pedestrians, and to the
dispersion of atmospheric pollutants. We will consider aspects of each
of these applications.

The greatest amount of work on buildings and the wind has been
related to the assessment of wind loads (force exerted by the wind).
Structures are designed to withstand prescribed maximum loads which
are calculated on the basis of maximum wind speeds (mean and gust)
expected in the region, and the nature of the structure. The total load is
assessed as the force of the wind averaged over the area presented to
the wind. This is necessary to ensure that the structure (building, mast,
tower, bridge) is strong enough to avoid being literally blown over. The
load on a structure depends on whether it is ‘clad’ (e.g. a building
enclosed by roof and walls) where flow is diverted around the whole
structure, or is ‘unclad’ (e.g. a bare frame, or open tower) where the air
may pass through. In the case of a clad structure the wind load on any
component depends on the pressure difference between the two faces
of the component (commonly this is the interior/ exterior pressure
difference). For example roofs are prone to being ripped off in strong
winds because the outside experiences suction whereas the interior
pressure may be positive. In combination they produce an effective
lifting force. This is augmented by the lift exerted under the roof
overhangs (eaves) on both the windward and leeward sides as a result
of rising air currents (Figure 8.1a). Interior pressures depend upon
interior/exterior ventilation. If windward openings allow inflow but
leeward ones are closed, the interior pressure is increased. Conversely,
interior pressures are decreased by closing windward openings and
opening leeward ones. Opening both sets to permit cross-ventilation
encourages equalization of interior/exterior pressures but may be
unacceptable on heat loss and other practical grounds. The areas most
prone to damage are those where flow separation occurs, and therefore
suction is greatest (e.g. the corners of buildings and roofs). This can be
sufficient to lift roofing materials, and pluck window glass and cladding
panels off the face of a building.

The wind environment is important with regard to driving rain
(forcible impaction of rain on buildings), which affects moisture uptake
and weathering. Rain drops in flight, and water already deposited, to
some extent follow the path of surface airstreams. Therefore, on the
windward face where most rain is impacted, the rain transport is likely
to be similar to that of the smoke in Figure 8.3a (i.e. radially from the
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stagnation point). Observed patterns of pollution soiling and chemical
weathering around a building relate to these airstreams and to the path
followed by water due to the force of gravity.

Wind may affect the access to buildings. For example the operation
of doors is hampered, especially if they are located in a through-flow
region (Figure 8.3b). In some cases suction rips the doors open during
strong winds, whereas in other cases the external pressures are so great
that the doors can only be opened with difficulty. Access may also be
impeded by the accumulation of drifted snow. Therefore in snowy
climates the location of doors, sidewalks, loading bays and car parks
should be sited with this possibility in mind. When designing in such
areas the effects of the mutual interaction between buildings must also
be incorporated. Snow accumulation on roofs can present a related
structural loading problem. In calculating the snow load the density as
well as the depth is important. Figure 8.1e illustrates how the snowdrifts
around a single building can affect transportation routes.

The comfort and safety of pedestrians around the base of tall
buildings is intimately connected with the wind environment. The
increased winds and turbulence found in the stippled areas of Figure
8.3b can create a hostile environment. In cold climates thermal comfort
is decreased because of the reduction in sunshine due to shade, and the
increased loss of body heat. The increase in chill-factor (p. 221) may
make such areas unbearable in winter. Conversely in hot climates the
increased ventilation may be favourable since stagnation is to be
avoided. The whirling eddies around buildings also tend to accumulate
dust, leaves and litter, but most important they pose a potential threat to
the safety of pedestrians, especially if they are old or infirm. Emerging
from a sheltered area a person may well experience a sudden, four-fold
increase in wind speed, near the base of tall buildings. Since the force
of the wind increases with the square of its speed, this implies a
sixteen-fold increase in the force upon a pedestrian. Unfortunately,
people have been fatally injured as a result of being blown over in such
locations.

Solutions to these problems are not simple. The best answer is not to
build tall buildings in the first place. Failing this, some partial solutions
are illustrated in Figure 8.4. They are designed to minimize the ground-
level effect of the streaming down the windward face. One approach is
to place the main building slab on a podium of one or two storeys in
height (Figure 8.4a). High winds are then confined to the roof of the
podium. This can be further helped if the tower is raised off the podium
to provide an elevated through-flow (Figure 8.4b). In the same way a
canopy and vent space provide some ground-level shelter (Figure 8.4¢).

Researchers at the Building Research Establishment in Great Britain
have been involved in extensive research on model and full-scale flows
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Figure 8.4 Tall building designs helpful in alleviating undesirably
increased wind speeds at pedestrian level (modified after Hanlon, 1972).

around buildings. They find that wind becomes an annoyance at about
5 mst by disturbing hair and causing clothing to flap. At 10 ms- it is
definitely disagreeable and dust and litter are picked up, and by 20 ms-
1 it is likely to be dangerous. In their studies they found that the design
speed of 5 ms+ was exceeded less than 5% of the time in low-rise areas
such as those in Figure 8.2, but around tall buildings it was exceeded
20% of the time. They generally find complaints are received about
conditions around a building if it is more than 25 m (approximately 6
storeys) in height, or if it is more than twice the height of the
surrounding buildings.

Wind and turbulence are vital to the dispersion of air pollutants. In areas
characterized by low buildings the exchange between street-level where
car pollutants are emitted, and above roof-level depends upon the height
to width ratio. If the streets are narrow air exchange is restricted (Figure
8.5a) compared with that in a more open arrangement where the vortex
circulation aids street-level flushing (Figure 8.5b). Severe problems can
arise in the ‘downwash’ (p. 187) behind a tall building. This can be due to
a source placed in the suction zone above the roof of the tall building
(Figure 8.5¢), or located near the surface in the eddy of the cavity zone
(Figure 8.5d). The former situation can be alleviated by constructing a taller
stack so that the effluent is carried downwind in the displacement zone
flow, but there is no simple remedy for the latter, short of eliminating the
source.

3 MODIFICATION BY URBAN AREAS

The process of urbanization produces radical changes in the nature of the
surface and atmospheric properties of a region. It involves the
transformation of the radiative, thermal, moisture and aerodynamic
characteristics and thereby dislocates the natural solar and hydrologic
balances. For example the seemingly inevitable increase of air pollution
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Figure 8.5 The influence of building air flow on pollution dispersion.

affects the transfer of radiation, and supplies extra nuclei around which
cloud droplets may form; the dense urban construction materials make
the system a better heat store and waterproof the surface; the block-like
geometry creates the possibility of radiation trapping and air stagnation,
and gives a very rough surface; and the heat and water released as ‘waste’
products of human activities supplements the natural sources of heat and
water in the urban system.

Considering these major changes it is hardly surprising that urban areas
exhibit the clearest signs of inadvertent climate modification. Settlements
are continually expanding to accommodate the influx of migrants from
rural areas and the natural increase of population, and by the year 2000 it
is estimated that 60% of the word’s people will live in towns with 5000 or
more inhabitants. This makes study of urban climates doubly important;
first to ensure a pleasant and healthy environment for urban dwellers, and
second to see that the effects of urbanization do not have harmful
repercussions on large scale (even planetary) climates.

The size of any ‘urban effect’ often proves difficult to estimate. Ideally
one would wish to have an extensive set of pre-urban measurements of the
climate of a region against which present observations could be compared.
Only in rare cases is this possible. Instead it is common to compare the
climatic data from the centre of an urban area with those from rural (or
non-urban) stations in the surrounding area. Such urban/rural comparisons
are at best only an approximation of the urban modification. In selecting
station pairs it is particularly important to try to eliminate extraneous effects
due to topography, water bodies and the downwind effects of the urban
area itself.
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Figure 8.6 Schematic representation of the urban atmosphere illustrating a
two-layer classification of urban modification (after Oke, 1976a).

As air flows from the countryside to the city it encounters a new and
very different set of boundary conditions. Thus in accord with Figure 5.1
an internal boundary layer develops downwind from the leading-edge of
the city (Figure 8.6). The urban boundary layer is a local to meso-scale
phenomenon whose characteristics are governed by the nature of the general
urban ‘surface’. Beneath roof-level is the wurban canopy layer, which is
produced by micro-scale processes operating in the streets (‘canyons’)
between the buildings. Its climate is an amalgam of micro-climates each of
which is dominated by the characteristics of its immediate surroundings. In
the following discussion we will first consider the cycling of energy and
water through an active surface visualized to be a plane at about roof-level
(i.e. the interface between the two layers defined above), then consider the
climate in each layer.

(a) Energy and water balance of a building-air volume

The energy balance of a building-air volume such as that illustrated in
Figure 8.7a is given by a relation similar to that for a single building:

QO +0r=Qut+ Qe+t AQs+AQ, 8.1
and the water balance (Figure 8.7b) by:
DHF+I=E+Ar+AS+AA (8.2)

where, F—water released to the atmosphere by combustion, I—urban
water supply piped in from rivers or reservoirs, and DA—net moisture
advection to/from the city air volume. These balances apply to volumes
which extend to sufficient depths that vertical heat (Qg;) and water (f)
exchange is negligible. The terms DQs and DS refer to heat and water
storage changes in the ground, the buildings and the air contained within
the volume, and Qr and F refer to heat and water sources in the city that
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Figure 8.7 Schematic depiction of the fluxes involved in (a) the energy and
(b) the water balance of an urban building-air volume.

are associated with combustion. Note that Q, F and I are energy and mass
flows that are directly controlled by human decisions and respond to
activity rhythms only indirectly related to the solar cycle. The advective
terms are due to the net horizontal transfer of sensible and latent heat
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(AQ,), and of water droplets and water vapour (AA4) through the sides of
the building-air volume.

(i) Anthropogenic beat and water sources

Table 8.1 gives an idea of the size of Q; for a number of cities, in a range of
climates. These data are based on estimates of energy use within a city
from all sources (electricity, gas, coal, solar conversion, gasoline, wood
etc.) for the purposes of space heating, manufacturing, transportation, lighting
etc. The average anthropogenic heat flux density (Qp) depends upon the
average energy use by individuals, and the city’s population density. The
per capita energy use depends on many factors including the affluence and
nature of the economy, and the need for winter space heating. Clearly in a
number of cities Q is a significant energy source, approaching or surpassing
the net radiation, especially in the winter. In both Manhattan and Fairbanks,
Alaska, Qy is greater than Q% but for very different reasons. The per capita
use in Manhattan is quite moderate considering it is an economically
developed region with a cool winter climate (e.g. compare with Los Angeles),
so that here it is the high population density which is important. In Fairbanks,
on the other hand, the very high per capita energy use is spread over a very
dispersed settlement.

The average annual data conceal important time and space variations. A
city with a mild winter climate exhibits a much smaller seasonal variation;
for example compare Vancouver (mild) with Montreal (cold) in Table 8.1.
There is relatively little information concerning daily variations but in mild
climates it seems that Q is largest in the daytime with peak periods in the
morning and evening. gpatially Q varies greatly within a particular city,
with the highest values usually found in the city core.

Considerable amounts of water vapour are released when fossil fuels
such as natural gas, gasoline, fuel oil and coal are burnt. The use of water
to absorb ‘waste’ heat from power plants and other industrial processes
also greatly enhances vaporization from cooling towers, cooling ponds,
rivers and lakes. In combination these provide a preferential source of
vapour for the urban atmosphere (F).

The importation of water to the city (1) is necessary to meet demands
from residential, industrial and other users. This mass input to the city
system (Figure 8.7b) can be fairly easily monitored, and Figure 8.8 is an
illustration of the seasonal and diurnal variations of 7 in a small (mainly
residential) community in California. The strong seasonal difference is due
to the summer use of water for lawn and garden sprinkling, swimming
pools, car washing, etc. Peak-use is concentrated during the day, with sub-
peaks in the morning and evening. Ultimately this water is lost from the
system via evapotranspiration or runoff.
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Figure 8.8 Winter and summer patterns of daily water use by
the small community of Creekside Acres, California (after
Linaweaver, 1965).

(ii) Water balance

Let us compare the water balance of an urban building-air volume with that
of a corresponding soil or soil-plant-air volume, in the surrounding
countryside. To simplify matters consider both to exist in an extensive area
of similar composition, so that we may neglect A4 for both.

The water input to the urban system is greater because its precipitation
(p) is augmented by F and 7, for which there are no rural counterparts (if
we ignore irrigation). On the other hand, it seems likely that urban
evapotranspiration (E) and sub-surface storage (AS) are less than in the
rural situation. Evapotranspiration is expected to be reduced because of
the removal of vegetation and its replacement by relatively impervious
materials (although some building materials are quite efficient water stores).
The few measurements available tend to support this view. Although the
convoluted surface of the city presents a large interception area it seems
that the poor infiltration properties of urban materials outweigh this benefit
and thus water storage is smaller than in the rural case.

It follows from these considerations, and equation 8.2 that the urban
runoff (Ar), is greater than in rural areas. Part of this is simply due to the
disposal of a portion of 7as waste water (via sanitary sewers). The remaining
increases are due to the surface waterproofing and artificial runoff routing
(e.g. storm sewers) that accompanies urbanization.

These effects are illustrated in Figure 8.9 which shows the storm discharge
from three small basins; one rural, one partially developed and one
urbanized. Before any development took place the discharge curves for the
three basins were similar. They all showed a peak discharge at approximately
the same time after a storm, and the magnitude of the discharge increased
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Figure 8.9 The influence of urbanization on
storm drainage illustrated by data from three
drainage basins (one rural, one partially and one
fully developed) near Palo Alto, California (after
Moore and Morgan, 1969).

with basin size (drainage area). After development the curves show two
major changes. First, the urbanized basins respond much faster to the water
input from a storm, so that the peak discharge occurs much earlier. Second,
the amount of runoff increases with the degree of urbanization, and not
with basin size. In fact the largest basin gives the smallest discharge both in
terms of the peak value, and when integrated over time. These characteristics
of urban runoff mean that storm sewers must be designed to accommodate
very large volumes of water in short periods of time. Other hydrologic
studies show that urbanization leads to greater sediment loads in rivers and
decreased water quality.

(iii) Energy balance

Now we compare the energy balance of an urban building-air volume with
that of a nearby rural soil-plant-air volume, in the same qualitative way that
we gauged the effects of urbanization on the water balance. We will consider
the sites to be free of advection, so that AQ, can be ignored. This is acceptable
for a central urban site surrounded by fairly uniform building density,
whereas it would not be reasonable for an area near the rural/ urban
boundary, or where land-use is variable. Having set the net energy flow
through the sides and base of the volume to zero, we are only concerned
with vertical fluxes averaged over the plane ABCD (Figure 8.7a), and any
internal storage changes.
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Radiation budget

The short-wave input (K{=$+D) to urban areas is considerably altered in its
passage through a polluted atmosphere. The attenuation of the incoming
radiation depends upon the nature and amount of the pollutants. In a
heavy industry or coal-burning city KI may be reduced by 10-20% in
comparison with its surrounding countryside. In less industrialized cities
where vehicles are the prime sources and photochemical pollution is
dominant the range is 2-10%. The size of this reduction is linked to the
seasonal variation of pollution concentration (Figure 9.13a, p. 332). On
especially polluted days, and at times of low solar elevation, the reduction
in Kl may be in excess of 30%.

In addition to the overall diminution of short-wave radiation, its spectral
and directional composition are also changed. Pollutants tend to filter out
the shorter wavelengths preferentially. In the ultra-violet portion of the
spectrum it is common to lose 40%, and on occasion as much as 90%, due
to scattering and absorption. This is likely to be important to plants (reduced
photosynthesis) and humans (less tanning, skin cancer and vitamin D
production).

The greater scattering and reflection by pollutants also increases the
proportion of K that arrives as diffuse sky light (D). This is helpful in
providing better interior lighting of buildings, but it also is responsible for
decreases in urban visibility and colour perception. These effects are most
obvious when viewing an object towards the Sun. Then the air between
the object and the observer is illuminated by sunlight scattered into the line
of sight, which tends to obscure details of distant objects, and causes them
to appear lighter in colour the more distant they are. The colour of the
cloudless sky also depends on the size of the atmospheric constituents.
The diameter of particles of a clean atmosphere is smaller than most of the
wavelengths of light, therefore they only scatter the shorter wavelengths of
violet and blue light, so that the sky is blue. The particles of polluted urban
air are larger and scatter and reflect all of the visible wavelengths more
equally. Thus the urban sky tends to appear a much paler blue or white
because the whole of the visible spectrum is affected.

The reflection of short-wave radiation from a building-air volume depends
both on the albedo of the individual reflecting surfaces, and on their
geometrical arrangement. The albedo of some typical urban materials is
given in Table 8.2, where it can be seen that in comparison with most rural
surfaces (Table 1.1) they are rather low. Other things being equal the effect
of the urban geometry (blocks separated by street canyons) is to decrease
the albedo in comparison with the value for a horizontal surface. The
decrease is due to radiation trapping within the canyons in a manner similar
to that outlined in vegetation stands (p. 131) and ridge-and-furrow fields
(p. 232). On the basis of available measurements it appears that these
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Table 8.2 Radiative properties of typical urban materials and areas

Surface « £ Surface

: a £
Albedo Emissivity Albedo Emissivity
1. Roads 4. Windows
Asphalt 0-05-0:20 095 Clear glass
zenith angle

2. Walls o ) 270
Conctete  0-10-0-35 0-71-0-90 ﬁii‘i’; ;g 0-08 0-87-0-54
Brick 0:20-0-40  0-90-0-92 . O (R,
Stone 030035 0-85-0-95 40 to 80 0-09-0-52 0-87-0-92
Wood 0-90 §. Paints
3R White, whitewash 0-50-0-90 0-85-0-95
Tar ;}fgs Red, brown, green 0-20—0-35 0-85-0-95

aravel 0-08_0-18 0.92 Black 0-02-0-15 0-90-0-98
Tile 0-10-0-35 0-90 6. Urban areas’
Slate 0-10 0-90 Range 0-10-0-27 0-85-0-96
Thatch 0-15-0-20 Average 0-15 ~0-95
Corrugated

iron 0-10-0-16 0-13-0-28

T Based on mid-latitude cities in snow-free conditions.
Sources: Threlkeld (1962), Sellers {1965}, van Straaten {1967), Oke {1974), Arnfield (1982).

features combine to produce average urban albedos of about 0.15 which is
lower than most rural landscape values except for forests, and areas with
dark soils. These values apply to mid-latitude cities in the absence of snow.
The effect of snow is to accentuate the better absorptivity of the urban area,
because whereas most rural surfaces are coated with highly reflecting snow,
the city has all of its vertical facets free of snow. Further, the urban snow
cover is quickly removed by snowploughs and artificially-assisted melting
(salt, heated streets and the urban heat island, p. 288), and the albedo of
the remaining snow is reduced by pollution soiling.

The albedo of low-latitude cities is less certain. The materials and paints
used in these areas are often specifically chosen to increase reflection, and
the geometric arrangement of buildings is designed to minimize penetration
of sunshine into the streets. These factors should combine to give higher
urban albedos than in the mid-latitude case, but urban/‘rural’ differences
will also depend upon the albedo of the surrounding landscape and this
can vary considerably (e.g. desert a=0-35, jungle a=0-12).

In summary if we restrict consideration to the mid-latitude case it is
expected that Ky will be less in the urban area compared with the
surrounding countryside, but that this deficit is partially offset by a lower
urban albedo. Therefore, except for snow-covered conditions, urban/rural
net short-wave radiation differences are not large.
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As we shall see later the urban area is usually warmer than its environs
at night, and as a result it emits more long-wave radiation to the atmosphere
(L. This is the case despite the probability that the urban emissivity is
slightly lower and the fact that the canyon geometry restricts the emission
of long-wave to the atmosphere from within the canyons, because of
their reduced sky view factor (p. 355). The return long-wave flux from
the atmosphere (L)) is also greater in the urban area because of the
overlying pollution layer. Pollutants help to close the atmospheric ‘window’
in the same manner as was outlined in connection with the use of smoke
for frost protection (p. 237). As with the short-wave terms, the changes in
the long-wave radiation fluxes tend to oppose each other, therefore urban/
rural differences of L* are small. At night the loss is likely to be greater
from the city.

This simple analysis therefore suggests that although urbanization
alters every component flux of the radiation budget, the net effect on
urban/rural radiation differences is small. This apparently arises from
a fortuitous arrangement of input/output changes which offset each
other.

Energy balance

Reliable energy balances for urban areas are only just becoming available.
The example given in Figure 8.10a is based on direct measurements of Q*
and Qy, calculated AQs and solution for Qg as the residual in the energy
balance. It is assumed that AQ, is negligible, and that Qs is incorporated in
the other terms.

The data in Figure 8.10 are averages based on 30 days of summer
observations at two sites in the Greater Vancouver area. The ‘rural’ site is an
extensive area of grassland and the suburban one is in an area of fairly
uniform 1 or 2 storey housing (36% built, 64% greenspace).

First we will concentrate on the suburban results (Figure 8.102). It shows
that the turbulent sensible heat flux density (Qy) is the primary means of
dissipating the daytime net radiation surplus. Evapotranspiration (Qy) is the
next largest heat sink for the system showing that water is still readily
available despite the waterproofing effects of urban development. Sensible
heat storage (AQs) by the system is also a significant term in the balance.

One especially interesting feature in Figure 8.10a is the apparent lag of
the Qg curve so that it remains positive into the late evening (after sunset).
This continued warming of the atmosphere by turbulent heat transport may
be important in the growth of the urban heat island that occurs in the same
period (Figure 8.14).

At night, when winds are usually light, the turbulent terms are small, and
dewfall is relatively rare. This leaves a balance where the net radiative
drain is mostly supplied from storage.
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Figure 8.10 Synchronous energy balance of (a) a suburban, (b) a rural site and
(o) their difference in Vancouver, B.C. Data are 30-day averages. For average daily
totals see Table 8.3 (after Cleugh and Oke, 1986).
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These characteristics apply to relatively low density North American
suburbs. In more fully developed areas such as city centres, densely
populated residential zones, and commercial and industrial districts we
may anticipate both Qy and AQ; to play a larger role than in the suburban
case and consequently Qg will diminish. It may even be absent in some
totally built-up centres. On the other hand urban parks, especially if irrigated,
may act as ‘oases’ (p. 165) because they are relatively anomalous moisture
sources in an otherwise generally dry area. These comments highlight the
fact that the availability of moisture is one of the most important controls
on urban climate. Following heavy rain Qy may drop to approximately 20%
of O* in the balance, at the end of a drying period it may be 65% of O* even
at a suburban site.

By comparing the suburban results with those gathered synchronously at
the rural site (Figure 8.10b) we are able to assess the impact of urbanization
upon the energy balance. This is most easily achieved using Figure 8.10c
which shows the differences between the environments. In the daytime the
suburban net radiation input is greater but this is almost entirely offset by a
greater loss at night. Probably the most important change is the lower
evapotranspiration in the city leading to a preferential channelling of energy
into sensible forms (Qy and AQy), and therefore a warming of that environment.
The sensible heat appears to be put mainly into greater storage in the morning
and released to the atmosphere in the late afternoon and evening.

The greater storage of the urban system is not simply due to changed
thermal properties. A comparison of the properties of soil and urban materials
in Tables 2.1 (p. 44) and 7.4 (p. 259) does not reveal the required differences.
The reason for greater urban storage may be the insulation provided by
rural vegetation covers, or the greater surface area for absorption imparted
by urban geometry, or the reduced latent heat uptake due to the relative
dryness of urban materials.

(b) Microclimate of the urban canopy layer (UCL)

The urban canopy layer (Figures 8.6 and 8.7a) is characterized by
considerable complexity, mainly deriving from the convoluted nature of

Table 8.3 Energy balances of suburban and grassland sites in and near
Vancouver, B.C. (49°N). Data are daily totals (MJm-2day-1) for 30 summer days in
1983 (after Cleugh and Oke, 1980).

Suburban  Rural  Suburb/Rural Suburban  Rural
o 11-8 13-0 0-91 Derived terms
Oy 6-4 4.0 1:60 @ 013 0-20
O 4-2 §-7 0-48 B 1-32 0-46

AQs 12 03 400 010" 0-36 0-67
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the active surface. It is acceptable to neglect this when discussing the total
building-air volume, but not if we are to understand climates within the
canopy.

The problem can be simplified somewhat by considering active surface
units whose basic form is repeated throughout the urban canopy. The
principal such unit is the urban canyon consisting of the walls and ground
(usually a street) between two adjacent buildings. The canyon contains a
canyon-air volume which has three sides with active surfaces (walls and
floor), and three open sides (one being an imaginery ‘lid’ near roof-level
and the other two being ‘ends’ through which along-canyon flow may take
place). This arrangement recognizes the three-dimensional nature of the
urban canopy, and allows the inclusion of the interaction between buildings
rather than treating them as isolated objects. In a city with a grid-like street
pattern there are two canyon orientations offset by 90°, and each will possess
a different microclimate as a result of differences in the angle of solar
incidence and the angle-of-attack of the wind. Such differences are in addition
to those created by the radiative, thermal and moisture characteristics of
their construction materials, and the canyon geometry. Although there is
relatively little published work regarding climatic processes within the canopy
environment, the following section briefly outlines the probable nature of
the energy exchanges inside a canyon.

(i) Energy balance of an urban canyon

Considering the range of possible orientations, height to width (H/W) ratios,
construction materials, moisture availabilities etc., it is impossible to designate
a truly representative canyon. Here we will consider the characteristic energy
exchange in one reasonably typical canyon and later mention some of the
deviations to be anticipated in other arrangements.

The canyon whose energy balance is illustrated in Figure 8.11 is oriented
with its long axis in a N-S direction; it has a height to width ratio of
approximately 1-0, concrete walls (painted white) with no windows, and
the floor is gravel with sparse vegetation. The data are spatial averages for
each canyon surface (east- and west-facing walls and the floor). The
measurements were conducted over a three-day period with cloudless skies
and light winds. Under these conditions advection (AQ,) was found to be
negligible, and Qr was assumed to be included in the AQs values for the
walls. Thus the energy balance of the dry walls was:

Q" =Qu+AQs

and for the floor:

Q" =Qu+Op+AQs
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The results can best be viewed by following through a diurnal sequence.
As the Sun rises above the local horizon of the canyon, the east-facing
wall is the first surface to become irradiated, whilst the floor and west-
facing wall remain in shade. At first only the uppermost part of the wall is
sunlit, but this area receives the direct-beam input almost in its local
zenith, and thus the receipt per unit area is maximized. For example at
0830 h the net radiation was approximately 360 Wm-2 near the top of the
east-facing wall, but since over the rest of the wall Q* was close to zero
the spatially-averaged wall value was only 65 Wm- (Figure 8.11 a).
Thereafter Q* increases until all of the wall is sunlit, whereupon it declines
because the Sun’s local angle of incidence becomes increasingly less
favourable. After midday the east-facing wall is in shade and only receives
diffuse short-wave radiation, but it does experience an afternoon sub-
peak which coincides with the time of maximum irradiation of (and
therefore maximum reflection from) the opposite wall. The floor is sunlit
only during the middle of the day, and its Q* curve is symmetrical about
solar noon (Figure 8.11b) and is greater in magnitude than for the walls
because its albedo is considerably less.

At night the net long-wave budget of all surfaces is rather small (-20 to -
30 Wm-=2) in comparison with most other surfaces we have considered. This
is due to the reduced sky view factor for positions within the canyon. In
comparison with an open horizontal surface (e.g. roof-top or rural) locations
inside the canyon have a portion of the cold sky radiative sink replaced by
canyon surfaces that are very much warmer (Figures A1.8 and A1.9).

By day 70-80% of the radiant energy surplus of all surfaces was dissipated
to the air via turbulent transfer and the remaining 20-30% was stored in the
canyon materials. At night the release of this heat (AQ ) was sufficient to
offset almost entirely the net radiative deficit, and turbulent exchange was
minor.

Figure 8.11c shows the diurnal course of the energy balance of the
complete canyon system by expressing the values of the three canyon
surfaces as equivalent fluxes through the canyon top (assuming no storage
in the air volume). Note that the diurnal curve for each term is smooth
despite the fact that the canyon geometry produces radically different
timing of maximum energy exchange for each component surface. Again
it emerges that by day the radiative heat surplus is mainly convected out
of the canyon and the remainder is stored in the fabric. But at night
radiative losses are almost completely supplied by conduction from heat
storage.

In other canyons we can expect to find different results. If the canyon
orientation was E-W, only the south-facing wall and the floor would receive
appreciable solar radiation in the Northern Hemisphere. This would result
in asymmetric wall climates (cf. north and south walls in Figure 7.13). If the
canyon H/W ratio were significantly greater or less than 1-0 there would be
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Figure 8.11 Diurnal variation of the energy balance components of a N-S oriented
urban canyon including the surface balances of (a) an east-facing wall, (b) the
canyon floor, and (¢) the energy balance of the complete canyon system
expressed as equivalent fluxes through the canyon top. Note: the situation for the
west-facing wall (not shown) is almost a mirror-image of (a) during the day. Data
from measurements in Vancouver, B.C. in the period 9-11 September 1973 with
cloudless skies and light winds (modified after Nunez and Oke, 1977).
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changes in the ability of solar radiation to penetrate, in the trapping of
outgoing long-wave radiation, and in the amount of wind shelter. If the
construction materials were different they would probably change the canyon
albedo and the capacity for canyon heat storage. If water was more or less
easily available the turbulent energy partitioning would be affected. In the
case of Figure 8.11 the value of £ at midday is approximately 6-4. This is
likely to represent about the upper limit in urban areas.

Different weather conditions will also change the canyon exchange
conditions. For example, greater wind speeds would enhance the role of
turbulence and advection and tend to reduce inter-canyon, canopy/urban
boundary layer, and canopy/rural differences. Similarly increased cloud
cover would reduce energy availability differences, and equalize long-wave
radiation exchanges because the role of the sky sink in sky view factor
differences would be reduced.

(ii) Urban beat island

The air in the urban canopy is usually warmer than that in the surrounding
countryside. This urban heat island effect is probably both the clearest and
the best documented example of inadvertent climate modification. The
exact form and size of this phenomenon varies in time and space as a result
of meteorological, locational and urban characteristics. To simplify matters
we will restrict consideration initially to the heat island of a large city, with
cloudless skies and light winds, just after sunset. Later we will add the
temporal dimension, the effects of different meteorological conditions, and
city size.

Figure 8.12 shows the characteristic variation of air temperature with
distance whilst traversing from the countryside to the centre of an urban
area under the conditions set out above. It demonstrates the aptness of the
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Figure 8.12 Generalized cross-section of a typical urban heat island (after
Oke, 1976b).
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Figure 8.13
Canopy layer heat
island in Uppsala,
Sweden at 2330 h
on 20 September
1976. Wind less
than 1ms-,
direction variable,
almost cloudless
skies. Isotherms
are in degrees
Celsius (after
Taesler, 1980).

geomorphic analogy with an island, since the relative warmth of the city
protrudes distinctly out of the cool ‘sea’ of the surrounding landscape. The
rural/urban boundary exhibits a steep temperature gradient, or ‘cliff’ to the
urban heat island. In this area the horizontal gradient may be as great as
4°C km1. Much of the rest of the urban area appears as a ‘plateau’ of warm
air with a steady but weaker horizontal gradient of increasing temperature
towards the city centre. The uniformity of the ‘plateau’ is interrupted by the
influence of distinct intra-urban land-uses such as parks, lakes and open
aseas (cool), and commercial, industrial or dense building areas (warm).
Especially in North American cities the urban core shows a final ‘peak’ to
the heat island where the urban maximum temperature is found. The
difference between this value and the background rural temperature defines
the urban beat island intensity (AT,.).

A good example of a canopy layer heat island is given by the results for
Uppsala in Figure 8.13. On this almost calm and cloudless night the heat
island displayed a complex spatial structure and AT, is between 5 and 6
Celsius degrees. Careful inspection reveals the isotherms closely to follow
the built form of the city: ‘cliffs’ occur along sharp urban/rural borders and
the ‘peak’ is centred on the urban core. In the case of the Montreal heat
island in Figure 8.20a there are a number of such ‘peaks’ each associated
with areas of especially dense development, but the geographic centre is
occupied by a cool ‘basin’ due to the presence of a large park. The patterns
in the two cities serve to illustrate the fact that heat island morphology is
strongly controlled by the unique character of each city.
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Given reasonably constant weather the heat island intensity varies in a
recognizable way through the day (Figure 8.14). The most notable feature
is the reduced cooling in the urban area in the late afternoon and evening
resulting in a higher nocturnal minimum temperature in the city. The urban
area is also slower to warm-up after sunrise. Hence AT, grows rapidly
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Figure 8.14 Typical temporal variation of urban and rural (a) air
temperature and (b) cooling/warming rates and (¢) the resulting
heat island intensity (AT,.) under ‘ideal’ weather conditions (after
Oke, 1982).
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around, and just after, sunset reaching a maximum 3 to 5 hours later. The
intensity usually declines slightly through the rest of the night and is rapidly
eroded after sunrise. In some cities AT, may even be negative in the midday
period, i.e. urban centre cooler than countryside.

This simplified diurnal picture is considerably modified by changes in
weather conditions. At night when the heat island is best developed, AT,
is inversely related to wind speed (z) and cloud cover. Thus AT, is greatest
under the ‘ideal’ conditions of weak winds and cloudless skies. This is to
be expected since these conditions promote the differentiation of
microclimates between surfaces. In the present context this means that
urban/rural cooling differences will be best exhibited. The heat island
intensity is most sensitive to wind speed, probably indicating the importance
of turbulent and advective activity. It appears that for a given city with no
cloud, the value of AT,, near sunset is approximately related to u ™2
(equation 8.3). The influence of cloud is related to its effectiveness in
reducing net long-wave radiation losses (Z*). Thus, a given coverage of
low, thick Stratus is very much more important than a similar amount of
high, thin Cirrus cloud (p. 26 and Table A2.3).

The heat island intensity is also related to the size of the city. Using
population (P) as a surrogate of city size, AT, is found to be proportional
to log P. In the ‘ideal’ case with calm winds and cloudless skies the maximum
heat island (AT, ) is very well related to log P for many North American
and European settlements (Figure 8.15). This shows that even villages
(population 1000) have a heat island, indeed shopping centres and small
groups of buildings are also warmer than their surroundings. At the other
end of the scale it shows that the maximum thermal modification is about
12°C. Urban heat islands have also been observed in low and high latitude
settlements but there are insufficient data to establish relationships similar
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Figure 8.15 Relation between maximum observed heat island
intensity (AT, ) and population (P) for North American and
European settlements (modified after Oke, 1973).
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to those in Figure 8.15. If winds are included the relation between AT, and
city size (Oke, 1973) is given by:

AT, =Po27/4-015056 (8.3)
= PVi/4171/2

where, ##—regional (non-urban) wind speed at a height of 10 m. This
equation applies to the heat islands of North American cities near sunset
with cloudless skies. Obviously with very strong winds urban/rural thermal
differences are obliterated. The form of equation 8.3 does not easily allow
the identification of the critical wind speed at which this happens in a
given city. Based on observation it appears that this value is approximately
9 ms1 (measured at a height of 10 m at a rural site) in the case of a city with
one million inhabitants and about 5 and 2 ms+ for populations of 100,000
and 10,000, respectively.
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Figure 8.16 Relation between the maximum heat island intensity (AT, ) and
the height to width ratio (H/W) of the street canyons in the centres of 31 cities.
For the equation of the line see the text. Data from the study of Oke (1981).
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The use of P as a measure of city size is not very satisfactory in explaining
a physical phenomenon. As the correspondence between urban structure
and heat island suggests, a measure of the urban density may be better.
Figure 8.16 shows a strong relation between the geometry of the street
canyons in the city centre and the maximum heat island intensity. Using H/
W as the measure:

ATu—r(max) =754 + 3:97 In (H/W)
or using the sky view factor of the middle of the canyon floor:
AT;I—r(mux)=15'27'13'88¢5ky

(The relationship between H/W and 7, for the case of a symmetric canyon
is given in Appendix A1, p. 352.) By unifying the results for European and
North American cities (including most of those in Figure 8.15) this relation
demonstrates that urban geometry is a fundamental control on the urban
heat island. Urban geometry and the density of development are known to
influence processes such as the trapping of both incoming solar and outgoing
long-wave radiation, the reduction of turbulent transport due to wind shelter
and the amount of anthropogenic heat released. Further, increases in density
are usually associated with changing surface properties, e.g. decreasing
greenspace (water availability) and taller, more massive, buildings (thermal
properties of materials). It should be noted that the AT, ;.. €quations would
under-estimate in cases where anthropogenic heat releases were large.

The existence of the urban heat island has a number of biological
economic and meteorological implications. Urban warmth is responsible
for the earlier budding and blooming of flowers and trees in the city; a
generally longer growing season; and the attraction of some birds to the
thermally more favourable urban habitat. Humans however find the added
warmth to be stressful if the city is located in an already warm climate.
From an economic standpoint the heat island is beneficial in reducing the
need for winter space heating, but disadvantageous in conversely increasing
the demands on summer air-conditioning, and in speeding up the process
of chemical weathering of building materials. Some of the atmospheric
side-effects will be dealt with later.

The existence of the urban heat island has been attributed to various
causes as listed in Table 8.4. All of these hypothesized ‘causes’ have been
verified to operate in the right direction so as to make the urban area
warmer, but the relative roles of each within the canopy is not yet certain.
In the summer it would seem possible that ‘causes’ 1 and 5, and to a lesser
extent 4 and 6, may combine to make the canopy a store of sensible heat
by day, and that after sunset 3 and 7 prevent its rapid dissipation and hence
keep urban temperatures higher than in the countryside. In the winter the
role of 4 is likely to become more important or even dominant. It is unlikely
that 2 is important within the canopy.
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Table 8.4 Commonly hypothesized causes of the canopy layer urban heat island
(after Oke 1982).

Altered energy balance terms leading  Features of urbanization underlying
to positive thermal anomaly energy balance changes

1 Inereased absorption of short-wave Canyon geometry — increased surface

radiation area and multiple reflection
2 Increased long-wave radiation from  Air pollution — greater absorption and
the sky re-emission

3 Decreased long-wave radiation loss Canyon geometry — reduction of sky
view factor

4 Anthropogenic heat source Building and traffic hear losses
5 Increased sensible heat storage Construction materials — increased
thermal admittance
6 Decreased evapotranspiration Construction marerials — increased
‘watet-proofing’
7 Decreased total turbulent heat Canyon geometry — reduction of wind
transport speed

The cause of daytime negative heat islands awaits more work but their
occurrence may be restricted to cities with deep and narrow canyons in
their centre. This means that the street-level is almost continually in shade
thereby dictating that ‘cause’ 1 is only operative well above ground.

The above ‘causes’ relate to changes in the surface energy balance due
to urbanization. But since the heat island is the difference between rural
and urban air temperatures it is also helpful to consider the energy balances
of the relevant rural and urban air volumes. Here we will investigate the
case when the heat island is best developed (i.e. at night with near calm
and cloudless skies). The energy balance of a rural air volume under these
conditions shows that the cooling rate is determined by strong net long-
wave radiative flux divergence (-AL*) whereas the convergence of sensible
heat (+AQ ) by turbulence acts as a weak retarding (warming) influence.

In the urban canopy the appropriate body of air is the canyon-air volume.
Measurements in such a volume under ‘ideal’ conditions show that here
also the cooling is dominated by the divergence of net long-wave radiation,
but that it is numerically very much weaker than in the rural case (Nunez
and Oke, 1977). The reason for this has not yet been identified, but it may
be related to the reduced sky view factor in the canyon. It is appealing to
attribute the evening differences in urban/rural cooling rates (Figure 8.14)
to urban/rural differences in radiative flux divergence. Increases in wind
speed and cloud, which have been noted to be associated with a decrease
of AT,., might then be viewed in terms of enhancing turbulence as a cooling
process relative to that of radiation, and thus reducing or eliminating urban/
rural flux divergence differences.
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(iii) Humidity and fog

Urban/rural humidity differences are rather small, and the spatial pattern is
often complex. The consensus of mid-latitude studies suggests that the
urban canopy air is usually drier by day, but slightly more moist by night.
This pattern is most evident during fine summer weather, as illustrated by
Figure 8.17.

The rural data show the characteristic double wave of humidity which
was explained in connection with Figure 2.16b, but the urban time-trend is
quite different at night. During the day rural humidities are higher and this
may be attributed to the greater rural evapotranspiration. In the early evening
the rural air cools more rapidly and becomes more stable than the urban
canopy air. Moisture therefore converges in the lower layers of the rural
atmosphere because the evapotranspiration from the surface exceeds the
loss to higher layers by the dampened turbulence. Thereafter the rural
humidity decreases through the night, a vapour inversion forms, and the
moisture content of the lower layers is depleted by dewfall. On the other
hand, in the city weak evaporation, reduced dewfall, anthropogenic vapour,
and the stagnation of airflow all combine to maintain a more humid
atmosphere in the canyon-air volume. After sunrise the evaporation of dewfall
and other surface water (including guttation and distillation) rapidly
replenishes moisture in the rural atmosphere because convective transport
is slow to develop. Later in the day instability promotes the mixing of
vapour from the surface layer with that above and vapour concentrations
in both areas are diluted.

The night-time humidity excess in the city exhibits a moisture ‘island’
similar to that of temperature. The example shown in Figure 8.18 is from a
summer night with almost ‘ideal’ conditions. The centre of the city is about
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Figure 8.17 Daily variation of humidity on 30 fine summer days in
and near Edmonton, Alberta (after Hage 1975).
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1-8x102 Pa moister than the nearby rural areas at a time when the heat
island intensity was 4-4°C. In this case the humidity ‘island’ also has a ‘cliff’
which corresponds well with the urban/rural boundary. In the daytime
when the city air is drier the spatial pattern is more amorphous (Kopec,
1973). Increased wind speeds result in smaller urban/rural humidity
differences, as with the heat island.

In cold climates the city during the winter can also be more humid
during the day. Under these conditions the rural source of vapour (i.e.
evapotranspiration) is virtually eliminated because the ground may be
covered with snow or frozen, and vegetation is dormant, but in the city the
anthropogenic releases from combustion (especially space-heating) provide
a significant vapour input.

The effect of the city on fog is not as simple as is commonly
assumed. The city is not always ‘more foggy’. The situation is
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Figure 8.18 Canopy layer distribution of vapour pressure (X102 Pa) in
Leicester, U.K. at 2345 h on 23 August 1966 with near calm and virtually
cloudless skies (after Chandler, 1967).
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compounded by the definition of fog (p. 240) which only considers
reduction in visibility and makes no distinction as to the type of fog or
whether it is composed of pollutants or water droplets. Overall
visibilities in the centre of large cities are indeed relatively low, and
conditions tend to improve with distance from the centre. But the
frequency of occurrence of thick fog (visibility less than 200 m) is
often less in the city than the suburbs or rural surroundings. The
improvement may be due both to the heat island effect and to the
abundance of condensation nuclei in the city. An increased supply of
nuclei results in greater competition for vapour and a larger number of
smaller droplets which do not produce the very dense type of fog.

On the other hand there is no doubt that urbanization at high latitudes
can produce ice-fogs (p. 263). The release of vapour into air at a temperature
of less than -30°C results in a fog of ice crystals because the saturation
vapour pressure is very low (Figure 2.15). The combustion of fuel for space-
heating, and industrial, aircraft and vehicle operation, are principally
responsible.

(iv) Wind

Wind speeds within the urban canopy are usually reduced in
comparison with rural winds at the same height. However there are
two situations when this may not be true. The first occurs when the
faster moving upper air layers are either deflected downwards by
relatively tall buildings or are channelled into ‘jets’ along streets
oriented in the same direction as the flow (see p. 267). The second
occurs when regional winds are very light or calm (e.g. with an
anticyclone). With cloudless skies at night this gives almost ideal
weather for heat island development. The horizontal temperature (and
therefore pressure) gradient across the urban/rural boundary can then
be sufficient to induce a low-level breeze from the country into the
city in the same manner as a sea breeze (see p. 170). The flow
converges upon the city centre from all directions. Theoretically this
must result in uplift over the city core and counter flow from the city
to the country aloft (as in the complete circulation of Figure 5.6). If
the canopy portion of the inflow is strong enough to overcome the
frictional drag of the canyon walls then winds may be slightly greater
than in the surrounding rural areas.

(c) Climate of the urban boundary layer (UBL)

The urban boundary layer (Figure 8.6, p. 274) is that portion of the planetary
boundary layer above the urban canopy whose climatic characteristics are
modified by the presence of a city at the surface. In comparison with the
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surrounding landscape the city usually provides a rougher, warmer, and
perhaps drier set of surface conditions.

The roughness elements of a city are mainly its buildings. These relatively
tall, sharp-edged and inflexible objects make cities the roughest of all
aerodynamic boundaries. Practical problems make it difficult to measure
the roughness length (z ). The values in Table 8.5 are approximately correct,
and are in agreement with values obtained using equation 4.14 (p. 139). As
in the case of tall vegetation the wind profile equations should include a
zero-displacement height to allow for the upward movement of the effective
momentum sink.

The effects of increased roughness on moderate or strong air flow across
a city are illustrated in Figures 2.10a and 5.18e. The increased drag and
turbulence results in a deeper zone of frictional influence within which
wind speeds are reduced in comparison with those at the same height in
the country. This local slowing of the air flow causes it to ‘pile-up’ (i.e.
converge) over the city, and this is relieved by uplift. The vertical motion
induced is in addition to that brought about by the heat island effect, and
may be sufficient to cause the urban boundary layer to ‘dome’ up over the
city by about 250 m in the daytime. Downwind of the city the return to less
rough rural surfaces results in subsidence but an elevated ‘plume’ of rising
air may persist for tens of kilometres. These changes of speed across and
downwind of the city can alter the strength of the Coriolis deflecting force
leading to changes of wind direction (p. 75). In the Northern Hemisphere
this would produce backing (anti-clockwise turning) over the city and veering
(clockwise) recovery downwind (see Figure 5.18e).

When regional winds are light the heat island thermal breeze system
may develop (p. 297).

Thermal modification of the urban boundary layer occurs as cooler rural
air traverses across the warmer city. During the day the influence of a large
city may extend up to 0-6-1-5 km, virtually extending throughout the entire

Table 8.5 Typical roughness length (z ) of urbanized terrain
0

Terrain zp {m)

Scattered settlement

{farms, villages, trees, hedges) 0:2-0'6
Suburban

- {low density residences and gardens) (+4-1-2
— (high density) 0-8-1-8
Urban

— (high density, <5 storey row and block buildings) 1-5-2-3

— {urban high density plus multi-storey blocks) 2:5-10
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Figure 8.19 The thermal structure of the UBL in a large city during fine weather.
Schematic profiles of potential temperature (T) (a) by day and (b) at night (after
Oke, 1982).

planetary boundary layer) (Figure 8.19a). This is possible because the normal
daytime convection is augmented by both mechanical and thermal
convection from the rougher, warmer city.

At night the urban heat island contracts to a depth of only 0-1 to 0-3 km
because the bulk of the planetary boundary layer is stable and this suppresses
vertical transfer. Nevertheless the combination of urban warmth at the surface
and increased forced convection is capable of eroding the stability of rural
air as it advects over the city (Figure 8.19b).

This concept first put forward by Summers (1964) is illustrated by the
results from Montreal in Figure 8.20. The map shows that the canopy heat
island intensity was about 4-5°C, and the profiles show the progressive
development of the thermally modified boundary layer in an along-wind
traverse from the rural surroundings to the city centre. Site 1 is in the
upwind ‘rural’ area and the profile shows an inversion of potential
temperature (i.e. stable) based at the ground extending up to at least 600
m. Just across the urban/rural boundary at site 2 surface temperatures rise
by 2°C at the heat island ‘cliff’, but the bulk of the layer remains strongly
stable. (The warming in the 100-300 m layer is probably due to heat
released from the stacks of oil refineries located between sites 1 and 2.)
Moving further towards the city centre the amount of urban warming
increases, and the depth of the modified boundary layer grows. At the
centre (site 5) the depth of the heat island is about 300 m and the urban
boundary layer is characterized by an almost isothermal (neutral) profile,
capped by the stable ‘rural’ layer above. Downwind of a city under these
conditions, the stable rural layer re-forms at the surface. This isolates the
warmer urban layer aloft giving what has been termed the urban ‘plume’
(Figure 8.19b).



300 Boundary Layer Climates

Thus unlike rural areas the urban atmosphere does not experience a
strong diurnal change in stability. Both by day and by night the urban layer
is well mixed. This tends to destroy strong temperature gradients and
therefore both strong instability and stability are absent. The lack of stability
at night also explains why winds are often greater in the urban boundary
layer. In rural areas strong stability near the ground causes a partial de-
coupling from the upper air flow (p. 75). On the order hand in the city the
maintenance of a nocturnal mixing layer permits vertical exchanges of
horizontal momentum to continue and thereby to maintain higher mean
wind speeds.

The four physical mechanisms thought to underly the thermal
modification of the urban boundary layer are listed in Table 8.6. Some of
the warming enters through the lower boundary (i.e. the plane ABCD of
the building-air volume in Figure 8.7a) and this consists firstly of the
anthropogenic heat emanating from the building roofs, chimneys and
industrial stacks, and secondly heat warmed in the canopy layer by the
processes listed in Table 8.4 which is transported upwards by turbulent
diffusion or wind scour. Thirdly, it is also likely that heat is added to the
urban boundary layer from above. Both by day and by night the urban
layer is capped by an inversion and hence there is warmer air aloft. The
action of urban-generated turbulence may ‘eat’ away at the base of the
inversion and mix this warmer air downwards in the process of convective
entrainment (p. 41). The detailed structure of urban temperature profiles
(Figures 8.19b and 8.20b) tends to support this idea of dual heat
convergence from below and above. The ‘neutral’ profile is actually
composed of a slightly unstable lower layer and a slightly stable one
above. Finally, it is probable that internal radiative exchanges play a role
in urban boundary layer temperature changes.

There is only scanty information concerning humidity in the urban
boundary layer. That available seems to suggest that urban/rural differences

Table 8.6 Commonly hypothesized causes of the urban boundary layer heat
island (after Oke, 1982).

Altered energy terms leading to a Features of urbamization underlymg

positive thermal anomaly energy changes

1 Anthropogenic heat source Chimney and stack releases

2 Increased sensible heat input — Canopy heat island — increased heat
entrainment from below flux from canopy layer and roofs

3 Increased sensible heat input — Heat island, roughness — increased
entrainment from above turbulent entrainiment

4 Increased absorption of short-wave  Air pollution — increased aerosol
radiation absorption
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have a similar sign to those in the canopy, and may be detected up to 7 km
above the city, and in the downwind ‘plume’.

(d) Urban effects on cloud and precipitation

Although this book does not consider convective precipitation phenomena,
a brief statement of urban weather modification seems appropriate because
the urban atmosphere provides an ideal natural laboratory for such studies.
Convective precipitation requires a supply of water vapour and nuclei to
form droplets, and uplift to carry these materials to sufficient heights so that
cooling and condensation can occur. The urban ‘plume’ would seem to be
characterized by these properties to a greater extent than the surrounding
rural areas.

If urban precipitation enhancement does indeed occur it will take time
for the materials to becarried up to cloud level and for the droplets to form
and grow to a sufficient size to fall to the surface. Therefore any effects are
likely to occur downwind of, rather than within, the city itself. Just such a
pattern emerges from the results in Figure 8.21 which show the summer
precipitation around St Louis compared with that in the city. Background
fluctuations of +5% are found all around the city except in the area centred
about 20 km east of the urban area where precipitation is at least 15%
greater. Since 90% of all rain systems move in a W to E direction at this
location the zone of apparent enhancement lies downwind of the city. The
effect of the St Louis urban area appears to be most marked in the case of

Figure 8.21 Average rural/
urban ratios of summer rainfall
in the St Louis area in the
period 1949-1968 (after
Changnon et al., 1971). (Note—
the rural/urban ratio is the ratio
of the precipitation recorded at
any station to that at two
stations near the urban centre.)
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summer convective rainfall involving high intensities. It is especially thought
to increase the frequency and intensity of severe weather (thunder and
hailstorms), and again a time lag is evident because although maximum
thunder increases are experienced in the city, maximum hail excesses are
recorded in an area 20 to 40 km downwind (Changnon, 1981).

As the body of such information on inadvertent weather modification
develops a consensus of opinion seems to be emerging that a large city
does indeed produce a downwind enhancement of certain types of
precipitation. On an annual basis the total receipt at the position of the
downwind maximum is from 5 to 30% above that of the surrounding region.
The relative roles of the causative agents remain to be determined.

There is conflicting evidence regarding the influence of a city on snowfall.
Climatological analyses have shown small increases in snow deposition
and case studies report individual instances where snow amounts have
increased downwind of urban and industrial areas. On the other hand
other work suggests that if air temperatures are close to freezing the heat
island effect may be sufficient to melt flakes over the city centre so that
they are deposited as rain.



Air pollution in

the boundary layer

1INTRODUCTION

Air pollutants are substances which, when present in the atmosphere
under certain conditions, may become injurious to human, animal, plant
or microbial life, or to property, or which may interfere with the use
and enjoyment of life or property. This definition stresses the effects
upon receptors, and includes modification due to both natural and
anthropogenic sources. In the context of this book we will emphasize
the physical factors leading to a more or less polluted atmosphere at a
location rather than the effects evoked after receipt, and we will be
concerned mainly with pollutants generated by human activities rather
than by natural events.

Two classes of factors determine the amount of pollution at a site. They
are (i) the nature of relevant emissions, and (ii) the state of the atmosphere.
Figure 9.1 shows their relationship in the form of a flow chart, and this
chapter is organized in the same sequence. First, we examine the input of
pollutants to the boundary layer. Second, we consider the atmospheric

SOURCE STATE OF ATMOSPHERE SINK
DISPERSION
Vertical and horizontal

-stability, turbulence, wind RECEPTOR

EMISSIONS RESPONSE
Rate, type, source - Tg/?el,vné;;?fgfrgnos/v —- Health effects,
configuration vegetation damage,
REMOVAL soiling, corrosion

Settling, scavenging
adsorption, impaction

Figure 9.1 Progress of pollutants from sources to sinks (receptors) by
way of the atmosphere.

304



Air pollution in the boundary layer 305

mechanisms governing the dispersal, transformation and eventual removal
of pollutants from the air. Finally, we outline a few examples of air pollution
related to particular source-weather combinations.

A number of important characteristics of the emissions have a bearing
upon the resulting air pollution. Obviously the rate of emission and the
physical and chemical nature of the pollutants are central to the determination
of the amount and type of pollutant loading. It is also important to know
certain other characteristics of the source including the shape of the emission
area, the duration of the releases and the effective height at which the
injection of pollutants occurs.

After release, the dispersion of the pollutants is controlled by atmospheric
motion (wind and turbulence) on many scales. The temperature stratification
is important because it defines the atmospheric stability (p. 51) and this in
turn controls the intensity of thermal turbulence (buoyancy) and the depth
of the surface mixed layer. Together they regulate the upward dispersion of
pollutants and the rate of replacement of cleaner air from above. The wind
field is critical with respect to horizontal dispersion in the boundary layer.
The wind speed determines both the distance of downwind transport and
the pollutant dilution due to plume ‘stretching’ (p. 315), and in combination
with the surface roughness it establishes the intensity of mechanical
turbulence. The wind direction is important because it controls the general
path the pollutants will follow, and its variability circumscribes the extent
of cross-wind spreading.

Whilst suspended in the atmosphere, the pollutants may undergo physical
and chemical transformation. These changes are related to meteorological
characteristics such as the abundance of water vapour or droplets, the air
temperature, the intensity of solar radiation, and the presence or absence
of other atmospheric substances. Similarly the eventual removal of pollutants
by precipitation-related processes (called scavenging), by gravitational
settling, or by surface adsorption and impaction, is related to the state of
the atmosphere.

It is salient to note that even if emissions in a given area remain fairly
constant, the air quality can exhibit a wide range of conditions. The
variability is introduced by the ever-changing state of the weather and
therefore the ability of the atmosphere to transport, dilute, transform and
remove pollutants. In general the atmosphere has a tremendous capacity
for dispersal, but at certain times and locations this facility may be
substantially curtailed. Under these conditions air pollution can pose severe
problems.

This chapter does not treat the effects of air pollution in any detail. Some
effects of pollution upon weather and climate are mentioned in Chapter 8
(e.g. the effects on transmission of radiation, on visibility and on the
development of precipitation and fog). The effects of pollutants on surface
receptors are many and varied and rather than give an over-simplified
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account here, the reader is referred to the fuller texts in the supplementary
reading section.

Unlike the preceding chapters which deal with energy and water balances
of systems the present one is largely concerned with atmospheric motion
because of its role in diffusion and transport of pollutants.

2 EMISSIONS

Although it is a truism, it is worth stating that without sources there would
be no emissions, and without emissions there would be no pollution. This
does not mean that all emissions are harmful, indeed it should be appreciated
that most natural releases are essential for the maintenance of life (e.g.
carbon dioxide, nitrogen compounds) and it is only when their concentration
becomes too high that they can be classed as pollutants. It does however
highlight the fact that the only fundamental form of air pollution control is
to curb emissions strictly at their source. This need is further accented by
the nature of the atmosphere as a medium for dispersal. Air is readily
mixed and transported, therefore it could be said that in comparison with
soil and water the atmosphere is an excellent diluting medium for effluents.
On the other hand, the atmosphere’s capability to disperse materials also
means that after release it is virtually impossible to re-capture or contain air
pollutants. Thus air pollution control must be a preventive rather than a
remedial technology.

Table 9.1 gives a general listing of the most important types of air
pollutants, and their major sources. We will use this as a basis for a brief
description of the nature of emissions.

Particulates—about 90% of all atmospheric particles are derived from
natural sources. Anthropogenic sources are mainly associated with
combustion (domestic and power station coal and oil burning, automobiles,
and refuse incineration), industrial processing (cement and brick works,
iron foundries, metal-processing mills) and surface disturbances due to
building activities (house and road building).

The term particulate matter includes both solid and liquid particles,
and embraces a wide range of sizes varying from greater than 100 (um
to less than 0-1 um in diameter. Those greater than 10 pm consist of
dust, grit, fly ash and visible smoke, and because of their weight tend to
settle out relatively rapidly after emission. They are therefore of greatest
nuisance close to the source (e.g. soiling laundry, houses, cars,
vegetation, etc.). Particles of less than 10 um remain suspended longer
and hence the state of the atmosphere becomes more important in their
dispersion. If they are less than 1 um in diameter they may remain in
the boundary layer for several days, and if ventilation is weak lead to
the build-up of a smoky haze.

Particulates most commonly consist of carbon or silica but may also
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Table 9.1 Types and sources of atmospheric pollutants (modified after Varney and
McCormac, 1971).

Type Source
Natural Anthropogenic
Particulates Volcanoes Combustion
Wind action Industrial processing
Meteors
Sea spray
Forest fires
Sulphur compounds Bacteria Burning fossil fuels
Volcanoes Industrial processing
Sea spray
Carbon monoxide Volcanoes Combustion engines
Forest fires Burning fossil fuels
Carbon dioxide Volcanoes Burning fossil fuels
Animals
Plants
Hydrocarbons Bacteria Combustion engines
Plants
Nitrogen compounds Bacteria Combustion

include iron, lead, manganese, cadmium, chromium, copper, nickel,
beryllium and asbestos.

Sulpbur compounds—sulphur enters the atmosphere in many forms
especially as the gases sulphur dioxide (SO,) and hydrogen sulphide (H,S),
but also as sulphurous (H,SO3) and sulphuric acid (H,SO,), and as sulphate
salts on particulate matter. About two-thirds of all atmospheric sulphur
comes from natural sources of which H,S from bacterial action is the most
important. Of the anthropogenic sulphur releases SO, is by far the most
significant. It is mainly expelled as a waste product in the combustion of
sulphur-bearing fuels such as coal and oil which are used for space heating
in cold-winter climates, and to generate electricity by power plants. Ore
smelters and oil refineries also give off SO, in large quantities, and Kraft
pulp mills and oil refineries emit H,S with its disagreeable smell.

Oxides of carbon (CO,—carbon monoxide (CO) is generated in any
process involving the incomplete combustion of carbonaceous materials.
Natural sources are relatively small, and the main anthropogenic source is
the internal combustion engine. Emissions are therefore usually concentrated
along major highways and especially near congested urban streets. In such
locations the vehicle density is high, engine efficiency is low, and ventilation
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is restricted. Other sources include metal processing industries, gasoline
refineries, and paper processing factories, but by far the most important
source of CO to which human receptors are exposed is cigarette smoke
(Bates, 1972). When inhaled into the lungs CO can be absorbed into the
blood haemoglobin thereby reducing the ability to fix oxygen. In high
concentrations CO is potentially lethal.

CO is a particularly stable gas and there is some discussion as to how it
is removed from the atmosphere. It can oxidize to carbon dioxide (CO,),
or be absorbed by oceans, but soils are probably the main natural sink by
virtue of the activity of soil micro-organisms.

CO, is often not considered to be a pollutant because it is such an
essential element in life processes. It is evolved whenever a fuel is
completely combusted in the presence of oxygen. Plants and animals are
natural sources of CO,, they respire (exhale) CO, after consuming
carbohydrate fuels. The diurnal and seasonal variations of CO, emission
from a soil-plant system have already been discussed (Chapter 4).
Anthropogenic releases accompany the burning of fossil fuels and
concentrations of CO, are therefore considerably higher in urban areas
(Bach, 1972). Vegetation and the oceans are natural CO, sinks, but they do
not seem to be keeping pace with the increasing rate of anthropogenic
production so that global concentrations are generally increasing. The main
concern with regard to this trend is its possible effect upon the Earth-
Atmosphere long-wave radiation budget, thence the global energy balance
and Earth’s temperature.

Hydrocarbons (Ho)—most atmospheric H¢ originates from the natural
decomposition of vegetation. Despite being rather small compared with
natural releases the anthropogenic production is very important because
not only are some of the compounds potentially harmful to vegetation
and humans, they are also highly reactive and can facilitate the formation
of photochemical smog (p. 318). Hydrocarbons are produced in the
combustion of fossil fuels, and evaporation from gasoline. Vehicles are the
primary source and H¢ emissions (like those of CO) are closely related to
trafffic density.

Oxides of nitrogen (NO,—natural emission of nitrogen compounds
arises from organic decomposition in the soil and oceans. Most
anthropogenic releases accompany the combustion of fuel under pressure
and heat resulting in the fixation of nitrogen and oxygen to form nitric
oxide (NO) which is a relatively harmless gas. However, in the atmosphere
NO readily oxidizes to give nitrogen dioxide (NO,) which is a yellow-
brown coloured gas, and an irritant. The principal sources of oxides of
nitrogen are vehicles, coal and natural gas burning, and fertilizer and
explosives factories.

Minor and secondary pollutants—the above review only mentions the
most common pollutants. There are other substances which may be classed



Air pollution in the boundary layer 309

as minor pollutants because they are emitted in small quantities, or are
restricted to small areas. On the other hand, in other respects (e.g. toxicity)
they may be significant and should not be neglected. In this class are such
pollutants as hydrogen fluoride (from fertilizer factories), toluene (from
paint solvents), radioactive substances (from reactors and weapons testing),
and ammonia (from fertilizer and chemical plants). In addition there are a
wide range of secondary pollutants created by chemical reactions between
two or more pollutants, or between pollutants and natural atmospheric
constituents. The most notable examples are the products of photochemical
chain reactions, such as ozone (O;), peroxyacetyl nitrate (PAN) and
aldehydes. In urban air where there is an almost haphazard mixture of a
very wide range of chemical substances from many sources the detailed
chemistry remains largely unexplained.

The scenario of anthropogenic emissions is continually changing. In
terms of their sheer amount they are increasing almost everywhere, but
the relative roles of individual pollutant types are also shifting. In many
places there has been a significant decline in large particulate pollution
associated with the phasing-out of steam locomotives, the use of filters in
industrial chimney stacks, and the switch in heating fuel away from coal
and wood, to oil and natural gas. In many countries this change has been
hastened by enforcement of legislation setting limits on industrial
emissions, and the establishment of smoke-control zones in urban areas
where domestic coal burning or garden bonfires were a problem. The net
result has been to reduce the average size of particulate pollutants. The
switch in fuels has also tended to reduce the concentration of SO,
especially in Europe where open-hearth coal-burning was until recently
the traditional means of home heating.

In North America the car is the largest source of pollutants except in
highly industrialized regions. This means that the pollution-mix is
dominated by CO, NO, NO,, H¢ and small particulates (including lead
from gasoline and asbestos from brake linings). If sufficient sunlight is
available this leads to the possible development of photochemical smog
and its secondary pollutants. As the vehicle population of other countries
grows this type of contamination is becoming increasingly widespread.

A complete knowledge of emissions also requires information on the
source configuration including its shape, duration and height. These
criteria are utilized in the classification scheme of Table 9.2 which includes
most of the common source arrangements in the boundary layer. The most
important point source is the chimney stack which can be the originator of
very concentrated and harmful or exotic materials. A considerable amount
of work has been conducted on the dispersion of effluent from point
sources and is discussed later (p. 322). A busy highway is the most
common example of a /ine source where it is assumed that the integration
of the exhaust emissions from many separate vehicles constitutes a
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Table 9.2 Typical source configurations.

Shape Duration Height Exanple
Point Continuous Elevated Chimney stack
Ground Bonfire
Instantaneous Elevated Shell burst
Ground Explosion
Line Continuous Ground Busy highway
Instantaneous Elevated Crop spray; Aircraft exhaust
Area Continuous Elevated City; forest or field fire

continuous output along its length. Cities are the paramount area sources
wherein it is convenient to lump together the individual emissions from a
multiplicity of small sources (e.g. houses, etc.) to give an areal average. In
the detailed modelling of an urban region it is often the practice to divide
it into grid squares and to assign area emission strengths to each. The
major highways are treated as line sources with a strength dependent
upon the traffic density, and the major point sources (e.g. large power or
industrial plants) are also treated separately. It should be pointed out
however that these designations depend upon the scale of the study. For
example, on a continental scale cities might appear as point sources.

3 ATMOSPHERIC CONTROLS

(a) The effect of stability on dispersion

The vertical movement of pollutants in the boundary layer is largely
controlled by the prevailing stability conditions, and therefore the air
temperature stratification. Free convection is an important means of diffusing
material into a large volume, and the depth of the mixed layer sets an
upper limit to the vertical dimension of this volume. Therefore from a
convective standpoint the best conditions for pollutant dispersion usually
occur with strong instability and a deep mixed layer. This is characteristic
of sunny, daytime conditions, especially in summer. Conversely, the worst
conditions for dispersion occur when there is a temperature inversion and
the boundary layer is stable. Turbulence is then suppressed and upward
motion is effectively eliminated. There are a number of exceptions to these
general remarks and some of these are outlined later. In view of the
importance of inversions to dispersion, we will give special attention to
their characteristics and modes of genesis.

By definition an inversion exists when warm air overlies cooler air. This
could be brought about by cooling (usually radiative) from below; by
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warming (usually adiabatic) from above; or by the advection of warmer or
cooler air.

Inversions due to cooling—we have already discussed the formation of
the simple nocturnal radiation inversion (p. 61). The driving-force is surface
long-wave radiative cooling and the inversion is based at the ground (or
other active surface) and may extend up to heights of 50-100 m. Radiation
inversions are characteristic of the lower atmosphere on nights with little or
no cloud, and light winds or calm. Their strength and depth may be locally
increased by katabatic air drainage (p. 178). During the period of ‘polar
night’ in the winter at high latitudes they may remain intact for several
weeks at a time. Elevated radiation inversions can also be formed within
the atmosphere. In these cases the active cooling surfaces may be cloud
tops, or polluted layers.

Evaporation cooling of the surface can also give rise to a surface-based
inversion during the day in fine weather. For example, we have already
noted that the ‘oasis-effect’ is accompanied by an inversion because the
moist cool surface is overlaid by hot air. A summer rain shower can also
cool the ground’s surface by evaporation and lead to a similar temperature
profile.

Inversions due to warming—when air sinks within the atmosphere it
encounters greater pressure, is compressed, and warms. In anticyclones
(areas of high atmospheric pressure) it is quite common for air in the middle
troposphere (Figure 1.2, p. 5) to be gently subsiding at a rate of about 1
kmday- (e.g. from A to B in Figure 9.2b). If this air is unsaturated it will
warm at the dry adiabatic lapse rate (I'=9.8°Ckm-) and therefore the
temperature of a sinking parcel will increase approximately at the rate of
10°C day-1. This results in a characteristic elevated ‘bulge’ in the temperature
profile (Figure 9.2b), so that the lowest portion of the warm layer exhibits
a subsidence inversion which forms a very effective ‘lid’ to the underlying
mixed layer over an extensive area. In the mid-latitudes anticyclones tend
to migrate but can stagnate over a region for up to 2-3 weeks. In the sub-
tropics they are semi-permanent allowing pollutant concentrations to build-
up over a period of time. In either case stagnation creates a thoroughly
murky mixed layer with a sharp upper boundary. Viewed from above the
scene is vividly described as ‘anti-cyclonic gloom’.

Subsidence warming also accounts for the development of inversions in
the lee of mountain ranges (Figure 9.2¢). A good example occurs in the lee
of the Rocky Mountains in winter. Radiative cooling over the northern
interior of the North American continent creates a very cold air mass which
‘ponds’ itself up against the mountains. The descending warm air spreads
over the top of this stagnant pool and provides an almost impenetrable cap
to upward dispersion.

On a smaller scale adiabatic warming accounts for the cloud-base
inversion found on summer afternoons when the sky is dotted by a
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Figure 9.2 Inversions formed by adiabatic warming due to subsidence, (a) and
(b) in an anticyclone, (¢) in the lee of mountains, and (d) in convection cells
between clouds.

patchwork of small cumulus clouds. The cloud pattern and density is not
haphazard, it is the visual expression of organized multi-cellular circulation
systems (Figures 2.4a, 2.19c and 9.2d). The upward limbs of these cells
are buoyant thermals carrying heat and moisture away from the heated
ground. During ascent they cool adiabatically and their moisture condenses
to give cumulus cloud. Unless there is a low-level convergent supply of
fresh air (e.g. a sea breeze) this upward displacement will be compensated
for by subsidence from above. The downward limbs carry drier air from
above between the clouds. During its descent this air is adiabatically
heated and thereby creates a discontinuous layer of warm air just below
cloud-base level.

Inversions due to advection—the weather fronts seen on weather maps
are the boundary zones between contrasting air masses. The full frontal
surface extends from the ground (where it is plotted on the map) up into
the atmosphere as a sloping plane with the warmer (less dense) air invariably
overlying the colder air. Fronts are therefore always characterized by an
inversion. In general, fronts are in motion and if the passage of a front
causes cold air to replace warm air at a given station it is a cold front
(Figure 9.3a), and the reverse case defines a warm front (Figure 9.3b). Due
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to their motion frontal inversions are usually short-lived and not very
important in air pollution considerations. But problems can occur with
slow-moving warm fronts because the frontal slope is usually rather slight
(averaging 1:200) and thus the elevated warm air is relatively close to the
ground over a considerable area. Also since the frontal surface (inversion
base) slopes towards the colder air its approach causes a progressive thinning
of the mixed layer. Dispersion conditions therefore become increasingly
poorer until the front has passed. Even then the danger may not be over if
pockets of cold air remain trapped at the bottom of valleys because the
warm air behind the front may ride over these cold pools and act as a ‘lid’
thereby inhibiting the diluting action of vertical mixing.

Advection inversions also arise when warm air flows across a cold surface
such as a cold land surface, water body or snow cover. The cooling of the
underside of the air mass creates an inversion with its base at the surface
(e.g. Figure 9.30).

Existing inversion structures can also be modified by advection across
warmer surfaces. Figure 9.3d illustrates modification of the temperature
profile as air is advected from a cool lake surface to a heated land mass
on a spring afternoon, and corresponds to the lake breeze circulation
shown in Figure 5.6a. Over the cool lake (profile 1) the lowest layers
exhibit an advection inversion with a normal daytime lapse rate above.
As the air moves inland (profiles 2 and 3) heating progressively erodes
the inversion from below causing it to become elevated. At profile 4 the
erosion is complete and the inversion is eliminated in favour of a deep,
unstable mixed layer.

An almost completely analogous situation applies to the advection of
stable rural air across an urban area at night (Figures 8.19b and 8.20b, p.
299). Over the city the urban boundary layer shows a weak lapse rate
surmounted by the remnants of the upwind rural radiation inversion.
Downwind of the city the rural inversion re-establishes itself in the surface
layer and is surmounted by the urban ‘plume’, and the last vestige of the
elevated inversion.

(b) The effect of wind on diffusion and transport

Atmospheric motion serves both to diffuse (dilute) and to transport air
pollutants. If the size of the eddies is smaller than the pollutant cloud or
plume they will diffuse it; if they are larger they will transport it.

When a wind is blowing, pollution is diffused both in the along-wind
direction and by turbulent eddy diffusion in the across-wind and vertical
directions. This is shown in Figure 9.4 where the stack is emitting smoke at
the constant rate of one puff (shown as a bubble) every second. If the wind
speed (1) is 2 ms1 there will be 2 m between puffs; but if ziis 6 ms1 they
will be spaced every 6 m. Thus the higher the wind speed, the greater is
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Figure 9.3 Inversions due to advection. A frontal inversion caused by
(a) cold air wedging under warmer air (cold front), and (b) warm air
over-riding colder air (warm front), (¢) The modification of an
unstable temperature profile to give a surface-based inversion over a
cool water body, (d) Elevated inversion due to the advection of
stable lake air across the shoreline to a warmer land area on a spring
afternoon. Vertical temperature profiles are plotted in potential
temperature, 6 (p. 53).

the volume of air passing the stack exit per unit time, and the smaller the
concentration per unit volume. This is the concept of dilution by forward
‘stretching’ and is directly related to wind speed.
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Wind speed also governs the amount of forced convection generated in
the boundary layer due both to internal shearing between air layers, and
between the air and the surface roughness elements. Greater speeds mean
greater turbulent activity. The eddies spawned in this manner are
characteristically small and their action on a plume is to dilute it by rapidly
mixing it with surrounding cleaner air. This effect is represented in Figure
9.4b where the size of the bubbles increases with distance downwind.
Turbulence involves fluctuations in direction as well as speed, and these
small-scale horizontal eddy motions act to diffuse a plume sideways.

Wind direction is also important in the transport of effluent. The perpetual
variation of wind direction accounts for the sinuous outline of a plume
when instantaneously viewed in plan (Figure 9.5). Over periods of an hour
or more these fluctuations may cover an arc of 30-45 degrees centred upon
the mean wind direction. This ‘spraying’ action is similar to that from an
oscillating garden hose and serves to widen the time-averaged plume width.

The wind direction also determines the path followed by pollutants after
emission. From the standpoint of an individual receptor this could clearly
mean the difference between a high pollution concentration or none at all.

—_—— e®® ® 0 0 0 0 0 0 0 o
G=2ms! g°® > <

.‘ 2m

°

°

FX=1puff/s
rrr/ Va4 7 7777777

S & @ O
Udg=6ms’ o e 6 m->

X =1 puff/s

]

\_1 o

77 ST ST T

Figure 9.4 The effect of wind speed upon pollution concentration.
In both cases the rate of emission (X) is 1 puff per second, but in
(a) the wind speed (1) is 2 ms1, whereas in (b) it is 6 ms-.
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Figure 9.5 Plan view of the approximate outlines of a smoke plume observed
instantaneously, and averaged over periods of 10 min and 2 h. At the right are
the corresponding cross- plume concentration distributions at the distance x
downwind (after U.S. AEC, 1968).

A particular wind direction may also result in multiple pollutant inputs due
to the coincident alignment of sources. In addition to the problem of
cumulative loading this might result in the assemblage of a particularly
reactive set of chemicals leading to the development of secondary pollutants
downwind.

In addition to forward ‘stretching’ the wind speed is responsible for the
distance of transport. In strong winds the effluent may be transported long
distances but the concentration becomes so weak that it is of relatively little
consequence. The greatest potential for pollution therefore often exists
with weak winds because both horizontal transport and turbulent diffusion
are curtailed. These are also the conditions under which local wind systems
tend to develop, and unfortunately these are difficult to predict with any
accuracy. This places great value on a knowledge of local climates, but
even then the complexity of the wind field often rules out any detailed
understanding of dispersion.

Local circulation systems (e.g. land and sea breezes, mountain and valley
winds and city winds) are not good pollution ventilators for three reasons.
First, the speed of these breezes is usually rather low (less than 7 ms-1);
second, they are closed circulation systems (see Figures 5.6 and 5.11); and
third, they exhibit a diurnal reversal in direction of flow. The latter two
factors mean that there is little true air exchange. Instead of the flow replacing
dirty air with ‘clean’ air there is a back-and-forth ‘slurrying’ movement
involving a rather limited volume of contaminated air.

The circulation is illustrated by the trajectory of a balloon released near
the shore of Lake Michigan (Figure 9.6). After release in the morning the
balloon moved about 4 km inland to a position near the lake breeze front
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Figure 9.6 Side view of the trajectory of a balloon launched at 09 h on 12
August 1967 at the Chicago shoreline of Lake Michigan. Positions of the
balloon are plotted every 5 min. Also shown are the positions of the lake
breeze front at 0945 h, and of prevailing clouds (after Lyons and

Olsson, 1973).

where it rose to a height of about 1 km, and was carried lakeward in the
counter flow. It descended again about 2 km offshore and returned inland
to complete a full cycle in less than 2 h. Thereafter the balloon travelled
inland encountering strong thermal convection (e.g. at 6 km), but was
unable to penetrate the elevated stable layer near the top of the inflow
layer (see temperature profile at position 3 in Figure 9.3d). By this time the
lake breeze front had penetrated about 13 km inland and the balloon was
lost to sight moving towards it. Localities within the inflow zone find
themselves in a situation analogous to being ‘locked in a closed room with
a fan running’ (Lyons and Olsson, 1973). This leads to a re-circulation of
pollutants and a progressive increase in pollutant loading with time. The
onset of the nocturnal land breeze may merely reverse the flow and true
ventilation must await the flushing action of winds from a stronger synoptic
system.

The city thermal wind system, which is thought to exist with large-scale
stagnation (p. 170), is particularly dangerous because the system is totally
self-contained over an area of densely packed sources. The low-level (mainly
canopy) flow converges upon the city centre from all directions, rises,
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diverges aloft, and then moves outward to subside on the urban/rural fringe
and rejoin the inflow.

(c) Processes of pollutant transformation

Atmospheric chemistry is not as well understood as atmospheric physics.
In fact until relatively recently meteorologists tended simply to avoid
the field by considering the dispersion of inert or elemental substances.
Two problems which have attracted attention are the atmospheric
transformation of the oxides of sulphur which are at the root of
sulpburous (or London-type) smogs, and of the oxides of nitrogen and
hydrocarbons which are involved in the production of photochemical
(or Los Angeles-type) smogs.

Sulphur dioxide (SO,) is a primary pollutant mainly generated in the
combustion of fuels, but even in air it may oxidize to sulphur trioxide
(SO3) which reacts with water vapour (H,0) in the presence of catalysts
to form sulphuric acid mist (H,SO,). Subsequently the acid reacts with
other substances to form sulphate particles which settle out. The ideal
conditions for this chain of events occur in urban areas where sulphur-
bearing fuels are burned, and when poor dispersion conditions coincide
with fog (or at least high humidity). This was the scenario in London in
December 1952 from which this smog type gained its name. Dense smog
remained stationary for 4-5 days and was at least partially responsible
for the deaths of approximately 4000 people (Wilkins, 1954). The
precipitation of acid droplets and sulphate particles is also responsible
for the so-called ‘acid rain’ which can lead to contamination of lakes
and rivers downwind of major industrial regions. Acidification has been
observed in many parts of the world, especially downwind from major
urban-industrial complexes.

Photochemical smog is initiated by the action of solar radiation upon
nitrogen oxides and is aided by the presence of hydrocarbons. These
primary pollutants are thereby transformed through a complex series of
chemical reactions to spawn a wide range of secondary pollutants
(especially oxidants such as ozone, oxygen, nitrogen dioxide and
peroxyacetyl nitrates).

The photochemical smog sequence is centred around the naturally
occurring NO, photolytic cycle (reactions 1-3 in Table 9.3 and the solid
arrow portion of Figure 9.7). This set of photochemical reactions results
in the rapid cycling of nitrogen dioxide (NO,) as follows. In the
presence of ultra-violet radiation, in the 0-:37-0-42 pm waveband, NO,
can be photodissociated into nitric oxide (NO) and atomic oxygen (O).
The latter being highly reactive combines with the ambient molecular
oxygen (O,) to form ozone (Oj), which then reacts with NO to yield NO,
and O,.
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Table 9.3 Simplified scheme of the chemical reactions involved in the formation
of photochemical smog (modified from ACS, 1969).

NO; + Ultra-violet light — NO + O

O+ 0, — 0y } NO; Photolytic cycle
O, + NO — NO; + O,

QO+ H(: — HCO*

H:O" + O; — HOj

H03 + He — Aldehydes, ketones, etc.

HeOF + O, — O3 + HyO3

HqOF + NO; — Peroxyacetyl nitrate

W N o kWS

The NO cycle alone however cannot account for the high O
concentrations observed in photochemical smog because O and NO aré
formed and destroyed continuously with no net production. What is required
is a process to unbalance the cycle by converting NO to NO without
consuming an equivalent amount of O . This function is perf(%rmed by
reactive hydrocarbons (H ) released’by vehicle exhausts. Reactive
hydrocarbons are oxidized tS form organic radicals (reaction 4 in Table 9.3
where O combines with H to form the radical H O*, and the dotted arrow
portion of Figure 9.7). Further reactions produce other radicals (reaction 5)
which in turn react with NO to produce the required extra NO (reaction 6);
with H to form aldehydes and ketones (reaction 7); and with O to form
more O (reaction 8). Yet further reactions between H radicals and NO
yield peroxyacetyl nitrates (PAN), and even some partlculate%

Photochemical smog is accompanied by a characteristic odour (partially
due to aldehydes and formaldehyde), a brownish haze (due to NO and
light scattering by particulates), eye and throat irritation (due to O |, aldelydes
and PAN), and plant damage (due to NO , O , PAN and ethylene).

Photochemical smog finds its fullest’ expression on the Californian
coast, and especially in the Los Angeles Basin after which it is named. In
this area the vehicle density is very high (about 1500 vehicles/kmz2 in Los
Angeles County in 1970) and so therefore are the emissions of NO, NO
and H . At certain times of the year the meteorological setting i$
domindted by a subtropical anticyclone with clear skies, weak winds and
a subsidence inversion, and the geographic setting favours the operation
of local wind systems. Together these features provide the ideal
photochemical framework, viz.: large vehicular emissions, air stagnation,
and strong solar radiation. These criteria can also be met in other locations
around the world, and hence photochemical smogs have been reported in
many other areas. Outside the tropics their occurrence tends to be
restricted to the summer season because of the importance of strong
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Figure 9.7 The basic NO photolytic cycle and its disruption
by reactive hydrocarbons to form photochemical smog
(modified after U.S. DHEW, 1970).

sunshine. The solar radiation cycle also imposes a marked diurnal
variation upon oxidant pollution (Figure 9.14b).

(d) Processes of pollutant removal

The atmosphere rids itself of pollutants in a number of ways. These may be
conveniently classified under the headings of gravitational settling, dry
deposition, and precipitation scavenging.

Gravitational settling is responsible for the removal of most of the
particulate matter greater than 1 pm in diameter. That greater than 10
pm settles out relatively close to the source and in a matter of minutes
after release. Even strong turbulence is unable to hold these particles in
suspension for long, and their rate of removal is simply related to their
size and density, and to the strength of the wind. Smaller particles
become influenced by turbulent diffusion which slows their descent,
and those less than 1 pm in diameter could theoretically remain aloft
almost indefinitely. In practice most are eventually removed by dry
deposition, by precipitation scavenging, or by settling after their
aggregation into larger particles. Gaseous pollutants can be adsorbed
onto particles and removed with them. In photochemical smog it is
even possible for gases to react to form small particles and thence be
expelled by settling.

Surface adsorption, or dry deposition, is a truly turbulent transfer process
similar to that involved in the vertical transfer of heat, water vapour,
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momentum and carbon dioxide (Chapter 2). The vertical flux of pollution
(Fp) is given by the flux-gradient expression:

- _x X ©.1
Fp=—K, )
where, Ky—atmospheric diffusivity (mzs-1), and iy /iiz—mean vertical gradient
of pollution concentration (pgm-/m), so that F, has flux density units of
pgm-2s-1,

Alternatively using the resistance approach, following equation 2.18
(p. 70):

Fp = A/\_//T 9.2)

and since for many pollutants the value of x,=0, and the resistance pathway
includes the aerodynamic and canopy resistances, equation 9.2 becomes:

PP = Xa/(ra + rc) 9.3)

and (r,+r)1 is often referred to as the deposition velocity (ms-1).

The deposition process involves a downward flux where the
underlying surface acts as a pollutant sink. For a given atmospheric
pollution loading x, the rate at which pollution is delivered to the
surface is governed by the value of the deposition velocity which in
turn depends upon the state of turbulence and over vegetation upon
the stomatal aperture. Adsorption over soil is affected by bacterial
activity, and over water by the surface tension. The uptake can also be
affected by electrostatic attraction, and chemical reactions between the
surface materials and the pollution.

Precipitation is the best cleanser of gaseous and small particulate
pollutants. Particles and gases are delivered to clouds by convective
updrafts. Some of the particles, particularly the hygroscopic ones,
become nuclei around which water or ice is condensed to form a
droplet or ice crystal. During their life in the cloud (or fog) these
droplets capture or adsorb other particles and gases. Eventually, if the
droplet becomes large enough, it is precipitated and thereby transports
the pollutants with it to the surface. This in-cloud scavenging process
is called rainout (or snowout).

Below the cloud precipitation is also active in cleansing the
boundary layer by ‘sweeping-up’ the materials in the air through
which it falls. This washout process is in fact much more efficient than
rainout. The efficiency and rate of washout scavenging depends upon
the rainfall rate, and the sizes and electrical charges of the droplets
(flakes) and the pollutants. A rainstorm following a period of smog
build-up can transform a murky haze into visibly cleaner environment.
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Munn and Bolin (1971) however warn that the improvement in air
quality following rain may in some cases be due not to precipitation
scavenging but to the passage of a front which can bring with it a shift
in wind direction and greater instability.

4 DISPERSION IN THE BOUNDARY LAYER

(a) Individual plume characteristics

In order to illustrate air pollution dispersion we will first consider the relatively
simple situation of the plume from a single stack (i.e. from an elevated
continuous point source).

The first important feature is the height of emission. Other things being
equal the higher the point of injection the smaller will be the ground-level
concentrations downwind, because eddy diffusion will have had a longer
time to dilute the plume contents. Tall stacks are therefore usually of help
in combating poor air quality near the point of release. The effective height
of release can also be increased if the effluent emerges at a high velocity,
and at a temperature well above that of the environmental air so that it
possesses buoyancy. The plume then ascends well above the stack exit
before bending-over and proceeding downwind (Figure 9.8). The effective
stack height (Hy) is then composed of the stack height (b, plus the additional
height due to the plume rise, Ab so that:

H=h+Ah 9.9

The height H, depends upon the stack dimensions (height and exit diameter),
the effluent (exit velocity and temperature) and the prevailing meteorological
conditions (wind speed and lapse rate). The non-meteorological factors
can to some extent be controlled by carefully engineering the stack. On the
meteorological side the effect of increasing wind speed is to ‘push’ the
plume over progressively and to diminish the amount of plume rise (see
Figure 9.4); and the environmental lapse rate is important because instability
encourages upward penetration whereas stability produces a restraining
influence.

After its initial rise the form of the plume downwind is largely governed
by the prevailing structure of turbulence. Using atmospheric stability (given
by the potential temperature profile as a surrogate for turbulence it is possible
to classify the most characteristic plume patterns into the five basic types
illustrated in Figure 9.9.
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Figure 9.8 A typical plume from an elevated point source illustrating plume rise
(?h), and the normal (Gaussian) distribution of pollutant concentrations in the
horizontal and vertical. Also includes the three-dimensional co-ordinate system
used in the Gaussian plume model, see text (after Turner, 1969).

Looping—is typical of daytime conditions on a fine summer day with
strong instability. The atmosphere is then dominated by the relatively
large eddy structures associated with free convection (e.g. upper trace,
Figure 2.11). Since the eddies are larger than the plume diameter their
main effect is to transport it up and down in a sinuous track. The ‘loops’
travel with the wind and grow in size as they go. This erratic transport is
capable of bringing the relatively undiluted plume in contact with the
ground at quite short distances downwind from the stack resulting in
high instantaneous concentrations at these points. (Therefore this is one
of the exceptions noted on p. 310.) Over longer periods the ground-
level pattern of concentrations assumes the smoother downwind
distribution shown in Figure 9.11. Plume dilution is accomplished by
the action of small forced convection eddies which ‘eat’ away at the
plume edges, and break it up into increasingly smaller portions. The
rate of diffusion is dependent upon the wind speed, and the terrain
roughness.

Coning—can occur both by day or night, and in all seasons. It is
characteristic of windy and/or cloudy conditions with stability close to
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Figure 9.9 Characteristic plume patterns under different stability conditions
(modified after Bierly and Hewson, 1962).

neutral. In the absence of buoyancy turbulence is composed mainly of
the smaller frictionally-generated eddies of forced convection. Without
the vertical amplification of instability (or conversely the compression of
stability) the vertical and lateral spreading of the plume are about equal
so that it forms a cone shape symmetric about the plume centreline. Since
the plume diameter only grows by diffusion, and there is little vertical
transport, the plume intersects the ground at a greater distance downwind
of the stack than is the case with looping.
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Fanning—is characteristic in a strongly stable atmosphere (e.g. with an
inversion). The ideal conditions are likely to occur with anticyclonic
weather and especially at night. At these times turbulence is weak or
almost absent, and there is little motion to act upon the plume. Stable air
actively suppresses any buoyant stirring and with very light winds forced
convection is unlikely to be significant at the height of an elevated plume
such as that in Figure 9.9c. The lack of vertical diffusion keeps the plume
thin in that direction, but the erratic behaviour of wind direction in stable
conditions may allow a V-shape to develop (i.e. resembling a fan when
viewed in plan). At other times the outline may appear as a straight or
meandering ribbon. Plumes of this type can remain essentially unchanged
up to 100 km from the point of emission. But because there is no means
of vertical transport the ground-level pollutant concentrations are close to
zero unless (i) the stack is very short, or (ii) there are downwind changes
of terrain causing the plume to intersect with the ground. In these cases
there can be a serious problem because the effluent concentration is
almost equal to that at the point of exit. This plume type is commonly the
precursor of the potentially more dangerous fumigation type (see Figure
9.9¢ and discussion below).

Lofting—is the most favourable dispersal condition. It is found in the
early evening during the period when the nocturnal radiation inversion is
building up from the surface (e.g. the near sunset profile in Figure 2.14).
The stable layer beneath the plume prevents its transport downwards but
the moderately unstable layer aloft allows the plume to disperse upwards.
Unfortunately this condition is often only transitory because when the
inversion depth exceeds the effective stack height the plume changes to
the fanning type.

Fumigation—is the reverse situation to that of lofting. In this case there
is an inversion ‘lid’ above the plume which obstructs upward dispersion,
but it is unstable beneath, so that there is ample buoyant mixing capable
of bringing the plume contents to the surface. This unfavourable
temperature structure can arise in a number of ways. For example in rural
areas it occurs during the period after sunrise when the nocturnal surface
inversion is being eroded by surface heating (Figure 2.14). During the
previous night the plume may have assumed a fanning form and this will
continue until the depth of the developing mixed layer reaches the
plume, whereupon its contents will be carried downwards in the
descending limbs of convection cells. Ground-based receptors will then
receive high pollution concentrations all along the line of the plume at
about the same time. This very unpleasant situation may persist for 30
minutes, and could affect locations many kilometres from the source.

A particularly clearcut example of this process was observed in the
Columbia River valley at Trail, British Columbia (Dean et al., 1944). A
lead and zinc smelter was releasing large quantities of SO2 to the
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atmosphere in a deep mountain valley. It was found that at night the
effluent travelled down-valley with the drainage winds, and within the
valley radiation inversion there was little dilution. Soon after sunrise
heating of the valley floor and slopes eroded the inversion (cf. Figure
5.14), and produced a valley fumigation which occurred almost
simultaneously along the valley for distances up to 55 km from the
source. Temperature profiles conducive to fumigation can also occur
along coastlines and in cities (Figures 8.19b and 9.3d). The aerodynamic
‘downwash’ of pollutants in the lee of topographic features (escarpments
and hills, Figure 5.17) and buildings (Figure 8.5) can create equally
severe but different types of fumigation.

Figure 9.10 shows how four of the above plume types may be
encountered in relation to the temperature distributions found near
shorelines and cities. In (a) a shoreline source is emitting effluent into
the stable air of the offshore portion of a sea (lake) breeze. The
associated fanning plume drifts inland until it encounters the developing
unstable boundary layer of the warmer land at which point it fumigates.
The resulting murky mixture is advected further inland and the sea
breeze front is seen to approach as a ‘wall of smoke’. Notice also that a
portion of this polluted mass is carried aloft and back out over the
water by the sea-breeze counter current to form an elevated smoke pall.
At the same time, ahead of the breeze front, the plume from a similar
source is seen to exhibit looping because it exists in the as yet
unmodified, and highly unstable air inland.

The left-hand side of (b) reveals a situation having much in common
with that in (a). A rural plume is fanning in a stable nocturnal inversion
layer, but upon entering the urban boundary layer the increased
turbulence caused by the heat island and the building roughness causes
it to fumigate along with the pollution from urban sources. On the other
hand downwind of the city is a more favourable arrangement, where an
elevated source is able to loft its output into the adiabatic urban
‘plume’, whilst the surface is buffered from contamination by the newly
developing rural stable layer.

Observations reveal that the horizontal distribution of pollutants in a
plume is as shown in Figure 9.5. On an instantaneous basis the
concentration is very peaked with a maximum in the plume centre. A
10-minute average shows a smoother and wider plume envelope which
contains all of the short-period plume fluctuations. The wider spread
results in a flatter concentration curve with a lower peak value. Over a
2 h period the plume fluctuates over an even wider arc, and the
concentration curve is even flatter, but remains centred on the time
mean axis of the plume (i.e. the mean wind direction). Entirely
analogous bell-shaped concentration profiles are also found in the
vertical plane through the plume (e.g. Figure 9.8). There may however
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Figure 9.10 Plume behaviour in the vicinity of (a) a coastline on a fine
spring day (based on Lyons and Olsson, 1973), and (b) a city at night
with clear skies and light winds.

be a difference between the width of the horizontal and vertical profiles
indicating that turbulence, and therefore plume spreading, is greater in
one or other direction. Note also that since the amount of effluent
passing through any vertical cross-section at any moment must equal the
emission rate at the source, and since the plume width is continually
expanding, the mean concentrations must decrease with distance
downstream. Put another way this means that the area under the bell-
curves remains constant at all points downwind, but since their width is
increasing their peak value must decrease. These characteristics are also
evident in the along-wind pattern of ground-level concentrations found
downwind from an elevated source whose plume intersects with the
ground (Figure 9.11). Concentrations are zero near the stack, rise
sharply to a peak at some distance downstream, and thereafter tail-off to
increasingly smaller values. At all distances the concentration at the
plume centreline is greater than on either side.

The bell-curve is known in statistics as the normal or Gaussian
distribution, and conforms to the pattern that a series of completely
random errors would assume about the correct value of a measurement.
In our case we may translate this to mean that the almost random nature
of atmospheric turbulence serves to mix pollutants so that their
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Figure 9.11 Representative ground-level concentration (x)
distribution downwind of an elevated continuous point
source.

concentration is distributed bi-normally about the plume’s central axis
(i.e. with a normal distribution in both the horizontal, y and vertical, z
planes). The mathematical description of such curves then provides a
means of modelling the dispersion of plumes. For example the
following equation can be utilized to calculate the concentration of
pollution (}) at any point in a plume (see Figure 9.8 for the three-
dimensional co-ordinate system):

2
X y
XxyoH) = T = exp I:MZO’Z]

2moyo.u ¥

—- H) + H)?
X [exp(—' z 202 ) + exp (——————(z 207 ) )} 9.5)

where, X-rate of emission from the source (kgs), s, s.—horizontal and
vertical standard deviations of the pollutant distribution in the y and z
directions (m), #—mean horizontal wind speed through the depth of the
plume (ms-1), and H—effective stack height given by equation 9.4 and
another formula to calculate the plume rise (m). The units of x are
therefore kgm-3 (more reasonably pgm-3), or units of mass concentration.
Alternatively pollution can be expressed as a concentration by volume
in which case the units are parts per million (ppm).t This refers to the
number of pollutant molecules per million molecules of air, and would
require that X be given as a volumetric rate (ms3s1).

Equation 9.5 may look rather formidable, but upon inspection
includes some simple physical principles which we have already
described. First, it is obvious that pollution concentrations must be

1 To convert ppm vol. to pgm- at 25°C, and a pressure of 101 kPa, multiply by the following
factors: $O,-2620; H,S-1390; CO-1150; CO,-1800; NO-1230; NO,- 1880; O;-1960; PAN-4950.



Air pollution in the boundary layer 329

proportional to the source strength (i.e. xaX). Second, we noted in
relation to Figure 9.4 that concentration is inversely related to the wind
speed, due to forward plume ‘stretching’ in the x direction (i.e. xal/u).
Third, we know that the concentration behaves in a Gaussian manner
inside the plume and this is incorporated in equation 9.5 by the use of
the standard deviations. These are related to the dimensions of the
plume as it grows by turbulent diffusion, and hence are functions of
downwind distance and stability. The concentration is inversely related
to s, and s, because larger values indicate better diffusion. Fourth, as
pointed out earlier, the concentration at a given distance downwind is
decreased by raising the effective stack height (e.g. by providing good
plume rise). The last term on the right-hand side is included to account
for the increased concentration at positions downwind of the point at
which the plume first reaches the ground. In this formulation it is
assumed that all of the material is ‘reflected’ back up into the
atmosphere and none is deposited.

The basic form of equation 9.5 can be simplified greatly if for
example one only requires to know the values at ground-level (i.e. z=0):

X ( 2 HZ
X, 0H) TO,O U P [ 20‘;‘, 20'%

or if only plume centreline values at ground-level are required (i.e. y=0):

X H?
X(x,0,0H) = —_ __— €Xp

52
TG0, 20;

or if in addition the source were not elevated with plume rise but were at
the surface with no plume rise (i.e. H=0):

X
X(x,000 = T __

O, 04

However, it should be pointed out that this Gaussian plume model only
applies under certain limiting conditions. For example, it only applies to
continuous emissions from a point source; to inert almost weightless
pollutants (e.g. gases and particles less than 20 pm in diameter); over time
periods greater than 10 minutes; and to distances in the range from a few
hundred metres to 10 km downwind from the source. The model can be
modified to cope with special conditions such as an elevated inversion
which restricts upward dispersion, or topographic constrictions, and it can
be manipulated to handle most of the source configurations listed in
Table 9.2.
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(b) Urban and regional pollution

Over distances of 10 to 50 km most of the individual plumes discussed
above lose their identity and contribute to a more general contamination of
the boundary layer. This is accomplished even sooner in the case of small,
low-level sources with little plume rise. In urban areas the sheer multiplicity
of sources produces the same effect. The efficiency of turbulence then
tends to produce a rather homogeneous mélange of contaminants occupying
the entire depth of the mixed layer. This is the hazy type of smog so
characteristic of urban regions, but which is also observed to some degree
over almost all settled land areas, and is most visible when viewed from
above in an aircraft, or from mountain lookouts.

The pollutant concentration in such circumstances can be related to a
simple model of mass input and output such as that in Figure 9.12. The box
represents an air volume located above a region with a large number of
sources emitting pollutants at the rate X (kgm-2s1). The upward dispersion
of these materials is restricted by an elevated inversion layer at the height
h* which is therefore also the depth of the mixed layer. Pollutant output
from the volume is either via vertical removal processes (settling, deposition
or scavenging), or through the flushing action of the mean wind # (ms-1)
averaged over the depth h*. Except during periods of precipitation it is
probably acceptable to assume that vertical removal is negligible by
comparison with that by the wind. Further—if we assume that air entering
the box is ‘clean’; that the emission rate is uniform across the area; that the
effluent is thoroughly mixed over the depth »*; and that lateral mixing does
not produce a decrease in concentration—then we can write that the average
concentration ¥ (kgm-3) at any distance Ax (m) from the upwind border is
given by:

5 XAx 9.6)

Xeo = h*
This shows that the concentration should be directly related to the strength
of the sources and distance of travel, and inversely related to the wind speed
and the depth of the mixed layer. It also shows that at any given location
(value of Ax) ¥ depends on the amount of emissions and the meteorological
conditions, both of which vary with time. The rate X depends on the daily
and seasonal pattern of human activity, and the product #h* (known as the
ventilation factor) similarly exhibits diurnal and seasonal variations related
to boundary layer and synoptic meteorological controls. Other things being
equal # is characteristically stronger by day than at night (p. 75), and during
the passage of weather disturbances (low pressure systems). Similarly b* is
larger by day due to the convective growth of the mixed layer, and is smaller
at night when it shrinks again (Figure 2.18). In rural areas h* is essentially
zero at night if the weather is good for radiative inversion development, but
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Figure 9.12 A simple input/output ‘box’ model of pollution in the
boundary layer.

in the city the heat island effect is capable of maintaining a mixing layer
throughout the night (p. 300).Thus we can see that on a diurnal basis both
components of the ventilation factor are linked in such a way that the best
environment for dispersion occurs by day and the worst by night.

The temporal variations of emissions and of the ventilation factor combine
to produce characteristic pollution concentration cycles at a given location.
Figure 9.13 shows typical examples of the diurnal and seasonal cycles of
smoke (COHY) in central Montreal. On a seasonal basis (Figure 9.13a)
pollution is clearly greatest in the winter. This can be attributed to both
higher emissions (especially from fuel burning for space heating), and to a
reduced capacity for atmospheric dispersal (especially as a result of the
very stable atmosphere) in this season. The daily curves (Figure 9.13b)
characteristically show two maxima, one in the early morning and one in
the evening, which coincide with peaks in activities which generate pollution.
For example, the morning peak occurs at the same time as the commuter
traffic surge and when industries are re-starting; and the evening one
coincides with the return home and the need for energy for cooking, lighting
and heating. But they also occur at times when winds tend to be light and
atmospheric stability is either breaking down (perhaps causing a morning
fumigation), or developing. Notice also that there is a seasonal difference
between the two diurnal curves, with the summer pattern showing a greater
range as well as being at a lower absolute level.

1 COH (coefficient of haze) is a measure of small paniculate pollution based on light
transmittance through a filter paper exposed to the ambient air for a given period.
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Summers, 1962).

The increase in range is a reflection of the fact that there is a greater
diurnal change in stability during the summer period. The general form of
these particulate concentration cycles also holds for other major pollutants
such as SO,, CO, NO, and H. in urban atmospheres. These patterns can
however be upset by the passage of weather disturbances, or if there is
photochemical activity because that involves the destruction of some materials

and the production of others.
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Photochemical smog variations are particularly geared to the diurnal
and annual cycles of solar radiation because high intensity short-wave
radiation is necessary to initiate the NO, photolytic cycle. The annual patterns
of oxidant concentration in Los Angeles and Denver are shown in Figure
9.14a. These values are mean daily maximum 1 h averages, which means
they are a measure of the worst conditions averaged firstly over 1 h periods
and then over a month. Denver exhibits a simple mid-summer peak of
oxidants which can be largely attributed to the availability of sufficient
sunlight. Los Angeles shows a peak skewed towards the late summer and
autumn because this is the period with least cloud and when flushing by
winds is rather weak.

The diurnal sequence of oxidant concentration (Figure 9.14b) embodies
the interaction between the temporal variations of (i) the relevant emissions
(mainly from automobiles), (ii) the atmospheric dispersion capacity, and
(iii) the solar radiation intensity. Peak emissions occur in the early morning
period of traffic build-up when dispersion and solar intensity are weak.
This allows the rapid accumulation of exhaust products such as NO and
H¢ (not shown), but at this time there is no appreciable effect upon levels
of Os;. By about 07 h NO begins to decrease as it reacts with hydrocarbon
radicals and boosts the production of NO,. After 08 h the high NO, levels
in association with increasing radiation intensity allows photodissociation
of atomic oxygen (O) and the rapid increase of O; to a peak at midday.
Meanwhile primary emissions drop, increasing instability aids dilution,
and other secondary reactions alter the nature of the essential smog
ingredients (especially NO, and Hc) so that the sequence passes its most
active phase. In the afternoon O; concentrations decrease as the radiation
intensity declines, dilution continues, and Oj; is removed by reactions
with other atmospheric constituents and with surface receptors such as
plants.

The simple model embodied in equation 9.6 and illustrated in Figure
9.12 is not valid in detail because the large number of simplifying assumptions
required are never fully met, but it has pedagogic value in alerting us to
situations likely to produce particularly unfavourable urban or regional
problems. For example it shows that the most unfavourable conditions
occur when the ventilation factor is smallest (i.e. weak air flow and a
shallow mixing depth). Anticyclonic weather can often provide this
unfortunate combination due to weak horizontal pressure gradients and a
subsidence inversion. In an extreme case it is possible for the air to become
virtually stagnant resulting in almost no pollution flushing and leading to
an almost continuous increase of pollutant concentration with time. It has
been pointed out (p. 316) that even the thermal breeze systems which
develop in these conditions are not helpful because they do not result in a
net transport, rather they circulate the air around inside an almost closed
box. The problem is further aggravated if the source area is topographically
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Figure 9.14 Annual and diurnal cycles of photochemical
smog, (a) Annual variation of mean daily maximum 1 h
average oxidant concentrations for Denver and Los
Angeles, (b) Diurnal variation of NO, NO, and O,
concentrations in Los Angeles on 19 July 1965 (after U.S.
DHEW, 1970).

confined so as to restrict lateral spreading, and especially if the inversion
lid lies at a lower elevation than the valley or basin sides.

Equation 9.6 also shows that ¥ is related to the distance of travel (Ax)
so that the area can become increasingly more polluted as a result of the
accumulation of materials as the air advects across the source region. This
is partially responsible for the observation that oxidant pollution in the
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Figure 9.15 An example of smog build-up due to
accumulation during eastward drift in the Los Angeles
Basin. Data are monthly mean hourly average
concentrations of oxidants during October 1965 (compiled
from data in Pitts, 1969).

Los Angeles Basin is greatest in downwind communities, and in the late
afternoon (Figure 9.15). The west Los Angeles oxidant curve peaks at
midday and is consistent with the idea of local smog production in phase
with solar radiation intensity. The pollutants drift eastward, and augment
the local production in downtown Los Angeles thereby causing the
maximum to occur there about 1 h later. Similarly at Azusa further eastward
the peak occurs 2 h after that at West Los Angeles, and despite lower local
emissions the concentration is even higher than that at either of the Los
Angeles stations. Even further downwind at Riverside there are two distinct
maxima: one close to midday which is interpreted to be due to local
smog development, and a later higher peak which corresponds to the
arrival of the accumulated metropolitan Los Angeles smog. Williamson
(1973) reports that the arrival is sometimes seen as a well-defined ‘smog
front’ (i.e. like the ‘wall of smoke’ in Figure 9.10a).
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On the meso-scale (Figure 1.1) cities appear as large point sources
with their plume extending many kilometres downwind. Figure 9.16 shows
the plume of St Louis out to 160 km downwind; it was further tracked to
at least 240 km, at which distance it was about 50 km wide. Note that the
O, concentrations increase for quite a distance indicating that this gas is a
secondary pollutant due to photochemistry in the plume. It will also be
seen that O; concentrations dip when the plume passes over a major
power plant. This is thought to be due to the scavenging of O; by the NO
released from these plants (i.e. reaction 3 in Table 9.3). The aerosol content
also increased with distance from St Louis indicating that it too included
secondary production of particulates (especially sulphates) in the
photochemical process (p. 319).

Urban plumes are subject to fumigation in much the same manner as
stack plumes. For example the elevated nocturnal plume from a city may
be fumigated next day by the development of the normal rural mixing
layer. The situation is particularly acute if the urban plume is confined in a
valley. Fumigation can also result if the plume from one city passes over
another (cf. the upwind stack in Figure 9.10b). The plume from a coastal
city may become caught up in the sea breeze circulation. Thus, for example,
emissions from the morning rush-hour may be carried offshore, some may
be transformed to new products, and the mixture returned to the city in the
afternoon sea breeze whereupon it fumigates in the urban boundary layer.

Figure 9.17 further develops this theme to the continental scale. It
hypothetically traces the concentration of pollutants in an air mass forced
to traverse North America from west to east. In crossing the Los Angeles

Atlantic
Ocean

Pacific
Ocean
Kansas City
St. Louis

Denver

CONCENTRATION

Cleveland
Pittsburgh
New York

DLos Angeles
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DISTANCE

Figure 9.17 Hypothetical pollution concentration in an air mass
traversing North America (after Neiburger, 1969).
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Basin the pollutant loading increases dramatically. As it is carried further
eastward, over areas with little or no emissions, the pollutants are diluted
and the air partially cleansed by removal processes. It then encounters a
series of city sources some of which are only separated by short distances.
Insufficient cleansing then means that the air arrives at the next city in an
already polluted state leading to an escalation of concentrations. In this
way urban plumes merge to form megalopolitan plumes of giant proportions.
It now seems likely that such plumes are capable of transporting pollutants
thousands of kilometres.



Appendix Al
Radiation geometry

1 BEAM RADIATION (a) Sun-Earth geometry

Figure A1.1 illustrates the geometrical relations between the Earth and the
solar beam radiation, and defines the following angles:

¢—the latitude of the location, the angle between the equatorial plane
and the site of interest (point X in the figure), considered positive in the
Northern and negative in the Southern Hemisphere.

6—the solar declination, the angle between the Sun’s rays and the
equatorial plane.

Z—the solar zenith angle, the angle between the Sun’s rays and the
zenith direction. The zenith direction in the figure is the extension of the
line connecting the centre of the Earth and the point X, i.e. directly overhead.
The complementary angle (90°-2) is 8, the solar altitude or elevation (not
shown), and is the angle between the Sun and the local horizontal.

b—the hour angle is the angle through which the Earth must turn to
bring the meridian of the site X directly under the Sun. It is a function of
the time of day. It is related to, but distinct from, Q.

Q—the solar azimuth angle, which is the angle between the projections
onto the horizontal plane of the site of both the Sun and the direction of
true north. The azimuth angle is measured clockwise from north (0-360°);
it is not illustrated in Figure A1.1, but see Figure Al.4.

Spherical trigonometry gives the following relationships between the
angles:

cos Z=singsindo+cospcosdcosh=sinf (A1.D
cosO=(sindcos@-cosdsingcosh)/sinZ; t<12 (A1.2)
=360°-(sindcos@-cosdsinpcosh)/sinZ, t>12

where ¢ is local apparent solar time.
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Figure A1.1 Geometrical relations between the Earth and the solar
beam (S). The angles (see text) are defined with reference to the
equatorial plane (shaded) and the point of interest (X).

The solar declination is dependent only upon the day of the year (see
Table A1.1); to a first approximation it may be calculated from:

6=-23-4c0s[360(1;+10)/305 (A1.3)

where £ is the Julian date (number of the day) in the year. Accurate
information is published in almanacs.

Since 1 hour is equivalent to 15° of Earth rotation the hour angle (h) is
given by:

h=15(12-t) (A1.4D

where ¢ is the local apparent solar time (using a 24-hour clock).

To calculate local apparent solar time: (i) add (subtract) 4 min to local
standard time for each degree of longitude the site is east (west) of the
standard meridian; this gives the local mean solar time. Now: (i) algebraically
add the equation of time correction (see Table Al.1) to (i) in order to get
the local apparent solar time (see p. 401).

Using the cosine law of illumination (equation 1.9, p. 13) and .equation
A1.1 it is straightforward to calculate the solar radiation impinging at the
top of the atmosphere at any location and time as I, cosZ, where I, is the
solar constant (p. 18).

It is also useful to note that the daylength #y (number of hours with the
Sun above the horizon) for an unobstructed horizontal site can be found
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Table A1.1 Solar declination (d) and the equation of time (both expressed in decimal
format) for the first day of each month. The sign of the declination remains the
same for each hemisphere if the sign convention for latitude on p. 339 is adopted.

Month Solar Equation  Month Solar Equation
declination of time declination of time
{degrees) (min}) {degrees) (min)
January -231 -3-2 July +23-2 -3-5
February -17-3 -13-6 August +18-3 ~63
March —8-0 -12-6 September +8-6 -0-3
April +4-1 —4:2 October -2-8 +10-0
May +14-8 +2-8 November  -14-1 +16-4
June +21-9 +2:5 December -216 +11-3

by solving equation Al.1 for Z=90° (or =0°) to give the value of » at
sunrise and sunset (b).

Since the Sun’s path is symmetric about solar noon, at which time b= 0°,
it follows that #,=2h,/15. Also since the diurnal course of S is approximately
sinusoidal in the absence of cloud the value at any time, ¢, can be
approximated by:

S=Snaxsin(pt/ty) (A1.5)
where S, is the value of the maximum irradiance at solar noon.

The calculation of the position of the Sun in the sky for a given location
and time can be achieved using equations Al.1 and Al.2. By hand the
procedure is somewhat laborious; by computer it is fairly simple, but there
is also a useful way of both obtaining values of solar altitude and azimuth
and of gaining a visual appreciation of the situation.

Figure Al.2a schematically shows the ‘paths taken by the Sun’ across the
sky vault at the times of the summer solstice (21 June), the equinoxes (21
September and 21 March) and the winter solstice (21 December), relative
to an observation site on the surface. The positions at 2 h intervals of solar
time are noted by small dots on the paths. Figure A1.2b shows the projection
of the three-dimensional arcs onto a two-dimensional plane. This is the
basic framework of a Sun path diagram.

In the full diagram (e.g. Figure A1.3) the outer limit of the circle represents
the horizon, and the centre is the observation site. The projection is
equidistant, so that the concentric lines of solar altitude (at 10° intervals)
are equally spaced. The radial lines are those of solar azimuth. The heavy
curves, running from side to side, are the Sun paths at different times of the
year (i.e. different solar declinations). The heavy curves, running up-and-
down, divide the paths into solar time of day.
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Figure A1.2 (a) Paths of the Sun across the sky vault for a mid-
latitude location in the Northern Hemisphere at the times of the
solstices and equinoxes, (b) The projection of (a) onto a two-
dimensional plane thereby forming the basis of a Sun path
diagram.

Figure A1.3 is a series of Sun path diagrams each for a different latitude.
To locate the Sun for a specific location and time: select the chart appropriate
to the latitude, the solar declination appropriate to the date, and using the
solar time to fix the position of the Sun on the diagram, read off the solar
altitude and azimuth.

(b) Solar geometry and the Atmosphere

The Atmosphere depletes the solar beam as it passes through by an amount
depending upon the length of its path, and the vertical transmissivity of the
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air (y). The path length (or optical air mass number, m) is expressed as the
ratio of the slant path taken by the beam to the zenith distance, so that:
m=secZ=1/cosZ. This is acceptable for angles of Z less than 80° (or § greater
than 10°) but closer to the horizon corrections for refraction and other
effects are necessary. It also applies to locations at sea-level. To account for
the effects of altitude values of m should be multiplied by the ratio of the
station atmospheric pressure to that at standard sea-level (101-3 kPa).

Atmospheric transmissivity (p. 13) depends on the concentrations of
gases, droplets and particles (especially ozone, water vapour, dust, clouds
and smoke) that have the ability to reflect, scatter or absorb solar radiation.
The transmissivity of cloudless, but not pure, air varies from about 0-9
when very clean to about 0-6 in haze and smog, with typical values of
about 0:84 (Campbell, 1977). The beam solar radiation on a horizontal
surface (§) or on a plane normal to the solar beam (§) at the Earth are then
given:

S = KEX\P:] and Si = IO\I};n

It should be stressed, however, that these will be first approximations.
Detailed models which account for the roles of individual atmospheric
constituents and their radiative properties are available for more accurate
assessment.

(c) Slope geometry

In order to calculate the beam radiation at a point on a slope it is only
necessary to add some further geometric relations, as illustrated in Figure
Al.4. The diagram depicts a non-horizontal surface with an approximately
SW aspect. In order to aid definition of the angles an imaginary horizontal
plane is constructed through the point of interest (i.e. the dot at mid-slope).
The slope is inclined at the anglef# to the horizontal and has the azimuth 0
. The latter is the angular measurement (degrees) between the projection of
true north onto the horizontal plane and the line formed by the intersection
of the horizontal plane with that formed by the vertical plane extending
downwards from the normal to the slope. (On Figure Al.4 i} is drawn
between this line and true north.) The geometry of the solar beam can be
defined as in section (a), above, using the zenith angle Z and the solar
azimuth angle Q, both of which are illustrated in Figure A1.4.

The best way to relate the slope and solar geometries is to use the angle
of incidence (&) between the normal to the slope and the solar beam,
where:

cos® = cosB cosZ + sinf sinZ cos(Q — O) (A1.6)
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Figure A1.4 Geometry for solar beam irradiance of a sloping plane
(see text for details).

Then the direct-beam solar radiation on a slope (§ ) is given in terms of the
beam radiation at normal incidence (S) by:

§ =38 cos® (AL7)

and from equation 1.9 (p. 13) in terms of the beam radiation received on
the horizontal (S) by:

§ =5 cos®icos 7, (A1.8)

The daily course of ¥ on slopes of various angles and azimuths (aspects), at
latitude 40°N, for the equinoxes and solstices are given in Figure 5.8, p. 173.

(d) Shape factors

The receipt of beam radiation by three-dimensional objects (tree, house,
animal) depends on their geometric form (shape) and their geometric



Appendices 347

Horizomtal

An=7ri/sin 8= nri/cos Z

Figure A1.5 Geometry of a sphere, of radius r, projected onto planes
normal to the beam (4;) and in the horizontal (4,)

relationship to the beam. The spatially averaged irradiance of short-wave
radiation (§ ) on the object can be related to the horizontal flux density (S)
by comparing the area of the shadow it casts on the horizontal (4,) and the
shadow area it projects normal to the beam (4). The case is conveniently
illustrated by consideration of Figure A1.5. Consider a sphere of radius r
and area A (=4mw2) suspended in the beam. It would cast a shadow on a
plane at right angles to the beam of area A(=m2), and on the horizontal
surface of area A,(=mr2/sinf, see caption to Figure 1.7a, p. 15). Thus the
same beam energy is spread over three different areas such that:
AS = A S = ALS

So we can see that the radiation intercepted by the object can be expressed in
terms of that on the horizontal (which is the usual plane of measurement) by:

Ay
A

where the ratio 4;/4 is called the object’s shape factor. For the case of the
sphere:

S = S (A1.9)

Ay _ wr?

“h - = [45sinB]"! = 0.25 cosec

A 4w’ sinB [ Al p

A similar shape factor in terms of the beam at normal incidence (4,/4) can
also be defined. For the sphere it is simply:
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of course due to the complementarity between /s and Z the shape factor
can also be expressed:

Ay_
A 4wt cosZ

Many simple forms are good approximations of real objects (e.g. a sphere
for a bird, a vertical cylinder for a human, a horizontal cylinder for a
quadruped, a cone for a coniferous tree, a flat plate for a deciduous leaf, a
cube for a building, etc.). Shape factors for any object can be obtained
using geometry, as above, or using shadow photography. Shape factors for
a number of these forms are given by Monteith (1973, Chapter 4), they may
be used with equation A1.9 and measurements of S to obtain the average
direct-beam loading on the object. Although emphasis here is on the radiant
receipt by an object, it is also worth noting the corollary: the absence of
beam radiation on the area A, for flat terrain, or on other objects cast in
shadow, is a significant contributor to spatial differences of microclimate.

= [4 cosZ]7! = 0.25 secZ

2 DIFFUSE RADIATION

(a) Spatial concepts and relations

Most natural materials emit radiation in all directions, i.e. diffusely. If there
is absolutely no directionality, the radiation is said to be isotropic. In order
to describe the spatial diffusion of radiation from such sources we need to
introduce two further radiant measures: the radiant intensity and radiance.

The radiant intensity (D is defined as the flux of radiation per unit solid
angle from a point source; it has the units of Watts per steradian. Figure
Al.6a illustrates the concept of one steradian which can be defined as the
solid (three-dimensional) angle ® subtended at the centre of a sphere of
radius » by an area on its surface equal to 2. Since each steradian subtends
an area 72 the number of steradians in an angle co subtending an area 4 on
the hemisphere is A/72. Figure Al.6a also demonstrates the idea of radiant
intensity since the flux of radiation (F) is emitted into a cone of ? solid
angle, so:

Figure A1.6b shows a related relationship. The flux of radiation emitted
into the infinitesimal cone of solid angle A® is distributed over the areas
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AA, to AA; at the distances 7, to r; from the point source. Assuming no
change in the flux during its passage we see that:
F

] = =
AA PR AAS Y

5 CtC.
2

so neither F nor I vary with 7, but the flux density (F/AA4) decreases
proportionally with the square of the distance from the source, i.e. F/AA=
I/72. This is the inverse square law.

Lambert’s Law states that the radiant intensity emitted in any direction
from unit surface of a full radiator varies as the cosine of the angle between
the normal to the surface and the direction of radiation (@ in Figure A1.6b).
Many natural bodies are approximately full radiators (Table 1.1, p. 12).

The radiance (N) is a measure of the radiant intensity emitted by a
source in a given direction per unit of ‘apparent source area’ as viewed
from the sink (receiver). This is shown in Figure Al.6c where an element,
of area AA, emits a cone of radiation in the direction given by the angle ®
to the normal to the horizontal. When the element A4 is projected normal
to this direction its area shrinks to AA cos® (the apparent surface area
viewed from the receiver back towards the source). Hence:

B Intensity _ I _ FAw
Apparent surface area  AA cos®  AA cos®
(A1.10)

Radiance (N)

and N has the units of Wm-2sr!.

Since from Lambert’s Law [ is proportional to cos® it follows that the
radiance of a full radiator is independent of the direction. Such isotropic
systems are often described as being Lambertian, and when many small
AA’s are summed over a whole hemisphere it can be shown that the total
emittance is simply ©N, with units of Wm-.

It should be appreciated that the reciprocal case of radiation from a
surface area on a hemisphere to the centre of the equatorial plane below
follows directly.

In practice many natural systems can be approximated as having mNV-
type radiance/irradiance (or radiance/emittance) relationships based on an
isotropic radiance distribution. For example, the reflection of short-wave
radiation, and both the emission and reflection of long-wave radiation,
from natural surfaces approximate this form. Similarly even the emission of
sky long-wave radiation and the diffusion of short-wave radiation from the
sky can be represented as isotropic for a crude approximation (but see
section 2¢). Such simplification greatly aids calculation of radiant loads on
tilted surfaces and three-dimensional objects, especially in combination
with the view factor concept which follows.
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Figure A1.6 Geometrical relationships governing diffuse radiation, (a) Definition
of one steradian and the concept of radiant intensity, (b) the inverse square law
and (o) radiance. (See text for explanation.) Note that in all cases it is assumed
that the source/receptor separation is sufficient to permit the irradiated surface of
the hemisphere to be approximated by a flat disc.
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(b) View factors

A view factor is a geometric ratio that expresses the fraction of the radiation
output from one surface that is intercepted by another. It is a dimensionless
number between zero and unity. The concept can be illustrated with the
aid of Figure A1.7 and the relationships given in the previous section.

Consider the following general case. By rearranging equation A1.10 the
flux of radiation from surface area AA4, to A4, is given:

N (of AADA®-AA,cosO, (A1.1D)

In this case A is equal to the ‘apparent surface area’ of A4, divided by
r? (i.e. Aw=AA,c0s0,/r?). Dividing both sides of equation Al.11 by A4, to
obtain the flux density, and rearranging, we obtain the radiation flux density
from AA, to A4, as:

N (of AA|) cos®; AA; cos®,
2

r

Now if we assume the total amount of radiation emitted into the hemisphere
above AA, is given by mV (of AA4,), we can represent the fraction of that
total output intercepted by A4, as the ratio:

Y, =(c0s®,AA4,c080,)/ 72 (A1.12)
where V,, is known as the view factor of surface 2 for surface 1. The
summation of the view factors for all of the n-surfaces ‘seen’ from surface 1

is unity, i.e.:

Yo tYsit+. Yy =1-0 (A1.13)

Figure A1.7 View factor geometry for two
surfaces.
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Figure A1.8 View factors for commonly occurring geometric arrangements.
Values refer to points shown by circled dots on the schematic sketches given at
the bottom. (For details see text.)

Also because the relationship is reciprocal the view factor of the first area
relative to the second is approximately equal to that of the second for the
first (i.e. Yy ;).

Some very simplified view factors for common geometric arrangements
are given in Figure A1.8. The left axis gives the sky view factor (s,), and
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the right axis the terrain view factor (i.e. Yemin=1-y). These simple solutions
only hold for the case of a completely enclosed basin and for infinitely
long walls, slopes, canyons and valleys, so that we are only concerned
with two- rather than three-dimensional arrangements.

The basin form may represent a hollow in the ground, a true geomorphic
basin or a circular forest clearing. Then the sky view factor for the point at
the centre of the basin is given by i, =cos?8 (where = tan-1(H/X)). If the
basin were a forest clearing, H is the height of the trees around the perimeter,
and X is the radius of the clearing.

The corresponding equations for the other forms are:

Wall and Slope Yoy =(1+c083)/2  Pieprain=(1-c0sf3)/2
Canyon and Valley sy =cosf Uierrain=1-COSf

The appropriate measures of H, X and js are shown in the sketches at the
base of Figure A1.8. Note that the canyon and valley cases represent points
at the centre of a symmetrical structure. Asymmetric canyons can be handled
by splitting the hemisphere above the point into two, down the axis of the
canyon’s orientation. Separate calculations for each wall quadrisphere as
P, =[(1+c0s/8)/2]-0-5 can then be summed.

The following examples will demonstrate the use of view factors. Consider
the case of the diffuse solar irradiance of a slope tilted at the angle . For a
horizontal surface D=nN (p. 350), but as the angle increases the slope’s
view factor for the sky becomes less, so:

D = 7Ny = D(1 + cosB)2 (A1.14)

From Figure A1.8 we can see that for slopes of up to 20° the reduction in
comparison with a horizontal surface is less than 3%, for 45° the reduction
is 15% and for a vertical face [¥is only 50% of D because exactly one-half
of the sky hemisphere is obscured.

Notice also that as the surface is tilted, and the view of the sky diminishes,
the view of the horizontal plane increases Weerrain = (1 = cos §1/2). If
radiation reflected by the horizontal surface (KT=Kl (o)) can also be
considered to be isotropic, the reflection received by the slope from the
plane is equal to K | (&) {1 — co= E}."E . This term is usually small, except if
the ground is snow-covered (i.e. « is large) and ,[:1‘- is large.

For completeness we can now see that radiation geometry allows us to
calculate total short-wave radiation incident on a slope () from
measurements of S, D and o on a horizontal surface:

K| = S cos®lcosZ + D(1 + cosP)2 + K| ()1 - COSE)/Z(Al 15)
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where the first term on the right-hand side is the beam input (equation
A1.8), the second is the diffuse from the sky (equation A1.14) and the third
is the diffuse reflection from horizontal terrain ‘seen’ by the slope. It follows
that the input of long-wave radiation from the sky, and both the reflected
and emitted long-wave from terrain to a slope, can be handled in an
analogous fashion to that of diffuse solar radiation.

Another example of interest is the nocturnal radiation balance of the
centre of the floor of a symmetric street canyon. Assuming a surface emissivity
of unity the outgoing long-wave radiation from the floor is simply given by
the Stefan-Boltzmann Law (equation 1.3, p. 10). The incoming long-wave
flux is however composed of two streams: that from the walls, and that
from the sky visible from the point on the floor. The former could be
calculated as P,yo, times the Stefan—Boltzmann emittance at the temperature
of the walls, and the latter as ysky multiplied by the atmospheric irradiance
of long-wave radiation.

The real world is usually not symmetrical and certainly is not infinite.
View factors for individual surfaces can be calculated but the radiation geometry
can become very complicated. A practical alternative is to use fish-eye lens
photography. The lens used to take the photographs in Figure A1.9 is
particularly helpful because it produces an equi-area image. Thus simple
estimation of the area of the surface of interest, expressed as a ratio to the
area of the whole circular image out to the horizon, defines the view factor.
Most fish-eye photographs need correction for lens distortion (Steyn, 1980).

(c) Anisotropy

For many applications the assumption of an isotropic or perfectly diffuse
radiance distribution is acceptable and of help in simplification. Here we
cannot deal with the complications introduced into calculations by anisotropy.
It is important however to briefly mention the nature of such effects.

First, as noted on p. 13, the diffuse solar radiance distribution is almost
isotropic for overcast skies (Figure A1.10a). For the cloudless case there is
greater brightness from the area around the solar disc and from around the
horizon (Figure A1.10b). The area of least radiance is found ~90° from the
solar disc. The partly cloudy case is extremely complex.

Second, the distribution of long-wave radiation from the atmosphere for
both cloudless and cloudy skies shows a minimum radiance at the zenith,
where the path length of the atmosphere is least, and increases towards the
horizon. Unsworth and Monteith (1975) suggest a zenith angle dependence
of the radiance (Mg) for long-wave radiation from points of the sky
hemisphere in the form:

T4
N(.):Ua

[a + b In(u sec®)]



Figure A1.9 Fish-eye lens photographs looking up at the sky zenith point from
(a) an open parking lot, i,~1-0, (b) beneath a single row of deciduous trees, (¢)
the floor of a small clearing in a coniferous forest, (d) the centre of the floor of a
street canyon in central Vancouver, iu,=0-41, (e) the base of one wall in a
canyon between two buildings, i,,=0-36, and () the centre of the floor of a
courtyard, ,=0-39.
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Figure A1.10 Diffuse short-wave radiance distributions (Wm-2sr1) for (a) an
overcast and (b) a cloudless sky. The outer stepped area is the local horizon. The
position of the Sun is shown by the heavy dot (after McArthur and Hay, 1981).

where a and b are empirical constants and u is the pressure-corrected
optical depth of the water vapour. This distribution should also be
incorporated into calculations of the incoming long-wave radiation to surface
arrangements, such as those in Figure A1.8 (Unsworth, 1975).

Third, we should note that there are two types of reflection from surfaces.
Radiation can be scattered in a diffuse manner, or in a specular (or mirror-
like) fashion. In the former case there is no directional character; in the
latter radiation incident at a given angle is reflected at the same angle. For
short-wave beam radiation (S) most natural surfaces act as diffuse reflectors
for f greater than 30°, but may become increasingly specular for smaller
angles. This is especially true for relatively smooth surfaces such as water,
ice, snow, etc. Natural surfaces show very little directionality for diffuse
radiation (D). At low f it is also necessary to account for the azimuthal
directionality of reflection. Water and snow surfaces show greatest reflection
in the direction of the solar beam.

Reflection of long-wave radiation from natural surfaces is small and almost
totally diffuse. Directionality is only relevant when dealing with polished
metal surfaces.
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Evaluation of energy

and mass fluxes in the
surface boundary layer

Much of modern micro-meteorology has been concerned with the
development of suitable techniques to determine the fluxes of energy and mass
in the surface layer. Here we can only deal with a few examples in each category
but this should be sufficient to give an idea of the basic instrumentation and
methodological approaches employed to evaluate many to the climatic features
dealt with in the body of the text. Some of the theoretical background to flux
evaluation is also included with the aim of helping the reader to bridge the gap
between the largely explanatory approach to atmospheric systems that is
incorporated in this book, and the more analytical treatment embodied in most
micro-meteorological texts.

Initially we consider the measurement of the standard atmospheric variables
(air temperature, humidity, wind speed and carbon dioxide). This is followed by
a review of the methods used to determine the vertical fluxes of energy and mass
which comprise the surface radiation budget, and the surface energy, water and
carbon dioxide balances. Instruments employed for routine climatological
observations at weather stations are not considered here since they are well
covered in most introductory texts or manuals. Included in this category are the
instruments used to measure air temperature (standard thermometers in a
weather screen, thermographs, and grass-minimum thermometers); soil
temperature (mercury-in-glass or mercury-in-steel thermometers); air humidity
(wet- and dry-bulb thermometers and hygrographs); wind speed and direction
(cup anemometer and wind vane); precipitation (rain and snow gauges);
atmospheric pressure (barometer); and duration of bright sunshine (sunshine
recorder).
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1 EVALUATION OF TEMPERATURE, HUMIDITY, CARBON
DIOXIDE AND WIND

(a) Temperature

In most boundary layer studies it is necessary to have remote reading instruments
so as to avoid interference with the environment being sensed. This explains the
popularity of electrical methods whose sensors can be manufactured to give
minimal interference and whose signals can be monitored at a distant location by
standard electronic recording equipment.

Thermocouples. If two dissimilar metals are joined to give a circuit, and the
junctions are at different temperatures, an electromotive force (emf) will be
generated. The value of the emf (voltage difference, AV) is proportional to the
temperature difference (A7) so that:

AV=a,AT+a,(AT): (A2.1)

In practice, for typical temperature ranges found in the boundary layer, the second
term on the right-hand side can be neglected. The constant ¢, depends upon the
nature of the metals used, for the common combination of copper and constantan
(an alloy of copper and nickel) a,=40 uv°C-1. To obtain absolute temperature
values one junction must be referenced against a known, usually constant,
temperature such as that provided by a mixture of ice and water in equilibrium. To
measure the temperature of a substance using equation A2.1 it is necessary to
know a, and to measure AV by a voltmeter or potentiometric recorder. Then
knowing AT and the temperature of the reference junction it is possible to solve
for the temperature of the other junction (the sensor). The AV signals are small
(typically 103 to 104 V) thereby requiring high quality monitoring equipment, but
the problem can be lessened by connecting a number of junctions in series so that
their outputs are added arithmetically. Then neglecting the quadratic term equation
A2.1 becomes:

AV:[ﬂ1(AT)]1+[ﬂl(AT)]2+. . .+[6l1(A7)]n (AZZ)

where n=number of junctions. Such a device is called a thermopile.

Other approaches. The principles of thermocouples have been outlined
because they are a good example of electric thermometry and because of their
use in the thermopile format as radiation and soil heat flux transducers (p.
3606), but they only represent one of many ways of sensing temperature. The
fact that the electrical resistance of metals and semi-conductors depends on
temperature is utilized in the case of resistance wire and thermistor
thermometers respectively. Similarly the resonant frequency of quartz crystals,
the speed of sound in dry air, the refraction of light, and the behaviour of
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transistors, are all temperature-dependent and have been utilized in
thermometry.

Airtemperatures

The temperature registered by a thermometer is the result of its energy balance,
and this is determined by the net heat exchanges to and from the thermometer
by radiation, convection and conduction. Ideally only a convective balance is
required, so that the thermometer approaches the temperature of the air passing
over it. Most thermometer systems are especially designed to minimize radiative
exchanges between the instrument, the Sun and its surroundings by encasing the
sensor in a radiation shield whose temperature is close to that of the air, or by
reducing its dimensions to the point where radiative exchange is minimal (e.g.
using very fine wires). On the other hand, the convective exchange can be
maximized by artificially aspirating the sensor with forced ventilation, or if this
is unacceptable by making the sensor so small that even the slightest air
movement is sufficient to prevent air from stagnating around it. An example of
a shielded and aspirated thermometer for use in boundary layer studies is shown
in Figure A2.1a.

When constructing thermometers attention should also be paid to the required
response. A very fine wire thermometer will follow the rapid turbulent fluctuations
of temperature (e.g. Figure 2.12). For certain applications this may be ideal but if
average values are required some form of integration is made necessary.
Alternatively, if the mass of the sensor is increased it provides a lagged response
to temperature fluctuations and a more easily readable output. The desired output
characteristics can usually be achieved by careful choice of the gauge of the wire
used in construction.

In many applications differences of air temperature are more important than
absolute values (e.g. in evaluating the vertical transfer of entities via flux-
gradient approaches, p. 378). Differences of the order of 0-01°C are often
required and this cannot be achieved by taking the difference between two
absolute measurements. It is better to measure the difference directly and to
reference one level to an absolute measurement. This can be achieved using a
thermopile with the junction pairs forming a difference (i.e. what would
normally be the reference junctions become sensors as part of a difference-
pair). Similar difference systems can be constructed from resistance wires or
thermistors if matched resistance elements are placed in the opposite arms of
a bridge.

Soiltemperatures
Soil temperatures vary less rapidly than air temperatures, and since radiative and
convective exchanges are virtually absent in the soil, thermometer requirements
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Figure A2.1 Wet- and dry-bulb thermometer system for measuring vertical differences of
air temperature and humidity, (a) Wet- and dry-bulb sensors and water reservoir detached
from the housing (photograph courtesy T.A. Black, Dept. Soil Science, Univ. British
Columbia), (b) Difference system showing the complete sensor housings (aspirated
radiation shields) and the reversing motor which rotates the horizontal arm at regular
intervals.
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]
L

Figure A2.2 Hand-held infra-red radiation thermometer (Barnes PRT-10) for surface
radiation temperatures.

and errors are less than in the air. The types of thermometer outlined for use in
the air are also applicable for the soil. Care must be taken to cause as little
disturbance to the soil structure as is possible when installing the thermometers.
Ideally they should be inserted horizontally from a pit excavated to one side so that
heat conduction along the leads is minimized, and soil moisture flow is not overly
disrupted.

Surfacetemperatures

The surface temperatures of leaves or the ground are difficult to measure. Very
fine-wire electrical thermometers can be attached to leaves or appressed to the
ground, but even using a large number may not give an adequate spatial sample.
Probably the best approach is to sense the surface temperature remotely by a
radiation thermometer (Figure A2.2). The instrument measures the long-wave
radiation (limited to the 8-14 pm waveband) emitted by surfaces placed in its field-
of-view. The radiation ‘seen’ by the instrument is that emitted by the surface
@t = EO'T?), equation 1.4) plus any radiation in the same waveband from the
sky which is reflected (Zd (1-8)). Since most natural surfaces are close to full
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radiators in this waveband (e=1-0) the reflected term can often be ignored, and the
apparent surface radiative temperature (7,) can be equated with the true surface
temperature (7) so that:

T,=T.=(IT/o)vi (A2.3)

The approach is very helpful because no contact with the surface is involved, and
the radiation ‘seen’ is an integration of that emitted from an area. The effect of
neglecting the variation of emissivities is of the order of 1°C for most natural
surfaces.

(b) Humidity

Atmospheric humidity is also a difficult quantity to measure with any high degree of
accuracy. There are at least thirty different instruments (hygrometers) designed to
measure humidity but most can be classified under the following five categories:
psychrometric approaches (thermodynamic methods involving the measurement of
air temperatures); absorption methods (based on changes in the physical dimensions
of substances due to moisture absorption); condensation approaches (determining the
dew-point temperature at which a water film forms on a cooled surface); chemical and
electrical approaches (based on changes in the chemical or electrical properties of
substances due to moisture absorption); radiation absorption approaches (utilizing the
fact that water vapour absorbs radiation in specific wavebands).

In practice the number of methods actually used in the field is much smaller, and
of these the simple but well-tested approach of wet- and dry-bulb psychrometry
remains the most popular. The method consists of exposing two identical
thermometers, one to measure the actual air temperature (7;), and the other (covered
with a wetted wick) to measure the wet-bulb temperature (7;,) which is lower than 7,
due to evaporative cooling. In the absence of external energy it is assumed that all of
the energy used to evaporate the water is supplied by cooling the air. So we may
equate:

Ca (Ta - Tw) = Lv (P:(Tw) - pva)

where the term on the left is the change in the heat content of the air due to
changing its temperature, and the term on the right is the latent heat required to
evaporate the water from the wick into the air. Re-arranging we obtain the
psychrometer equation:

Pva = Py, — YT — Ty) (A24)

where y=C,/L, is the psychrometric ‘constant’ which depends on temperature
and atmospheric pressure. At 20°C and 100 kPa it is 0-489 g m3K-1. analogous
equation using vapour pressure (e, and ey _,) can be written and the corresponding
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value of g is 66-2 PaK!. The variation of ywith temperature at 100 kPa is given in
Table A3.1, p. 393). Since the saturation vapour values are unique functions of 7'
(e.g. ¢* vs T'in Figure 2.15, p. 65) measurements of 7, and 7, allow calculation of
the ambient humidity using equation A2.4, or more conveniently using tables based
on this relation.

Wet- and dry-bulb measurements are subject to the same errors as for 7,
alone, and similar radiation shielding and aspiration are in order (Figure
A2.12). In addition it is important to ensure that the wick is properly wetted
and clean, and that only distilled water is used (the e* vs T relation only holds
for pure water). Determination of humidity differences to the accuracy
required in flux-gradient equations is particularly difficult. As with air
temperature differences it is advisable to measure the differences rather than
absolute values, and any systematic errors in sensors can be eliminated by
interchanging sensors at regular intervals during a measurement period (Figure
A2.1b).

Other approaches commonly in use include dew-point hygrometers
(condensation category); lithium chloride dew-cells (chemical category); and
infra-red hygrometers (radiation absorption category, see next section).

(c) Carbon dioxide concentration

The absorption of certain wavelengths of infra-red radiation by CO, can be used
to measure the concentration of this gas in the air. Air samples are drawn

Figure A2.3(a).
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Figure A2.3 (a) Cup anemometers (right) installed to measure the profile of horizontal
wind speed over a crop. Mast at the left is instrumented to measure wet-and dry-bulb,
temperature profile, (b) Propeller anemometer system mounted to measure all three
components of wind speed.

through a tube in an infra-red gas analyser and subjected to radiation from dull-
red filaments. The degree of depletion of the radiation is then related to the
amount of absorbing gas in the sample. To measure absolute CO, concentrations
the depletion in the sample is compared against that in a reference tube
containing CO,free air. When determining profile differences the air from two
different levels is compared directly in the two tubes. In the absolute mode
changes of 1 to 2 ppm can be detected; in the differential mode precision of
+0-1 ppm is possible with normal background concentrations (approximately
350 ppm.

Infra-red gas analysers can also be fitted with detectors to measure water
vapour instead of, or as well as, CO,.
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(d) Wind speed

Wind speed can be measured by rotating cup anemometers, propeller
anemometers, heat-transfer devices, differential pressure devices and acoustic
anemometers. For average horizontal wind speed the first three types are the
most used, and of these the cup anemometer is by far the most popular (Figure
A2.3a). The rotation of the vertical shaft supporting the cup arms may be
utilized to provide voltage pulses, or a continuously variable voltage signal.
Friction in the bearing plus any in the electrical contacts causes the shaft to stop
rotating before the horizontal wind actually becomes zero. Typical stall speeds
for sensitive micro-meteorological anemometers are about 0-1 to 0-3 ms. In
profile studies where small differences of horizontal wind speed are important
the anemometers must be accurately matched and calibrated, usually in a wind
tunnel.

Propeller-type anemometers can be used to measure horizontal wind speeds
if the propeller is continually orientated into the wind by a vane.

Figure A2.3b shows an array of three propeller anemometers. In this
configuration each anemometer yields the component wind vector in that
direction. They can be combined mathematically to yield the total vector wind
magnitude and direction, and can be used to observe three-dimensional
turbulent fluctuations. In confined spaces where cups or propellers cannot rotate
(e.g. crop canopy) hot-wire anemometers are sometimes used. The sensor is an
electrically-heated wire or junction whose temperature is dominated by
convective heat exchange and this can be related to the wind speed.
Unfortunately such devices respond to almost the complete wind field and not
just the horizontal or vertical components. Differential pressure devices and
acoustic anemometers (p. 378) are usually confined to work on the fine structure
of turbulence and not for average winds.

(e) Profile measurements

When making measurements of air temperature, humidity, carbon dioxide
and wind speed to estimate the vertical fluxes of heat, water vapour, carbon
dioxide and momentum it is usual to mount the instruments on a mast to
obtain profiles from which vertical gradients (e.g. dT/gz etc) or differences
(e.g. AT, can be computed (Figures A2.3a, A2.4). On such masts it is
common to space the instruments logarithmically. This is based on the
knowledge that the profiles of most properties vary with height
approximately in this fashion. Therefore greater sampling is needed near the
surface where properties are changing most rapidly with height. As a rule-of-
thumb, however, the lowest measurement level is never placed below a height
equal to five times the value of the surface roughness length (z). In addition,
if measurements are to be considered representative of the local surface the
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Figure A2.4 Meteorological tower instrumented to measure profiles of
air temperature and humidity over a forest at Thetford, England
(photograph courtesy Director, Institute of Hydrology, Wallingford,
England).

upper observation level must lie within the local internal boundary layer (see
Figure 5.2¢ and discussion).

2 EVALUATION OF RADIATIVE FLUXES

(a) Measurement

The principal instruments used to measure component fluxes of the radiation
budget are listed in Table A2.1. They represent a range of instrumental
configurations, but most modern designs are united by the use of a multi-
junction thermopile (p. 358) as the method of transducing the radiation flux into
a thermal response, and thence into a voltage signal suitable for electronic
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Table A2.1 Radiation instrument terminology.

Instrument Definiton

Radiometer Instrument measuring radiation.

Pyrradiometer Measures total radiation from the solid angle 24 incident on
a plane surface (Q| or Q1.

Pyranometer Measures short-wave radiation from the solid angle 27

(solarimeter) incident on a plane surface (K| or K% ).

Net pyranometer Measures net short-wave radiation {K").

Pyrheliometer Measures direct-beam short-wave radiation at normal
incidence {i.e. §;, see equation 1.9, p. 13).

Diffusometer Pyranometer and shade device used to measure diffuse
short-wave radiation (D).

Pyrgeometer Measures long-wave radiation on a horizontal blackened

surface at the ambient air temperature {L| or L1).
Net pyrradiometer Measures net all-wave radiation from above and below

(.

monitoring. The receiving surface of the thermopile is often covered by a dome
of glass, quartz, polyethylene, etc. which acts as: a protection from weather
damage; a spectral filter to distinguish short-from long-wave radiation fluxes;
and a means of standardizing convective heat exchange at the thermopile surface
so as to reduce the effects of wind speed to the energy balance of the
instrument.

Shorntwaveradiation

Figure A2.5a shows a typical pyranometer used to measure incoming short-wave
radiation on a horizontal surface (K{). The thermopile is covered by double glass
domes whose radiative properties are such as to only allow radiation in the band
from 0-3 to 3:0 um to pass through to the receiving surface. In this example the
receiving surface is painted with a special optical black paint so that it has a very high
absorptivity. Half of the thermo-junctions are attached to thin strips whose
temperature fluctuates rapidly as K varies, the others are attached to the body of
the instrument whose temperature varies slowly. The difference can be related to the
short-wave receipt. In another design the junctions are alternately in contact with
white- and black-painted surfaces.

An inverted pyranometer senses the short-wave radiation reflected from the
underlying surface (KT). Therefore using equation 1.11 the surface albedo (@) can be
obtained as a=KT/K{.

A pyranometer can become a diffusometer by adding a shade ring set at an
angle to obscure the sensing surface from direct-beam radiation at all times
(Figure A2.5b). The instrument therefore measures only diffuse short-wave
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Figure A2.5 (a) Pyranometer (right) and pyrgeometer (left), and (b) diffusometer i.e.
pyranometer and shade ring.
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radiation (after correction has been made for the amount of diffuse-radiation
cut out by the ring itself). If Kl from an un-shaded pyranometer is available
at the same time, then the direct-beam radiation (§) can be obtained by
difference from equation 1.10 (i.e. S=K{-D). Alternatively S can be gained
from a pyrheliometer which focuses only upon the solar disc and measures
S at normal incidence to the beam. To convert this value to that for a
horizontal surface resort must be made to the cosine law of illumination
(equation 1.9, p. 13).

In vegetation canopies where radiation fluxes vary spatially, a single,
tixed pyranometer of the usual pattern is insufficient. Sampling can be
improved either by moving the instrument along a trackway, or by
constructing an instrument with a long tubular thermopile.

All-wave radiation

The receiving surface of a net pyrradiometer is a blackened plate across
which there is a thermopile with one set of junctions in contact with the
upper face and the other set attached to the lower face. With the plate
aligned parallel to the surface the thermopile output is related to the
temperature difference across the plate, and this is proportional to the
difference between the total incoming (Qd=Kl+Ll), and outgoing
(OT=KT+LT) radiation fluxes at all wavelengths (0*=0d-OT). However, the
temperature difference is really an expression of the difference in the energy
balances of the two faces and these are affected by convective as well as
radiative exchanges. To overcome the effects of wind differences on the
two faces the plate is either forcefully ventilated at a constant rate, and/or
protected by a hemispheric dome of polyethylene. This material is chosen
because it is virtually transparent to radiation with wavelengths in the range
of 0-3 to 100 um. There are a few absorption bands in the infra-red but
these can be allowed for in calibration.

The net pyrradiometer shown in Figure A2.6 is of the polyethylene dome
type. The thin domes are kept inflated by a constant supply of nitrogen or
dry air which circulates between the upper and lower domes and helps to
equalize convective exchange. This model is also provided with exterior
ventilation which further aids convective equalization and prevents the
accumulation of dust or dew on the domes. Such substances must be
removed because they absorb radiation and therefore reduce the
transparency of the domes. For this reason no net pyrradiometer is reliable
during rain.

Long-wave radiation

A net pyrradiometer can be used to estimate the net long-wave radiation.
At night a net pyrradiometer becomes a net pyrgeometer, i.e. it measures
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Figure A2.6 Net pyrradiometer for net all-wave radiation. Tubes are to feed
nitrogen through the sensor head. The ports for external ventilation are visible
but not connected; they are located at the rear of the head and in front of the
levelling bubble.

I[*. By day, if K* is measured separately by pyranometers, it can also be
used to obtain L* by difference. But measuring either of the long-wave
components separately is difficult.

A pyrgeometer, based on the design of pyranometers, is available but is
not yet considered to be a standard (Figure A2.5a). In this instrument the
glass dome of a pyranometer is replaced by a hemisphere of KRS 5 (silicon).
It is coated with an interference filter which only allows transmission of
radiation at wavelengths greater than 3 um. The key problem is to separate
the required flux of incoming infra-red radiation from that emitted by the
detector iteself. The design attempts to do this by an electronic compensation
circuit involving a thermistor-battery-resistor network.

Another approach towards measuring Z or LT is to modify a net
pyrradiometer by removing the polythene dome from one face and replacing
it with a black body cavity. The cavity consists of an aluminium dome
whose interior is coated with optical black paint, and whose interior
temperature (7.,) is sensed by means of a thermocouple. Thus with a
cavity on the lower surface, by day the instrument output is due to the
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difference between Ol on the upper face, and the black body output of
the cavity interior (& ") on the lower face, i.e.:

Instrument output = ), — o7,

therefore by re-arrangement:

] = Instrument output + oT5,,

If K1 is available at the same time from a pyranometer then the incoming
long-wave radiation from the atmosphere (Z1) can be obtained by
difference (i.e. ZL=0l-Kl). Further, if KT from an inverted pyranometer
and Q* from a net pyrradiometer are also available, the radiation budget
(equation 1.15) can be solved for the outgoing long-wave radiation from
the surface (L), i.e.:

IT=kl-KT+Ll-O*

At night when Q=L all of the long-wave terms can be obtained using two
net pyrradiometers, one of which is equipped with a cavity.

Given proper installation and maintenance of radiometers, and appropriate
recording equipment, all of the radiation budget terms can be measured to
an accuracy of better than 5% (Latimer, 1972). However, in the absence of
such equipment, or the lack of a sufficiently dense network of observations,
there is often the need for estimation procedures.

(b) Estimation

Approaches to the estimation of radiation components fall into two broad
categories: those based on theory, and those relying on statistics.

(i) Theoretically-based approaches

A number of numerical models have been developed to estimate the short-
wave radiation incident upon the surface (Monteith, 1962; Davies et al.,
1975). Their basic approach is to compute the extra-terrestrial radiation
(Kgp) above a station (a purely geometric problem) and using known or
assumed relationships for the absorption, scattering and reflection by
atmospheric constituents (water vapour, dust and air molecules) to calculate
the proportion of Ky, transmitted to the surface. Initially this is undertaken
assuming cloudless skies, but later this value can be modified to incorporate
the effects of cloud using the observed cloud distribution, and coefficients
for absorption and reflection. The approach relies heavily upon the values
of the coefficients for transmission but is now capable of giving estimates
of K| with an accuracy approaching that of measurement with cloud-free
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conditions (~5%). The effects of cloud are more difficult to model. Obviously
with a knowledge of the surface albedo these models can estimate the
reflected flux and the net short-wave absorption.

A similar array of models are available to calculate the incoming long-
wave radiation at the surface (Yamamoto, 1952; Elsasser and Culbertson,
1960). These models are used to calculate long-wave radiation exchanges
in the atmosphere due to the absorption and emission by water vapour,
carbon dioxide and ozone. The complexity of the absorption spectra for
these gases (Figure 1.6, p. 14) is usually simplified by considered bulk
absorptivities and emissivities as a function of the temperature and a
calculated path length (based on observed profiles of temperature and
water vapour from radiosonde balloon ascents).

(ii) Empirical formulae

An alternative, but less rigorous approach is to seek statistical relationships
between the required radiation term and a surrogate atmospheric variable
which is more readily available.

Short-wave radiation (K{) has been related to the extra-terrestrial input
(Kgo and the number of sunshine hours. The value of K, places an upper
limit on the available solar radiation, and the sunshine term (from a sunshine
recorder) adjusts this to give the amount penetrating to the surface in
proportion to the sunniness/cloudiness of the day. Similarly, net all-wave
radiation (Q%) can be statistically related to K or better K*, at a given site
by a simple linear equation:

O*=a+b(Klor K¥)

where, a, b—constants derived from a linear regression analysis. Such
relationships however are only used as a last resort and then only for long-
term averages such as daily radiation totals, not hourly values. The constants
in this equation are likely to be site-specific because of the important role
of surface radiative properties in determining Q%, and this seriously restricts
the use of such a relationship.

Empirical formulae have also been developed for the long-wave radiation
terms that are awkward to measure. Following equation 1.4, the long-wave
radiation emitted by a cloudless atmosphere can be written:

Ll 1 F.:ll.l:"'-"T: (A2.5)

where g, is the atmospheric emissivity and the subscript (0) indicates cloudless
skies. Statistical regression between measured Ll ;, and screen-level (~1-5 m)
values of 7, and/or g, (the two most relevant surrogates for atmospheric
emittance) yield empirical equations for e, as given in Table A2.2. Hatfield
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Table A2.2 Formulae to calculate the atmospheric emissivity with cloudless skies
(&,0)- All equations use 7, in kelvins and e, in millibars (1mb=102 Pa).

Author Equation Remarks

1 Brunt a0 = 0-61 + (05e)”? Coefhcients show
{1932) variation with

geographic location

2 Brutsaert g,g = 0-575e%7 Coefficient from
(1975 Idso (1981)

3 1dso faiey = 070 + 5-95 X 1075 e,exp(1500/T,)
(1981}

4 Swinbank g, = 0-92 x 107 T, Only use for
(1963} T, > 0°C

5 Idso and ey0 = 1 — 0-261exp {=7-77 x 107* (273 — T,}
Jackson
(1969)

et al. (1983) reviewed these formulae and concluded that any of the first
three equations, which use both 7, and e, in combination with equation
A2.5 can provide hourly estimates of L, to an accuracy of within 5%. The
other two equations are less accurate, but have the advantage of only
requiring 7, as input.

Further, if we assume that the outgoing long-wave radiation from the
surface (LT) can be approximated by that from a full radiator at screen air
temperature (this assumes that the surface emissivity e, is unity and that the
surface-screen temperature difference (7,-7,) is negligible), then using
equation 1.14 the surface net long-wave radiation with cloudless skies is:

Lig = oT3 (g0 — 1)
Clouds have a strong influence on long-wave exchange because they are
almost full radiators. The most common approach to estimating the effect of
cloud upon L is to modify the cloudless sky value by a non-linear cloud term:

Li=L\L<O)(1+anZ)

and for L*:
L* = Lipll = bn®}
where the constants a and b allow for the decrease of cloud-base temperature

with increasing cloud height (Table A2.3), and 7 is the fraction of sky
covered with cloud (expressed in tenths on a scale from zero to unity).
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Table A2.3 Values of the coefficients used to allow for decreasing cloud temperature
with height (modified after Sellers, 1965).

Cloud type Typical cloud Coefficients
height {km)
a b

Cirrus (Ci} 12:20 0-04 0-16
Cirrostratus (Cs) 8:39 0-08 0-32
Altocumulus (Ac) 3-66 0-17 0-66
Altostratus (As) 2-14 0-20 0-80
Cumulus (Cu) 0-20 0-80
Stratocumulus (Sc) 1-22 0-22 0-88
Stratus (St) 0-46 0-24 0-96
Fog 0 0-25 1:00

3 EVALUATION OF CONDUCTIVE FLUXES AND
HEAT STORAGE

Ideally the conduction of heat in the soil (or other solid substance) can be
calculated from equation 2.5 if the thermal conductivity and vertical
temperature gradient are known. In practice the variability of the conductivity
usually renders this approach impractical.

A better method is the use of a soil heat flux plate. Analogous with the
sensor of a pyrradiometer, the plate consists of material of known thermal
conductivity and the temperature difference across its upper and lower
faces is measured by a thermopile. To protect the faces, and to ensure good
thermal contact with the soil into which it is inserted, the faces are often
covered by thin metal plates. When the sensor is placed horizontally within
the the soil or other medium of concern, its electrical output is proportional
to the temperature gradient across the plate and the heat flux through. The
plate should be small so as not to greatly disrupt the soil and its drainage,
and be made of a substance with thermal properties approximately the
same as the soil so as not to create an anomalous thermal pattern.

To avoid radiative and convective errors the plate must be buried at least
10 mm below the surface. Depending on the nature of the soil and the
presence of plant roots it may be necessary to install it at 50 mm or even
100 mm. The deeper it is inserted, the less it represents the surface heat
flux. Vertical heat flux convergence by day, and divergence by night, in the
layer between the surface and the plate will cause it to under- (or over-)
estimate the value of Qg at the surface. The difference between the surface
value (Qgp) and that at the depth z of the plate (Qg,) is due to change of
heat storage (AQy) in the layer Az. From equation 2.2 (p. 36) the value of

AQs is seen to be given by, , (AT /At)Azso we can write:
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O = Qs + CIAT/ANAZ (A2.6)

The storage term can be evaluated using observations of the heating or
cooling rates across the layer Az using simple thermometry. The approximate
value of the soil heat capacity can be obtained using simple soil analysis.
Following de Vries (1963):

Cs= qllinxmin+ Corg‘xorg+ Cw‘xw+ aixa

where X, X, X, and x, are the volume fractions of soil occupied by
minerals, organic matter, water and air respectively. Since C, is very small
compared with the other values the last term can be neglected without

great error. Inserting typical average values for the C’s:
Cs 21 '92-xmin2 : Sxorg+4' 18xw

X, can be found by oven-drying soil samples (see p. 388), x,, can be
obtained by firing-off such material in a furnace, leaving x,,;, as the residual.

Heat storage change in complex systems such as the canopy and trunk
layer of a forest can be found by summing the storage by each of the
components (e.g. the sensible heat in the air and biomass and the latent

heat in the water vapour).

4 EVALUATION OF CONVECTIVE FLUXES

Much of the field of micro-meteorology has been concerned with attempts
to characterize the state of the turbulent atmosphere and in devising methods
to evaluate the vertical transfer of entities by convective motion. Here it is
neither appropriate nor possible to consider this work in detail so we will
concentrate upon an explanation of the methodological principles involved.

There are two basic approaches towards the measurement of vertical
fluxes in the surface boundary layer. First, there is the eddy fluctuation
method which seeks to measure the flux directly by sensing the properties
of eddies as they pass through a measurement level on an instantaneous
basis. Second, there are the profile (or flux-gradient) methods which seek
to infer the flux on the basis of average profiles of atmospheric properties
and the degree of turbulent activity.

(a) Eddy fluctuation method

All atmospheric entities show short-period fluctuations about their longer
term mean value. This is the result of turbulence which causes eddies to
move continually around carrying with them their properties derived
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elsewhere. Therefore we may write that the value of an entity (s) consists
of its mean value (s), and a fluctuating part (s”), so that:

s=s+s~ (A 2.6)

where the overbar indicates a time-averaged property and the prime signifies
instantaneous deviation from the mean. The vertical wind trace in Figure
2.12 (p. 60) illustrates these two components: the horizontal line at w=0 is
the value w since at an extensive site mass continuity requires that as much
air moves up as moves down over a reasonable period of time (e.g. 10
min); and the detail of the fluctuating trace gives the value of w” at any
instant as a positive or negative quantity depending upon whether it is
above the mean (an updraft) or below it (a downdraft).

The properties contained by, and therefore transported with, an eddy
are its mass (which by considering unit volume is given by its density, p),
its vertical velocity (w) and the volumetric content of any entity it
possesses(s). Since each one can be broken into a mean and a fluctuating
part the mean vertical flux density of the entity (S) can therefore be written:

S=F+plliw+w)E+s) (A2.7)

which upon full expansion yields:

§=(pees + pios’ + f's + f's' 4 o 4 p's 4 pT 4 pTw's) )
(A2.8

Although equation A2.8 looks rather formidable it can be greatly simplified.
First, all terms involving a single primed quantity are eliminated because by
definition the average of all their fluctuations equals zero (i.e. we lose the
second, third and fifth terms). Second, we may neglect terms involving
fluctuations of p since air density is considered to be virtually constant in
the lower atmosphere (i.e. we lose the sixth, seventh and eighth terms.
Third, if observations are restricted to uniform terrain without areas of
preferred vertical motion (i.e. no ‘hotspots’ or standing waves) we may
neglect terms containing the mean vertical velocity (i.e. we lose the first
term). With these assumptions equation A2.8 reduces to the form of the
relation underlying the eddy fluctuation approach, viz.:

5=pw's' (A2.9)

where the bar over the p has been dropped since it is considered to be a
constant. At first glance it might appear as though this term also could be
ignored since both w” and s~ averaged over time will be zero. However, the
overbar denotes the time average of the instantaneous covariances of w
and s (i.e. the time average of their instantaneous product) and this will
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only rarely be negligible. Note that this technique is also called the eddy
correlation method.

In terms of the fluxes and entities with which we are concerned, equation
A2.9 can be written:

= —puw (A2.102)
On = Cu'T (A2.10b)
O = L', (A2.100)
Fr = w'pl (A2.10d)

and, Figure 2.12 very clearly illustrates how the product of w and T
fluctuations combine to produce an instantaneous sensible heat flux (Qp.
The time average of this heat flux is the value given by equation A2.10b.

To obtain the fluxes given by these equations it is necessary to have
instruments which can very rapidly sense virtually every variation in the
vertical wind velocity and in the entity under study, and processing and
recording equipment must be capable of integrating and/or quickly recording
very large amounts of information. The response of the instruments should
be matched, and sufficiently fast to sense the properties of the smallest
eddies capable of contributing to the transport. Since the size of eddies
increases with height these requirements become increasingly harder to
meet closer to the ground.

Typical w sensors for eddy fluctuation instruments include hot-wire
anemometers, differential pressure devices and acoustic anemometers. At
heights greater than about 4 m the vertical propeller anemometer is adequate
(Figure A2.3b). Temperature is measured by fine-wire resistance or
thermocouple elements or acoustic thermometers, and both water vapour
and carbon dioxide by infra-red gas analysers. Vapour can also be sensed
by very fine wet- and dry-bulb thermometers and chemical hygrometers.

Figure A2.7 shows instruments capable of measuring turbulent fluxes via
the eddy fluctuation approach. The vertically oriented acoustic anemometers
(w) and the fine-wire thermocouple (T) combination can give Q. The
anemometer plus the infra-red hygrometer (p,) combination can give E or Q.

The instrumental requirements still keep the eddy fluctuation method
from being widely used but continued technological advances promise to
make it more practical. The method has the great advantages of being
based on an essentially simple theory; of measuring the fluxes directly; and
of requiring no additional specifications of the nature of the surface (such
as roughness) or of the atmosphere (such as stability).

If Qy or QO are measured using the eddy fluctuation method, it is usually
fairly straightforward to find the other. With additional measurements of Q*
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Figure A2.7 An acoustic anemometer-thermometer system (right middle ground);
it includes a pair of sound transmitter-receiver heads and a fine-wire
thermocouple thermometer, the heads have a vertical separation of 100 mm; an
infra-red hygrometer (centre foreground). The radiation source and detector are
separated by a vertical distance of only about 10 mm.

(by net pyrradiometer) and Qg (by soil heat flux plate) the other turbulent
flux density can be solved as the residual of the surface energy balance
equation. This is called the eddy fluctuation-energy balance method.

(b) Profile methods

There are two basic profile methods: the aerodynamic and the Bowen
ratio-energy balance. Both rely on the similarity principle. This holds that
the diffusion coefficients for momentum, heat, water vapour and carbon
dioxide are equivalent, i.e.:

Ky=Ku=Ky=K¢
and by extension to the aerodynamic resistances:
Vam=Tan="av="ac

This may be interpreted to mean that an eddy is non-discriminatory with
respect to the property being transported. It will carry momentum, heat,
vapour or carbon dioxide with equal facility. Thus determination of one K
or r determines them all. Further, if we take ratios of turbulent flux density
equations the K’s and 7’s cancel. For example, using equations 2.9, 2.12,
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2.14, 2.17 or 2.18a—d in their finite difference forms, and with all differences
taken over the same height interval, we find:

QE _ LVA!_JV QH - CaA-T FC - Aﬁc

T —pAu' Qr LAp,) T —pAW ete.
This is advantageous because measurement of two appropriate property
differences, over the same height interval, and the knowledge of one flux
enables the other flux to be obtained. For example, in the case of the first
ratio listed a measure of 7 plus the differences Ap, and Au allows
determination of Q. Alternatively even if equality of the K’s cannot be
assumed a knowledge of the behaviour of their ratios (e.g. K/Ky, etc.)
allows the fluxes to be evaluated.

Aerodynamic approach

It should be pointed out that the un-modified aerodynamic method only
applies under the following restricted conditions:

(i) neutral stability—buoyancy effects are absent;
(i)  steady state—no marked shifts in the radiation or wind fields
during the observation period,
(iii)  constancy of fluxes with height—no vertical divergence or
convergence;
(iv)  similarity of all transfer coefficients.

Under these conditions the logarithmic wind profile (equation 2.10) is valid,
and the wind gradient (du/dz) is found to be inversely proportional to the
height above the surface (z). Since the constant of proportionality can be
equated to the slope of the neutral wind profile (i.e.k/u., equation 2.10) it
follows that:

u=kz(du/0z) (A2.1D)

and substitution of equation 2.11 (s = sfp) in A2.11 and the use of finite
differences gives an expression for the vertical flux of horizontal momentum
(7) in terms of wind speed differences alone:

t=pk2z2(Au/Az)?

where z is the log mean height (=(z,-z))/In(z,/z,)). Now with a measurement
of one flux (7) and invoking the principle of similarity we can use ratios of
fluxes involving 7 to obtain:

Oy = —C, k%2 [iit—ﬁ %T} (A2.122)
z
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22 A8  Ap,
O = —L, k% i M.] (A2.12b)
_ L L (AE AR
i. = _k—:- b — A212
' l:-.'.‘l.z Ar :I ¢ ©

These are the neutral stability aerodynamic equations.

An alternative set can be derived from the neutral wind profile equation
2.10. Writing the equation for two heights z; and z,, and subtracting the
lower from the higher, we see that the friction velocity can be found as:

IE' [ﬂl'_l - E|| kl:'lﬂ
inz; = Imz,)  Inlzaz)

M. =

Since from equation 2.11 w.=(¢/rV2 it follows that:

. AR T
7= ok [ Infzafzy) }
and from similarity:
g AT
Qll - -'l"r ““I:‘:.“rz_lj;.:' (A2.132)
&E ' -:Ill-]l\.
R ' i (A2.13b)
L In{zy 2]
and:
Fo= —k e (A2130)
[Inizaizy}]*

There are two major limitations to the use of this approach deriving from
the necessary assumptions of neutral stability, and similarity of all coefficients.
The former restricts its use to a very narrow range of natural conditions,
and to periods when fluxes are likely to be small. However, even given a
means to extend these equations for use in non-neutral stability, there is
concern that the similarity principle does not apply (especially with regard
to K,p. There is an extensive literature concerned with attempts to extend
the aerodynamic method by incorporating adjustments which depend upon
stability and which include empirical terms to account for non-similarity of
the diffusion coefficients. Here we will review one simple approach.

The Richardson Number (Ri) is a convenient means of categorizing
atmospheric stability (and the state of turbulence) in the lowest layers:

(ATIAZ)
Riw &0 ’
T (AdilAz)? (4219
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where g—acceleration due to gravity (ms2), T—mean temperature inthe
layer Az (K), and Ri is a dimensionless number. In general terms equation
A2.14 shows that Ri relates the relative roles of buoyancy (numerator) to
mechanical (denominator) forces (i.e. free to forced convection) in
turbulent flow. Thus in strong lapse (unstable) conditions the free forces
dominate and Ri is a negative number which increases with the size of
the temperature gradient but is reduced by an increase in the wind speed
gradient. In an inversion (stable) Ri is positive, and in neutral conditions
Ri approaches zero.

The neutral form of the aerodynamic equations can be generalized
according to stability (as given by Ri) in the following manner. From equation
A2.11 rearrangement gives the neutral wind gradient as:

an M
—_— = (A2.15)
dz ks

and in the general case we may write:
b
C (A2.16)
dz k2

where, ®,—dimensionless stability function to account for curvature of the
logarithmic wind profile due to buoyancy effects (Figure 2.10e). The value
of ®@,, is unity in the neutral case (i.e. equation A2.16 collapses to A2.15),
and is greater or less than unity in stable and unstable conditions respectively.
Similarly the neutral temperature, humidity and carbon dioxide gradients
can be generalized to read:

-I.FT. Q| |
—_—— — (A2.172)
Az Cohigz
'ﬁ'ﬁ'\r QE
ol . b (A2.17b)
dz I Bz v
. Fe
and e _ T (A2.170)
an iz krez " ¢

where ®; @, and ®. are dimensionless stability functions for heat, water
vapour and CO,, Hence the operational equations A2.12a—c become:

. 3 (AR AT 1
= =, 55 (i ey (A2.18a)
hy 2 {.iz -.‘|.r_:| [Py Dy
I'Ii-l_ l_l_.' k1 _
Op = —L, H‘Illaj : -ﬁ--}[mmmw; ! (A2.18b)
Fo = -k (‘"“E %.Il':‘:':ﬂm(::l_l (A2.18¢)
Az Az!
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Completely analogous modifications are applicable to the A2.13a—c set of
neutral equations.

Observations suggest that ®,=®,=®.=®,; moderately stable conditions,
but that thy; = b, = - = i, in the unstable case. Further empirical
evidence leads to the following description of the stability functions used
in equations A2.18a—c:

Stable case (Ri positive)
(@, ®@,)-1=(1-5 Ri)2 (A2.192)

Unstable case (Ri negative)
(©y®,)1=(1-16 Ri)3/4 (A2.19b)

where @, is the appropriate stability function for the property being
transferred. These relationships are plotted on logarithmic co-ordinates in
Figure A2.8, which also shows the types of flow regimes existing under
different stability conditions. When the atmosphere is neutral (Ri between
+0-01) thermal effects are minimal and only forced convection is present.
Moving towards greater instability (to the right) buoyancy effects grow in
importance through the mixed regime, and at values of Ri larger than -1-0
only free convection is in operation (weak horizontal motion, very strong
convective instability). Conversely moving from neutrality towards greater
stability (to the left) negative buoyancy increasingly dampens turbulent
motion so that beyond Ri values of about +0-25 the flow is virtually laminar
and vertical mixing is absent (weak horizontal motion, strong temperature
inversion).

In summary, although the basic aerodynamic approach is only applicable
in neutral conditions semi-empiric relationships can be used to extend its
usefulness to a wide range of stability regimes (i.e. by substituting equations
A2.19a, b in equations A2.18a—c). The evaluation of fluxes via this method
requires the accurate measurement of a wind difference, and the difference
of a related property (usually over the same height interval). Theoretically
only two levels are required, but in practice this is open to error in a single
instrument, so it is advisable to use a number of heights and average the
differences. Figures A2.1b, A2.3a and A2.4 illustrate instrumental arrays
designed to obtain these differences in the field. Should the height of the
surface roughness elements necessitate the inclusion of a zero-plane
displacement (d) in the wind profile (equation 4.5), the 22 term in equations
A2.12a—c, A2.18a— and the z,, z; terms in A2.13a—c should be modified
accordingly. Averaging periods of about 30 minutes are normally appropriate.

Bowen ratio-energy balance method

The energy balance approach to estimating convective fluxes seeks to
apportion the energy available (Q*~Qg, or O*~AQs) between the sensible
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Figure A2.8 Non-dimensional ‘stability factor’ (®y,®.)1 plotted
logarithmically against the Richardson number stability parameter.
Fluxes calculated in non-neutral conditions using flux-gradient
equations valid for neutral conditions must be multiplied by this
factor. Also showing the characteristic flow regimes at different
stabilities (after Thom, 1975).

and latent heat terms by considering their ratio, 8 (given by equation 2.16,
p. 69). Assumptions (ii) and (iii) necessary to the aerodynamic method also
apply in this case. On the other hand, this method has the advantage of not
being stability-limited because it only requires similarity between Ky and
Ky, and not K. Since it can be shown that K;;/Ky=®y/®y and that ®;=d, for
all stability regimes (p. 382) it follows that Ky; and K are similar, and therefore:

Oy AT

A= 0.7 Lo,

(A2.20)

From the surface energy balance (equation 1.17) the individual turbulent
fluxes are given in terms of s as:
Qu=B(Q*-Qa)/(14f5) (A2.21a)

and
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Q=(0"-0)/(1+) (A2.21B)

Therefore to evaluate Q; and Q;, over an extensive surface all that is required
are accurate measurements of Q* (net pyrradiometer), Q; (soil heat flux
plate) and /5 from temperature and humidity differences over the same
height interval (e.g. using the reversing wet- and dry-bulb system in Figure
A2.1b). Averaging periods of about 30 min are found to be appropriate.

(c) Combination Model

The Combination Model approach to estimating evapotranspiration combines
aerodynamic and energy balance principles into an equation which includes
the energy availability, the drying power of the air and the state of turbulence,
in a form that only requires relatively easily observed variables.

The approach rests upon a simple but very useful linearization of the
temperature vs saturation vapour concentration curve (Figure 2.15, p. 65)
attributed to Penman. Take a small part of the curve, as illustrated in Figure
A2.9; the vapour difference driving evaporation from a wet surface is that
between the saturation value at the surface temperature and the actual
value in the air, i.e. @i = fvs). From Figure A2.9 we see this to be the
sum of two parts. The first is the difference between the saturation vapour
densities of the surface at temperature 7, and the air at 7,. This can be
expressed simply by approximating the actual slope s of the curve by a
straight line, i.e. s = dp% /AT = ApSfAT . The value of s is then applicable
to the mid-point temperature (7;+7,)/2, although for most cases the error in
using the slope at T, alone is small. The variation of s with 7"is given in
Table A3.1, p. 393. With this linearization the required difference
(@50 = #%w) is s(Ty-T)). The second part is the difference between the
actual and the saturation vapour density at the air temperature 7,. This is
simply the vapour density deficit of the air; pdd, = P = PaTherefore,
we may write:

ety — Do) = 5{Ty — T,) + vdd, (A2.22)

Saturated surface

Using the simple resistance formulation (p. 70) the turbulent latent heat
flux density between a saturated surface and the non-saturated air above is

e = Ly (B — pralitay

where, 7,, is the aerodynamic resistance to water vapour transport.
Substituting equation A2.22:
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Figure A2.9 Saturation vapour density vs temperature diagram showing Penman’s
transformation.

Q=L S(To-TO+Lvdd ) 1y (A2.23)
Since the sensible heat flux density is:
On=C,(T-T)/Taua (A2.24)

substitution in A2.23 gives:

- L.;EQHFJH I.,'i-rdﬂl‘
QE . "-'I.rr.l"-l' I‘

Fav

From the surface energy balance Qy=0*-Q;-Of, and the psychrometer
constant y=C,/L, (p. 362), and if we assume similarity of #,;; and 7,

v,
Qe = = (0 - Qo - Qe) + 2
¥ ¥
which after re-arrangement can be written:

R S Cvdd Sy
e Py (2 Qo) + ety

This is the Combination Model for the case of a saturated surface. It is
similar to the form suggested by Penman in 1948. It consists of two terms:
the first, called the ‘energy term’, depends only upon the absolute temperature
and the energy available for turbulent transport; the second is the ‘advection’
or ‘vapour deficit’ term which combines the roles of the dryness of the air
with the aerodynamic resistance to transport.

(A2.25)
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The data necessary to implement equation A2.25 are relatively easily
available, and require measurements at only one level. For a simple surface
the first term requires only a radiometer, a heat flux plate and a thermometer.
Standard humidity measurements will suffice for the vapour density deficit
of the air. Re-arranging equation A2.24:

lI:11:. o T-I:
Faq = =———
H h

then substituting the neutral aerodynamic equation for Q;; (equation A2.13a):
ra=ln(z/z)/ keAu (A2.26)

This requires knowledge of wind speeds at two heights.

Alternatively if z, is known we can set 2=z, and since at z, #=0 only u,
is needed to assess 7. Because this expression was derived using the
aerodynamic equation it already assumes similarity of diffusion coefficients
therefore by extension it also gives the values of 7,y, 7,y and 7,c. In strongly
stable or unstable cases A2.26 should be multiplied by ®,,. This requires a
measure of stability such as Ri.

The Penman equation derived assumes 7,y ~ 7,5 Over some complex
surfaces the sources and sinks of water vapour and heat may not be co-
located, this could lead to errors because the pathlengths over which the
resistances are calculated would be different.

For small objects such as leaves the Penman equation is applicable if 7,
is replaced by the boundary layer resistance, 7,. The heat storage term may
be small enough to be neglected.

If the air travels a long distance over a wet surface, its lowest layer is
likely to be close to being saturated. Then vdd, becomes very small and
equation A2.25 collapses to:

5 " .
Qe = pyr E - Ol (A2.27)

which is referred to as ‘equilibrium’ evapotranspiration. In practice large-
scale weather events and mixing throughout the planetary boundary layer
nearly always maintain a vapour deficit in the air, even over extensive
oceans. Therefore evaporation over saturated surfaces is usually greater
than the ‘equilibrium’ rate. Empirical results from a wide variety of wet sites
suggest that equation A2.27 should be adjusted upward by a factor of 1.26
as originally suggested by Priestley and Taylor (1972).
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Partly saturated surface

Most surfaces are only partly saturated. The Combination Model (equation
A2.25) can be modified to accommodate this by introducing a surface vapour
density deficit; vddy = (pha — el
$(0* — Qg + [C,(vdd, — vddy}|fra

5+

h =
which after re-arrangement becomes:
(s++Crvddy/ (1 Qp)=IsS(Q*- Q)+ vdd,/1.4)/ Qg

The appropriate resistance to vapour transfer at the surface is the canopy or
surface resistance, r.=L (vdd,)/Q; (see p. 127). Substituting », we have:

Cor . o
(s + ) + ——= = [¢(0% — Q) + C, - vdd, lr,u)Ox
L\"FJH

and since y=C,/L, (p. 362), after re-arranging:
QE=S(Q*-QG)+C‘&.Udda/ruH_(S-'—’y)_F/}(rt/rJH)

which, writing it in its more familiar form, is the Penman-Monteith version
of the Combination Model:

s [10* = Dl + C, - vdd, (r4]
Op = Q= Qo) + G, et (A2.28)
s+ oy I+ roir,y

When dealing with an open water surface 7.=0 and equation A2.28 collapses
to A2.25. For a full vegetation cover 7, is related to the areal average stomatal
resistance as given by equation 4.12 (p. 127).

The difficulty in using the Penman-Monteith model is the evaluation of
r.. For vegetation it is possible to measure the average stomatal resistance
of a canopy using a porometer but it is a laborious procedure. Considerable
effort is being expended to use measurements of Q (from eddy fluctuation,
profile or lysimetric methods) in conjunction with other observations and
equation A2.28 to study the behaviour of 7. The aim is to seek simple
parameterization schemes for 7.

It is now realized that surface evapotranspiration is controlled by more than
the characteristics of the surface and the surface layer. The dynamics of the
total planetary boundary layer are involved including the entrainment of dry or
moist air from above the mixed layer (e.g. McNaughton and Jarvis, 1983). Low
plant covers with relatively large aerodynamic resistances are relatively poorly
coupled to the bulk of the boundary layer, hence their evapotranspiration
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regime tends to be more closely tied to the available energy term, especially
O, than to the vapour deficit. Tall vegetation systems are strongly coupled to
a deep layer of air and Q; can be closely related to the variations of vdd,;
turther discussion of such differences are given on p. 154.

5 EVALUATION OF THE WATER BALANCE

The component terms of the water balance equation of a soil column
(equation 1.19):

D=E+Ar+AS

operate over different time scales (p is discrete, Ar can be semi-discrete,
and E and AS are continuous variables). However, over relatively long
periods (e.g. one week or more) all the terms can be evaluated to provide
a budget estimate. This is commonly undertaken on the scale of a whole
catchment basin, a lake or a glacier. Precipitation (p) is measured with
standard rain gauges arranged in a suitable network for spatial sampling,
and net runoff (Ar) by hydrologic stream gauging at the boundaries of the
system. Therefore if either soil moisture change (AS) or evaporation (E) are
evaluated the budget is obtained, providing deep drainage to or from the
system can be neglected.

Soil moisture change can be measured by a regular programme of
measurement using the simple gravimetric or tensiometer methods, or the
neutron-scattering technique. The gravimetric method involves direct
sampling using an auger to remove soil from the required depths. The
weight loss after oven-drying at 105°C gives the water content by weight,
and knowledge of the soil’s bulk density allows calculation of the soil
water content by volume (8):

S=Water content by weightxSoil bulk density

Tensiometers measure the soil moisture potential (). The simplest form
consists of a porous ceramic cup attached by a tube to a pressure sensor
such as a mercury manometer. The cup is filled with water and placed at
the required depth in the soil. As soil moisture is depleted water moves out
of the cup and a suction is created which is directly related to the soil
moisture potential. Values of potential are primarily of use in determining
plant water availability but since v is related to S (Figure 2.7) these data can
also be used to obtain AS. It should however be noted that the relationship
depends upon soil texture (the texture classes in Figure 2.7 are only
approximations), and is different for the same soil depending whether it is
drying or wetting.

The neutron-scattering approach is based on the fact that fast neutrons
are slowed by collision with hydrogen atoms, and in the soil hydrogen is
most abundant in water. Neutron soil moisture meters operate by inserting
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a radioactive source of fast neutrons, and a detector of the density of slow
neutrons, into the soil by means of an access tube. The count rate of slow
neutrons returning to the detector after being scattered by hydrogen atoms
can be related to the amount of water in the soil within a sphere of radius
about 0-10 m from the probe. The method is potentially accurate but great
care must be exercised in the placement of the access tubes so as not to
disturb the soil, and to avoid excessively stony sites. Ideally the neutron
meter readings should be calibrated against gravimetric determinations for
a particular soil.

In the case of the water balance of a lake the AS term relates to changes
in the water volume which can be approximated by observations of the
lake depth. For a glacier it relates to changes in the height of the glacier
surface due to precipitation accumulation or ablation.

Evaporation on the basin, lake and glacier scale can be obtained by
residual after evaluating p, Ar and AS as above, or from empirical equations,
or from the aerodynamic and energy balance approaches outlined in the
preceding section as long as there is appropriate spatial sampling.
Evaporation from saturated surfaces (e.g. open water, melting ice, well-
watered vegetation) can also be estimated from a simple bulk aerodynamic
equation involving the mean wind speed and the difference of humidity
between the surface and the air, viz.:

E=-Dq,uu,Apy (A2.29)
-'_‘\-._?_
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(b) A giant ‘floating’ lysimeter containing a mature Douglas fir
tree at Cedar River, Washington. The observer (centre left) is
reading the manometer which monitors mass changes by the
soil-tree monolith. Tensiometers are installed both inside and
outside the lysimeter to ensure that similarity of moisture
content is maintained. The brace in the foreground prevents
rotation, and the tree is lightly ‘guyed’ to surrounding trees to
prevent it falling over in high winds.

where D ,—Dalton number which varies with stability and height but for
water surfaces is usually approximately 1-5x10-3. Other approaches include
attempts to relate £ almost entirely to the available energy (i.e. Q* -Qg), and
those which combine both bulk aerodynamic and energy factors.



Appendices 391

At a level site where Ar is negligible the water budget approach can be
used to estimate evaporation totals over periods as short as 1-3 days, as
long as AS is sampled down to the depth where vertical water exchange is
absent. In order to gain hourly measurements of E it is necessary to use
micro-meteorological techniques (e.g. converting the latent heat transfer
equations A2.10c, A2.18b, A2.21b, A2.25 and A2.28 to mass by dividing by
L) or the lysimetric approach. A [ysimeter is a true water balance device
which hydrologically isolates a volume of soil (and its plant cover). In the
most accurate examples an undisturbed soil monolith is enclosed in a water-
tight container (at least 1 m deep, and 1 to 6 m in diameter) with only its
upper side open (Figure A2.10a). This arrangement allows complete
specification of the water budget of the soil monolith because p can be
measured, Ar is zero, and any deep drainage is either monitored in a sump
or kept zero by providing no outlet. Therefore any changes in the mass of
the tank must be due to evapotranspiration (including dewfall) or any
irrigation applied (i.e. changes in storage, AS must be related to the mass
flux of water to or from the atmosphere, E). Mass changes by the lysimeter
are monitored either by a mechanical balance system installed under the
monolith, or by changes in the hydrostatic balance of a fluid system which
transmits pressure changes to a manometer as changes of fluid level. Both
of the examples in Figure A2.10 are of the latter, ‘floating’ design. In the
most accurate lysimeters E can be evaluated to within 0.02 mm water
equivalent.
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Table A3.1 Temperature dependence of thermodynamic properties at 100 kPa.

T Pa L, Lg ¥ st
{*C) (K) (kg m™?) (M] kg™") (gm K™ (PaK'} (gmK™

-30 243-2 1-433 2:575 0264  0-562 63-1 0-04
—25 2482 1-404 2562 0277 0-553 63-4 0-06
-20 2532 1-376 2-549  0-289 0-545 63-7 0-09
—-15 2582 1-349 2-537  0-301  0-537 64-0 0-13
-10 2632 1-324 2-525  0-312 0-530 64-3 0-18
-5 2682 1299 2-513  0-323 0-522 64-6 0-25

0 2732 1275 2-501 0-334  0-515 64-9 0-33

5 2782 1-252 2-488 0-508 65-3 0-45
10 283-2 1-230 2-476 0-502 656 0-60
15 2882 1-209 2-464 0-496 65-9 0-78
20 293.2 1-188 2-453 0-489 66-2 1-01
25 2982 1-1e8 2-442 0-483 66-5 1-30
30 3032 1-149 2-432 0-477 668 1-65
35 3082 1131 2-422 (-472 67-0 207
40 3132 1-113 2-413 0-466 67-3 2.57
45 3182 1-095 2-404 0-460 67-6 317

T Values with respect to water not ice surface.

Sources: List, 1966; Monteith, 1973. L, above 0°C and all values of s are based on the
equations of Henderson-Sellers, 1984, and Lowe, 1977, respectively.

Symbols: p,, p,, — densities of air and water; L,, L; — latent heats of vaporization and fusion;
v — psychrometric constant; s — slope of saturation humidity vs temperature curve; k, —
thermal conductivity of air; Ky, Knas ¥va — molecular diffusion coefficients in air of heat,
momentum and water vapour.
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Temperature-dependent properties

a

s+ ¥ P k a KHa Khia Kyy
{Pa K™Y kg m™H (W m™1 sThx 1079
K 'x 107¢
4-79 0-07 22-8 16-5 11-7 187
7-27 0-10 997-9 236 17-7 12:6 20-0
10-81 0-15 999-2 240 18-3 12.9 20-5
15:78 0-20 999.9 24-3 18-9 13-3 21-2
2263 026 999.9 246 165 13-7 22:0
31-94 0-32 999-7 250 20-2 14-2 22.7
4438 0-39 9661 253 20-8 14-6 234
60-81 0-47 998-2 25-7 213 151 242
82-21 0-54 997-1 260 222 15-§ 249
109-75 0-61 995.7 26-4 228 160 257
144-76 0-67 9941 26-7 2345 16+4 26-4
18878 0-73 992-3 27-0 242 16-9 27-2
243-55 0-77 990-2 27+4 24.9 174 280
311-00 0-81
39331 0-84
49286 0-87
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Appendix A4

Units, conversions and

constants

(a) SYSTEME INTERNATIONAL D’UNITES

The units used throughout this book belong to the Systeme International
(SI). This system utilizes a small number of ‘base’ units from which other
‘derived’ units can be conveniently obtained. Derived units can be related
to base units by the processes of multiplication or division using unity as
the only multiplying factor.

The base units used in this book are:

Base unit Dimensions SI units
Length L m (metre)
Miass M kg (kilogram}
Time T s (second)
Tempcrature ] K (kelvim)t

t The unit temperature of one kelvin is the same as the #nit degree Celsius (°C).
The Kelvin and centigrade scales however differ in respect of the point at which
they are based. The Kelvin scale has 0 K at absolute zero (theoretically where
molecular motion ceases and a body contains no heat energy), whereas the
centigrade scale has 0°C at the freezing point of water. The two are therefore
linked by: °C=K-273-15.

(b) SIDERIVED UNITS

Table A4.1 lists the important quantities used in this book. All are stated
in terms of the dimensions of the SI base units (L, M, T and ?) and then
they are given in the units of the SI system and with their equivalent
values in the c.g.s. (centimetre, gram, second) and British (foot, pound,
hour) systems. The following derived quantities may require further
definition:

Velocity— is a vector quantity and hence for its complete
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specification should include a direction as well as a
speed.

Force— the SI derived unit is the Newton (N) defined as the force
required to accelerate a body having a mass of 1 kg at 1
metre per second per second.

Pressure— the SI derived unit is the Pascal (Pa), defined as the
pressure exerted by a force of 1 N evenly distributed over
an area of one square metre.

Work, energy— the SI derived unit is the Joule (J), defined as the energy
required to displace a force of 1 N through a distance of
1 metre.

Power— the SI derived unit is the Watt (W) defined as the power
required to equal the rate of working of 1 Joule per
second.

(c) SCIENTIFIC NOTATION

The scientific or exponential notation is a convenient ‘shorthand’ way of
depicting very large or very small numbers without the use of many zeros.
The notation x” means that the number x is multiplied by itself 7 times (e.g.
23=2x2x2=8) where n is called the exponent. Similarly x-" involves a negative
exponent, and is the reciprocal of x”, that is x-" = 1/x" (e.g. ). It is often
especially convenient to express large or small numbers as powers of 10
(i.e. 10* or 10™) and certain of these are given prefixes as listed in Table
A4.2. Examples used in this book include the micrometre (or micron, pm) for

Table A4.2 Prefixes used to describe multiples or fractions of ten.

Prefix Scientific Decimal
notation notation
T tera- one trillion (US) 1012 1,000,000,000,000
G giga-  one billion (US) 10° 1,000,000,000
M  mega- one million 10° 1,000,000
k  kilo- one thousand 10? 1,000
h  hecto- one hundred 102 100
da dcka- ten 10 10
d  deci- one tenth 107! 0.1
¢ centi- one hundredth 1074 0.01
m milli-  one thousandth 1073 0.001
g micro- one millionth 107 0.000001
n  nano-  one billionth (US) 10~? 0.000000001
p  pico- one trillionth {US} 10712 0.0000006000001
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radiation wavelength; the kilowatt (kW) for power; and the megajoule (M])
for heat energy.

Scientific notation is also very useful in multiplying or dividing large or
small numbers. If the numbers have the same base of 10 then multiplication
is achieved by adding the exponents so that 107x10m=10"+7 (e.g. 102+104=100).
Similarly for division the exponents are subtracted so that 10n/10m+107
(e.g. 109/10%=102, and 10%2/10%=102, and 10-102=10-32=10-). Finally, to
multiply or divide complete numbers in scientific notation it is necessary to
operate on both parts of the number separately. For example to multiply
1-4x103 by 2-7x104, first multiply 1.4x2-7=3-78, then add the exponents
103+-H=10"1, giving the final answer that the product of the two numbers is
3-78x 101, or 0-378.

(d) NUMERICAL CONSTANTS

Quantity Magnitude and units
Dry adiabatic lapse rate (1) 9-8 K km !

Solar constant {1, 1367 W m *

Specific heat of air at constant pressure {c,) 1010 J kg™' K™
Specific heat of water vapour 1880 J kg ' K°F
Specific heat of carbon dioxide 850 ] kg™ K™!
Standard atmospheric pressure’ 101-33 kPa

Standard gravitational acceleration® (g) 9-80665 ms °
Stefan—Boltzmann constant {o) 567 x 10 ¥ Wm 2K

P Based on the US Standard Atmosphere (Anon., 1962).

Atmospheric quantities that vary with temperature are listed separately in
Appendix A3.

(e) CONVERSION OF EVAPORATION UNITS

Most hydrologic variables are expressed as an equivalent depth of water
(hy) over a given period of time (2), e.g. daily precipitation is given in units
of millimetres per day (mmday1). Climatological estimates of evaporation
are often given in terms of a mass flux density, E(kgm2s1) or as latent heat
flux density, Q,(Wm2). To convert E to hydrologic units:

Ab/AI=E/p, (A4.1)

where ris the density of water (kgm-). This simply makes use of the fact
that mass=densityxvolume, and since volume=horizontal areax height, then
height=mass/(densityxarea). Given that r,~1000 kg m3, a mass of 1 kg of
water spread over an area of 1 m? would produce a layer 1 mm deep.
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To convert Q; to hydrologic units:
Ab\/\'/A[=QE/L\p\V (A42)

where L is the latent heat of vaporization (Jkg1). At 20°C L,=2-45 MJ kg1,
so 1 mm of evaporation requires an energy density of 2-45 MJm?2, or an
evaporation rate of 1 mmh'=680 Wm=2, or 1 mmday-'= 28:3 Wm=2. Both p
and L, change with temperature (see Table A3.1, p. 393) but in the commonly
encountered range from 0°C to 40°C the preceding conversions are accurate
to within #2:5%.

(f) CONVERSION OF RADIATION UNITS

Radiation has the properties of both waves and particles. As the latter it is
transferred as discrete packets called quanta (or photons if in the visible
part of the spectrum). The energy of a photon is equal to Planck’s constant
(6:63x103* Js) multiplied by the speed of light (3x108ms™) divided by the
wavelength (\). To avoid very small numbers we refer to the energy in 1
mole of photons (multiply by Avogadro’s number =6-023x1023). For example,
a photon of blue light (?=0-4pm) would have the energy 2:99x105 Jmol-. If
the emission spectrum is considered continuous over a waveband, the photon
flux can be calculated from the average energy over the band divided by
the photon energy at the median wavelength. For PAR (0-4-0-7pm) the
median wavelength is 0-51pym for which the photon energy is 2:35x105
Jmol!, so at midday when the solar radiation in the PAR waveband is about
500 Wm= the photosynthetic photon flux density (PPFD, p. 118) is about
2:13%10-3 molm-2s1.

(g) GREEK ALPHABET

Lower Capital Name Lower Capiral Name
case case

@ A alpha v N nu

B B beta £ = xi

¥ r gamma 0 O omicron
8 A detta T il pi

£ I epsilon P r tho

Is 7z zeta o4 b3 sigma
7 H eta T T tau

f (] theta v Y upsilon
. 1 iota @ D phi

K K kappa X X chi

A A lambda i v psi

I M mu w Q omega
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Glossary of termst

Absorption—the process in which incident radiant energy is retained by a
substance.

Adiabatic process—a thermodynamic change of state of a system in which
there is no transfer of heat or mass across the boundaries of the
system. Compression always results in warming, expansion in cooling.

Advection—primarily used to describe predominantly horizontal motion
in the atmosphere.

Albedo—the ratio of the amount of solar radiation reflected by a body to
the amount incident upon it.

Ambient air—the air of the surrounding environment.

Anabatic wind—an upslope wind due to local surface heating.

Anemometer—an instrument for measuring wind speed.

Anticyclone—a large-scale atmospheric circulation system in which (in
the Northern Hemisphere) the winds rotate clockwise. Interchangeable
with ‘High’ pressure system.

Atmospheric ‘window’—the relative gap in the absorption spectrum for
atmospheric gases (between 8 and 11 Um).

Attenuation—any process in which the flux density of a ‘parallel beam’ of
energy decreases with increasing distance from the energy source.

Backing—a counter-clockwise change of wind direction; the opposite of
VEERING. In international usage (adopted in this book) this definition
applies in both Hemispheres.

Black body—an hypothetical body which absorbs all of the radiation striking
it, i.e. allows no reflection or transmission.

Boundary layer—a general term for the layer of air adjacent to a surface
(see also LAMINAR BOUNDARY LAYER and PLANETARY BOUNDARY
LAYER).

Buoyancy—(or buoyant force) the upward force exerted upon a parcel of

fMany of the definitions are based on those of Huschke (1959).
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fluid by virtue of the density difference between itself and the
surrounding fluid.

Concentration—amount of a substance contained in unit volume.

Condensation—the process by which vapour becomes a liquid.

Conduction—the transfer of energy in a substance by means of molecular
motions without any net external motion.

Convection—mass motions within a fluid resulting in transport and mixing
of properties (e.g. energy and mass). Usually restricted to predominantly
vertical motion in the atmosphere.

Coriolis force—an apparent force on moving objects in a frame of reference
that is itself moving. On air it arises as a result of the Earth’s rotation.
It deflects air to the right (left) of its intended path in the Northern
(Southern) Hemisphere.

Cyclone—a large-scale atmospheric circulation system in which (in the
Northern Hemisphere) the winds rotate anti-clockwise. Interchangeable
with ‘Low’ pressure system.

Dewfall—condensation of water from the lower atmosphere onto objects
near the ground.

Dew-point—the temperature to which a given parcel of air must be cooled
(at constant pressure and constant water vapour content) in order for
saturation to occur.

Diffuse short-wave radiation—short-wave radiation reaching the Earth’s
surface after having been scattered from the DIRECT-BEAM by
molecules or other agents in the atmosphere.

Diffusion—the exchange of fluid parcels between regions in space by
apparently random motions on a very small (usually molecular) scale.

Diffusivity—rate of DIFFUSION of a property.

Direct-beam short-wave radiation—that portion of short-wave radiation
received in a parallel beam ‘directly’ from the Sun.

Diurnal—daily.

Earth-Atmosphere system—Earth plus its Atmosphere.

Eddy—(a) by analogy with a molecule a ‘glob’ of fluid that has a certain
life history of its own, (b) circulation in the lee of an obstacle brought
about by pressure irregularities.

Eddy diffusion—turbulent diffusion of properties. An extension of the
case of pure DIFFUSION wherein eddies are considered to play the
role of molecules.

Emissivity—the ratio of the total radiant energy emitted per unit time per
unit area of a surface at a specified wavelength and temperature to
that of a BLACK BODY under the same conditions.

Equation of time—difference between apparent and mean SOLAR TIME
due to the differing rates of the Earth’s rotation through a year because
of its elliptical orbit.
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Evaporation—(or vaporization) the process by which a liquid is transformed
into a gas, in the atmosphere usually water changing to water vapour.

Evapotranspiration—the combined loss of water to the atmosphere by
EVAPORATION and TRANSPIRATION.

Extra-terrestrial radiation—solar radiation received at the ‘top’ of the
Earth’s atmosphere.

Fetch—distance, measured in the upwind direction.

Flux—rate of flow of some quantity.

Flux density—the FLUX of any quantity through unit surface area. Forced
convection—motion induced by mechanical forces such as deflection
or friction.

Free convection—motion caused only by density differences in a
fluid.

Front—the interface or transition zone between two air masses of different
density.

Gradient wind—the wind resulting from a balance of the horizontal pressure
gradient force, CORIOLIS force and the centripetal acceleration due
to motion in a curved path in a cyclone or anticyclone. The flow is
horizontal and frictionless and the isobars and STREAMLINES coincide.

Guttation—the process by which plants expel water from uninjured leaves
in excess of TRANSPIRATION.

Heat capacity—the amount of heat absorbed (or released) by unit volume
of a system for a corresponding temperature rise (or fall) of 1 degree.

Hygrometer—an instrument which measures the water vapour content of
the atmosphere.

Hygroscopic—having a marked ability to accelerate the condensation of
water vapour.

Inversion—a departure from the usual decrease or increase with height of
an atmospheric property. Most commonly refers to a temperature
inversion when temperatures increase, rather than LAPSE, with height,
but can also be a moisture inversion.

Irradiation—total radiant flux received by unit area of a given surface.

Katabatic wind—any wind blowing down an incline, often due to cold air
drainage.

Kinetic energy—the energy a body possesses as a consequence of its
motion, defined as one-half the product of its mass and the square of
its speed.

Laminar boundary layer—the layer immediately next to a fixed boundary
in which LAMINAR FLOW prevails.

Laminar flow—a flow in which the fluid moves smoothly in parallel
STREAMLINES; non-turbulent.

Lapse rate—the decrease of an atmospheric variable with height. Usually
refers to temperature unless otherwise specified.
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Latent heat—the heat released or absorbed per unit mass by a system in
changing phase.

Lysimeter—an instrument for measuring evaporation by monitoring the
weight changes of a representative soil plus vegetation monolith.

Mixed layer—the layer of air (usually sub-inversion) within which pollutants
are mixed by TURBULENCE.

Mixing height—(or mixing depth) the thickness of the layer measured
from the surface upward, through which pollutants are presumed to
mix due to CONVECTION caused by daytime heating of the surface.

Momentum—that property of a particle which is given by the product of
its mass with its velocity.

Oxidant—any oxidizing agent (i.e. a substance that acquires electrons in a
chemical reaction). Ozone (O;) and atomic oxygen (O) are very
effective oxidants.

Perturbation—any departure introduced into an assumed steady state of a
system.

Photon—the elementary quantity of radiant energy.

Planetary boundary layer—the atmospheric boundary layer or Ekman
layer, or the layer of the atmosphere from the surface to the level
where the frictional influence is absent.

Porometer—an instrument to measure the degree of stomatal opening by
means of resistance to the diffusion of vapour.

Potential energy—the energy which a body possesses as a consequence
of its position in a field of gravity. Numerically equal to the work
required to bring the body from a reference level (usually mean sea
level) to its present position.

Potential temperature—the temperature a parcel of dry air would have if
brought adiabatically from its present position to a standard pressure
of 100 kPa.

Process-response system—the linkage of at least one morphological system
with a cascading system thereby demonstrating how form (effect) is
related to process (cause).

Profile—a graph of an atmospheric quantity versus a horizontal, vertical or
time scale. Usually refers to vertical representation.

Radiant energy—the energy of any type of electromagnetic radiation.

Radiation—the process by which electromagnetic radiation is propagated
through free space by virtue of joint undulatory variations in the electric
and magnetic fields in space.

Runoff—the water, derived from precipitation, that ultimately reaches stream
channels.

Scattering—the process by which small particles suspended in a medium
of a different index of refraction diffuse a portion of the incident
radiation in all directions.

Scavenging—the sweeping out of airborne particulates by rain or snow.
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Schlieren method—an experimental (photographic) technique for detecting
the presence of slight density (and hence temperature/pressure)
variations in gases and liquids by virtue of refraction effects.

Sensible heat—that heat energy able to be sensed (e.g. with a thermometer).
Used in contrast to LATENT HEAT.

Sky view factor—the ratio of the amount of the sky ‘seen’ from a given
point on a surface to that potentially available (i.e. the proportion of
the sky hemisphere subtended by a horizontal surface).

Smog—a mixture of smoke and fog.

Solar altitude—vertical direction of the Sun above the horizon expressed
in degrees.

Solar azimuth—horizontal direction of the Sun relative to a reference
direction (usually true north) expressed in degrees.

Solar time—measure of time based on the rotation of the Earth. Mean
solar time is fixed and based on the average rotation, whereas apparent
solar time is non-uniform, varying through the year according to the
EQUATION OF TIME.

Solar zenith angle—vertical direction of the Sun relative to the ZENITH
expressed in degrees. The reciprocal of SOLAR ALTITUDE.

Specific heat—the amount of heat absorbed (or released) by unit mass of
a system for a corresponding temperature rise (or fall) of 1 degree.

Streamline—a line whose tangent at any point in a fluid is parallel to the
instantaneous velocity of the fluid. A map of streamlines gives an
instantaneous ‘snap-shot’ of the flow.

Sublimation—the transition of a substance directly from the solid to the
vapour phase or vice versa.

Synoptic—referring to the use of meteorological data obtained
simultaneously over a wide area for the purpose of presenting a
comprehensive and nearly instantaneous picture of the state of the
atmosphere.

Thermal admittance—a surface thermal property that governs the ease
with which it will take up or release heat. It is the square root of the
product of the THERMAL CONDUCTIVITY and HEAT CAPACITY.

Thermal conductivity—a physical property of a substance describing its
ability to conduct heat by molecular motion.

Thermal diffusivity—the ratio of the THERMAL CONDUCTIVITY to the
HEAT CAPACITY of a substance. It determines the rate of heating due
to a given temperature distribution in a given substance.

Thermocline—a vertical temperature gradient in a water body, which is
appreciably greater than gradients above or below.

Trajectory—a curve in space tracing the points successively occupied by a
particle in motion.

Transpiration—the process by which water in plants is transferred as
water vapour to the atmosphere.
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Troposphere—the lowest 10-20 km of the Atmosphere, characterized by
decreasing temperature with height, appreciable water vapour and
vertical motion, and weather.

Turbidity—any condition of the atmosphere which reduces its transparency
to solar radiation.

Turbulence—a state of fluid flow in which the instantaneous velocities
exhibit irregular and apparently random fluctuations so that in practice
only statistical properties can be recognized. These fluctuations are
capable of transporting atmospheric properties (e.g. heat, water vapour,
momentum, etc.) at rates far in excess of molecular processes.

Veering—a clockwise change of wind direction; the opposite of BACKING.

Zenith—that point in the sphere surrounding an observer that lies directly
above him.
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234-5
water balance 94
snow depth 94, 234-5
snow drifting 248-9, 2656, 271
snowmelt 87-93, 95-6, 230
soil
aerodynamic properties 57
climate 42-51, 79-80, 230-40
climate control 229-40
energy balance 229-34, 237-9
radiation budget 229-34
radiative properties 12, 229-32
thermal properties 44, 79-80, 2334,
236
water balance 29-31
soil heat flux 36-7, 42-3, 79, 136, 150,
229-30, 237-8
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soil heat flux, measurement 374-5
soil moisture content 31, 48-50, 97,
125-6, 158, 247
influence on thermal properties 435,
79-80, 235-6
measurement 388-9
modification 229-30, 2324, 236, 278
role in the energy balance 23, 31, 79-80,
136-7, 175, 229-30
soil moisture potential 49-51, 136-7
soil moisture potential measurement 388,
390
soil temperature 43-8, 138, 141, 154
soil texture
effect on climate 79-80
relation to soil moisture 48-50
solar altitude angle 339-42
solar azimuth angle 339-42, 345-6
solar constant 18, 398
solar cycles 5
solar declination 339-42
solar zenith angle 339-42, 345-6
specific heat, typical values 306, 44, 259,
398, 404
stability 16-17, 107
corrections to flux-gradient
equations 381-3
diurnal variation 59, 83—4, 300
effects on boundary layer depth 54, 162,
305
effects on dispersion 305, 310-13, 3226,
328-9
effects on turbulence 55, 58-60, 162, 305,
322-6, 381-2
effects on wind profile 55, 301
function 381-3
modification of 106, 301, 313-14
relation to cloud and wind 52-3
types and definition 52—4
urban 301, 325-7
water bodies 107
stagnation point 264, 267-70
stand architecture 113-17, 141
Stefan-Boltzmann’s Law 10, 354
stemflow 125-6
stomate 113-14
aperture 113, 236, 321
behaviour 113, 122, 129, 1367, 152,
236
characteristics 113
resistance 113, 122-3, 236, 247
stratosphere 5
streamlines 38, 242-3, 265, 404
sublimation 28, 68, 404
subsidence 166, 170, 311-12
substomatal cavity 114, 122
sulphur compounds 307, 318, 337
sulphurous smog 318

sunburn 86, 280
Sun ‘paths’ 341-5
surface radiative temperature 164, 361
sweating 191-2, 216-17, 224
systems
animal-atmosphere 190-1
E-A 6-8
closed 17
soil-atmosphere 8
soil-plant-atmosphere 110-11, 124-5,
236, 278-9
urban building-air volume 274-7,
2789
Systeme International (SI) units 395-9

temperature
cloud-base 26, 86
critical 206-7
deep-body 190, 192, 196, 206-7, 212
amphibia 199-200
birds 214
fish 198-9
insects 202-5
human 218, 222
mammals 214-16
reptiles 201
dew-point 64-5, 401
dry-bulb 359-60, 362-3
E-A system 10-11, 18, 19
environmental 1923, 206-7, 211, 218,
223
fluctuations 59-61
frost-point 64-5
inversion 38, 52-3, 61-2, 90, 97-8,
154, 163, 166, 180, 238, 302, 310-13,
325-6, 330
lapse rate 37-8, 514, 59, 108, 323-6
measurement 358-62, 363, 366-7
modification due to
albedo change 229-31
change of surface 162-4
frost protection 236-40
irrigation 164, 236, 238
lakes 164
mulches 232-8
shelterbelts 248-9
urbanization 288-94, 298-302
potential 53, 107-8, 300
profiles, horizontal 107, 164, 180
profiles, vertical
air 52-4, 61-3, 83, 108, 138-40,
219-20, 238-9, 247, 310-13,
3236
desert 83
measurement 359-61, 363, 366
modification, air 162—4, 233—4, 23940,
298-301, 313-14
modification, soil 233—4



snow 94-8
soil 37-8, 43-8, 90-7, 141, 233—4
urban 298-302, 313-14
vegetation 138-41, 152-3, 238-40
water 103, 105-7
skin 220-3
Sun 11
surface
maximum 95, 103, 124, 152, 214, 230-1,
2334
measurement 361
minimum 140
range 83, 100, 106, 140-1, 167, 255
relation to energy exchange 34, 147, 229—
30, 233—4
waves 34, 46-7, 60-1, 232, 256, 258
wet-bulb 199, 359-60, 362-3
thermal admittance 45-6
thermal belt 180, 237
thermal breezes see thermal circulation
systems
thermal circulation systems 167-70, 176-82,
297
see also wind systems
thermal conductivity 435, 233—4, 259, 393,
404
thermal diffusivity 43-5, 79, 82, 2306, 259,
404
thermal properties, typical values 44, 259,
284
thermals 73—4
thermocline 107, 404
thermocouples 358
thermopile 358, 359, 366-9, 374
thermoregulation 192—4
behavioural 193-4, 199-202, 208, 213, 215,
218, 252
homeotherm 192, 206—7, 208-26, 260
physiological 193—4, 201, 203-26
poikilotherms 192, 199-205
zone of 206-7
throughflow, wind 245, 268-71
time
equation of 340-1
local 340
solar 340-2
topography
climatic effects 171-89
energy balance 175
pollution effects 316, 325-7, 3334,
337
radiation loading 171-6
winds 176-89, 316
torpor 213
transition zone (layer) 160
transmission of radiation
air 18-19, 81, 100
forest 143—7

Subject index 433

ice 85, 95-6
leaf 117-19, 146
plant covers 130
snow 85, 95-6
spectral selectivity 95, 98-9, 130-1,
145
water 98-9, 106, 108-9, 198
transmissivity 12, 117, 250
transpiration 113, 126-7, 152, 155, 404
troposphere 3, 5, 404
turbidity 99, 405
turbulence 4, 58-9, 151-2, 182, 184, 2424,
246, 315, 327, 405
turbulent surface layer 5-6, 39, 40-1, 59,
65
ultra-violet radiation 86, 280, 318-19
urban
aerodynamic properties 272, 298
radiative properties 272, 281
thermal properties 259, 272, 284
urban boundary layer 274, 277
climate 297-303, 312-14, 326-7
cloud 302-3
energy balance 274-84
humidity 302
precipitation 302-3
radiation budget 279-82
water balance 275-7, 278-9
wind field 298, 300, 317
urban canopy 274, 277
climate 288-97
fog 297
energy balance 285-8, 294
humidity 295-6
radiation budget 285-8, 294
wind field 297, 317
urban canyon 274, 280-2, 285-8
urban heat island
boundary layer 299-303, 313-14,
326-7
diurnal variation 290-1
effects on dispersion 325-7, 330-1,
336-7
canopy 288-94, 299-301
causation 293—4, 301-2
intensity 289-92, 300
morphology 289
relation to city size 291-2
relation to meteorological controls 288,
291-2, 294
urban ‘plume’ 274, 301-2, 313-14, 326-7,
336-8
urban pollution 330-8

valley
climates 176-82, 185-7, 237, 325-6
inversion 180, 326
wind 176-8, 1857
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van’t Hoff’s rule 192
vapour density 63
deficit 64, 122-3, 156
measurement 362—6
saturation 64, 122
vapour pressure 63
actual 634, 296
deficit 64, 103, 122, 143, 149, 152, 156
measurement 362-6
profiles 667, 138, 140, 152—4, 161-2, 247,
295
saturation 64-5, 91, 103, 165, 224, 241,
362-3, 393
vegetation systems
advection 110, 159-67
aerodynamic properties 57, 139
albedo 12, 117-19, 131-3, 146
carbon dioxide balance 127-30, 143
carbon dioxide concentration 138, 141
climates 110-54, 236—40
energy balance 110, 134-7, 148-52, 236~
40, 246
energy storage 110-12, 1340, 147
humidity 138, 141
photosynthesis 110, 112-13, 130, 143
radiation budget 130-4, 143-7, 237
radiative properties 12, 130-2, 133
stand architecture 113-17
temperature 138, 140-1
water balance 110-12, 1247, 142-3, 152,
154-7
wind profile 115-16, 138-9, 153—4
ventilation factor 330, 333
vertical wind speed 58, 59-60
view factor 351-4
von Karman’s constant 57
vortex 184, 243-5, 267-9, 272

wake 182, 242, 264-9
washout 321
water availability for plants 49-50,
136-7, 284
water balance
animals 191-2, 197, 199, 217-18, 225
crops 124-7
desert 81-2
E-A system 28-9
forest 142-3, 152, 154-7
ice 94
‘ideal’ site 30-2
leaf 114
measurement 388-91
modification of 154-7, 246—7, 262—4
oasis 165-6
plant cover 110-12, 124-7
snow 94
soil column 30-1, 388-91
urban 274-5, 278-9

vegetation systems 110-12, 124-7, 142—
3, 154-7, 2624
water bodies
aerodynamic properties 57, 108-9, 262
albedo 12, 99-100
climate 54, 106-9, 263
energy balance 102-6
radiation budget 98-102
radiative properties 12, 98-101
temperature 100, 103, 106-7
thermal properties 28, 44, 98, 1067,
263
wind 108-9, 263
water, properties of 28, 43-5, 198, 393
water movement
snow 87-8, 90, 94
soil 49-51
water states (phases) 8, 87-8
water storage in systems 8, 31, 94, 110-12,
124-7, 192, 247, 278-9
water vapour
absorption of radiation 14-15
concentration 51, 63-9, 83, 107-8, 138,
141, 160-2
wave
amplitude 46-7, 61
time lag 47-8, 61, 258, 263
wavelength (radiation) 9
of peak emission 9-11
Wien’s Law 10
wind chill 221, 271
wind direction, effects on transport and
dispersion 315-16, 321, 325-6
wind loading 270
wind speed 54-9
across valley 185-7
around buildings 255, 264-72
diurnal variation 58-9, 62, 834,
138-9
effects on dispersion 1867, 272,
313-16, 322-3, 328-30
effects on urban heat island 288-9,
291-2, 297
measurement 363-5
modification
by buildings 255, 264-72
by change in roughness 162-3, 263,
297-8
by shelterbelts etc 242-9
by topography 182-9
profile
effects of roughness 55, 153, 162-3,
297-8
effects of stability 55, 58-9, 83—4, 301,
381-2
equation 567, 116, 379
human 219-20
measurement 365



urban boundary layer 55, 298-9, 301
valley 178
vegetable 115-16, 138-9, 153—4
water bodies 107-8
relation to momentum flux 56-7, 83—4,
115-16, 162-3, 266, 301
relation to roughness change 187-9
urban-rural differences 55, 297-8
vertical 58, 59-60, 298, 365, 375-7
wind systems 27-8
local
effects on dispersion 169-70, 186-7,
316-17, 332-6
forest/grassland 159
glacier 179

Subject index 435

land/sea (lake) 167-70, 313-14,
316-17, 326-37, 3346
mountain/valley 176-82
urban/rural 297, 317-18
synoptic 169-70, 179, 316-17, 331-2
wind throw 139, 153-4, 186
wind tunnel studies 182, 264, 268-9

zenith angle 20, 405
zero plane displacement 57, 115-16, 153,
298, 382
dependence on height of the
elements 116, 139
dependence on wind speed 116, 139
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