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ABSTRACT The integration of large-scale renewable energy significantly increases the computation time of
reliability assessment and tracing. To solve this problem, the traditional methods cluster the scenarios directly
based on renewable energy data. However, it could lead to errors in reliability assessment due to scenarios
with similar risks. In this paper, a multi-scenario risk-oriented clustering algorithm considering renewable
energy is proposed. The enumeration method is used to calculate the risk for different scenarios. According
to the risk of each scenario, the Fuzzy C-means clustering method is adopted to cluster the scenarios, which
maximizes the similarity of scenarios in the same cluster. The high-risk scenarios that contribute more to
the reliability index are retained. The system reliability assessment and tracing are conducted based on the
clustered scenarios. Case studies on the IEEERBTS-6 andRTS-79 systems verify the accuracy and efficiency
of the proposed method.

INDEX TERMS Reliability assessment, Fuzzy C-means clustering, reliability tracing, risk-oriented.

NOMENCLATURE
cd load shedding price at load point d
PGi active power output of generator i
PDd load shedding at load bus d
G number of generators
NC total number of buses
NL total number of lines
ND the number of load buses
PLi(s) active power flow of line i in state s
H line-bus incidence matrix
PGmini lower limit of the generator output
PGmaxi upper limit of the generator output
PLmaxi active power flow capacity of line i

I. INTRODUCTION
Due to the global shortage of traditional fossil energy, renew-
able energy has been widely used in the world. However, the
power output of renewable energy sources suffers from
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intermittency and fluctuation [1]. When connected to the
power system, renewable energy sources will have an impact
on the safe and stable operation of power system. There are
two important means to ensure the reliable operation of the
power system from the perspective of planning and design.
The first is to accurately assess the reliability level of power
systems. The second is to identify and eliminate the weak
links after the integration of renewable energy sources.

Traditional reliability assessment methods are mainly
divided into two categories: analytical method and simulation
method [2]. When the system scale increases, the computa-
tion time of analytical method will increase exponentially.
The Monte Carlo simulation method estimates the system
index through random sampling of the system states and its
computation time mainly depends on the reliability level of
the system [3]. Existing studies have optimized and improved
the analytical method and simulation method [4], [5].

Another important objective of power system reliability
assessment is to identify the weak links of the system.
Different components in the system have different influence
on the system reliability index. It is necessary to quantify
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the contribution of each individual equipment component
to the overall reliability index. At present, this topic is
mainly addressed by equivalent reliability sensitivity model-
ing [6], [7] and reliability tracing theory [8]–[10]. They can
effectively identify the weak links of power system reliability
and provide information for operators and planners in their
decision-making. Reference [6] proposes a new sequential
Monte Carlo simulation (sMCs) sensitivity model based on
the derivative of state duration with respect to the reliability
parameters. The model is able to solve the problem that the
state probability cannot be explicitly expressed. Reference [7]
applies reliability tracing theory in the reliability evalua-
tion of High Voltage Direct Current systems(HVDC). Ref-
erence [8] establishes an unreliability tracing model based on
the principle of minimum cut set and proportional contribu-
tion. Reference [9] proposes a transmission network blocking
tracing technology. The proportional sharing principle (PSP)
of failed components is adopted to identify the weak links
of the power system. In [10], PSP is used in parallel with
failure component sharing principle (FCSP) to allocate the
unreliability index to each component of the bulk power
system. Reliability tracing is used to identify the weak links.

With the increase in the penetration of renewable energy,
the uncertainty of its output has seriously affected the reliabil-
ity of the system.At the same time, ‘‘curse of dimensionality’’
could occur in the system states during the evaluation process.
Some researches assess the reliability of power systems con-
nected with renewable energy from the aspects of evaluation
methods [11]. The probabilistic models of renewable energy
output are proposed in [12], [13] and their characteristics
are analyzed. In [11], the ARMA model is used to obtain
the probability distribution of wind speed and a five-state
wind energy conversion reliability model is established. Ref-
erences [12] and [13] build a multi-variate wind speed dis-
tribution with the copula function, which can represent the
correlations of wind speeds. A reliability test system is used
to analyze the correlations in various wind conditions. In [14],
wake effect is explicitly incorporated with a wind farm in the
reliability evaluation and its effectiveness is proved.

The computation burden in the reliability assessment
caused by the large number of renewable energy scenarios
can be alleviated by selecting representative scenarios. The
selection of representative scenarios is usually based on his-
torical experience. Nonetheless, this approach will decrease
the accuracy of weak link identification and the value of
its results. To reduce the error of risk index in reliability
assessment, the representative scenarios can be obtained by
directly clustering wind, solar and load data, considering
the uncertainty and correlation of renewable energy. On the
other hand, the result of weak link identification is obtained
by allocating the load loss scenarios generated during the
reliability assessment process. The original power generation
data and net load data are clustered in [15]–[20] for feature
extraction. To achieve a probabilistic assessment on the total
transmission capacity of power systems, [15] first proposes
using clustering to assess the reliability of power system

with renewable energy integrated which can improve the
efficiency of assessment. Reference [16] uses K-means to
cluster the wind farm output and load demand. Reference [17]
uses a hybrid clustering algorithm combined with hierarchi-
cal clustering algorithm and K-means algorithm to quan-
titatively analyze the impact of large-scale grid-connected
photovoltaics on grid performance. The time series represent-
ing the fluctuation of photovoltaic output is retained in the
historical data. The principle of maximum membership of
Fuzzy C-means clustering [18] is used to maximize the sim-
ilarity between the samples that are classified into the same
cluster. Reference [20] proposes an improved Fuzzy C-means
clustering algorithm. The measured load response is used as
a feature vector to cluster power loads, so that the parameters
of the composite load model can be obtained. Reference [21]
uses K-means and Fuzzy C-means clustering techniques to
evaluate the reliability for a large number of failure states.
The energy capacity and installation location are optimized.
Reference [18] also clusters the wind and load data to reduce
data scale before reliability assessment and compares the
effect of different clustering approaches on the results of
reliability index. However, the above clustering methods only
work on the input data and the risk of different scenarios
are not considered. They could leave out high-risk scenarios
in the reliability assessment. Since high-risk scenarios have
higher contribution to the reliability index, ignoring themwill
lead to a larger error of reliability index. In addition, K-means
is only sensitive to data with hyperspherical distribution [22].
Some adaptive clustering algorithms such as DBSCAN [23]
cannot cluster data sets with large density differences very
well. Consequently, it is difficult to obtain the desired number
of clusters according to the needs of the operators.

In order to decrease the computation cost of reliabil-
ity assessment and tracing caused by large-scale renewable
energy integration, this paper proposes a multi-scenarios
risk-oriented clustering method. The traditional scenario
clustering methods directly use the original renewable energy
data. It ignores the differences between contributions of dif-
ferent scenarios to the reliability index and may lead to errors
in reliability assessment results. In the proposed method,
the risk label for each net load scenario is calculated by the
state enumeration (SE) method. Then, the net load scenarios
are clustered by the Fuzzy C-means clustering according to
the risk label of each scenario. In this way, the high-risk
scenarios that contribute more to the reliability index can
be retained. Using the clustered scenarios, the reliability
evaluation and tracing are performed to obtain the reliability
index andweak links. Comparedwith the traditionalmethods,
the proposed method can avoid choosing scenarios with sim-
ilar risks. Therefore, more representative clustering results
can be achieved, which improves the accuracy of reliability
assessment. The results also provide effective information for
power system reinforcement.

The structure of the remainder of this paper is as fol-
lows. Section 2 introduces reliability assessment and trac-
ing methods. Section 3 proposes a risk-oriented renewable
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energy scenario clustering method for power system reliabil-
ity assessment and tracing. Section 4 provides case studies on
the IEEE RBTS-6 and RTS-79 systems. Section 5 gives the
conclusion.

II. RELIABILITY ASSESSMENT AND TRACING METHODS
A. RELIABILITY ASSESSMENT METHOD
The probability and consequence of system failure events
are considered simultaneously in the reliability assessment
of power systems. This paper uses Monte Carlo simulation
method for reliability assessment. The procedures are as
follows:

¬ State sampling is carried out for each component.
si and Qi represent the state and failure probability of the
component i, respectively. si = 0 represents the normal state
and si = 1 represents the failure state. Ri is a random number
generated for the component i that is uniformly distributed in
the interval [0,1].

si =

{
0 Ri > Qi
1 0 ≤ Ri ≤ Qi

(1)

 The system state with N components is denoted by a
vector s= (s1, . . . si, . . . sN ). When the number of samples is
large enough, the occurrence frequency of the system state
s can be used as an unbiased estimate for its occurrence
probability.

P(s) =
m(s)
M

(2)

where M is the number of samples. m(s) is the number of
occurrences of s in sampling.

® The DC load shedding model is used to calculate the
optimal load shedding Pd for the system states obtained in
step .
The optimal DC load shedding model is:

Min
∑
d∈ND

cdPd (3)

subject to
∑
i∈G

PGi +
∑
d∈ND

Pd =
∑
d∈ND

PDd (4)

PLi(s) =
NC∑
j=1

Hij(s)(PGj + Pj − PDj),

i = 1, 2, · · · ,NL (5)

PGmin
i ≤ PGi ≤ PGmax

i (6)

0 ≤ Pd ≤ PDd (7)

|PLi(s)| ≤ PLmax
i (8)

Formula (3) represents the objective function including the
penalty cost of load shedding. Formula (4) ensures the sys-
tem power balance. (5) represents the nodal power balance.
(6) limits the generator output. (7) constrains the bound of
load shedding. (8) denotes the line power flow constraint.

¯ The convergence coefficient of variance is calculated
according to (9). If the accuracy requirements are satisfied,

go to step °. otherwise, go to step ¬.

σ =

√
V [Pd ]/M
E(Pd )

(9)

° Accumulate the reliability index EENS(Expected
Energy not Supplied):

EENS =
∑
i∈S

CiPiT (10)

where Pi denotes the probability of the state Si. Ci is the load
shedding of the state Si. T represents the operating period.

B. RELIABILITY TRACING METHOD
The reliable operation of the power system depends on the
normal operation of its components. When one or more com-
ponents are out of service, the system load loss may occur.
It is necessary to quickly identify the contribution of each
individual component to the overall reliability index. This
paper adopts the reliability tracing method in [24]. It iden-
tifies the weak links that lead to the load curtailment risk and
provides information for the decision-making of operators
and planners.

There are two criteria in the reliability tracing [10]:
1. When a system failure event occurs, only the compo-

nents that participate in the failure share the unreliability of
the system.

2. The system unreliability should be allocated among the
failed components according to their contributions.

Taking the allocation of the system EENS as an example,
the probability of failure event k is:

P(k) =
∏
i∈A

qi ×
∏
j∈B

(1− qj) (11)

qj and qi are the failure probability of components j and i
respectively. A and B represent the set of failed components
and normal components respectively.

According to the reliability tracing principle, for failure
event k , the allocation of failure probability to any component
i in the system can be expressed as:

P(k → 1) = P(k)×
qi∑

j∈A

qj
, i ∈ A

P(k → i) = 0, i ∈ B

(12)

The EENS index allocated for any failure component i in
the outage event k can be obtained by:

EENS(k → i) = CkP(k → i)× 8760 (13)

where Ck is the power shedding in event k .
The total amount of EENS allocated for component i,

EENSi is:

EENSi =
∑
k∈ϕ

EENS(k → i) (14)
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Then the contribution ratio of component i to system EENS
is obtained by:

REENSi =
EENSi
N∑
i=1

EENSi

(15)

III. RISK-ORIENTED RENEWABLE ENERGY SCENARIO
CLUSTERING ALGORITHM
Due to the integration of renewable energy, the number of
scenarios for power output and power load increases sharply.
A large number of random events should be generated and
analyzed to calculate the reliability index for each renewable
energy scenario, thus adding the computation burden to the
reliability assessment.

The traditional method of scenario clustering [25] is
directly performed based on the historical data of net load.
The net load is calculated by load minus wind and solar
output.

The traditional method has the following disadvantages:
1. Highly complex and nonlinear relationships exist

between the input data and the decision variables of
model (3)-(8). If the input space directly serves as the clus-
tering domain, the clustering results could fail to represent
the optimal load shedding, which is directly used in the
calculation of reliability index.

2. The effect of net load scenarios towards the system
reliability is not considered because only the features of net
load are extracted. In fact, clustered scenarios with signifi-
cant difference in input domain may yield close reliability
results. This is commonly seen in scenarios with low net load.
Conversely, the scenarios with similar inputs may lead to
disparate reliability results, which often occurs on high net
load scenarios. It is necessary to cluster the scenarios that
have the similar effects on the system reliability into the same
cluster.

FIGURE 1. EENS at different net load levels.

3. High load scenarios contribute more to the risk. The
traditional methods tend to ignore the high load scenarios.
Therefore, the reliability results obtained by these meth-
ods could be inaccurate. As shown in Fig 1, the EENS
increases nonlinearly as the net load increases. Note that

EENS increases slowly in the low net load interval [a2, b2]
but more rapidly in the high net load interval [c2, d2]. In the
traditional methods, the number of clusters in the segment
[a2, b2] may be similar with that in the [c2, d2]. However,
the EENS of the high load level [c2, d2] varies in a wider
range and there should more clusters in [c2, d2].

In this paper, a risk-oriented clusteringmethod is proposed.
The risk label for each net load scenario is calculated. Then,
the net load scenarios are clustered by the Fuzzy C-means
clustering. The clustered scenarios are applied to the reliabil-
ity assessment and tracing.

A. AN INTRODUCTION AND APPLICATION OF FUZZY
C-MEANS CLUSTERING ALGORITHM
The algorithm classifies the scenarios into different clusters
according to their degree of similarity [26], [27]. Similar
scenarios should be gathered into the same cluster but the
scenarios with large differences should be categorized into
different clusters. Fuzzy control is a classic method in the
field of automatic control. The fuzzy set introduces the con-
cept of membership degree. It does not follow the convention
‘‘either 0 or 1’’ in the classic mathematics and provides
more flexible clustering results. The membership degree is
represented by a weight assigned to each scenario and cluster.

FIGURE 2. Application of Fuzzy clustering in reliability assessment.

Assume that we have obtained the reliability index for each
scenario based on the procedures in Section II. If the failure
probability of a certain scenario is 0.015, the scenario belongs
to cluster A and cluster B at the same time as shown in Fig.2.
Obviously, it could lead to errors if the scenario is classified
forcibly into A or B using the traditional clustering method.
The membership degree introduced by Fuzzy C-means clus-
tering can obtain the weight of this scenario in cluster A
and cluster B, respectively. The weights will determine to
what degree the scenario belongs to these two clusters. Thus,
the accuracy of clustering will be improved greatly.

The goal of the algorithm is to minimize the Euclidean
distance between each candidate clustering scenario and its
cluster center. The optimization objective function is:

JmFCM (U ,A,X )=
c∑
i=1

n∑
j=1

umij d
2
ij=

c∑
i=1

n∑
j=1

umij
∥∥xj − ai∥∥ (16)

where U is a c × n membership matrix and uij represents the
membership of xi to cluster j. c denotes the number of clusters.
n denotes the number of candidate scenarios. A is a clustering
center matrix and ai represents the clustering center of each
cluster. X is a one-dimensional matrix of candidate clustering
scenarios, and xj indicates the jth scenario to be clustered.

183998 VOLUME 8, 2020



W. Yang et al.: Risk-Oriented Renewable Energy Scenario Clustering for Power System Reliability Assessment and Tracing

dij is the Euclidean distance between xj and ai. m refers to
the fuzzy coefficient. The value of m is generally determined
by experience. If m is too small or large, the effect of the
clustering algorithm will deteriorate [21].

ai =

c∑
i=1

umij · xi

c∑
i=1

umij

(17)

uij = 1/
c∑

k=1

(∥∥xi − aj∥∥
‖xi − ak‖

) 2
m−1

(18)

c∑
i=1

uij = 1 (1 ≤ j ≤ n) (19)

uij ≥ 0 (1 ≤ i ≤ c, 1 ≤ j ≤ n) (20)

Equations (17)-(18) represent the iterations of membership
degree and clustering center. Equations (19)-(20) indicate that
the membership degree for each cluster is greater than 0. The
sum of membership degree of each cluster is 1.

The flow chart of the algorithm is shown in Fig.3:

FIGURE 3. Flow chart of Fuzzy clustering algorithm.

B. RISK-ORIENTED RENEWABLE ENERGY SCENARIO
CLUSTERING ALGORITHM
The situation that scenarios with similar risk are classified
into different clusters can be avoided by using FuzzyC-means
clustering. High risks scenarios that contribute more to the
reliability index can be preserved in reliability assessment and
tracing. Overall, the proposedmethod ensures the validity and
representativeness of clustered scenarios.

The procedures of the risk-oriented clustering algorithm
for reliability assessment and tracing in this paper is as
follows:

In the first stage, the wind and solar data (Pwindi ,Psolari , i =
1, . . . ..M ), power load data (PDi , i = 1, . . . ..M ) and net
load Pneti (i = 1, . . . .M ) with annual operating hours M are
defined. The k-order events are enumerated by analytical
method for k = 1, . . . .N . The k-order system event denotes
the event where k components are in the failure state simulta-
neously. N is the maximum order considered in the analytical
method. The reliability index EENSi(i = 1, . . . ,M ) under
each net load scenario i is calculated as its risk label.
In the second stage, the risk labels of M scenarios are

obtained. The Fuzzy C-means clustering is used to cluster
the M scenarios based on the risk label. Fuzzy clustering
is conducted according to formulas (17)-(20) to obtain L
representative net load scenarios (w1,w2, . . . . . .wL).
In the third stage, the reliability assessment method

described previously is used to evaluate the reliability index
given the L representative net load scenarios. The EENS of
the system is obtained. According to the criteria of reliability
tracing, the EENS allocated for each failed component is
calculated so as to identify the weak links of the system.

The specific flow chart is shown in Fig.4.

FIGURE 4. Flow chart of risk-oriented renewable energy scenario
clustering algorithm.

IV. CASE STUDIES
The proposedmethod is tested on the IEEERBTS-6 node sys-
tem and the RTS-79 system. The data of these international
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standard systems can be obtained easily by [28], [29]. Wind
turbines and photovoltaic units are connected to nodes 3 and
4 in RBTS and nodes 18 and 21 in RTS-79, respectively.
Annual wind power and photovoltaic output data of a provin-
cial power grid are used as the initial input data. The fail-
ures of the power lines and generators are considered this
paper. The experiments are performed on a computer with
3.2 GHz Core-i5 6500 CPU and 8G RAM in MATLAB
2018b environment. The linear optimization for each iteration
is solved by Gurobi solver. This paper uses Monte Carlo
simulation method for reliability assessment. The variance
convergence coefficient in the Monte Carlo method is 0.02.
The DC optimal load shedding model is used to calculate the
optimal load shedding.

In order to verify the effectiveness of the multi-scenarios
risk-oriented clustering algorithm proposed in this paper.
Three methods are selected for comparison.

(a) Risk-oriented Fuzzy Clustering (ROFC): The pro-
posed risk-oriented clustering method using Fuzzy C-means
algorithm.

(b) KM (K-means): K-means algorithm that directly clus-
ter the original data.

(c) FCM (Fuzzy C-means): The Fuzzy C-means algorithm
that directly cluster the original data.

The effectiveness of the proposed method is verified by
comparing the results of reliability assessment and weak link
identification based on the three methods.

FIGURE 5. Diagram of RBTS-6 system.

A. A RBTS-6 SYSTEM
Fig.5 shows the diagram of RBTS-6 systemwhere node 3 and
node 4 are connected to wind turbines and photovoltaic units,
respectively.

1) ANALYSIS OF RELIABILITY ASSESSMENT
Representative net load scenarios are obtained by the above
three methods. The corresponding reliability index are calcu-
lated. The number of clusters varies from 4 to 120. The rela-
tive error is obtained by comparing with the standard results
based on the annual hour load curve. The three methods are
used to evaluate the reliability of the RBTS system.Under dif-
ferent number of clusters, the relative error calculated by each
method is shown in Fig.6 and Fig.7. Overall, in Fig. 8, for
ROFC, the median and the average value of the relative error

FIGURE 6. EENS relative error of different number of clusters compared
ROFC and FCM.

FIGURE 7. EENS relative error of different number of clusters compared
ROFC and K-means.

FIGURE 8. Comparison of relative errors of different clustering methods.

are 0.0145 and 0.0184 respectively. The median of relative
error for KM is 0.0351 and the average value is 0.0424. The
median of relative error for FCM is 0.0352 and the average
value is 0.0371. The average relative error for ROFC is 56.6%
and 50.4% lower than that of KM and FCM, respectively.
It can be seen from Fig.6 to Fig.8 that the representative net
load scenarios derived from ROFC greatly reduce the relative
error of the reliability index. In addition, the variation range of
relative error corresponding to the reliability index obtained
by ROFC is the smallest among the three methods, indicating
the stability of ROFC in RBTS system.

2) ANALYSIS OF RELIABILITY TRACING
In this section, the three methods are used to evaluate the
reliability tracing of the RBTS-6 system. The contribution
of each component to the EENS index is obtained based
on the reliability tracing. Table 1 lists the relative error

184000 VOLUME 8, 2020



W. Yang et al.: Risk-Oriented Renewable Energy Scenario Clustering for Power System Reliability Assessment and Tracing

TABLE 1. Error percentage of EENS reliability index when the number of
cluster is 8.

TABLE 2. Reliability index allocation percentage of each component(CP)
in RBTS-6 system.

between the calculated result and the standard value. Table 2
lists the percentage of the contribution of each component
to the EENS.

The efficiency of reliability tracing can be tested by the
effect of component reinforcement. The failure probability of
those components selected for reinforcement will decrease.
The reinforcement resources are assumed to be limited and
only three components can be selected. According to the
results of reliability tracing, the three components with the
largest contribution should be selected for reinforcement,
which are marked by red in Table 2. It can be seen that
the weak links identified by three methods are not exactly
the same. The weak links identified by ROFC are the units
G1, G3 and G4. The corresponding contribution to the sys-
tem EENS are 12.6131%, 13.9287% and 11.7832%. The
weak links identified by KM are the units G1, G3 and G10.
The corresponding proportions are 11.9538%, 11.6000% and
13.1617%. The weak links identified by the FCM are the
units G3, G4 and G10. The corresponding proportions are
13.3893%, 10.3261% and 13.2655%.

TABLE 3. EENS reliability index after reinforcement of weak link in
RBTS-6 system.

Based on the annual hourly load curve, the standard
EENS value of the RBTS system before enforcement is
2035.8MWh. Table 3 shows the system EENS index after
reinforcing the components selected by the three methods.
According to Table 3, the system reliability levels corre-
sponding to the three methods are increased by 24.0%,
14.3%, and 14.0%, respectively. This shows that the system
reliability level has the largest improvement when the weak
links obtained by ROFC are reinforced. Therefore, ROFC has
the best accuracy in weak link identification.

FIGURE 9. Diagram of RTS-79 system.

B. RTS-79 SYSTEM
1) ANALYSIS OF RELIABILITY ASSESSMENT
The three methods are used to evaluate the reliability of the
RTS-79 system. Under different cluster numbers, the relative
error calculated by each method is shown in the Fig. 10 and
Fig.11. The median and average value of the relative error
between the evaluation result and the standard value are
shown in Table 4:

FIGURE 10. EENS relative error of different number of clusters compared
ROFC and FCM.

TABLE 4. Comparison of accuracy of different clustering methods in
RTS-79 system.

Fig.10 to Fig.12 and Table 4 suggest that ROFC greatly
reduces the relative error of the reliability index. Compared
with KM and FCM, the evaluation accuracy of ROFC is
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FIGURE 11. EENS relative error of different number of clusters compared
ROFC and K-means.

FIGURE 12. Comparison of accuracy of different clustering methods in
RTS-79 system.

increased by 79.9% and 81.6%, respectively. It proves the
accuracy of ROFC in RTS-79 system.

2) ANALYSIS OF RELIABILITY TRACING
The three methods are used to conduct the reliability tracing.
The number of clustered representative net load scenarios is
set to 44. Since the EENS value allocated for the transmission
lines in RTS-79 system is relatively small, Table 5 only lists
the contribution of each generating unit.

TABLE 5. Reliability index allocation percentage of each component(CP)
in RTS-79 system.

Assume that only 5 components can be selected for rein-
forcement. According to the results of reliability tracing,
the five components with the largest contribution are selected

for reinforcement. As can be seen from Table 5, the weak
links determined by the three methods are different. The
weak links identified by ROFC are unit G2, G3, G6, G7 and
G32. The weak links identified by KM are unit G2, G5, G6,
G12 and G32. The weak link identified by FCM are unit G2,
G3, G5, G12 and G32.

Based on the original annual hourly load curve, the stan-
dard EENS of RTS-79 before reinforcement is 370318.4MW.
Table 6 shows the system EENS is reduced by 32.2%, 30.4%
and 28.5% respectively after reinforcing the components
selected by the three methods. The system reliability level
sees the largest improvement after reinforcing the weak
links obtained by ROFC, which agrees with the findings in
Section IV-A.

TABLE 6. EENS reliability index after reinforcement of weak link in
RTS-79 system.

V. CONCLUSION
This paper proposes risk-oriented renewable energy scenario
clustering for power system reliability assessment and trac-
ing. The clustered scenarios obtained by Fuzzy C-means
algorithm are used to conduct reliability assessment and
tracing.

Case studies show that the ROFC method effectively
improves the representativeness of the clustered scenarios.
It increases the accuracy of reliability assessment by up to
81.6% compared with KM and FCM. At the same time,
in the system reinforcement, the greatest increase of reliabil-
ity levels (32.2%) is achieved when using ROFC method for
weak link identification. Therefore, the method can provide a
reference for the reliability assessment and weak link identi-
fication of power systems with large-scale renewable energy.

In scenario clustering, the number of clustering categories,
clustering methods, component reliability parameters, and
system scale all have influence on the clustering result.
We will consider more factors that may influence actual
output of renewable units, such as wake effect described
in [13], [18]. The wake effect can cause power loss which
have an impact on reliability assessment indices. A compre-
hensive model and analysis is required to investigate these
factors in future studies.
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