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Abstract— This paper proposes a predictive power control 
algorithm that decouples active and reactive power for grid 
integration of photovoltaic (PV) systems using a quasi-Z-source 
inverter (qZSI). This is important to meet the emerging smart 
inverter requirements for grid interconnection. The proposed 
controller uses model predictive control (MPC) framework to 
ensure that the maximum available power is harvested from the 
PV array and that the active and reactive power injected into the 
grid is controlled to compensate reactive power required by local 
loads and as need to ensure stable operation of the grid at the point 
of common coupling (PCC). Thus, a power electronics interface 
(PEI) is proposed to integrate the PV array to the grid and to work 
as a reactive power compensator simultaneously. A robust 
technique is proposed to regulate the impedance network voltage 
and current according to the maximum operating point of PV 
panels and grid voltage/current requirements. The proposed 
controller features a simple structure suitable for practical 
implementation, fast dynamic response under changing sky 
condition, and negligible tracking error in steady state for 
decoupled active and reactive power control in a typical 
distributed generation (DG) systems. The performance of the 
proposed controller is verified experimentally; the grid-side power 
quality analysis is provided and evaluated according to IEEE-519 
standard. 

Index Terms—Impedance source inverter, model predictive 
control, reactive power compensation, grid-tied inverter, PV 
system 

I. INTRODUCTION 
Growth in the energy demand coupled with aging infrastructure 
and increasing concern over environmental impact is driving 
the development of Distributed Generation (DG) systems that 
support Renewable Energy Sources (RES) like solar, wind, 
thermoelectric, fuel cell etc. Increases in cell efficiency and 
reduction in total system costs, including ease of installation, 
has made photovoltaic energy systems not only affordable, but 
in some markets cheaper than energy from conventional 
sources [1, 2]. However, PV cells produce low, direct-current 
(DC) voltage as compared with the high-voltage alternating 

current (AC) grid and thus require power electronics for step-
up, dc/ac conversion and maximum power point tracking 
(MPPT) for efficient operation. This generally requires multiple 
power converter stages to accomplish. Many of the common PV 
inverter topologies are two-staged with an energy buffer, such 
as dc-link capacitor [3]. The first stage performs MPPT, boosts 
the PV voltage and transfer the PV power to the energy buffer, 
the energy buffer is followed by second inverter stage to 
connect the system to the utility grid [4]. This two-staged 
system configuration decreases the efficiency as well as the 
dynamic response of the system with respect to both changes in 
environmental conditions and grid perturbations. In addition, 
the inverter is being required to provide smart-grid interface and 
enhanced inverter functionality. Thus, the ideal DG based 
power electronics interface needs a single conversion stage for 
high efficiency, a comprehensive and robust controller for grid 
interaction, and multiple modes to accomplish the PV-side and 
grid-side control. 

Several techniques have been proposed for single stage 
grid connection of the PV in which the inverter performs both 
MPPT and inversion functions [3]. However, as these 
topologies are either voltage sourced or current sourced 
inverters, they are limited to only buck or boost operation of the 
PV source voltage respectively [5]. The Z-source inverter (ZSI) 
and quasi-Z-source inverter (qZSI) have been extensively 
studied for PV applications due to their capability of both 
buck/boost operation of DC input voltage by coupling an 
impedance network between power source and the inverter 
bridge [6-9]. ZSI/qZSI incorporates an overlap-mode switching 
state (commonly called shoot through) in which both switches 
of a bridge phase leg are purposely turned on which results in 
the boosting of the input voltage controlled by the amount of 
time in this overlap state (shoot through time) [10]. In 
comparison with traditional two stage PV energy harvesting 
systems which require DC/DC stage for boosting/MPPT and 
DC/AC stage for inversion, ZSI/qZSI can provide a more 
efficient, reliable, and cost-effective solution with just a single 
stage conversion and reduced number of active switches [5, 11]. 
These properties make ZSI/qZSI suitable for renewable energy 
sources (RES) to overcome the limitations of VSI/CSI 
topologies [7]. Expanding the advantages of the ZSI, the qZSI 
has continuous input current [11] which can eliminate problems 
with electro-magnetic interference (EMI), leakage/ground 
currents and can significantly increase PV life span and energy 
harvest [12-15]. In addition, the voltage across one of the two 
capacitors in the impedance network is lower than the other 
capacitor, thus supporting a lower rating capacitor which can 
reduce the cost, which isn’t the case in ZSI [16]. Accordingly, 
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the voltage fed qZSI proposed in [17] is used for the proposed 
PV energy harvesting unit with reactive power compensation in 
this paper.  

Due to the increasing penetration of low-power inverters 
into the grid distribution system, jurisdictions are developing 
codes and standards to maintain grid stability particularly 
during the transient or abnormal conditions [18, 19]. Apart from 
just working under MPPT conditions, RES based distributed 
generation (DG) systems are mandated by grid codes to have a 
precise and independent control over reactive power [20] and 
hence provide ancillary support to grid for voltage regulation at 
the local bus as well to maintain the overall stability of the grid 
[21].  

The addition of the impedance network and overlap mode 
in the inverter of the qZSI complicates the traditional control 
and requires a complex modulator with multi/nested loop 
control system [11] to control the capacitor voltage, input 
inductor current along with the injected grid current [11]. 
Hence, for conventional control, separate control loops are 
required for grid integration and other mandated objectives, 
which could result in slow dynamic response/lower bandwidth 
and highly complex control design. Instead, model predictive 
control (MPC) is well suited to handle this multi-control 
objective task. 

With the rapid advancements of fast and efficient digital 
signal processors, MPC is becoming increasingly popular for 
power electronics applications [22-24]. Among the two control 
types of MPC [25], finite set MPC has been extensively used 
due to its simplicity in which switching states are directly 
estimated and controlled without needing a modulator to create 
the switching signals. Also, for complex non-linear systems, 
MPC has been proven to be an effective solution over 
conventional multi/nested loop compensators which have 
complex structure and multi-variable tuning [11]. MPC offers 

various advantages like fast dynamic response, incorporation of 
non-linear control variables in a straightforward manner and 
possible implementation of conventional nested loop structure 
in a single loop [25-28]. Classical controller requires multi-loop 
variable tuning, more complex PWM modulator design and 
provides less modularity in the qZSI thus the advantages of the 
MPC controller can be seen more in qZSI application. qZSI 
unlike conventional VSI requires multiple objectives like input 
inductor current, capacitor voltage, output grid current etc. to 
be handled simultaneously thus require nested loop control. The 
presented algorithm provides a different approach to decrease 
the computational complexity of the control along with 
maintaining the various parameter control quality with minimal 
control effort. It eliminates the PWM modulator which is a 
major challenge in ZSI/qZSI system due to proper shoot-
through insertion requirement [26], which requires complex 
logic to incorporate the shoot through state with precise timing 
control.  

Therefore, the above-mentioned advantages motivated 
many researchers to focus on implementing model predictive 
controlled qZSI for wide range of applications. In [11], direct 
predictive control is used for qZSI for an off-grid system with 
RL load. The presented control calculated the references based 
on the known values of the load parameters, which is practically 
not the case. Also, the grid connection capability and control 
testing was not shown which is necessary for DG systems. The 
system proposed in [29] shows Z-source grid-tied PV inverter 
where grid synchronization is done using a simple boost pulse 
width modulation (PWM) strategy. In [30], MPC for direct 
power control is developed for off-grid systems. The system in 
[30] does not cover the grid integration and the system shown 
was for constant DC input but not for a PV source. The 
intermittent nature of PV can effectively change the dynamic 
behavior of the system. The modeling and control of qZSI for 

Fig. 1. Proposed power electronics interface system overview. 
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grid-connected PV system is developed in [7] by using 
conventional multi-loop classical control system suffering from 
low bandwidth and slow response. In addition, none of the 
above-mentioned literature discusses the problem of 
independent power control of qZSI for grid integration of PV 
systems that can simultaneously compensate the reactive power 
required by the grid as an ancillary service that can be provided 
by DG systems to main utility grid [20].  

This paper proposes a control algorithm for grid-tied qZSI 
PV system with decoupled active and reactive power control 
along with energy-loss optimization per switching cycle based 
on MPC framework. Thus, the presented power electronics 
interface (PEI) can simultaneously inject the maximum 
harvested power to the grid and work as a reactive power 
compensator providing the ancillary services to the grid. The 
following list summarizes the contributions of the paper: 

1. Active/Reactive power decoupled control with their 
exact reference generation for MPC. 

2. Reactive power compensation at point of common 
coupling (PCC) using the proposed PV energy 
harvesting system. 

3. Incorporate minimum energy controller by minimizing 
the switching events per cycle, thus optimizing the 
average switching frequency and as a result minimizing 
the switching losses. 

4. An adaptive cost function is proposed to prioritize the 
active/reactive power control and power quality over the 
switching event minimization during dynamic changes 
in the system. The dynamic changes could be due to 
change in ambient conditions of the PV or change in the 
reactive power requirement at the PCC. 

5. The cost function proposed in the system only uses two 
parameters apart from switching event minimization 
formulation as opposed to three parameters in 
conventional PEI control making it simpler to tune 
weight factors and reduce design complexity. 

With the increased small-scale penetration of RES into the 
grid, the proposed PEI based-qZSI shows the promising 

application in highly efficient future microgrid architectures. 
The presented system decouples the DC bus controller from 
MPC using a low bandwidth PI control which performs majorly 
two functions, i.e., to decouple power and provide a low 
bandwidth, less complex DC bus controller, thereby reducing 
the computation burden of computing predictive values VC1 by 
solving higher order equations. This allows user to run the rest 
of the algorithm at higher rate thereby achieving high quality 
current waveforms along with low tracking error. 

 The decoupling and independent reference generation for 
active and reactive current at AC side allows more robust and 
modular control in context of the grid codes needs to be 
followed any PEI interfaced with the grid. The active/reactive 
power can be easily modified based on low voltage ride through 
(LVRT) [20] conditions like grid voltage support, load reactive 
power compensation, etc. 

II. SYSTEM MODELING 
 Fig. 1 shows the complete power stage with an overview 

of the control system adopted in this paper. Power stage 
includes PV array connected to qZSI with an input capacitor to 
stabilize the input voltage. PV module Suntech STP250-20/Wd 
is used to create a PV array by connecting 9 panels in series for 
the experiments in this paper. The I-V and P-V characteristic 
curves of the array shown in Fig. 2 and Fig. 3 respectively for 
solar irradiance levels of 1000 W/m2 and 800 W/m2. Then, the 
qZSI is tied to 3-phase grid at PCC through a first order R-L 
filter. The PCC is feeding some passive load demanding both 
active and reactive power. The three-phase grid is assumed to 
have impedance to test the system model for more practical and 
accurate scenario. The control system shown can be divided 
into two parts for easier understanding, named, reference 
generation based on the active and reactive power to be 
supplied by qZSI and predictive control to achieve the 
referenced parameters. The active power reference to be 
supplied by the qZSI to the PCC is generated through MPPT 
algorithm and reactive power reference can be generated 
through various ways. Reactive power demand of the system 
can be catered based on the load reactive power demand, which 
is adopted in this paper or through droop control/low-voltage 
ride through strategies proposed in various literature [20]. The 
algorithm proposed in the system can be adapted for any of the 
above-mentioned reactive power injection strategies based on 
the needs. The following sub-sections explain the modeling of 
the qZSI and its dynamic behavior for devising the discrete 
equations for MPC.  

A.  Quasi-Z-Source Inverter Modeling 
Fig. 1 shows the PV sourced qZSI with predictive control 

of active and reactive power in decoupled manner. Fig. 4 shows 
qZSI equivalent circuit during active and shoot through state 
based on δ, where δ represents active state and shoot through 
state when its value is 1 and 0 respectively. The qZSI is 
analyzed in both active states and shoot through states 
separately to develop system equations which are required for 
designing MPC framework. The full switching period of the 
qZSI bridge is considered to be T (T = T1 + To), active state 

 
Fig. 2. I-V Curve of the PV array used. 

 

 
Fig. 3. P-V Curve of the PV array used 
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time to be T1, shoot through state time to be To and shoot 
through duty ratio D as To/T. From Fig. 1 and Fig. 4, state space 
model can be determined as (1), (2) and (3): 

The equations (1)-(2) are written in standard form as,
x x u yδ δ= + +A B C . The parameters for active state (δ=1) and 
shoot-through state (δ=0) as A, B0, B1 and C where B0 is for 
shoot-through states and B1 for active states matrices are as 
follows:  

where the state vector is 1

T

Lx i i iα β=    , the input vector is

0 2

T

Cu v e eα β=    and 1 1

T

Cu v e eα β=    for shoot through and 
active state respectively. Control output vector is

T

PV qZSI qZSIy v v vα β=    where vPV is the instantaneous PV voltage, 

qZSI
vα  and 

qZSI
vβ  as the instantaneous bridge output voltage vector 

in α and β frame. Using state-space averaging, inductor voltage 

in (1)-(2) can be simplified over the complete switching cycle 
T in terms of D (shoot through duty ratio) and (1-D) as active 
state duty ratio which results in average voltage given by (3). 
The average inductor (L1) voltage (3) will be zero in case of 
steady state operation and this technique will be used later to 
detect the state (transient or steady state) of the system and 
develop an adaptive MPC cost function to prioritize the control 
and provide fast dynamic performance. It is worth mentioning 
that, the proposed method only uses L1 voltage for the state 
(transient or steady state) detection to reduce the computation 
and redundancy; the detail of this state detection technique is 
explained in section III. D. 

B. Filter-grid Interface Modeling 
In the proposed PEI, qZSI is connected to the grid through 

L filter with equivalent loss resistance of R. This paper doesn’t 
deal with the filter dynamics and its effects on the system, thus 
a simple R-L filter is chosen for reduced complexity, although, 
the system can be extended to the higher order filters like LCL 
or LLCL with proper modifications in the presented control and 
careful design of the filter [31-34]. The behavior of the system 
at the inverter-grid junction (PCC) is described as: 

qZSI

abc abc
abc abc

div Ri L e
dt

= + +  (4) 

Here, abc
qZSIv  is the present output voltage vector of qZSI, iabc is 

the injected current into system through R-L filter and eabc is the 
instantaneous PCC voltage. The grid voltage has been measured 
at the PCC. All the three phase vectors can be represented as 

[ ]T
a b cξ ξ ξ=abcξ . The system is further analyzed in αβ 

complex frame for MPC framework (Section III.B) to reduce 
the number of equations from 3 to 1 complex equation. The time 
domain system model in αβ frame can be transformed using 

=αβ abcξ Kξ , where K is Clarke’s transformation matrix. 

 
Here, each quantity with αβ is taken in complex form as
x x jxαβ α β= + .  

III. CONTROL DESIGN WITH PREDICTIVE MODEL 
The control design for the system shown in Fig. 1 can be 

divided into six parts: (A) reference generation for MPC, (B) 
predictive model of the qZSI and its grid interface, (C) optimal 
control effort, (D) system state determination for adaptive cost 
function implementation, (E) cost function formulation and 
minimization, and (F) Lyapunov stability analysis of the 
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Fig. 4. qZSI equivalent circuit in Non-Shoot through (δ=1) and Shoot 

through state (δ=0) 

0 0 0

0 0

0 0

R
L

R
L

 
 
 −=  
 − 
  

A  0

1 0 0
1

10 0
10 0

L

L

L

− 
 
 −=  
 − 
  

B  

1

1 0 0
1

10 0
10 0

L

L

L

 
 
 

=  
 
 
  

B  

1 0 0
1

10 0
10 0

L

L

L

 
 
 

=  
 
 
  

C  



2168-6777 (c) 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JESTPE.2018.2823904, IEEE Journal
of Emerging and Selected Topics in Power Electronics

 

system. All these parts will be explained separately in detail in 
the following sub-sections. 

A. Reference Generation for MPC 
 Overview block diagram of reference generation is shown 

in Fig. 1. As discussed in introduction (Section. I), qZSI control 
requires multiple quantities to be controlled simultaneously. In 
general, for a qZSI, vC1, iL1 and iabc is controlled [11], however, 
the proposed algorithm does not include VC1 in the cost function 
thus providing a simpler multi-objective predictive controller  
and easier weight function tuning. A PI controller is used for 
the regulation of VC1. DC bus voltage reference tells the PI 
controller about the amount of current need to be extracted from 
the bus which converts into the real power on the AC side. Here, 
decoupled active/reactive power controller is proposed which 
requires the independent control of both the power or their 
power components i.e. id and iq. MPC is used to achieve the 
reference value of the currents on the AC side and the DC side 
only. PI is used to provide the id,ref  as explained and is combined 
with the iq,ref  to make the total AC currents needs to be injected 
by the qZSI on the AC side. This way a decoupled control is 
achieved which is not possible if we include the VC1 in the MPC 
itself as it will try to achieve the different AC current form and 
won’t have any iq component. Thus, using PI module allows us 
to realize a decoupled power control, less complex MPC while 
maintaining high quality current controller, easy tuning of the 
system and less computation time for the system. 

The reference for VC1 is considered to be 600V [35, 36] 
which is more than the double of the considered utility grid 
having 208 VRMS(L-L) to transfer active power easily [37] and 
also to compensate high reactive power demand. The reference 
value for VC1 can be altered based on the system requirements 
for active and reactive power.  

The Conventional Incremental and Conductance (INC) 
[38] algorithm is used to generate PV current reference, which 
is the iL1,ref in steady state due to charge balance on the input 
capacitor shown in Fig. 1. An input capacitor is used with PV 
to eliminate the ripple current from PV, which can eliminate the 
voltage ripple and provide voltage stability at the input and does 
not change the DC component of PV current, iPV,ref from iL1ref,. 
In addition, the iq part is presented as general parameter and left 
on reader to decide its source as it can be based on different 
goals. For example, in current paper, iq has been generated to 
make the grid work at unity power factor thus compensating for 
all the reactive power required at the PCC by local load. User 
can extend this methodology and use latest grid codes, LVRT 
requirements etc. to find the reactive power (iq) reference needs 
to be injected into the grid. The iqref (reactive power component) 
is generated based on the reactive power requirement of the grid 
which can be either estimated based on the connected load by 
sensing the load reactive current component (iqload) as adopted 
in this paper and shown in Fig. 1 or by providing the Qref 
through different ways mentioned in the Introduction section of 
this paper. After finding id and iq, they are converted into αβ 
stationary frame using PLL. In ideal system, we can directly 
convert the iL1ref to the output iabcref using output voltage as the 
losses are considered zero and grid voltage is stiff. But, here the 
PI module is used which can cater for the losses in the whole 
system making it more practical and robust as compared with 
the previous presented work in which the references are 

generated assuming zero losses in conversion. The zero-loss 
consideration can also lead to system instability due to power 
mismatching at input/output ports. The two references, iL1ref and 
iαβref are then fed to the MPC block for further processing and 
switching signal generation. The MPC block is executed at 
fixed sampling time of Ts and estimates the appropriate 
switching vector for k+N sampling interval, where in this paper 
one step prediction (N=1) is used. Thus, the whole control is 
analyzed as two independent systems like in the two-stage grid 
connected system with DC side MPPT being the first stage and 
inverter side doing grid synchronizations being second, 
although, here both are used to control the single inverter bridge 
unit. 

B. Predictive Model of the System 
Predictive model of the system is determined by 

discretizing continuous time domain equations explained in 
Section II. Sampling frequency is chosen high enough to have 
an accurate prediction while meeting the hardware processor 
capability to execute the control loop efficiently for 
experimental implementation. With sufficiently high sampling 
frequency, the system can be approximated using forward Euler 
method as explained in [39]. This sub-section develops the 
predictive model equations for the qZSI-filter-grid interface and 
the impedance network inductor (L1) current at PV side of 
qZSI.  
 The iαβ current predictive model is developed by considering 
qZSI output voltage vector as qZSIvαβ  which is interfaced with grid 
having voltage of eαβ at PCC through R-L filter. The continuous 
time system mode given by (5) is discretized and used to predict 
the iαβ current using forward Euler method as:  

  ( 1) ( ) 1 ( ( ) ( ))S
S qZSI

TRi k i k T v k e k
L L

αβ
αβ αβ αβ

 + = − + −  
 (6) 

where, k is the present sampling instant and k+1 is the predicted 
sample one step ahead in horizon of time. All the parameters 
are defined in αβ complex frame of reference converting three 
equations to one complex equation.  

To predict the future values of inductor current (iL1), both 
shoot-through and active state model equations given by (1) and 
(2) are used. Using the voltage-current relationship for an 
inductor and discretizing it using forward Euler method, with 
mathematical re-arrangements, the inductor (L1) predicted 
current can be determined by:  

where iL1(k+1) is the predicted value of inductor current and δ 
is active state indicator as described in Section II.A.  

C. Optimal Control Effort: Minimizing the Energy-loss per 
Switching Event 

Switching frequency is a critical parameter that influences 
the switching losses of the converter. IGBTs are extensively 
used for grid-tied inverters applications due to their high 
voltage rating and low conduction losses as compared to the 
same rated Si-MOSFETs. However, IGBT has switching 
frequency limitation and generally, they are restricted to 
approximately maximum value of 20~30 kHz. Thus, an 
effective controller should minimize the switching frequency 
while maintaining the quality of power injection to the system. 

}{ [ ]0,1

1 1 1 2( 1) ( ) ( ) . ( ) (1 ). ( )
1
S

L L PV C C
Ti k i k v k v k v k
L

δ

δ δ
∈

+ = + − + −  (7) 
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The proposed algorithm accounts for extra term in cost 
function, which minimizes the switching changes per switching 
event thus achieving a minimum energy controller.  The switch 
state change from instant k to k+1 is formulated as: 

( 1) ( 1) ( )S k S k S kΔ + = + −  (8) 
where S(k) and S(k+1) are the current switching vector and the 
switching vector to be applied to qZSI at instant (k+1). To 
achieve a minimum energy controller, the following penalty 
function is added to the MPC cost function:  

( 1)fs fsg S kλ= Δ +  (9) 

By minimizing (9) with weight factor of λfs, the average energy 
loss per switching cycle will be reduced. 

D. System State Determination 
The determinations of the system state are done based on 

the estimated input inductor (L1) voltage by MPC, the average 
voltage value of the inductor is computed for every switching 
cycle (T) based on (3). The MPC algorithm is running at a 
constant sampling frequency of fs generating a switching vector 
every Ts second. The proposed algorithm will count the number 
of sample (Ts) time (N1) for which the output vector is in shoot-
through (S9) and number of sample time (N2) output vector is in 
active (non-shoot through) state (Sj | j ϵ [1,8], j ϵ ) before going 
into shoot through again. There is a possibility of the qZSI to 
operate without going in shoot through state, which is only 
possible when vPV is equal to vC1 in (3). The time periods used 
in (3) can be estimated using the following integers: 

1 1 2 1 2, ( )o S S ST N T T N T T N N T= =  = +  (10) 

There are two possible scenarios of the operation of the qZSI: 
1) If N1≠0, meaning the qZSI is boosting the input voltage 

PV by employing shoot-through state during its operation. 
In this scenario, the average voltage of the inductor given 
by equation (3) will be used to determine the state of the 
system. Time periods To, T1 and T calculated by using 
equation (10) will be used to balance the inductor volt-sec 
which should balance in steady state and should be equal 
to a small value of voltage drop across its ESR only. If volt-

sec doesn’t balance, that means system is in transient mode 
and changing the inductor current. 

2) If N1=0, qZSI is not boosting the input PV voltage and 
thus, is not employing shoot through states during its 
operation. During this case, the capacitor C1 voltage will 
be equal to the input PV voltage. 

Statement (11) estimates system state factor γ(x) by returning 
1 (steady state) if the equation is true, 0 otherwise (transient): 

1Lv   is the average value of inductor voltage from (3) and VC1 
and VPV are the average values of capacitor C1 voltage and 
input PV voltage over one switching cycle. ε is the error 
tolerance for 1Lv  as in practical cases, there would be a small 
DC component of voltage across the inductor due to its ESR. 
This error tolerance is an important property, as 1Lv will never 
be zero in any practical case. 

The final task of the proposed controller is the over-current 
protection. The proposed MPC cost function is subject to the 
constraint given by (12) which bound the output current within 
a predefined limit: 

max max  where  i i iαβ αβ αβ
+≤ ∈  (12) 

The inverter current is constrained by this bound in the 
optimization of the cost function. This also enforces inverter 
over-current protection and avoids large inrush current during 
grid faults and supports LVRT [40]. The bound value maxiαβ  can 
be set around 90% of the rating of the semiconductor devices 
used giving a proper headroom to compensate for the various 
parametric variations in the devices due to heating, ageing etc. 

E. Cost Function Computation 
In this paper, the cost function computation and 

minimization is done based on the current state of the system, 
i.e. transient or steady state. To provide maximum dynamic 
response while maintaining the lower switching frequency, the 
system ignores the switching loss optimization during transients 
to achieve the reference values faster after which the control is 
switched to work optimally reducing switching effort and 
energy-loss per switching event. The general form of the cost 
function is given by (13) with its matrices in Table. II. 

( )

{ } [ ] [ ]

2

1

max

minimize   -

                        ( ). ( 1) ( )

subject to 

                

( ) 0,1 , 0,1 , 1,9   & ,

n n
n

n

fs

g

x S k S k

x x u y

i i

x

γ
δζ

δ δ

αβ αβ

λ

γ λ

γ δ ζ δ ζ

∈ =+ ∈

= +

+ + −

= + +

≤

∈ ∈ ∈ ∈


ref ref

refI (k) I
I(k 1) I

I (k) I (k 1)

A B C



 (13) 

Here, the cost function is divided into two parts: major system 
control objectives and auxiliary minimization of energy loss per 
switching event. The cost function is minimized based on the 
system equations developed earlier. In addition, the output 
current protection is considered while minimizing the cost 

{ } { }1 1

1
( )

0

L C PV

x S
x

x S

S v V V

γ

ε

∈
=  ∉

= ≤ ∪ =
 (11) 

TABLE I: SWITCHING TABLE 

Switching 
State S1 S2 S3 S4 S5 S6 Voltage 

Magnitude Angle 

000 0 1 0 1 0 1 0 0 

100 1 0 0 1 0 1  0 

110 1 0 1 0 0 1   

010 0 1 1 0 0 1   

011 0 1 1 0 1 0   

001 0 1 0 1 1 0   

101 1 0 0 1 1 0   

111 1 0 1 0 1 0 0 0 
S9 (Shoot 
Through) 1 1 1 1 1 1 0 0 

DCV
3
2

DCV
3
2

3
π

DCV
3
2

3
2π

DCV
3
2 π

DCV
3
2

3
4π

DCV
3
2

3
5π

Saeed Ansari
Highlight
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functions. The cost function is adaptive in a sense that it is 
constrained by ( ), ,  and xγ δ ζ .  

The proposed predictive controller Algorithm. 1 is executed 
for the number of possible voltage vector states shown in Table. 
I for the inverter, in this case 9 vectors are obtained including 6 
active states, 2 null states and 1 equivalent shoot through state. 
The prediction of the variable is done for each possible voltage 
vector state between two switching instants and the cost 
function (13) is calculated for each voltage vector. The voltage 
vector generating minimum value of g γ

δζ  is applied to the 
inverter. There is no analytical approach to finding the 
weighing factors which are usually done empirically [39]. The 
previous systems proposed in literature generally employ more 
than 3 weighting factors which can make the tuning a complex 
task hence this problem is eliminated in the presented control. 
The tuning of factors is done in a way to ensure the stability of 
the system. Giving the preference to iL1 over iαβ as iL1 is the 

deciding factor for iαβ and if the change in iαβ is done faster than 
the iL1, it can lead to stability issues of the VC1 due to extra 
demand of current on AC side. Also, rather than treating iα and 
iβ as two different cost functions as in conventional MPC for 
grid-tied inverters [41, 42], in this paper, the proposed 
controller used the complex notation of the variable.  

F. Lyapunov Stability Analysis of the System 
System stability is analyzed using Lyapunov stability 

criterion. The future actual votage vector , ( 1)opt
qZSIv kαβ +  required 

for perfect tracking can be represented as: 
,( 1) ( 1) ( 1)opt

qZSI qZSIv k v k kαβ αβ φ+ = + + +  (14)

where, ( 1)qZSIv kαβ + shows the converter output voltage vector 
based on 9 switching states,  , ( 1)opt

qZSIv kαβ +  is the optimum 
voltage vector that can make the current error in next sampling 
insatnt to zero and ( 1)kφ +  represents the quantization error in 
the voltage vectors, here, ( 1)  and k l lφ ++ ≤ ∈ . 

Since, ( 1)qZSIv kαβ +  is bounded and is in finite sets, the 
hysteresis bounds of width ( 1)kφ +  are also bounded, thus the 
existence of ‘l’ is guaranteed. Taking control parameters 
defined above, erroriαβ −  can be defined as: 

( 1) ( 1)error refi i k i kαβ αβ αβ− −= + − +  (15)

From equation (6), 

( 1) ( ) 1

( ( ) ( )) ( 1)

error S

S
qZSI ref

Ri k i k T
L

T v k e k i k
L

αβ αβ

αβ
αβ αβ

−

−

 + = −  

+ − − +
 (16)

The goal of the control function is to reduce tracking error 
erroriαβ − asymptotically to zero or a very small error tolerance 

value ε. The lyuponav function ( )L k  is defined as: 
1( ) ( ) ( )
2

T

error error errorL i i k i kαβ αβ αβ− − −   =      (17)

Using (16), the rate of change of lyuponav function can be 
defined as: 

 

( ) ( ( 1)) ( ( ))
( )

1 ( ) 1 ( ( ) ( 1) ( )) ( 1)
2

( ) 1 ( ( ) ( 1) ( )) ( 1)

1

error error error

error

T
S

S qZSI ref

S
S qZSI ref

L i L i k L i k
L i

R Ti k T v k k e k i k
L L

R Ti k T v k k e k i k
L L

αβ αβ αβ

αβ

αβ
αβ αβ αβ

αβ
αβ αβ αβ

φ

φ

− − −

−

−

−

Δ = + −

Δ =

  − + + + − − +    
  − + + + − − +    

− ( ) ( )
2

T
error errori k i kαβ αβ− −      

(18)

Algorithm 1: Proposed MPC Algorithm 
1:  function PredictiveControl() sampling at Ts 

Input: iL1(k), vC1(k), vC2(k), iabc,ref(k), iabc(k), eabc(k), vPV(k) 
Initialization: N1, N2 = 0 

2:  Conversion from abc to αβ frame 
{ }, , ,, ,abc abc abc abc refx x x e i iαβ = ∈K  

3: Loop-1: State Prediction  
Count N1, number of times output of MPC is shoot-
through consecutively. 
Count N2, number of times output of MPC is non-shoot 
through state between two shoot-through states. 

( )   Compute from (3), (10), and (11)xγ ⇐  
4: Loop-2: Predictive Control & Cost function Computation
   for i = 0,…,8: 

grid prediction model:  
( )( 1) Compute from (6)  S

subject to 
i ji kαβ
ζ

+ ⇐ ∀

 
qZSI Predictive model: 

1 ( )( 1) Compute from (7)   S
subject to ,
L i ji k

δ ζ
+ ⇐ ∀

 
 Compute ( ) ( ) ( )fsg i g i g iγ γ

δζ δζ= +  from (13) 
subject to x x u yδ δ= + +A B C   

      maxi iαβ αβ≤  
with constraint of state factor (γ(x)), non-shoot 
through indicator (δ), and switching factor (ζ). 

end for 
5: Loop-3: Cost function minimization 

min min, 0g i⇐ ∞ ⇐  
   for i=0,…,8 
   if min,( )g i g then

δζ

γ ≤  
    min min( ),g g i i iγ

δζ⇐ ⇐  
end if 

  end for 
6: Return switching state 

Return Si (switching state corresponding to i, generating 
minimum error) 
end function 

TABLE II: COST FUNCTION PARAMETERS 

n n
refI (k)  n +I (k 1)  

1 
1

( )
L ref

i kδ  1 ( 1)Li k +  

2 ( )refi kζ
αβ  ( 1)i kαβ +
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According to lyuponav theorem, for convergence of erroriαβ − to 
zero and for system to be stable, the rate of change of lyuponav 
function ( )errorL iαβ −Δ should be always negative, thus, 

0,   ( ) 0error errori iff L iαβ αβ− −→ Δ < . The discrete future voltage 
vector which ensure the negative rate of change of ( )errorL iαβ −Δ
is given by: 

( 1) ( )qZSI
S S

L Lv i k i k R e
T T

αβ
αβ αβ αβ

 
= + + − + 

 
 (19)

For lyuponav stability, system should follow the following 
criteria: 

1

2

3 4

1 2, 3 4

( ( )) ( ) , ( )

( ( )) ( ) , ( )

( ( 1)) ( ( )) ( )

, , , 1

,

error error error

error error error

error error error

L i k C i k i k

L i k C i k i k

L i k L i k C i k C

C C C C

σ
αβ αβ αβ

σ
αβ αβ αβ

σ
αβ αβ αβ

σ

− − −

− − −

− − −
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+

≥ ∀ ∈ ϒ

≥ ∀ ∈ Γ
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∈ ≥

ϒ ∈ Γ ⊂ ϒ





(20)

Substituting (19) in (18) 
2

21 1( ) ( ) ( )
2 2

TS
error error

T
L k l i k i k

L αβ αβ− −
     Δ ≤ −      

 (21)

Also, the current vector converges to compact given by 
equation (22) 

( ) ( ) S
error error

T
i k i k l

Lαβ αβ− −
 Ω = ≤ 
 

 (22)

From (20), 

1 2
2

2
3 4

1

1 1,
2 2 s

C C

LC C l
T

= =

 
= =  

 

 

Therefore, all the signals will be bounded and will satisfy the 
Lyapunov stability criterion. 

IV. RESULTS AND DISCUSSIONS 
The proposed system and controller is verified 

experimentally using dSPACE-DS1007 platform. The 
performance of the proposed PEI is evaluated for the following 
criteria: solar irradiance variation and reactive power 
compensation of the passive load connected at the PCC. The 
system is analyzed independently at the PV side for its MPP 
tracking performance by the system while simultaneously 
controlling the reactive power injection into the grid and their 
dynamic response on controlled parameters. Table. III shows 
the parameters of the system and Table. IV shows the controller 
parameters. The results are verified for above criteria and are 
shown in Fig. 5-Fig. 12. This section has been further divided 
for a clear overview as, A) PV side dynamics, B) Grid side 
dynamics, C) Parameter variation effect, and D) Proposed 
controller performance comparison. 

TABLE III: SYSTEM PARAMETERS 

PARAMETERS VALUES 

Vabc 208VRMS (L-L) 
Frequency 60Hz 

PV MPP @ STC 2250W 
VMP 276.3V 
IMP  8.15A 

RL Filter 1.5mH-0.01Ω 
L1and L2 1mH 
C1 and C2 1000μF 

 
TABLE IV: CONTROLLER PARAMETERS 

Parameters VALUES 
Weight Factor iL1 1 

Weight Factor iαβ 0.25 

Weight Factor for fs 0.02 

Sampling Time (Ts) 100kHz 

Average Switching frequency  22kHz 

Fig. 5 The solar insolation changes from 1000W/m2 to 800W/m2. The step 
change in active power reference from the MPPT algorithm occurs at t1. ea

grid 
is the PCC voltage, ia

qZSI is the phase a current fed by qZSI to PCC, il1 is the 
qZSI input inductor current, and Vc1 is the qZSI C1 voltage. 

Fig. 6 Reactive power compensation by qZSI: grid current, grid 
voltage, inductive load current, and qZSI current waveforms before 

and after triggering the reactive power compensation. 
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A. PV Side dynamics 
 Fig. 5 shows the DC side parameters of the qZSI during the 

transient operation of the system. A step change is applied to 
solar irradiance level decreasing the irradiance from 1000W/m2 
to 800W/m2, which is followed by the fall in iL1 as shown in 
Fig. 5. The VC1 was constantly maintained at 600V during the 
transient operation showing the dynamic performance and 
effectiveness of the control. The ea and ia are shown to be in-
phase showing the active power injection by the qZSI. In this, 
qZSI is only catering the active power of the load by pushing 
the maximum available power from the PV. 

B. Grid Side dynamics 
 Fig. 6 shows the reactive power compensation for the local 

loads shown in Fig. 1. The system is commanded to change the 
operation from lagging power factor to unity power factor at 
grid side by compensating the reactive power of the load by 
qZSI. During this time, qZSI will partially behave as 
STACOM. This paper adopts conventional load reactive power 
compensation method to show the effectiveness of the control. 
In Fig. 6, before instant t2, the reactive power command was 0, 
thus all the reactive power is supplied by the grid and can be 

seen as grid current is leading the voltage and qZSI is operating 
at the unity power factor. At instant t2, the reactive power is 
commanded to make the grid at unity power factor as in 
conventional STATCOMs, thus making grid at unity power 
factor and qZSI at leading. The reactive power demand of 
750VAR has been compensated by the qZSI along with the PV 
MPP of 2.25kW.  

Fig. 7 shows the DC link of qZSI, grid voltage, qZSI 
injected current and grid current for reactive power 
compensation, which was elaborated in Fig. 6. The pulsating 
DC link shows the boosting operation. The system followed the 
command without any DC link voltage spike. This ensures the 
system dynamic performance as well as current bound limits of 
the system. Current is limited within bounds eliminating the 
sudden spikes in the voltages which can result in damaging of 
semi-conductor devices. Also, the zoomed in DC link voltage 
before and after the reactive power commend verifies that the 
control maintains the same boosting ratio confirming that the 
system is maintaining MPP tracking independent of the reactive 
power injection.  Fig. 8 shows the Fast Fourier Transform (FFT) 
of the injected qZSI currents. As seen, the system has high 
fundamental peak with all the harmonics distributed over the 
band. This is due to the variable switching frequency of the 
MPC. This is advantageous as the distribution of harmonics 
reduced the individual 3rd, 5th and 7th harmonic magnitude and 
provide low (3.2%) Total Harmonics Distortion (THD) current, 
which is within IEEE-519 standards [43]. The detailed FFT 

Fig. 7 Effect of triggering the reactive power compensation at t2 by qZSI on 
DC-link voltage, grid current, and qZSI current. ea

grid is the PCC voltage, ia
qZSI

is the phase a current fed by qZSI to PCC, ia
grid is the grid current, and vdc is 

the qZSI DC link pulsating voltage demonstrating boosting operation. 

Fig. 8 Injected qZSI current and its FFT analysis. 

FIG. 9 Detailed FFT analysis 

 
Fig. 10 Dynamic response of the grid reactive power to reactive power 

compensation by the qZSI. 

 
Fig. 11 Grid reactive power ripple after compensation by qZSI. 
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waveform is shown in Fig. 9 to confirm the low THD of 3.2% 
which can be verified by looking at the harmonics percentages. 

Fig. 10 shows the response of the grid to the reactive power 
compensation by the qZSI triggered at t=5sec and Fig. 11 shows 
the grid reactive power ripple and tracking error in steady state. 
Fig. 10 shows the fast-dynamic response of the system to the 
commanded reactive power and reach the steady state in less 
than 20ms, which is nearly one AC cycle of the grid.  Fig.12 
and Fig. 13 shows the performance of the MPPT and the current 
controller on VPV and IPV during positive (800W/m2 to 

1000W/m2) and negative (1000W/m2 to 800W/m2) irradiance 
transients. 

 It can be seen from both the Fig. 12 and Fig. 13, that the 
PV voltage remains almost constant whereas the PV current has 
changed to track the MPP.  The above-mentioned figures also 
demonstrate the speed at which the MPP is being tracked. 
During negative transient at t3, Fig. 12, the sudden power 
decrease leads to voltage dip (undershoot) at the DC bus of 
around 80V. After the transient, the system recovered within 
240ms and reached the previous voltage value as well as new 
MPP current of 6.15A with the MPP efficacy of 98.165%.  
During positive step at t4 in Fig. 13, the overshoot is around 20V 
which is significantly lower than the undershoot as expected 
because at this point the extracted power is less than PV MPP. 
Therefore, system recovered in 200ms to the new MPP with the 
MPP current as 8.1A tracking MPP with an efficacy of 99.14%. 

C. Parameter Variations effect 
Fig. 14 shows the effect of optimal control effort on the 

system parameters like average switching frequency and THD 
of the injected current. The graph shows the variation of 
average switching frequency with weight factor λfs. The THD is 
represented by the color variation on the scattered points. The 
THD of the injected current is low at high switching frequency 

TABLE V: PV MPP EFFICIENCY 

IRRADIANCE 
(W/m2) 

PV MPP TRACKING 
EFFICIENCY (%) 

RIPPLE 
(%) 

1000 99.14 0.632 
900 98.11 0.3735 
800 98.165 0.6735

Fig. 12 Irradiance step change at t3 from 1000W/m2 to 800W/m2. 
 

Fig. 13 Irradiance step change at t4 from 800W/m2 to 1000W/m2. 

Fig. 14 Variation of switching frequency and THD with respect to weight 

factor of fsgγ
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Fig. 15 Variation of L1 from its nominal model and its effect on MPP tracking 
at irradiance of 1000W/m2. 

Fig. 16 Variation of filter inductance from its nominal model and its effect on 
THD at irradiance of 1000W/m2. 
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as expected for low weight factors. The increase in weight 
factor decrease the frequency significantly in started showing 
the effect of the optimal control effort for minimizing the 
energy-losses per switching event.  

Table. V Shows the MPP tracking efficiency of the system 
for various irradiance values and the corresponding power 
ripple. The overall system efficiency was found to be 85.6% at 
STC condition. The system maintained a good tracking 
accuracy and negligible power ripple of less than 1% for every 
irradiance. On the scale of 2.25kW, the power ripple is 
negligible and doesn’t effect the system.  In addition to test the 
MPC robustness with the parameter variation, both the 
parameters used in MPC are varied without changing the MPC 
algorithm and their corresponding affect on controller 
perfromance on MPP tracking, MPP ripple and maintaining low 
THD is analyzed. Fig. 15 and Fig. 16 shows the variation of 
input inductor L1 and filter inductor L variation respectively. 

Fig. 15 shows the variation of L1 from -50% to 125% its 
rated value, and the PV MPP efficiency along with PV MPP 
ripples is measured. It is found that, the difference between the 
expected MPP and the measured is less than 8W for the whole 
L1 variation range which is 0.35% of the rated L1 MPP value. 
Further, the ripple at any variation point is within 2% of the 
maximum power at STC. Fig. 16 shows the same variation of 
filter inductance from -50% to 125% of its rated value and its 
affect on the THD value of the injected current. The THD value 
is in compliance and is 5.7% for the -50% variation in 
inductance. 

The above analysis confirms the robustness of the 
controller on the model parameter variation of the system. Also, 
the effect of VC1 on the system will be negligible, as it is not 
included in the MPC algorithm to compute future values which 
require exact values. This is another advantage of using PI 
controller for the VC1 which automatically compensate for the 
variation of C1 and have negligible effect on the performance 
of the system. 

D. Proposed Controller Dynamic Performance Analysis and 
Comparison 

Fig. 17 shows the imported oscilloscope data of measured 
PCC voltage along with the grid current to clearly demonstrate 
the reactive power compensation and unity power factor 
operation. At t2, reactive power compensation is turned off as 
marked on Fig. 17. Lines have been marked before and after t2 
to show the out of phase and in phase nature of the current to 
further verify the unity power operation after t2.  Also, settling 
time has been marked showing the controller response time of 
less than one power cycle to achieve the compensation. The fast 
response shows the effectiveness of proposed control scheme.  

Fig. 18 and Fig. 19 shows the tracking performance of 
active and reactive power for the experiment of Fig. 6 at time 
t2. Fig. 18 shows the tracking performance of the reactive 
power compensation. Reactive power compensation was 
triggered at 0.5sec. The system followed the reference and was 
able to track the reference under 250ms as can be verified from 
the Fig. 18. Similarly, Fig. 19 shows the tracking performance 
of the active power reference for the experiment of Fig. 5 at 
time t1 in the revised manuscript. For this, PV irradiance have 
been stepped to decrease the active power input to the system 

which is followed by the MPPT and MPC controller which 
consequently reduce the active power injection into the grid.  
Further the performance comparison between classical 

 
Fig. 17 Dynamic response of the grid reactive power to reactive power 

compensation by the qZSI. 

 
Fig. 18 Step response of reactive power compensation 

 
Fig. 19 Step response of active power compensation 

Fig. 20 Classical PI controller approach for the qZSI under study. 

 
Fig. 21 The proposed control scheme based on MPC for qZSI with advance 

functionality. 
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controller and propose MPC based controller is performed. Fig. 
20 shows the general classical controller and Fig. 21 shows the 
control block diagram of the proposed controller. In this 
analysis, the PI controller gains for conventional method are 
designed using the well-known Ziegler-Nichols method which 
is basically evaluates the step response of the system for 
determination of the gains, this technique is widely used in 
industry. 

The structure of the proposed model based predictive 
controller differs from the PI based controller since there is no 
modulator and no cascaded liner controller which are 
challenging to tune and are not robust to grid abnormalities for 
the application in this paper. In the proposed system a single 
cost function is utilized for optimal actuation. Thus, it is easier 
to design since there are no cascaded modules as in classical 
linear controllers that must be tuned simultaneously to achieve 
smooth dynamic response and negligible active and reactive 
power tracking error in steady state operation. 

Fig. 22 shows the output current and input inductor current 
using classical controller and Fig. 23 shows the same 

parameters using the MPC based controller. As can be observed 
the proposed controller has lower current ripple at both AC side 
and DC side input inductor. This is since MPC is hysteresis type 
of controller and can instantaneously follow the reference by 
applying the appropriate voltage vectors and thus, can achieve 
very small current ripples. Further, both the system has been 
compared for the step response for the reactive power 
compensation at t1. Fig. 24 shows the response comparison. 
Fig. 24 (a) shows the MPC response and Fig. 24(b) shows the 
classical control response. As can be observed, the MPC was 
able to respond within single cycle to achieve the reference 
whereas classical control took around 2-3 cycles. 

V. CONCLUSION 
A grid-tied PEI using qZSI for PV applications is 

developed based on MPC framework. The system is analyzed 
for PV application as Distributed Generation unit along with 
ancillary service requirement by the grid at PCC. The proposed 
control accurately generates the references of the variables to 
be controlled. A PI module is used to regulate the DC bus 
voltage and the conventional Incremental & Conductance 
algorithm for PV MPP current (IMP) generation reference. 
Finally, the qZSI predictive model is used to generate the 
voltage vector and switching pulses for the qZSI leading to the 
lowest error between the predictive and reference values. The 
system also tackles the problem of overcurrent during grid 
faults and provide cycle by cycle overcurrent protection which 
is constraint to optimize the cost function. Further, a minimum 
energy controller is also included in the algorithm to minimize 
the switching effort to go from one voltage vector to another, 
thus, aims on reducing the switching losses. The system was 
first designed, simulated, and finally tested experimentally 
using dSpace-1007. The system was capable of tracking and 
delivering maximum power from PV with fast tracking 
dynamics along with independent reactive power compensation 
for the load/grid connected at the PCC. The system could 
condition the grid by supplying the required reactive power thus 
making grid operate at unity power factor.  
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